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Abstract
In this work we construct linear orders between
pairs of intervals by using aggregation functions.
We apply these orders in a decision-making problem
where the experts provide their opinions by means
of interval-valued fuzzy sets.
Keywords: Interval-valued fuzzy sets, decision
making, linear order.
1. Introduction
The membership degree of each element of a fuzzy
set is a value in the interval [0, 1] (linear ordered
set). Then, given x, y ∈ [0, 1] such that x 6= y,
x < y or y < x. This property, inherited of real
numbers, could be a crucial fact in many applica-
tions where a ranking between alternatives or mem-
bership degrees must be calculated. Moreover, some
families of aggregation functions, such as OWA op-
erators and Choquet integrals, require a linear order
in their definitions.
In some applications, such as decision making, it
has been proven that the systematic use of exten-
sions of fuzzy sets is a useful tool [1]. This is the
case, for instance, of interval-valued fuzzy sets [2, 3]
or, equivalently, Atanassov intuitionistic fuzzy sets
[4]. However, in all these extensions, the member-
ship degrees are evaluated in a poset (partially order
set) and the problem of incomparability between al-
ternatives may arise.
To avoid this incomparability problem, in this pa-
per we propose a method to generate linear orders
between pairs of intervals and we apply it in a de-
cision making problem. In this way, we select as
the best option the alternative which is associated
to the largest pair of intervals, with respect to the
considered linear order.
As in decision making problems we must also ag-
gregate the information furnished by the experts by
means of aggregation functions [5, 6, 7], we have de-
cided to use these functions to generate the orders.
All these considerations have led us to aim at the
following objectives:
(1) To use aggregation functions for building linear
orders for pairs of intervals whose endpoints be-
long to the unit interval;
(2) To apply it in a decision making problem.
The structure of the paper is the following. In
Section 2 we introduce the notation and recall some
well-known notions. In Section 3 we construct linear
orders between pairs of intervals through aggrega-
tion functions. Section 4 contains an application
of the theoretical results in a multi-expert decision
making problem. Some concluding remarks and fu-
ture research lines close the paper.
2. Previous concepts and results
We start by recalling some well-known concepts that
will be useful for subsequent developments through-
out the paper.
2.1. On orders and partially ordered sets
Definition 2.1 A partial order  over P is a bi-
nary relation which is reflexive, antisymmetric and
transitive. If  is a partial order, the pair (P,) is
called a partially ordered set (poset).
Given a poset (P,), and x, y ∈ P we say that x
and y are comparable if x  y or y  x.
Besides, we call
a) 1P , the top of the poset, if for all x ∈ P it holds
x  1P ;
b) 0P , the bottom of the poset, if for all x ∈ P it
holds 0P  x.
Notice that, in case they exist, 1P and 0P are
unique.
Let K([0, 1]) ⊂ R2 be given by
K([0, 1]) = {(x, x) ∈ [0, 1]× [0, 1]|x ≤ x},
and let L([0, 1]) be the set of all closed subintervals
of the unit interval, that is
L([0, 1]) = {x|x = [x, x] such that 0 ≤ x ≤ x ≤ 1} .
There is a straightforward bijection
i : K([0, 1]) −→ L([0, 1]) given by
i((x, x)) = [x, x] = x.
Through this bijection, the partial order on R2,
(a, b) 2 (c, d) if and only if a ≤ c and b ≤ d induces
an equivalent partial order on L([0, 1]), namely,
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x 2 y if and only if x ≤ y and x ≤ y.
In this way, (L([0, 1]),2) is a poset whose bot-
tom and top are, respectively, 0 = [0, 0] and 1 =
[1, 1]. In fact, the bijection i is a lattice isomor-
phism1.
We refer as (L([0, 1]))2 to the set of pairs of closed
subintervals of the unit interval; that is,
(L([0, 1]))2 = {([x, x], [y, y]) with x, x, y, y ∈ [0, 1]} .
Similarly to the case of R2 and L([0, 1]), the par-
tial order on R4, namely,
(a1, b1, c1, d1) 4 (a2, b2, c2, d2) if and only if
a1 ≤ a2 and b1 ≤ b2 and c1 ≤ c2 and d1 ≤ d2,
also induces an equivalent partial order 4 on
(L([0, 1]))2, given by
(x1,y1) 4 (x2,y2) if and only if x1 ≤ x2 and
x1 ≤ x2 and y1 ≤ y2 and y1 ≤ y2 . (1)
In this way, ((L([0, 1]))2,4) becomes a poset whose
bottom and top are, respectively,
(0,0) = ([0, 0], [0, 0]) and (1,1) = ([1, 1], [1, 1]).
Example 2.1 Let the pairs of intervals be
• z1 = ([0.05, 0.2], [0.1, 0.4]),
• z2 = ([0.3, 0.7], [0.4, 0.6]),
• z3 = ([0.1, 0.6], [0.5, 0.95]), and
• z4 = ([0.5, 0.9], [0.2, 0.7]).
The elements zi can be represented in the unit
square [0, 1]2 as in Fig. 1. In this Figure each pair
of intervals is drawn as a rectangle for which the
first interval lies in the horizontal axis and the sec-
ond interval lies in the vertical one. The advantage
of this representation is that some visual interpre-
tations can be drawn. For example, we have that
the intervals of z3 and z4 are wider than those of z1
and z2, since their areas are significantly greater.
Besides, zi 4 zj if and only if each corner of the
rectangle zi is located below and on the left side of its
corresponding corner in the rectangle zj. For exam-
ple, in Fig 1 we know that z1 4 zi for i ∈ {2, 3, 4}.
Similarly, we can deduct that z2, z3 and z4 are in-
comparable in terms of 4.
Definition 2.2 A linear order ≤ over P is a binary
relation which is transitive, antisymmetric and to-
tal. Equivalently, a linear order is a partial order
under which every pair of elements is comparable.
1The sets K([0, 1]) and L([0, 1]) have already been used,
suitably equipped with some order and latticial structure
[8, 9], to construct some universal codomain where it was
possible to represent different kinds of orderings as, e.g., to-
tal preorders, interval-orders and semiorders, by means of a
single function that preserves the ordinal structure. The bi-
jection i : K([0, 1]) −→ L([0, 1]) has also been considered in
those approaches, and some other similar bijections and/or
latticial isomorphims as well as order isotonies have also been
introduced accordingly. Other possible universal codomain
to represent different kinds of orderings, which is essentially
equivalent to K([0, 1]) consists of triangular and symmetric
fuzzy numbers. For further information see [10, 11, 12, 13].
Figure 1: Pairs of intervals
Example 2.2 Some examples of linear orders on
L([0, 1]) are the lexicographic orders, given by:
• (lexicographic-1 order) x ≤lex1 y if and only if
– (x < y); or
– (x = y and x ≤ y)
• (lexicographic-2 order) x ≤lex2 y if and only if
– (x < y); or
– (x = y and x ≤ y)
In [14], a special class of linear orders is defined.
Definition 2.3 [14] An order ≤ on L([0, 1]) is said
to be admissible if it is linear and refines the partial
order 2, i.e., it is a linear order satisfying that for
all x,y ∈ L([0, 1]) such that (x, x) 2 (y, y), it holds
x ≤ y.
These admissible orders were introduced to deal
with interval-valued fuzzy sets in applications (see
[15]), since for those sets membership degrees are
given in terms of intervals. Notice that lexico-
graphic orders are particular instances of admissible
orders.
2.2. Fuzzy sets and extensions of fuzzy sets
Since Zadeh introduced [16] the concept of a fuzzy
set many extensions of the latter have been defined
in order to deal with imprecision in different set-
tings and problems. We recall here the definition
of fuzzy sets and some of the most commonly used
extensions.
Definition 2.4 [16] A fuzzy set A on a universe U
is a mapping A : U −→ [0, 1], where A(u) denotes
the membership degree of the element u to the fuzzy
set A.
Definition 2.5 [17] An interval-valued fuzzy set A
on a universe U is a mapping A : U −→ L([0, 1]),
where A(u) denotes the membership degree of the
element u to the interval-valued fuzzy set A.
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Definition 2.6 [18] A set-valued fuzzy set (SVFS)
A on a universe U is a mapping A : U −→
P([0, 1])\∅, where P([0, 1]) is the power set and
A(u) denotes the membership degree of the element
u to the SVFS A.
2.3. Aggregation functions
In many problems, it is necessary to fuse or aggre-
gate inputs or data. A common tool to do so is
provided by aggregation functions.
Definition 2.7 An aggregation function M is a
mapping M : [0, 1]n → [0, 1] for some n ≥ 2, that
satisfies:
• M(0, . . . , 0) = 0, M(1, . . . , 1) = 1, and
• For any pair (x1, . . . , xn) and (y1, . . . , yn) of
n− tuples such that
xi, yi ∈ [0, 1] with xi ≤ yi for all i ∈ {1, . . . , n},
then M(x1, . . . , xn) ≤M(y1, . . . , yn);
that is, M is monotonically increasing in each
one of its arguments.
For further information and some generalizations
of these functions see [19].
A relevant example of aggregation function is pro-
vided by triangular norms [5, 7, 20, 21].
Definition 2.8 A function T : [0, 1]2 → [0, 1] is
called a triangular norm (t-norm for short) if it
is symmetric, associative, increasing with respect to
the order ≤ and T (x, 1) = x for all x ∈ [0, 1].
Finally, aggregation functions have been used to
generate admissible orders.
Proposition 2.1 [14] Let B1, B2 : [0, 1]2 → [0, 1]
be two continuous aggregation functions, such that
for all (p1, p2), (q1, q2) ∈ K([0, 1]), the equalities
B1(p1, p2) = B1(q1, q2) and B2(p1, p2) = B2(q1, q2)
only hold provided that (p1, p2) = (q1, q2).
The order ≤B1,B2 on L([0, 1]), given by
x ≤B1,B2 y if and only if B1(x, x) < (B1(y, y)) or
(B1(x, x) = B1(y, y) and B2(x, x) ≤ B2(y, y)),
is an admissible order on L([0, 1]).
3. Admissible orders on (L([0, 1]))2
By means of the partial order 4 the problem of in-
comparability between two elements on (L([0, 1]))2
can arise. Besides, some special classes of aggre-
gations, such as Choquet and Sugeno integrals ac-
tually require a linear order. In this section, we
construct linear orders on (L([0, 1]))2 generalizing
the concept of admissible orders on L([0, 1]) given
in Def. 2.3.
Definition 3.1 An order ≤ on (L([0, 1]))2 is an
admissible order if it is linear order on (L([0, 1]))2
and refining the order 4 in Eq. (1). Namely, it is a
linear order satisfying that for all (x1,y1), (x2,y2) ∈
(L([0, 1]))2, (x1,y1) 4 (x2,y2) implies (x1,y1) ≤
(x2,y2).
The method introduced by Bustince et al. in [14]
to build admissible order via aggregation functions
can be generalized to handle elements in (L([0, 1]))2.
Proposition 3.1 Let M = (M1,M2,M3,M4)
be an ordered 4-tuple of aggregation func-
tions Mi : [0, 1]4 → [0, 1] such that for
all (p, q), (r, s) ∈ (L([0, 1]))2 the equalities
Mi(p, p, q, q) = Mi(r, r, s, s) for all i ∈ {1, 2, 3, 4}
only hold if (p, q) = (r, s).
Then, an admissible order can be defined as fol-
lows:
(x1,y1) ≤M (x2,y2) if and only if one of the (mu-
tually exclusive) following conditions is satisfied
i) M1(x1, x1, y1, y1) < M1(x2, x2, y2, y2);
ii) M1(x1, x1, y1, y1) = M1(x2, x2, y2, y2) and
M2(x1, x1, y1, y1) < M2(x2, x2, y2, y2);
iii) M1(x1, x1, y1, y1) = M1(x2, x2, y2, y2) and
M2(x1, x1, y1, y1) = M2(x2, x2, y2, y2) and
M3(x1, x1, y1, y1) < M3(x2, x2, y2, y2);
iv) M1(x1, x1, y1, y1) = M1(x2, x2, y2, y2) and
M2(x1, x1, y1, y1) = M2(x2, x2, y2, y2) and
M3(x1, x1, y1, y1) = M3(x2, x2, y2, y2) and
M4(x1, x1, y1, y1) ≤M4(x2, x2, y2, y2).
Proof. The order ≤M refines 4 since every Mi
is an aggregation function. Besides, the linearity
is assured since the four conditions only meet if
(x1,y1) = (x2,y2). The transitivity follows from
the transitivity of the standard order on [0, 1].
Remark 3.1 If we permute the aggregation func-
tions Mi, the new tuple also satisfies the condition
of Prop. 3.1. Then, another admissible order is
constructed.
Henceforward, we only consider the order gener-
ated by four aggregation functions (in Prop 3.1),
that we call 4-admissible order. Thus, all the ideas
to be introduced till the end of the section refer to
such family of admissible orders.
Example 3.1 The four projections could be used to
construct the lexicographic orders.
1. The standard lexicographic order: let Mi be the
aggregation function that maps to the i-th com-
ponent (i.e. the i-th projection). In that case,
(x1,y1) ≤M (x2,y2) if and only if
• (x1 < x2), or
• (x1 = x2 and x1 < x2), or
• (x1 = x2, x1 = x2 and y1 < y2), or• (x1 = x2, x1 = x2, y1 = y2 and y1 ≤ y2).
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2. The reversed lexicographic order: let Mi be the
aggregation function that maps to the (5− i)-th
component (i.e. the (5 − i)-th projection). In
that case, (x1,y1) ≤A (x2,y2) if and only if
• (y1 < y2), or
• (y1 = y2 and y1 < y2), or• (y1 = y2, y1 = y2 and x1 < x2), or• (y1 = y2, y1 = y2, x1 = x2 and x1 ≤ x2).
3. Any other permutation of the projections gives
rise to an admissible order where we compare
the components in a predetermined order.
Proposition 3.2 Let M = (M1,M2,M3,M4) be
four aggregation functions given by
Mi(x1, x1, y1, y1) = αix1 + βix1 + γiy1 + δiy1 ,
with αi, βi, γi, δi ∈ [0, 1], αi + βi + γi + δi = 1 and
|D| =
∣∣∣∣∣∣∣∣
α1 β1 γ1 δ1
α2 β2 γ2 δ2
α3 β3 γ3 δ3
α4 β4 γ4 δ4
∣∣∣∣∣∣∣∣ 6= 0 .
Then, the order generated by the aggregation
functions Ai is a 4-admissible order.
Proof. The functions Mi are weighted arith-
metic means. Let (x1, x1, y1, y1), (x2, x2, y2, y2) ∈
(L([0, 1]))2, such that
αix1 +βix1 +γiy1 +δiy1 = αix2 +βix2 +γiy2 +δiy2
for i ∈ {1, . . . , 4}. Since |D| 6= 0, both linear
systems have a unique and common solution, i.e.,
(x1, x1, y1, y1) = (x2, x2, y2, y2). The result follows
now from Prop. 3.1.
Example 3.2 Let M contain the following aggre-
gation functions:
• M1(x1, x1, y1, y1) =
1
5x1 +
1
5x1 +
1
5y1 +
2
5y1;
• M2(x1, x1, y1, y1) =
3
8x1 +
3
8x1 +
1
8y1 +
1
8y1;
• M3(x1, x1, y1, y1) =
1
4x1 +
1
4x1 +
1
4y1 +
1
4y1;
• M4(x1, x1, y1, y1) = 0x1 +
1
2x1 +
1
2y1 + 0y1.
Since |D| = −0.0063, the order generated by M ,
as in Prop. 3.1, is a 4-admissible order.
Remark 3.2 Notice that due to the fact that all the
elements of the matrix are smaller than 1 the value
of the determinant is close to 0.
If we consider M as the combination of four vec-
tors
R = {< α1, β1, γ1, δ1 >,< α2, β2, γ2, δ2 >,
< α3, β3, γ3, δ3 >,< α4, β4, γ4, δ4 >}
the construction of admissible orders as in Prop. 3.2
has an interesting geometrical interpretation. First,
the condition of Prop. 3.2 means that the vectors
of R must constitute a basis.
In this way, because of the restrictions in the se-
lection of the weights of the means, given four direc-
tions on R4 that form a basis, up to a permutation
of the directions there is a unique admissible order
≤M constructed through the four directions.
Finally, after changing the basis, the coordinates
of the pairs of intervals in the new basis, (which are
now in [0, 1]4), are ordered through the standard
lexicographic order.
Proposition 3.3 Let Bi : [0, 1]2 −→ [0, 1], i ∈
{1, . . . , 4} be four aggregation functions. If
• Mi(x, x, y, y) = Bi(x, x) for i ∈ {1, 2}, and
• Mj(x, x, y, y) = Bj(y, y) for j ∈ {3, 4},
generate a 4-admissible order then the order that
generates is (x1,y1) ≤M (x2,y2) if and only if
i) (x1 <B1,B2 x1), or
ii) (x1 = x2 and y1 ≤B3,B4 y2),
where ≤Bi,Bj is the order on L([0, 1]) generated in
Prop. 2.1.
Proof. It is straightforward.
Notice that, if we use the same order in both in-
tervals, namely, B1 = B3 and B2 = B4, the result
is a 4-admissible order where we combine the lex-
icographic 1 order with the interval order ≤B1,B2 .
For instance, the standard lexicographic order can
be seen as the composition of the lexicographic-1
order between intervals combined with itself.
Alternatively, notice that, if
• Mi(x, x, y, y) = Bi(y, y) for i ∈ {1, 2}, and
• Mj(x, x, y, y) = Bj(x, x) for j ∈ {3, 4},
then the resulting order is also a 4-admissible order.
Atanassov’s operators Kα are binary aggregation
functions given by Kα(a, b) = a + α(b − a) with
a, b, α ∈ [0, 1].
In our particular case, since the inputs are in-
tervals, an Atanassov’s operator acting on the end-
points of the intervals yields a point inside the cor-
responding interval.
Example 3.3 Let α1, α2, α3, α4 ∈ [0, 1], with α1 6=
α2 and α3 6= α4. Let M = (M1,M2,M3,M4) be
four aggregation functions given by
• Mi(x1, x1, y1, y1) = Kαi(x1, x1), for i ∈ {1, 2},
and
• Mj(x1, x1, y1, y1) = Kαj (y1, y1), for j ∈ {3, 4}.
The tuple M generates the 4-admissible order:
(x1,y1) ≤M (x2,y2) if and only if
• (x1 <Kα1 ,Kα2 x2), or• (x1 =Kα1 ,Kα2 x2 and y1 ≤Kα3 ,Kα4 y2).
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From the construction in Example 3.3, we can
retrieve some well-known orders. For example, if
{α1, α2} = {0, 1} and {α3, α4} = {0, 1}, we obtain
lexicographic orders. Besides, all these 4-admissible
orders are particular examples of the construction in
Prop. 3.2, with c = d = 0 forM1, M2 and a = b = 0
for M3 and M4.
4. A decision making problem
Decision making problems may be summarized as
follows. We have a set of p alternatives:
Z = {z1, · · · , zp}
and a set of n > 2 experts:
E = {e1, · · · , en}.
Each of the latter provides her/his preferences on
the former set of alternatives by means of a prefer-
ence relation in the following way:
rel =

− r(el)12 ··· r(el)1p
r(el)21 − ··· r(el)2p
··· ··· − ···
r(el)p1 ··· ··· −
 . (2)
Here r(el)ij , with i 6= j, expresses how much expert l
(with l ∈ {1, · · · , n}) prefers the alternative zi over
the alternative zj .
The problem is to select an alternative which is
optimal as regards the experts assessments.
In [20], it is stated that the resolution of a group
decision making problem consists of two steps:
(1) Uniform representation of information. In this
phase, the heterogeneous information for the
problem (the information can be represented
by means of preference orderings or utility func-
tions or fuzzy preference relations) is translated
into homogeneous information by means of dif-
ferent transformation functions (see [22]).
(2) Application of a selection procedure. This pro-
cedure consists of two phases:
(2.1) Aggregation phase. A collective prefer-
ence structure is built from the set of
individual homogeneous preference struc-
tures.
(2.2) Exploitation phase. A given method is ap-
plied to the collective preference structure
to obtain a selection of alternatives.
In this case, we propose a decision making prob-
lem where a car has to be chosen between the four
possible alternatives:
(1) z1 −→ Ford,
(2) z2 −→ Hyundai,
(3) z3 −→ Renault,
(4) z4 −→ Volvo.
A group of n experts has been asked for providing
their assessments by means of preference relations
as in Eq. (2), where each element is an interval. Be-
sides, they are asked to look at two different char-
acteristics: price and quality. Then, each element
of the matrices is composed of two intervals (the
first interval expresses their preferences about price
and the second about quality). In the aggregation
phase, we have built the collective matrix preference
aggregating the n preference relations provided by
the experts differentiating the two characteristics.
Column 1 Column 2
Rc =

- [0.3, 0.3], [0.5, 1]
[0,0.6],[0.3,0.6] −
[0.3,0.7],[0.2,0.8] [0.4, 0.9], [0.5, 1]
[0.5,0.8],[0.6,0.6] [0, 0.9], [0.2, 0.4]
Column 3 Column 4
[0.5, 0.6], [0.4, 0.6] [0.1, 0.8], [0.1, 0.3]
[0.2, 0.6], [0.6, 0.9] [0.4, 0.4], [0.8, 1]
− [0.1, 0.6], [0.2, 0.3]
[0.3, 0.4], [0.8, 1] −
 .
We are going to use the voting method in the
exploitation phase. This method consists in aggre-
gating the values in each row of the collective matrix
Rc in such a way that, at the end, we have as many
values (pairs of intervals) as rows. We will select the
alternative associated to the largest pair, according
to the considered linear order.
To aggregate we are going to use the geometric
mean G(x,y, z) = [ 3√xyz, 3√xyz].
Applying G to each row of Rc we get a new ma-
trix, say Rg given by:
Rg =

[0.2466, 0.5241], [0.2714, 0.5646]
[0, 0.5241], [0.5241, 0.8143]
[0.2289, 0.7230], [0.2714, 0.6214]
[0, 0.6604], [0.4579, 0.6214]
 .
In this setting, the elements are not comparable
through the partial order. For this reason we are
going to consider the admissible order ≤A defined
through the following aggregation functions.
• M1(x1, x1, y1, y1) =
8
20x1+
8
20x1+
2
20y1+
2
20y1
• M2(x1, x1, y1, y1) =
10
20x1+
5
20x1+
3
20y1+
2
20y1
• M3(x1, x1, y1, y1) =
1
20x1+
10
20x1+
8
20y1+
1
20y1
• M4(x1, x1, y1, y1) =
1
4x1 +
1
4x1 +
1
4y1 +
1
4y1.
With this order, we have the following ranking
z2 ≤M z4 ≤M z1 ≤M z3,
i.e.,
Hyundai ≤M Volvo ≤M Ford ≤M Renault
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and the selected car is Renault.
In some cases, the resulting order would be di-
rectly induced by the context of the problem. Oth-
erwise, it may happen that for different admissible
orders, we obtain different selections associated to
the same decision making problem. For instance,
in the particular example of cars if the composed
lexicographic 1 order is used the solution would be
Ford instead of Renault.
To cope with this situation we propose the fol-
lowing algorithm.
(1) To construct several linear orders built with the
methods developed in the previous sections.
(2) For each order, to apply in the exploitation
phase the voting method with the same aggre-
gation. For instance, in out example we have
used the geometric mean.
(3) To select the alternative which appears as
the best placed in the majority of all the so-
obtained rankings.
In our considered problem, we choose as third or-
der the one generated as Prop. 3.3 using the Xu y
Yager interval order [23]. This order can be rewrit-
ten as an admissible order constructed through
• B1(u, v) = B3(u, v) = u+v2• B2(u, v) = B4(u, v) = v.
Then the best alternative is the third one, that is,
we must choose Renault.
Clearly, the nature of the problem will impose
the number of linear orders to be considered and/or
the conditions that will force us to use alternative
methods.
5. Conclusions
In this paper we have constructed linear orders be-
tween pairs of intervals in (L([0, 1]))2. Besides, we
have applied these linear orders in a decision making
problem. Anyway, they could be used in any appli-
cation or theoretical development such as of aggre-
gation functions where a ranking between pairs of
intervals should be calculated.
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