In this paper, we discuss the parameter estimation for a k-factor generalized long memory process with conditionally heteroskedastic noise. Two estimation methods are proposed. The rst method is based on the conditional distribution of the process and the second is obtained as an extension of Whittle's estimation approach. For comparison purposes, Monte Carlo simulations are used to evaluate the nite sample performance of these estimation techniques, using four dierent conditional distribution functions.
INTRODUCTION 1
Long-range dependence, as described by Mandelbrot and Van Ness (1968) , or by Granger (1980) , is present in many time series. One can think of time series in the domain of hydrology, climatology, medicine, astronomy or nance. To solve the parameter estimation problem of the generalized long memory process, several estimation procedures have been suggested in the literature. For example, Gray et al. (1989) , Chung (1996 Chung ( , 1994 or Yajima (1996) and others proposed a two-step estimation procedure to estimate parameters of a generalized long memory process. In the rst step, the estimation of the location of the singularities is dealt with, by using a grid-search procedure, or by taking the maximum of the periodogram. In the second step, the memory parameter is estimated by using classical parametric or semi-parametric methods of the long memory domain. Recently a simultaneous pseudo-maximum likelihood Whittle approximation has been proposed in order to estimate the parameters of the k-factor GARMA(p, d, ν, q) process, Ferrara and Guégan (2001) , Ferrara (2000) or Giraitis and Leipus (1995) . Moreover, Ferrara and Guégan studied a Monte Carlo simulation comparison for proposed parameter estimation methods. We note that all of the aforementioned works assume that the conditional variance of the time series is constant over time.
In the case of FARIMA(p, d, q) model with Gaussian distributed innovations, Reisen et al. (2001) have compared many parameter estimation methods. They indicated that the regression methods outperform the parametric Whittle's method when short memory parameters are involved. When the conditional variance follows an ARCH(r) model, the parameter estimation has been studied by Ling and Li (1997) . They have developped the conditional sum of squares method of parameter estimation and have given the asymptotic properties of the estimated parameter. Baillie et al. (1996) applied this model to analyze the monthly ination prices of dierent countries. Guégan (2000 Guégan ( , 2003 introduced a new time varying volatility model, called the k-factor GIGARCH process. The parameter estimation of this process was carried out by . They proposed two pseudo-maximum likelihood parameter estimation methods and for each of these methods they investigated the asymp-2 halshs-00235179, version 1 -4 Feb 2008 totic properties of the estimators. Finally, an application on electricity market spot prices was proposed by or Diongue (2005) .
The main objective of this paper is to evaluate the performance via Monte Carlo simulations for the two proposed parametric estimation methodologies for the k-factor GIGARCH (p, d, ν, q) model introduced in . For instance, we consider here the conditional sum of squares approach when the distribution of the disturbances is normal, Student-t, Ling and Li (1997) and , GED, Harvey (1981) and Box and Tiao (1973) , and Skew Student-t, Hansen (1994) and Fernandez and Steel (1998) . Indeed, it is widely accepted that nancial returns, on a weekly, daily or intraday basis, are fat-tailed and even skewed, Peiró (1999) . For comparison purpose, as Ferrara and Guégan (2001) suggested that the estimators obtained by maximum likelihood method converge more quickly than those given by semi-parametric procedure, the parametric Whittle maximum likelihood estimator is included in the simulation study.
The article is organized as follows. In section 2, we present the k-factor GIGARCH model and give some important assumptions. Section 3 adresses Whittle parameter estimation as well as CSS procedure. Section 4 reports the results of several simulation experiments studying the behavior of the estimation procedures for the four models. Section 5 concludes.
THE
In this section, we introduce the model, we will work with. Assume that (ξ t ) t∈Z is a white noise process with unit variance and mean zero. Let φ (B) = 1 − if |ν j | < 1 or
if |ν j | = 1 for all j = 1, · · · , k. We dene a centered k-factor GIGARCH process 3 halshs-00235179, version 1 -4 Feb 2008
where
with a 0 > 0, a 1 , · · · , a r , b 1 , · · · , b s ≥ 0 and r j=1 a j + s j=1 b j < 1 where r and s are nonnegative integers. The frequencies λ j = arccos (ν j ) for all j = 1, · · · , k are called the Gegenbauer frequencies (or G-frequencies). The process dened in (1)-(2) was introduced by Guégan (2000 Guégan ( , 2003 , generalizing in that way the fractionally integrated process with generalized autoregressive conditional heteroskedasticity disturbances (ARFIMA(p, d, q)-GARCH(r, s))
proposed by Baillie et al. (1996) and Ling and Li (1997) . Note that the parameters which appear in (2) are short memory parameters but they distinguish the variance behavior of the process. It is therefore important to note that the model dened in (1)- (2) contains long memory and short memory parameters in the same time.
In this paper, we assume that (X t ) t∈Z is a linear process without a deterministic term. We
GARCH(r, s) process, Ling and Li (1997) and Weiss (1986) .
We recall that the Gegenbauer polynomials, often used in applied mathematics because of their orthogonality and recursion properties, are dened by :
where |z| ≤ 1 and |ν| ≤ 1.
The coecients (C j (d, ν)) j∈Z of this development can be computed in many dierent ways.
For example, Rainville (1960) shows that : based on the following recursion formula :
The process dened in (1)- (2) is stationary and invertible, Guégan (2000) and (2003), and its spectral density function, f X (ω), is given by
where f U (ω) is the spectral density function of the process (U t ) t∈Z and −π ≤ ω ≤ π.
ESTIMATION METHOD
In this section, we consider two methods for estimating the parameters of a k-factor
The rst one is based on the conditional sum of squares procedure while the second method deals with a parametric method proposed by Whittle.
CONDITIONAL SUM OF SQUARES ESTIMATION
Given a stationary k-factor GIGARCH process
and ω = (γ, δ) its parameters. We assume that ω 0 = (γ 0 , δ 0 ) is the true value of ω and that ω 0 is in the interior of the compact set Θ ⊆ R p+q+k+r+s+1 . The conditional sum of squares
F t is the σ-algebra generated by (X s , s ≤ t). We give now the expressions of L (ω) for the four models that we are using in the simulation experiments.
1. If we assume that the innovations (ε t ) t∈Z have a conditional Gaussian distribution then the conditional log-likelihood is dened by :
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2. Now, if we assume that the innovations (ε t ) t∈Z have a conditional Student-t distribution with l degrees of freedom, then the CSS estimatorω T maximizes the log-likelihood
3. In 1991, Nelson suggested to consider the family of GED distribution. The probability density function, f (.), of a normalized GED random variable is given by :
and 0 < l < ∞ is the tail-thickness parameter. The GED includes the Gaussian distribution (l = 2) as a special case, along with many other distributions, some more fat-tailed than the Gaussian one (e.g. the double exponential distribution corresponding to l = 1) and some more thin-tailed (e.g the Uniform distribution on the interval − √ 3, √ 3 when l → ∞). The GED log-likelihood function of a normalized random variable is given by :
4. Hansen (1994) pointed out that the conditional distribution of innovations may not be only leptokurtic but also asymmetric, and then proposed the skewed Student's t density function dened as follows : where 2 < l < ∞ and −1 < ζ < 1. The constants a, b and c are given by
By setting ζ = 0, this density function simply turns out to be the Student-t distribution. A very similar version of this skewed Student's t distribution was introduced independently by Fernandez and Steel (1998) . Other alternatives of the skew Student-t distribution have been proposed in the literature, Jones and Faddy (2003) and Azzalini and Capitanio (2003) . The log-likelihood is given by
The asymptotic properties of the estimators were given in when the disturbances are symmetrically distributed with nite fourth moment (Normal and Student-t cases). However, our result could be very easily extended to the GED case. Moreover, in the skew Student-t case the distribution may not be symmetric (ζ = 0), thus it is necessary to study the asymptotic properties theory of the CSS estimator. This will be done in a compagnon paper.
WHITTLE ESTIMATION
In this paragraph, we investigate the sequential Whittle's method to estimate all parameters of the process {X t } T t=1 dened by equations (1)-(2).
1. The rst step consists of estimation of the long-memory parameters
and the ARMA(p, q) parameters α = (φ 1 , · · · , φ p , θ 1 , · · · , θ q ) using Whittle's approach, Chung (1994 Chung ( , 1996 and Ferrara and Guégan (2001) .
the Whittle estimator. It is based on the periodogram and it involves the function
where I X (ω j ) is the periodogram of the process (X t ) t∈Z and expresses as follows
with the frequencies ω j are such that
the integer part of
and i a complex number such that
Diongue and Guégan (2004) have shown that the maximum likelihood of γ is consistent and asymptotically normally distributed.
2. In the second step, the GARCH(r, s) parameters δ = (a 0 , a 1 , · · · , a r , b 1 , · · · , b s ) are estimated using Whittle's method applied to the residuals of the long-memory process, Giraitis and Robinson (2001) . We follow the idea developed by Bollerslev (1986) which has pointed out that the process (ε 2 t ) t∈Z generated by (2) has an ARMA(max (r, s) , s) representation expressed as follows :
where the polynomials ϕ (B) and ψ (B) are dened by ϕ (B) = 1− max(r,s) j=1
, respectively. Notice that in ϕ (B), we set b j = 0 if j ∈ (s, r] and a j = 0 when j ∈ (r, s]. (υ t ) t∈Z are martingale dierences dened by υ t = ε 2 t − h t for all t. Thus, the estimatorδ where I ε (ω j ) is the periodogram of the process (ε t ) t∈Z and f (ω j , δ) its spectral density dened by
and σ 2 = E (υ 2 t ).
MONTE CARLO SIMULATION
In order to access the nite sample performance of the methods described previously in the context of generalized long memory models with conditional heteroskedastic noises, some
Monte Carlo experiments were carried out. The simulations are based on a generalized long memory process with only one explosion and time varying volatility following an ARCH (1) model with Normal, Student-t, GED and skew Student-t error distributions. Thus, the model is dened as follows
The models and parameter values are specied in the tables which also give the empirical mean, mean absolute error (MAE) and the roots mean squared error (RMSE) of the estimation procedures based on 500 replications of series with sample sizes T = 500 and 1000.
Throughout all simulation experiments, we set ν = cos π 6
. All calculations were carried out using Matlab version 6.1 Toolbox. The k-factor GIGARCH(p, d, ν, q) processes were simulated following the numerical method developed in Beran (1994 ), Ferrara (2000 , or Diongue (2005).
9 Table I Estimator parameters for the centered Gaussian GIGARCH model (500 replications) dened by (19) In these tables, the true parameter values used in the data-generating process are given in the rst m columns (m is the number of parameters to be estimated). The estimations of these parameters are given in the next m columns, the mean absolute error (MAE) is given in the row below and the root mean square error (RMSE) is given under the row of MAE.
In Table I , the results from the k-factor GIGARCH model with conditional normal errors are presented. From this table, we see that all methods perform very well as the MAE and RMSE are in most cases small. In general, the estimates parameters from the CSS approach are better than those given by Whittle method. Indeed the former approach takes into account all the properties of the model through the conditional distribution function.
Tables II-IV summarize the simulation results when the conditional distribution is non normal. Here, we present the Student-t with l = 5 degrees of freedom, the GED with exponent (or shape parameter) equal to l = 1.5 and the skew Student-t distribution with shape parameter equal to l = 3 and skew parameter equal to ζ = 0.5. The values of the true and the estimated parameters are also given in these tables. The CSS procedure estimates all parameter simultaneously while the estimates from the Whittle method were obtained from a two-step approach. Notice that for Whittle approach, the distributional parameters are obtained by applying maximum likelihood method to the standardized residuals of the ARCH model. Results reveal that estimates parameters are satisfactory in the sense that the MSE and the RMSE are very small. We can also observe that the results from the CSS procedure seem to perform better than those obtained by Whittle approach.
From the results, we observe that, in general, the estimators seem to be unaected by the presence of ARCH errors. This phenomenon is frequently noted in the literature, signicantly (T=1000), the results improve signicantly.
SUMMARY
In this paper, we have dealt with a special class of long memory models with heteroskedastic noise. Two parameter estimation techniques for k-factor GIGARCH process have been considered. Finite sample behaviors of these methods were studied through Monte-Carlo simulations. It is found that they are relatively comparable in terms of nite sample performance. However, the conditional sum of squares (CSS) approach seems to be more ecient than the Whittle approach even if the conditional distribution for the innovations is Gaussian. The results carried out the fact that the estimator of the long memory is unaected when there is the presence of ARCH components.
This article focuses on the estimation of generalized long memory time series with conditional heteroskedastic disturbances. Regarding the estimation results when the innovations are skew Student-t (asymmetric), it appears to be interesting to develop and study this new theoritical model in a compagnon paper.
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