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Superconducting qubits are a leading platform for scalable quantum computing and quantum
error correction. One feature of this platform is the ability to perform projective measurements
orders of magnitude more quickly than qubit decoherence times. Such measurements are enabled by
the use of quantum-limited parametric amplifiers in conjunction with ferrite circulators — magnetic
devices which provide isolation from noise and decoherence due to amplifier backaction. Because
these non-reciprocal elements have limited performance and are not easily integrated on-chip, it
has been a longstanding goal to replace them with a scalable alternative. Here, we demonstrate
a solution to this problem by using a superconducting switch to control the coupling between a
qubit and amplifier. Doing so, we measure a transmon qubit using a single, chip-scale device to
provide both parametric amplification and isolation from the bulk of amplifier backaction. This
measurement is also fast, high fidelity, and has 70% efficiency, comparable to the best that has been
reported in any superconducting qubit measurement. As such, this work constitutes a high-quality
platform for the scalable measurement of superconducting qubits.
Qubit-specific projective measurement is a require-
ment for scalable quantum computation and quantum
error correction [1]. In superconducting systems, qubit
measurement generally involves scattering a microwave
pulse off of a readout cavity dispersively coupled to the
qubit [2]. This pulse is routed through ferrite circula-
tors and/or isolators to a Josephson junction-based para-
metric amplifier [3–7], sent to room temperature, and
digitized. This readout scheme can work well [8]: it is
low-backaction, quantum non-demolition, and can have
infidelity of 10−2 in less than 100 ns [9], with the best
reported infidelity of less than 10−4 [10].
Challenges arise, however, as the scale and require-
ments of superconducting quantum systems increase. In
particular, ferrite circulators are bulky and their requisite
number scales linearly with the number of measurement
channels. Fitting enough circulators at the base tem-
perature stage of a cryostat is one eventual bottleneck
associated with building a scalable quantum computer.
Furthermore, circulators are both lossy and provide finite
isolation from amplifier noise. Isolation can be improved
using multiple isolators in series, but at the cost of in-
creased resistive loss and impedance mismatches, which
necessitate a stronger readout pulse in order to make a
projective qubit measurement. This can be just as detri-
mental as amplifier backaction; both have the potential
to drive higher-level state transitions which can cause
readout errors, and reduce the extent to which a mea-
surement is quantum non-demolition [11, 12].
In recognition of these problems, it has been a long-
standing goal to replace ferrite circulators and isolators
with a chip-scale, higher-performance alternative. Ef-
forts to do so have often involved parametrically cou-
pling high-Q resonant modes [13–19] or concatenating
frequency conversion and delay operations [20–23]. Such
technologies show promise but have yet to supplant fer-
rites. Performance specifications such as isolation and
bandwidth must still be improved, and multiple high fre-
quency control tones per device are undesirable from the
perspective of scalability. An alternate approach is to
simply remove any isolation between the qubit and am-
plifier [24–26]. This allows for high efficiency but at the
cost of full exposure to amplifier backaction.
Here, we instead engineer a replacement for ferrites
based on the coordinated operation of superconduct-
ing switches. These switches are integrated into a sin-
gle, chip-scale device we call a ‘Superconducting Iso-
lating Modular Bifurcation Amplifier’ (SIMBA), Fig. 1.
The SIMBA consists of a two-port parametric cavity (a
Josephson parametric amplifier, JPA [3, 4, 27]) with fast,
low-loss and high on-off ratio superconducting switches
placed on both ports. Importantly, these switches are dc-
actuated, requiring no microwave control tones. Pulsed,
unidirectional gain is realized by the sequential opera-
tion of these switches combined with resonant delay, and
parametric gain, in the parametric cavity. We use this
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FIG. 1. Procedure. (a) A transmon qubit is measured us-
ing a ‘Superconducting Isolating Modular Bifurcation Am-
plifier’ (SIMBA). (b) The SIMBA is comprised of a two-port
parametric cavity with a Tunable-Inductor-Bridge (TIB) style
coupler on each port. (c) To measure the qubit, a probe tone
is sent into the readout cavity, swapped into the paramet-
ric cavity, and then amplified. The amplified state is then
coupled to a standard cryogenic measurement chain and digi-
tized. Cyan (pink) histograms correspond to single-shot mea-
surements when the qubit has been prepared in the ground
(excited) state.
procedure to demonstrate efficient, high-quality readout
of a superconducting qubit while simultaneously isolating
it from the bulk of amplifier backaction.
Central to the SIMBA is a flux-pumped paramet-
ric cavity: a lumped-element inductor-capacitor circuit
where approximately half the inductance comes from an
array of superconducting quantum interference devices
(SQUIDs). When flux through these SQUIDs is modu-
lated at twice the cavity resonance frequency, the cav-
ity state undergoes phase-sensitive parametric amplifi-
cation via three-wave mixing. The external coupling of
the parametric cavity is controlled by superconducting
switches constructed using a ‘Tunable Inductor Bridge’
(TIB) [29, 30]. TIB transmission is tuned by a dc sig-
nal which changes the balance of a Wheatstone bridge
of SQUID arrays. Tested in isolation, the TIB has an
on/off ratio greater than 50 dB tunable between 4 GHz
0 100 200 300
TIB1 transmit duration (ns)
0
0.2
0.4
0.6
0.8
1
re
ad
ou
t f
id
el
ity
, 퐹 푟
400 500 600
readout
TIB1
pump
TIB2
6.31 6.35 6.39
-40
-30
-20
-10
0
frequency (GHz)
transmission
 (dB)
un
ifo
rm
 d
c-
bi
as
(fl
ux
 q
ua
nt
a)
(a)
(b)
sweep
0.05
0.06
0.07
FIG. 2. Calibration. (a) A uniform external flux is swept
while probing the readout cavity in transmission with both
TIBs in transmit mode. The avoided crossing shows the para-
metric cavity tuning through the readout cavity. To operate
a SIMBA, this uniform flux bias is set so that the readout
and parametric cavities are minimally detuned. (b) Readout
fidelity Fr (the ability of a measurement to distinguish the
qubit eigenstate, [28]), is plotted vs. the duration for which
TIB1 is set to transmit mode within the measurement se-
quence. Oscillations with a period of 40 ns indicate coherent
swapping of a readout pulse between the readout and para-
metric cavities.
and 7.3 GHz (see supplementary material Section III.B.).
The TIB 1-dB compression point is approximately -98
dBm, which crucially allows the TIB to function effec-
tively while the state in the parametric cavity is ampli-
fied.
We use the SIMBA to measure a transmon qubit dis-
persively coupled to a readout cavity. As in conventional
dispersive readout [2], a pulse is first sent into the weakly
coupled port of a two-port readout cavity, where it ac-
quires a qubit state-dependent phase shift. TIB1 is then
set to transmit mode for a duration (20 ns), chosen to
fully swap this pulse into the parametric cavity, which
has previously been tuned near resonance, Fig. 2. We
then strongly flux-pump the parametric cavity into the
bistable regime [31, 32]: a non-unitary process in which
the cavity latches into one of two bistable states with
opposite phase but large, equal amplitudes. Readout is
achieved by seeding the parametric cavity state with the
probe tone, such that the post-measurement qubit state
is correlated with the latched state of the parametric cav-
ity [33, 34]. We choose to thus discretize and store the
measurement result within the cryostat as a step toward
3implementing rapid and hardware efficient feed-forward
protocols [35]. To learn the measurement result outside
of the cryostat, TIB2 is set to transmit mode, coupling
this state to a standard cryogenic microwave measure-
ment chain.
We focus on three figures of merit to describe the
success of this readout: excess backaction nb, measure-
ment efficiency η, and maximum readout fidelity F0. To
characterize these quantities we use the framework of
measurement-induced dephasing [36].
Ideally, measurement-induced dephasing of the qubit
comes only from a readout pulse. Consider a qubit
prepared in a superposition state (|0〉+ |1〉) /√2; a
readout pulse at the appropriate frequency inter-
acts with this qubit to create the entangled state
(|0〉 |α0〉+ |1〉 |α1〉) /
√
2. Here |α0〉 and |α1〉 are coherent
states both of amplitude |α|, separated in phase space by
the angle 2θ = 2 arctan (2χ/κr), where the readout cavity
frequency shifts by ±χ/2pi dependent on the qubit state,
and κr/2pi is the loss rate of the readout cavity [2]. Af-
ter measurement, the off-diagonal element of the qubit
density matrix becomes |ρ′01| = 12 |〈α0|α1〉| = 12e−2nr ,
where nr = (|α| sin θ)2 is the effective photon number of
the readout pulse, corresponding to the square of half
the separation in phase space between |α0〉 and |α1〉
(see supplementary material Section II.A). Here, nr is
nearly equal to the readout pulse photon number |α|2
because 2χ/2pi = 1.93 MHz and κr/2pi = 440 kHz, so
that nr = 0.95|α|2.
In practice, measurement may include ‘excess back-
action’ or additional dephasing. This is modeled as an
additional pulse with an effective photon number,
nb = −1
2
log (2ρb) , (1)
such that the coherence of a superposition state is re-
duced to |ρˆ′01| = 12e−2(nb+nr) = ρbe−2nr , where 0 ≤ ρb ≤
1/2 is the post-measurement coherence in the absence of
readout photons. The effective photon number nr in a
given readout pulse is not a priori known, but is related to
its amplitude expressed in experimental units,  ∝ √nr.
The measurement-induced dephasing can therefore be ex-
pressed as,
|ρˆ′01| = ρbe−2(
√
nr)
2
= ρbe
−2/2σ2 , (2)
where
√
nr = /2σ and physically, the constant σ
calibrates the readout pulse amplitude in units of
(photon number)
1/2
.
A dephased qubit indicates that information about its
energy eigenstate may be learned by a detector. This
information may be quantified by a readout fidelity [28]
Fr = 1− P (e|0)− P (g|pi), (3)
where P (e|0) and P (g|pi) are the probability of incorrect
assignment when the qubit is prepared in the ground or
excited state, respectively.
For dispersive readout using a thresholded measure-
ment (see supplementary material Section II.B), readout
fidelity is
Fr = F0erf
[√
2ηnr
]
= F0erf [ν] . (4)
Here F0 is the maximum readout fidelity, and η =
ηlossηamp is the measurement efficiency [36], defined here
such that 1− ηloss is the fraction of readout pulse energy
which has been lost before the pulse undergoes paramet-
ric amplification, which is assumed to be noiseless such
that ηamp = 1. The constant ν =
√
2ηnr/ characterizes
how quickly Fr increases with .
The relationship between ν and σ gives the convenient
formula,
η = 2σ2ν2. (5)
Intuitively, measurement efficiency η is determined by
the readout fidelity of a weak measurement (quantified
by ν), compared to its backaction (quantified by σ) [37].
To experimentally determine the figures of merit
nb, η and F0, we measure readout fidelity and post-
measurement coherence, both as functions of the experi-
mental readout amplitude . Readout fidelity Fr is sim-
ply computed by measuring P (e|0) and P (g|pi), and us-
ing Eq. 3. To measure |ρˆ′01|, the qubit is prepared in a
superposition state, exposed to backaction from a vari-
able strength measurement with readout pulse amplitude
 ∝ √nr, and then projectively measured after a variable
Ramsey delay and a second pi/2 pulse, Fig. 3a. We first
characterize the backaction from a ‘measurement’ of zero
readout amplitude,  = 0; meaning backaction solely due
to actuating the TIBs (left-most point in the ‘pump off’
data, cyan, Fig. 3c), and the combination of actuating
the TIBs and pumping the parametric cavity (left-most
data point, ‘pump on’ data, indigo). We then repeat this
sweep over the variable amplitude , both with the para-
metric pump turned off (cyan) and on (indigo) during
the variable measurement. For comparison, qubit coher-
ence is also measured without exposure to any backac-
tion, meaning no variable measurement inserted into the
Ramsey delay (e.g. violet data, Fig. 3b). The ratio of
the Ramsey fringe amplitudes with/without exposure to
backaction gives 2|ρˆ′01|, with the ratio taken to correct
for readout infidelity.
This characterization determines that our readout is
low-backaction, high fidelity, and high efficiency. Ex-
cess backaction is found from ρb = 0.141 ± 0.002 (left-
most data point, ‘pump on’ data, Fig. 3c. Uncertainty
represents plus/minus one standard deviation). Using
Eq. 1, this corresponds to nb = 0.63 ± 0.01 effective
photons of excess backaction; about one quarter of the
nprojr = 2.4 effective photons used in a projective mea-
surement (the maximum value on the x-axis of Fig. 3c),
and far less than the ∼ 150 photons in the pumped state
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FIG. 3. Characterization. (a) Post-measurement qubit coherence |ρˆ′01| is obtained by inserting a variable measurement into
a Ramsey sequence, exposing the qubit to backaction. The ratio of the amplitude of the measured Ramsey fringes to the
amplitude of those measured without this backaction (nothing inserted into the Ramsey sequence) equals 2|ρˆ′01|. (b) Excess
backaction is determined by inserting a ‘measurement’ with zero readout amplitude. Post-measurement coherence after excess
backaction with the parametric cavity pump on (indigo) and off (cyan), are compared to a case with no backaction (no readout
pulse, pump, or TIB switching inserted in the Ramsey sequence, violet). (c) Post-measurement coherence |ρˆ′01| and readout
fidelity Fr (red) are compared while sweeping the readout pulse amplitude
√
nr of a variable strength measurement.
of the parametric cavity (see supplementary material Sec-
tion IV.E.). Next, we find ν and the maximum fidelity
F0 = 95.5% ± 0.3% by fitting Fr vs. readout amplitude
(red data, Fig. 3c) to Eq. 4. Finally we obtain σ from
a fit of the ‘pump off’ data (cyan) to Eq. 2, and there-
fore determine η = 70.4% ± 0.9% using Eq. 5. This fit
excludes the first four data points, which level off more
quickly than predicted such that excess backaction in-
cludes 0.05 ± 0.01 effective photons caused solely by ac-
tuating the TIBs. This dephasing process is not captured
by our model, and may result from a noise source on the
parametric cavity side of TIB1 (see supplementary mate-
rial Section V.B.). Including any or all of these points, or
instead fitting the ‘pump on’ data, returns a larger value
for η.
The limitations on nb, η and F0 are understood and
their values may be improved upon (see supplementary
material Section VI). Excess backaction primarily results
from the −26 dB of transmission through TIB1 when
in reflect mode. This transmission is higher than the
−50 dB of transmission measured in a single TIB in iso-
lation, a discrepancy which may result from the solvable
problems of a spurious transmission path within the chip
or sample box, or the pumped parametric cavity state
approaching the power handling capability of the TIB.
Maximum readout fidelity is limited by qubit decay and
state preparation error including a ∼ 2% thermal pop-
ulation, errors which do not represent limitations of the
SIMBA itself. Finally, efficiency is limited primarily by
the 4.0 MHz±0.2 MHz loss rate of the parametric cavity.
The dominant contributions to this loss are the non-zero
transmission through TIB2 when in reflect mode, on-chip
dissipation, and coupling to cable modes: effects which
may all be mitigated in future designs.
TABLE I. Readout performance summary.
Parameter Value
Measurement efficiency η = 70.4%± 0.9%
Excess backaction nb = 0.66± 0.01 photons
Maximum readout fidelity F0 = 95.5%± 0.3%
Measurement time 265 ns
In conclusion, we measure a transmon qubit using a
chip-scale, pulsed directional amplifier. The qubit is iso-
lated from amplifier backaction using a superconducting
switch to control the coupling between a readout and
parametric cavity. Simultaneously demonstrated metrics
for this readout are given in Table I. With reasonable
changes to the SIMBA and experimental setup, we esti-
mate it is possible to achieve η > 90% with F0 > 99%,
nb ≤ 0.02 and a measurement time of less than 100 ns
(see supplementary material Section VI).
This demonstration combines state-of-the-art measure-
ment efficiency and considerable isolation from ampli-
fier backaction such that nb ∼ nprojr /4. The measure-
ment efficiency of previous superconducting qubit read-
out schemes have been limited to η = 80% [25], and less
when providing any isolation before a parametric ampli-
fier [9, 27, 38]. Near-unit measurement efficiency after
future improvements would allow for near-complete ac-
5cess to the information extracted from a quantum sys-
tem. Additionally, the SIMBA is chip-scale, compat-
ible with scalable fabrication procedures including the
use of through-silicon-vias [39], and requires only one mi-
crowave control tone to operate. The SIMBA is therefore
a favorable choice for high-quality and scalable supercon-
ducting qubit measurement.
Acknowledgments — The authors thank Florent
Lecocq, Alexandre Blais and Jonathan Gross for helpful
discussions, and thank James Uhrich, Calvin Schwadron
and Kim Hagen for help in the design and fabrication
of the mechanical parts used in this experiment. This
work is partially supported by the Air Force Office of
Scientific Research Multidisciplinary Research Program
of the University Research Initiative (AFOSR MURI)
under grant number FA9550-15-1-0015, the Army Re-
search Office (ARO) under contract W911NF-14-1-0079
and the National Science Foundation under Grant Num-
ber 1734006. E.I.R acknowledges support from the ARO
QuaCGR fellowship and C.S. and M.Z. acknowledge sup-
port from the Austrian Science Fund FWF within the
DK-ALM (W1259-N27).
∗ eric.rosenthal@colorado.edu
[1] David P. DiVincenzo, “The physical implementation of
quantum computation,” Fortschr. Phys. 48, 771–783
(2000).
[2] Alexandre Blais, Ren-Shou Huang, Andreas Wallraff,
S. M. Girvin, and R. J. Schoelkopf, “Cavity quantum
electrodynamics for superconducting electrical circuits:
An architecture for quantum computation,” Physical Re-
view A 69, 062320 (2004).
[3] M. A. Castellanos-Beltran and K. W. Lehnert, “Widely
tunable parametric amplifier based on a superconducting
quantum interference device array resonator,” Applied
Physics Letters 91, 083509 (2007).
[4] T. Yamamoto, K. Inomata, M. Watanabe, K. Matsuba,
T. Miyazaki, W. D. Oliver, Y. Nakamura, and J. S.
Tsai, “Flux-driven josephson parametric amplifier,” Ap-
plied Physics Letters 93, 042510 (2008).
[5] N. Bergeal, R. Vijay, V. E. Manucharyan, I. Siddiqi, R. J.
Schoelkopf, S. M. Girvin, and M. H. Devoret, “Ana-
log information processing at the quantum limit with a
Josephson ring modulator,” Nature Physics 6, 296–302
(2010).
[6] C. Macklin, K. O’Brien, D. Hover, M. E. Schwartz,
V. Bolkhovsky, X. Zhang, W. D. Oliver, and I. Sid-
diqi, “A near–quantum-limited Josephson traveling-wave
parametric amplifier,” Science 350, 307–310 (2015).
[7] N. E. Frattini, U. Vool, S. Shankar, A. Narla, K. M.
Sliwa, and M. H. Devoret, “3-wave mixing josephson
dipole element,” Applied Physics Letters 110, 222603
(2017).
[8] Evan Jeffrey, Daniel Sank, J. Y. Mutus, T. C. White,
J. Kelly, R. Barends, Y. Chen, Z. Chen, B. Chiaro,
A. Dunsworth, A. Megrant, P. J. J. O’Malley, C. Neill,
P. Roushan, A. Vainsencher, J. Wenner, A. N. Cleland,
and John M. Martinis, “Fast accurate state measure-
ment with superconducting qubits,” Phys. Rev. Lett.
112, 190504 (2014).
[9] T. Walter, P. Kurpiers, S. Gasparinetti, P. Mag-
nard, A. Potocˇnik, Y. Salathe´, M. Pechal, M. Mondal,
M. Oppliger, C. Eichler, and A. Wallraff, “Rapid high-
fidelity single-shot dispersive readout of superconducting
qubits,” Phys. Rev. Applied 7, 054020 (2017).
[10] Salvatore S. Elder, Christopher S. Wang, Philip Rein-
hold, Connor T. Hann, Kevin S. Chou, Brian J. Lester,
Serge Rosenblum, Luigi Frunzio, Liang Jiang, and
Robert J. Schoelkopf, “High-fidelity measurement of
qubits encoded in multilevel superconducting circuits,”
Phys. Rev. X 10, 011001 (2020).
[11] D. H. Slichter, R. Vijay, S. J. Weber, S. Boutin, M. Bois-
sonneault, J. M. Gambetta, A. Blais, and I. Siddiqi,
“Measurement-induced qubit state mixing in circuit qed
from up-converted dephasing noise,” Phys. Rev. Lett.
109, 153601 (2012).
[12] Daniel Sank, Zijun Chen, Mostafa Khezri, J. Kelly,
R. Barends, B. Campbell, Y. Chen, B. Chiaro,
A. Dunsworth, A. Fowler, E. Jeffrey, E. Lucero,
A. Megrant, J. Mutus, M. Neeley, C. Neill, P. J. J.
O’Malley, C. Quintana, P. Roushan, A. Vainsencher,
T. White, J. Wenner, Alexander N. Korotkov, and
John M. Martinis, “Measurement-induced state transi-
tions in a superconducting qubit: Beyond the rotat-
ing wave approximation,” Phys. Rev. Lett. 117, 190503
(2016).
[13] Baleegh Abdo, Katrina Sliwa, S Shankar, Michael
Hatridge, Luigi Frunzio, Robert J. Schoelkopf, and
Michel H. Devoret, “Josephson directional amplifier
for quantum measurement of superconducting circuits,”
Physical review letters 112, 167701 (2014).
[14] Leonardo Ranzani and Jose´ Aumentado, “Graph-based
analysis of nonreciprocity in coupled-mode systems,”
New Journal of Physics 17, 023024 (2015).
[15] K. M. Sliwa, M. Hatridge, A. Narla, S. Shankar, L. Frun-
zio, R. J. Schoelkopf, and M. H. Devoret, “Reconfig-
urable Josephson circulator/directional amplifier,” Phys.
Rev. X 5, 041020 (2015).
[16] F. Lecocq, L. Ranzani, G. A. Peterson, K. Cicak,
R. W. Simmonds, J. D. Teufel, and J. Aumentado,
“Nonreciprocal microwave signal processing with a field-
programmable Josephson amplifier,” Phys. Rev. Applied
7, 024028 (2017).
[17] B. Abdo, N. T. Bronn, O. Jinka, S. Olivadese, A. D.
Co´rcoles, V. P. Adiga, M. Brink, R. E. Lake, X. Wu,
D. P. Pappas, and J. M. Chow, “Active protection of a
superconducting qubit with an interferometric josephson
isolator,” Nature communications 5 (2019).
[18] F. Lecocq, L. Ranzani, G. A. Peterson, K. Cicak,
A. Metelmann, S. Kotler, R. W. Simmonds, J. D. Teufel,
and J. Aumentado, “Microwave measurement beyond the
quantum limit with a nonreciprocal amplifier,” Phys.
Rev. Applied 13, 044005 (2020).
[19] Baleegh Abdo, Oblesh Jinka, Nicholas T. Bronn, Sal-
vatore Olivadese, and Markus Brink, “On-chip single-
pump interferometric josephson isolator for quantum
measurements,” arXiv preprint arXiv:2006.01918 (2020).
[20] Joseph Kerckhoff, Kevin Lalumie`re, Benjamin J. Chap-
man, Alexandre Blais, and K. W. Lehnert, “On-chip
superconducting microwave circulator from synthetic ro-
tation,” Phys. Rev. Applied 4, 034002 (2015).
6[21] Eric I. Rosenthal, Benjamin J. Chapman, Andrew P.
Higginbotham, Joseph Kerckhoff, and K. W. Lehnert,
“Breaking Lorentz reciprocity with frequency conversion
and delay,” Phys. Rev. Lett. 119, 147703 (2017).
[22] Benjamin J. Chapman, Eric I. Rosenthal, Joseph Kerck-
hoff, Bradley A. Moores, Leila R. Vale, J. A. B. Mates,
Gene C. Hilton, Kevin Lalumie`re, Alexandre Blais, and
K. W. Lehnert, “Widely tunable on-chip microwave cir-
culator for superconducting quantum circuits,” Phys.
Rev. X 7, 041043 (2017).
[23] Benjamin J. Chapman, Eric I. Rosenthal, and K. W.
Lehnert, “Design of an on-chip superconducting mi-
crowave circulator with octave bandwidth,” Phys. Rev.
Applied 11, 044048 (2019).
[24] A. Opremcak, I. V. Pechenezhskiy, C. Howington, B. G.
Christensen, M. A. Beck, E. Leonard Jr., J. Suttle,
C. Wilen, K. N. Nesterov, G. J. Ribeill, T. Thor-
beck, F. Schlenker, M. G. Vavilov, B. L. T. Plourde,
and R. McDermott, “Measurement of a superconducting
qubit with a microwave photon counter,” Science 361,
12391242 (2018).
[25] A. Eddins, J. M. Kreikebaum, D. M. Toyli, E. M.
Levenson-Falk, A. Dove, W. P. Livingston, B. A. Lev-
itan, L. C. G. Govia, A. A. Clerk, and I. Siddiqi, “High-
efficiency measurement of an artificial atom embedded in
a parametric amplifier,” Phys. Rev. X 9, 011004 (2019).
[26] A. Opremcak, C. H. Liu, C. Wilen, K. Okubo, B. G.
Christensen, D. Sank, T. C. White, A. Vainsencher,
M. Giustina, A. Megrant, B. Burkett, B. L. T. Plourde,
and R. McDermott, “High-fidelity measurement of a su-
perconducting qubit using an on-chip microwave photon
counter,” arXiv preprint arXiv:2008.02346 (2020).
[27] M. Malnou, D. A. Palken, B. M. Brubaker, Leila R. Vale,
Gene C. Hilton, and K. W. Lehnert, “Squeezed vacuum
used to accelerate the search for a weak classical signal,”
Phys. Rev. X 9, 021023 (2019).
[28] Jay Gambetta, W. A. Braff, A. Wallraff, S. M. Girvin,
and R. J. Schoelkopf, “Protocols for optimal readout of
qubits using a continuous quantum nondemolition mea-
surement,” Phys. Rev. A 76, 012325 (2007).
[29] Ofer Naaman, M. O. Abutaleb, Chris Kirby, and Michael
Rennie, “On-chip Josephson junction microwave switch,”
Applied Physics Letters 108, 112601 (2016).
[30] Benjamin J. Chapman, Bradley A. Moores, Eric I. Rosen-
thal, Joseph Kerckhoff, and K. W. Lehnert, “General
purpose multiplexing device for cryogenic microwave sys-
tems,” Applied Physics Letters 108, 222602 (2016).
[31] Waltraut Wustmann and Vitaly Shumeiko, “Paramet-
ric resonance in tunable superconducting cavities,” Phys.
Rev. B 87, 184501 (2013).
[32] P. Krantz, Y. Reshitnyk, W. Wustmann, J. Bylander,
S. Gustavsson, W. D. Oliver, T. Duty, V. Shumeiko, and
P. Delsing, “Investigation of nonlinear effects in joseph-
son parametric oscillators used in circuit quantum elec-
trodynamics,” New J. Phys. 15 (2013).
[33] Z. R. Lin, K. Inomata, K. Koshino, W. D. Oliver,
Y. Nakamura, J. S. Tsai, and T. Yamamoto, “Joseph-
son parametric phase-locked oscillator and its application
to dispersive readout of superconducting qubits,” Nature
communications 5 (2014).
[34] P. Krantz, A. Bengtsson, M. Simoen, S. Gustavsson,
V. Shumeiko, W. D. Oliver, C. M. Wilson, P. Delsing,
and B. Bylander, “Single-shot read-out of a supercon-
ducting qubit using a josephson parametric oscillator,”
Nature communications 5 (2016).
[35] Christian Kraglund Andersen, Joseph Kerckhoff, Kon-
rad W. Lehnert, Benjamin J. Chapman, and Klaus
Mølmer, “Closing a quantum feedback loop inside a cryo-
stat: Autonomous state preparation and long-time mem-
ory of a superconducting qubit,” Phys. Rev. A 93, 012346
(2016).
[36] A. A. Clerk, M. H. Devoret, S. M. Girvin, Florian Mar-
quardt, and R. J. Schoelkopf, “Introduction to quan-
tum noise, measurement, and amplification,” Reviews of
Modern Physics 82, 1155 (2010).
[37] C. C. Bultink, B. Tarasinski, N. Haandbæk, S. Poletto,
N. Haider, D. J. Michalak, A. Bruno, and L. DiCarlo,
“General method for extracting the quantum efficiency of
dispersive qubit readout in circuit qed,” Applied Physics
Letters 112 (2018).
[38] S. Touzard, A. Kou, N. E. Frattini, V. V. Sivak, S. Puri,
A. Grimm, L. Frunzio, S. Shankar, and M. H. Devoret,
“Gated conditional displacement readout of supercon-
ducting qubits,” Phys. Rev. Lett. 122, 080502 (2019).
[39] D. Rosenberg, D. Kim, R. Das, D. Yost, S. Gustavsson,
D. Hover, P. Krantz, A. Melville, L. Racz, G. O. Samach,
S. J. Weber, F. Yan, J. L. Yoder, A. J. Kerman, and
W. D. Oliver, “3d integrated superconducting qubits,”
npj Quantum Inf 3 (2017).
Supplementary material for "Efficient and low-backaction quantum measurement
using a chip-scale detector"
(Dated: August 9, 2020)
CONTENTS
I. Introduction 1
A. Outline 1
B. Comparison to previous work 1
II. Efficiency 2
A. Measurement-induced dephasing 2
B. Measurement efficiency 3
1. Definition 3
2. Linear measurement 3
3. Bifurcated measurement 4
C. Information efficiency 5
1. Accessible information 5
2. Information gain 6
3. Analysis of experimental results 7
III. Device 7
A. Design and layout 7
B. Fabrication 7
C. Superconducting switch 7
1. On/off ratio 8
2. Power handling 8
D. Parametric amplifier 10
IV. Bifurcation amplifier 11
A. SQUID array model 11
B. Full equations of motion 12
C. Simplified equations of motion 12
D. Phase diagram 13
E. Photon number 14
1. Model 14
2. Measurement 14
F. Bifurcated state stability 14
V. Experimental procedure 15
A. Calibration 15
B. Dephasing due to TIB switching 16
C. Quantum non-demolition measurement 16
D. Full experimental schematic 17
VI. Future perspectives 18
A. Measurement efficiency limitations 18
1. Measurement efficiency model 18
2. Sources of loss 19
B. Excess backaction limitations 21
C. Readout fidelity limitations 21
D. Measurement time limitations 23
E. Ease of calibration 24
References 24
I. INTRODUCTION
A. Outline
In the main text we introduce a novel superconducting
device: the ‘Superconducting Isolating Modular Bifurca-
tion Amplifier’ (SIMBA). Using the SIMBA, we demon-
strate efficient, low-backaction and high-fidelity measure-
ment of a superconducting qubit. The purpose of this
supplementary material is to clarify and support claims
made in the main text, to present experimental details,
and finally to serve as a resource for the future opera-
tion and design of SIMBAs or SIMBA-like devices. The
supplementary material is organized as follows:
In Section II, we begin with a theoretical discussion
of measurement-induced dephasing of a qubit. We show
how this fundamental property of quantum mechanics
can be used to calibrate the efficiency of a measurement
[1]. We first show this for measurement using a linear
amplifier, as previously done in Refs. [2–5]. This method
is then extended to the similar case of a bifurcation am-
plifier. Finally, we examine qubit measurement from an
information theoretical standpoint [6, 7], contrasting the
use of a linear vs. bifurcation amplifier.
In Section III, we turn to hardware. First, we describe
the SIMBA along with its components: two supercon-
ducting switches and the Josephson parametric ampli-
fier. Section IV is devoted to a theoretical understanding
of our parametric amplifier pumped into the bifurcation
regime. This is useful for understanding the parametric
amplifier design space. In particular, we build on work
in Ref. [8] for the case of a parametric amplifier con-
structed from an array of SQUIDs. Section V discusses
the calibration and performance of qubit readout using
a SIMBA. Section VI concludes with a discussion of the
limitations of the current SIMBA, along with suggested
improvements.
B. Comparison to previous work
Before an in-depth analysis of readout using a SIMBA,
we briefly compare this work to other recent demonstra-
tions of superconducting qubit readout. Doing so is help-
ful for understanding how this work fits into the super-
conducting qubit literature. In this comparison, we focus
on the different figures of merit reported in Table I of the
main text: measurement efficiency η, excess backaction
nb, maximum readout fidelity F0, and the time in which
readout is completed [19].
Table. S1 gives a list (not exhaustive) of recent demon-
strations of superconducting qubit readout in which the
2TABLE S1. Comparison to related works. The references in this table are a selection of recent demonstrations of
superconducting qubit readout in which the measurement efficiency η is characterized. When doing conventional dispersive
readout [9] using ferrite circulators or isolators, many recent demonstrations have readout fidelities of 0.95 or greater, readout
times of several hundred nanoseconds, and measurement efficiencies between η = 0.1 and η = 0.6 (characterized by a comparison
of measurement induced dephasing to the information gain of a weak measurement, as in this work), [2, 3, 5, 10–13].
Reference Measurement efficiency Isolation/backaction Readout fidelity Readout time
This work 0.70 0.66 photons 0.955 265 ns
Andersen et al. (2020), [11] 0.15− 0.30 ferrite-based 0.978− 0.994 300− 400 ns
Abdo et al. (2020), [14] ∼ 0.2 a 0.002 photons 0.92 1000 ns
Peronnin et al. (2020), [13] 0.11 ferrite-based 0.95b 220 ns
Andersen et al. (2019), [11] 0.24 ferrite-based 0.987− 0.992 200 ns
Abdo et al. (2019), [15] ∼ 0.3 a 0.01 photonsc 0.9 200 ns
Touzard et al. (2019), [5] 0.6 ferrite-based 0.978 870 ns
Eddins et al. (2019), [4] 0.80 no isolation before amp. not specified N/A
Heinsoo et al. (2018), [10] 0.43− 0.52 ferrite-based 0.936− 0.988 250 ns
Bultink et al. (2018), [2] 0.08d ferrite-based not specified N/A
Eddins et al. (2018), [3] 0.38 ferrite-based not specified N/A
Walter et al. (2017), [16] 0.75e ferrite-based 0.992 88 ns
Macklin et al. (2015), [17] 0.49 ferrite-basedf 0.967 100 ns
a Refs. [14, 15] characterize the measurement efficiency using the method described in Ref. [18].
b Ref. [13] reports readout fidelity using a different definition than in this work. Here, we convert their reported maximum readout
fidelity to the definition in Eq. 3, main text.
c In Ref. [15], isolation between a qubit and amplifier is provided by the combination of a chip-scale superconducting isolator and a
ferrite circulator.
d Ref. [2] reports a definition for η which is scaled by a factor of 1/2 from our definition. Here, we converted their reported measurement
efficiency to our definition in Section II.B.1.
e In Ref. [16], η is estimated by determining the power spectral density of a readout pulse using the ac-Stark shift of the qubit, and
comparing this to the power spectral density of a measured signal.
f Without any ferrite circulators or isolators at its input, a pumped JTWPA will in-principle not cause excess backaction if its pump
signal is perfectly matched with the JTWPA. In practice, it is difficult to prevent some of this relatively large ( 1 photon) pump
signal from scattering toward the qubit.
measurement efficiency η has been characterized. The
highest measurement efficiency which has thus-far been
reported in a circuit quantum electrodynamics system is
η = 0.80 in Ref. [4]. In Ref. [4], a qubit is dispersively
coupled to a readout cavity which shares functionality as
a flux-pumped parametric amplifier. There are therefore
no non-reciprocal elements between the qubit and ampli-
fier. To the authors’ knowledge, the highest measurement
efficiencies that have yet been reported with considerable
isolation between the qubit and amplifier are η = 0.75
in Ref. [16] (where η is calibrated without a comparison
to measurement-induced dephasing, as done elsewhere in
Table. S1), and η = 0.6 in Ref. [5]. Note that both of
these experiments isolate the measured qubit from ampli-
fier backaction by using ferrite circulators and isolators.
One advantage of the SIMBA is the elimination of any
ferrite circulators or isolators between a qubit and para-
metric amplifier. There have thus-far been relatively few
demonstrations of this in the superconducting qubit lit-
erature. To the authors’ knowledge, Refs. [14, 20] are
the only such demonstration yet-reported with consid-
erable isolation from amplifier backaction [21]. Read-
out using a SIMBA claims novelty in the combination of
high efficiency and relatively fast and high-fidelity mea-
surement, while still limiting excess backaction to 0.66
photons, equivalent to isolation of approximately -26 dB.
II. EFFICIENCY
The inherent decoherence associated with quantum
measurement can be used as a resource for metrology.
As such, we describe how a variable strength quantum
measurement is used to precisely measure the efficiency
of a measurement, a metric which quantifies the loss and
added noise of a detector [1].
A. Measurement-induced dephasing
Here we consider measurement of the state of a qubit
via a projective measurement performed on an ancilla
system, entangled with the qubit. A quantum mea-
surement on the system as a whole is characterized by
a positive operator-valued measurement (POVM) Π =
{Πx : x ∈ X}, which consists of a set of positive semidef-
3inite operators Πx ≥ 0 labeled by the measurement out-
come x in some set X , and satisfying ∑x∈X Πx = I. For
each x one may choose Kraus operators Ax such that
Πx = A
†
xAx. Note that the choice of Kraus operators is
not unique. Given a measurement outcome x, the POVM
maps a quantum state ρˆ to a new quantum state ρˆ′x via
the formula [22],
ρˆ′x =
AxρˆA
†
x
Tr (Πxρˆ)
. (S1)
Since the POVM is complete,
∑
x∈X Πx = I, the post-
measurement state is then
ρˆ′ =
∑
x
λxρˆ
′
x (S2)
with probabilities λx = Tr (Πxρˆ).
Now consider a qubit entangled with a measurement
system in the states |ϕ0〉 and |ϕ1〉,
|ψ〉 = 1√
2
(|0〉 |ϕ0〉+ |1〉 |ϕ1〉) , (S3)
with density matrix σˆ = |ψ〉 〈ψ| describing the joint
state of the qubit and the measurement system. For the
POVM element Πx = I ⊗ |x〉 〈x|, Eq. S1 gives the fol-
lowing state after obtaining the measurement outcome
x,
σˆ′x =
1
2λx
(
|〈x|ϕ0〉|2 〈x|ϕ0〉 〈ϕ1|x〉
〈x|ϕ1〉 〈ϕ0|x〉 |〈x|ϕ1〉|2
)
⊗ |x〉 〈x| ,
(S4)
where λx = Tr (Πxσˆ). Summing Eq. S4 over all measure-
ment outcomes as in Eq. S2 and taking the partial trace
over the second system gives the average density matrix
ρˆ′ = Tr2 (
∑
x λxσˆ
′
x) of the qubit after measurement [23],
ρˆ′ =
1
2
(
1 〈ϕ1|ϕ0〉
〈ϕ0|ϕ1〉 1
)
. (S5)
In other words, the projective measurement on the ancilla
via POVM element Πx transforms the pure qubit state
into the mixed state given by Eq. S5. Qubit coherence
(the off-diagonal density matrix element of the qubit)
will be reduced by the extent to which |ϕ0〉 and |ϕ1〉 are
orthogonal.
In dispersive readout [9], a qubit is entangled with a
coherent state such that |ϕ0〉 = |α0〉 and |ϕ1〉 = |α1〉,
Fig. S1a. These states have equal amplitudes |α| but are
separated by a maximum angle 2θ = 2 arctan (2χ/κr)
in quadrature space, Fig. S1a. Here, κr/2pi is the loss
rate of the readout resonator, whose frequency changes
by ±χ/2pi depending on the qubit state.
The wavefunction of a normalized coherent
state in the quadrature basis is defined to be
〈x|α〉 = ( 2pi )1/4 e−i|α|2 sin(2θ)/2e−[(x−Re[α])2−2ixIm[α]],
where Re[α] = |α| sin θ and Im[α] = |α| cos θ. Note that
in this definition, the single-quadrature standard devia-
tion of the coherent state is 1/
√
2, its single-quadrature
variance is 1/2, and |〈x|α〉|2 = √2/pie−2(x−|α|)2 [7, 24].
From Eq. S5, the qubit after measurement is in a mixed
state with coherence ρˆ′01 =
1
2 〈α0|α1〉. Evaluating this
gives,
ρˆ′ =
1
2
(
1 e−2|α|
2 sin2 θ
e−2|α|
2 sin2 θ 1
)
. (S6)
As |α| → ∞, qubit coherence vanishes and Eq. S6 reduces
to the density matrix of a qubit prepared in a superpo-
sition state and then projectively measured. Eq. S6 also
concludes that dephasing goes to zero in the limit where
θ → 0 such that κr  2χ. This makes sense: a readout
signal much more strongly coupled to the environment
than to the qubit will dissipate before becoming entan-
gled with the qubit.
With no readout signal, |α| = 0, a qubit may still
be dephased by the excess backaction of a detector (for
example, due to finite isolation between the qubit and
amplifier). Post-measurement qubit coherence is then
modified to,
|ρˆ′01| = ρbe−2|α|
2 sin2 θ, (S7)
where 0 ≤ ρb ≤ 1/2 is the dephasing in excess of that
caused by the readout pulse.
B. Measurement efficiency
1. Definition
As a qubit is dephased by measurement, classical in-
formation about the qubit state may also be gained. As
given by Eq. S7, the amount of dephasing — and there-
fore possible information gain — is a function of the sep-
aration in phase space between coherent states |α0〉 and
|α1〉. In practice, loss present between the qubit and de-
tector will diminish this separation before |α0〉 and |α1〉
can be measured. Loss scales the measured coherent state
amplitudes by |α| → √ηloss|α|, where 0 ≤ 1 − ηloss ≤ 1
is the fraction of readout energy remaining upon ampli-
fication, Fig. S1a. The total efficiency of a measurement
chain, i.e. its measurement efficiency [25], is equal to
η = ηlossηamp, where 0 ≤ ηamp ≤ 1 is the efficiency of
the amplifier chain (quantifying its added noise). In this
work, we measure η but we assume ηamp = 1 and there-
fore η = ηloss, because we use a phase-sensitive paramet-
ric amplifier which in principle adds no noise along the
amplified quadrature [26].
2. Linear measurement
Loss before measurement transforms |α0〉 and |α1〉 to
the states |α′0〉 and |α′1〉, respectively, Fig. S1a. The abil-
ity of a detector to discriminate |α′0〉 and |α′1〉 may be
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FIG. S1. Dispersive readout model. (a) A coherent state
of amplitude |α| and single quadrature standard deviation
1/
√
2 acquires a phase shift ±θ dependent on the qubit state.
Loss before a detector scales the amplitude of this coherent
state by √ηloss to create |α′0〉 and |α′1〉, here assuming that
η = ηloss. (b) Linear measurement along the x-quadrature
yields the cyan (pink) distribution if the qubit was prepared
in the ground (excited) state. The height of these distribu-
tions are proportional to the amplitude squared of the coher-
ent state wavefunctions |〈x|α′0〉|2 and |〈x|α′1〉|2, such that their
standard deviations w0 and w1 represent the coherent state
variance. After noiseless parametric amplification, the ex-
perimentally measured signal-to-noise ratio (SNR) is defined
according to Eq. S9. Errors due to finite SNR and prepara-
tion infidelity, illustrated in (c), are not distinguishable when
a linear measurement result is thresholded as shown in (d).
This is true regardless of whether the thresholding is due to
use of a bifurcation amplifier, or due to post-processing of a
linear measurement.
quantified by a signal-to-noise ratio (SNR) [1]. We de-
fine SNR [5, 27] as the separation in phase space between
these states divided by their single quadrature standard
deviation of 1/
√
2. The expected SNR of a measurement
along the x-quadrature is therefore
SNR =
√
8η|α| sin θ. (S8)
Referring to Fig. S1b,c, this is equal to the experimentally
measured value of
SNR =
|d1 + d0|√
w21 + w
2
0
, (S9)
where |d1 + d0| is the separation between the two mea-
sured histograms (corresponding to the qubit in the
ground/excited state), and w1 = w0 are the standard
deviations of these histograms (corresponding to the co-
herent state variance).
Eq. S7 and Eq. S8 can be used together to quantify
the efficiency of a linear measurement
η =
SNR2
−4 log (|ρˆ′01|/ρb)
, (S10)
which is a function of the experimentally measurable
quantities of |ρˆ′01|, ρb and SNR. For any readout am-
plitude |α|, measurement of SNR and dephasing |ρˆ′01|/ρb
thus determines η. It is expedient to simplify this deter-
mination by measuring |ρˆ′01| and SNR at different values
of readout amplitude. Consider a readout amplitude in
the experimental units  proportional to |α| (e.g. volt-
age bias on a mixer). From Eq. S8, the signal-to-noise
ratio will increase linearly with . From Eq. S7, qubit co-
herence is reduced as a Gaussian function of the readout
amplitude . Therefore,
SNR = a, |ρˆ′01 () | = ρbe−
2/2σ2 , (S11)
where a is a constant of proportionality and σ is a Gaus-
sian standard deviation. Substituting these expressions
into Eq. S10 and solving for η gives
η =
a2σ2
2
. (S12)
Eq. S12 gives the measurement efficiency in terms of
σ and a, experimental quantities which are determined
from fits to measurements of |ρˆ′01| and SNR as func-
tions of the readout amplitude . We reiterate that in
this work, including Eq. S12, we define measurement ef-
ficiency such that η = 1 when using an ideal, phase-
sensitive amplifier, with no other loss or added noise in-
troduced by the detector [28].
3. Bifurcated measurement
The measurement discussed in this work, however,
does not use a linear amplifier. Pumping a parametric
amplifier into bifurcation is a non-unitary process which
destroys information: all possible input states are irre-
versibly mapped to two output states, illustrated by the
distribution in Fig. S1d. Finite SNR and preparation
infidelity are indistinguishable after thresholding which
prevents a direct measurement of SNR for use in Eq. S10
and thus Eq. S12.
To understand the efficiency of a bifurcated measure-
ment, we instead consider the qubit readout fidelity [29]
Fr = 1− P (e|0)− P (g|pi), (S13)
where P (e|0) and P (g|pi) are the error probabilities of
measuring the qubit to be in the excited (ground) state,
when the qubit is prepared in the ground (excited) state,
5respectively, such that 0 ≤ Fr ≤ 1. Intuitively, readout
fidelity is the probability of the detector to correctly dis-
criminate the state that the qubit has been prepared in:
Fr =
1
2 (P (e|pi)− P (e|0)) + 12 (P (g|0)− P (g|pi)).
Readout fidelity is limited by both finite readout ampli-
tude and preparation infidelity. Preparation infidelities,
p0 and q0, are defined as the probability of having pre-
pared the qubit in the excited (ground) state when trying
to prepare it in the ground (excited) state, respectively.
These infidelities p0 and q0 define a maximum readout
fidelity F0 = 1− p0 − q0.
To model the readout fidelity, we model our bifur-
cated measurement as a linear amplification whose re-
sult (a measured value along the x-quadrature, Fig. S1) is
thresholded by its sign, assigning the qubit state to one of
two distinct outcomes. Measurement error is the sum of
correct state preparation but incorrect assignment, and
incorrect state preparation with correct assignment [29]:
P (e|0) =
∫ 0
−∞
dx
[
(1− p0) |〈x|α′0〉|2 + p0 |〈x|α′1〉|2
]
,
(S14)
P (g|pi) =
∫ ∞
0
dx
[
q0 |〈x|α′0〉|2 + (1− q0) |〈x|α′1〉|2
]
.
(S15)
Evaluating these integrals and plugging the results into
Eq. S13 yields,
Fr = F0erf
[√
2η|α| sin θ
]
. (S16)
Note that the argument of Eq. S16 is always positive,
since 0 ≤ θ ≤ pi/2 as defined in Fig. S1a. Using Eq. S7,
readout fidelity can be expressed in terms of the mea-
surement induced dephasing,
Fr = F0erf
[√
−η log (|ρˆ′01|/ρb)
]
. (S17)
In order to finally determine η, we use Eq. S17 to solve
for η in a similar manner to how we obtained Eq. S12.
Again, we consider readout amplitude in the experimen-
tal units of  ∝ |α| (see Eq. 2 in the main text, also).
From Eq. S16, readout fidelity will increase as an error
function with respect to , and qubit coherence will still
decrease as a Gaussian:
Fr() = F0erf [ν] , |ρˆ′01 ()| = ρbe−
2/2σ2 . (S18)
Where ν and σ are obtained from fits of experimental
data, e.g. Fig 3c. Using Eq. S17 and Eq. S18 to solve for
η gives
η = 2ν2σ2. (S19)
Eq. S19 (Eq. 5 in the main text) gives the measurement
efficiency η in terms of σ and ν, quantities which can be
experimentally determined from fits to measurements of
|ρˆ′01| and Fr as functions of .
C. Information efficiency
The methods described in the previous section are spe-
cific to either a linear or bifurcated measurement. Al-
ternatively, measurement of a qubit using any type of
detector can be understood in terms of information the-
ory [6, 7]. This analysis can be useful if the specific
mechanism for qubit readout measurement is unclear or
does not cleanly follow the models of Eq. S12 or Eq. S19.
This analysis will also allow us to quantitatively compare
the information gained by linear vs. bifurcated measure-
ments.
1. Accessible information
When a qubit prepared in a superposition state
(|0〉+ |1〉) /√2 is measured, it is collapsed toward the
eigenstate |0〉 or |1〉. How projective, or how strong,
the measurement is quantifies this collapse. For two
quantum states |ϕ0〉 and |ϕ1〉 of a measurement sys-
tem which are entangled with the qubit as given by
Eq. S3, this collapse is characterized by the ‘error prob-
ability’ r associated with discriminating |ϕ0〉 and |ϕ1〉.
Error here, given by the Helstrom bound [30], is a func-
tion of the non-orthogonality of these states. For pure
states |ϕ0〉 and |ϕ1〉 this minimum error probability is
r = 12
(
1−
√
1− |〈ϕ0|ϕ1〉|2
)
, which from Eq. S5 equals
r =
1
2
− 1
2
√
1− 4|ρˆ′01|2, (S20)
with 0 ≤ r ≤ 12 . The Helstrom bound has a simple geo-
metric interpretation: Fig. S2 illustrates a qubit density
matrix before and after measurement in the z-basis, such
that a superposition state is partially projected onto |0〉,
with some remaining phase coherence |ρˆ′01|. The error
probability r is the remaining uncertainty of the post-
measurement qubit state, equal to the length of the green
vector.
Explicitly, consider the states |ϕ0〉 and |ϕ1〉 to be pre-
pared with equal probability. We take that a measure-
ment of |ϕ0〉 occurs with error probability r0, and a mea-
surement of |ϕ1〉 with error probability r1. The probabil-
ity of obtaining the measurement outcomes correspond-
ing to |ϕ0〉 or |ϕ1〉 are therefore s0 = (1 − r0)/2 + r1/2
and s1 = 1− s0, respectively. The quantities r1/2s0 and
r0/2s1 are the fractional likelihoods of error, given by
Bayes’ theorem. This is generalizable to the case where
|ϕ0〉 and |ϕ1〉 are prepared with different probabilities,
but here we consider only the case of Eq. S3 for simplic-
ity.
Measurement therefore gains information about the
qubit state, quantified by the probabilities r1/2s0 and
r0/2s1. As in Ref. [7], this information is quantified by
6|0⟩
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1/2
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measurement
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FIG. S2. The Helstrom bound. A qubit is prepared
in a superposition state ρˆ and non-projectively measured in
the z-basis. For a given measurement outcome, the post-
measurement qubit state is |φ〉 = √1− r |0〉 + √r |1〉, with
density matrix ρˆ′ = |φ〉 〈φ|. The projection of this state along
the z-axis, 1−r, quantifies the remaining uncertainty r about
the qubit state. In this example a projection toward |0〉 is il-
lustrated, but a projection toward |1〉 occurs with equal prob-
ability.
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FIG. S3. Information gained by a qubit measurement.
(a) Accessible information, Iacc from Eq. S23, after the qubit
is measured by a coherent state with amplitude |α| (dashed
line, and assuming θ = pi/2). Iacc grows with |α|, and (b)
is always greater than or equal to the information gain from
either a bifurcated (blue) or linear (red) measurement.
the mutual information,
I = 1−
[
s0H
(
r1
2s0
)
+ s1H
(
r0
2s1
)]
, (S21)
where H(x) = −x log2(x) − (1 − x) log2(1 − x) denotes
the binary entropy.
The accessible information Iacc is defined as the max-
imum possible mutual information I which may be ob-
tained by a measurement. This occurs when the measure-
ment error probabilities saturate the Helstrom bound,
i.e., r0 = r1 = r and s0 = s1 = 1/2. Eq. S21 then
simplifies to
Iacc = 1−H(r). (S22)
Note that Iacc is a function of only the post-measurement
qubit density matrix |ρˆ′01|, on which r depends via
Eq. S20.
2. Information gain
We can similarly determine the information attained
by measurement. The information Ibifmeas gained from a
bifurcated measurement (here meaning two possible out-
comes) is:
Ibifmeas = 1−
1
2
H (P (e|0))− 1
2
H (P (g|pi)) . (S23)
Here, we take that |ϕ0〉 = |α〉 and |ϕ1〉 = |−α〉 (as-
suming 2χ  κ such that θ = pi/2, for simplicity).
Also for simplicity, we assume that preparation infidelity
is zero, p0 = q0 = 0. The probability of a measure-
ment error for a bifurcated measurement, Eq. S15, there-
fore reduces to P (e|0) = P (g|pi) = ∫ 0−∞ |〈α|x〉|2 dx =
1
2
(
1− erf [√2|α|]). This is plugged into Eq. S23 to
model Ibifmeas.
Of course, a detector need not only give two measure-
ments but instead can yield a continuum of outcomes.
An example of this is a linear measurement such as ho-
modyne detection of a coherent state which has been
linearly amplified. To quantify information gain from
a linear measurement, consider discrimination between
the pink and blue Gaussian distributions in Fig. S1b,
which are prepared with equal likelihood of 1/2. If the
qubit was prepared in the ground state (cyan distribu-
tion, Fig. S1), the probability of error for a measurement
returning the value x is r0x = P (x|pi) =
√
2/pie−2(x−|α|)
2
.
And if the pink distribution corresponding to the qubit
in the excited state was prepared, the probability of er-
ror is rpix = P (x|0) =
√
2/pie−2(x+|α|)
2
. The probabil-
ity of measuring the value x at all is the sum sx =
1
2 (P (x|0) + P (x|pi)) = 12
(
r0x + r
pi
x
)
. At each x, the in-
formation acquired from measurement is the entropy of
the normalized measurement probability, H
(
r0x/sx
)
or
H (rpix/sx). The mutual information from measurement
is the integral of these conditional entropies over all val-
ues x, weighted by the likelihood sx of that measurement
outcome occurring [6, 7],
I linmeas = 1−
1
2
∫ ∞
−∞
dx
[
H
(
r0x
sx
)
+H
(
rpix
sx
)]
sx, (S24)
where Ibifmeas < I linmeas for |α| < ∞, seen in Fig. S3a. As
|α| → ∞|, however, both Ibifmeas and I linmeas saturate to
unity. This means that thresholding a linear measure-
ment destroys information, but only for the case of a
weak or non-projective measurement.
73. Analysis of experimental results
The ratio Imeas/Iacc defines an information efficiency
[7]. In Fig. S3b, we plot Imeas/Iacc for the experimental
readout characterization shown in Fig. 3, compared to
various models for a bifurcated measurement.
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FIG. S4. Information theory analysis. A comparison
of the information gained Imeas (Eq. S23) to the accessible
information Iacc (Eq. S22) for each variable strength mea-
surement in Fig. 3c (data points). Cyan and indigo data
points correspond to the parametric cavity pump turned off
or on, respectively, within the variable strength measurement
sequence whose backaction is being characterized. Data are
compared to models (solid lines) which assume thresholded
dispersive readout and the parameters obtained from fits to
the data in Fig. 3. Dashed gray lines are models for bifur-
cated measurement with no excess backaction nb = 0, and
unit fidelity F0 = 1, but measurement efficiency η < 1 (and
η = 1 for the pink dashed line).
As seen in Fig. S3, choice of a bifurcated detector de-
stroys information but only for a ‘weak’ (non-projective)
measurement, i.e. Iacc < 1. This is seen quantitatively
in Fig. S4: the black, dashed diagonal line at Imeas = Iacc
bounds any measurement. The pink, dashed line below
it gives the limit of a ‘perfect’ bifurcated measurement
(such that nb = 0, η = 1 and F0 = 1). However in the
projective measurement limit, meaning that Iacc → 1,
the information gained for a bifurcated measurement also
goes to one. There is therefore no disadvantage to using
a bifurcated detector, as opposed to a linear detector,
when making a projective measurement.
In Fig. S4 we also plot Imeas vs. Iacc for the variable
strength measurements shown in Fig. 3c. Both the ‘pump
on’ and ‘pump off’ data are compared to models (cyan
and indigo lines) which use the parameters returned from
the fits shown in Fig. 3c. The strong agreement between
experiment and these models supports our determination
of nb, η and F0 in the main text.
III. DEVICE
In this section, we turn to the SIMBA itself; specifi-
cally, the microwave engineering which went into its de-
sign. The SIMBA is a relatively complicated multi-layer
circuit. Its modular design can be understood, however,
by its compartmentalization into two superconducting
switches (Tunable inductor bridges, TIBs) surrounding
a two port Josephson parametric amplifier (JPA).
A. Design and layout
A layout of the SIMBA chip used in this work is shown
in Fig. S5, and an optical micrograph of the device is
shown in Fig. S6.
B. Fabrication
Devices were fabricated at NIST Boulder in a
Nb/AlOx/Nb tri-layer process [31]. The SIMBA fabri-
cation procedure is especially similar to that of the de-
vices used in Refs. [32–36]. A low-loss amorphous sili-
con dielectric (loss tangent δ = 1.5 − 5 × 10−4 at mK
temperatures) [37] was used in the metal-insulator-metal
capacitors within the TIBs.
C. Superconducting switch
We now delve into the internal complexity of the
TIB, showing how it has been engineered to function
as a simple microwave switch. Conceptually, the TIB
can be thought of as a superconducting analog to a
microwave mixer, with diodes replaced by SQUID ar-
rays. As with a mixer, the TIB functions as a mi-
crowave switching/modulation element where symme-
try of a Wheatstone bridge allows for high-performance,
broadband operation. In particular, the process of pre-
serving vs. breaking the symmetry of the bridge allows
for transmission through the TIB to be tuned by a far
greater ratio than its constituent inductors can be tuned.
A lumped-element schematic of a TIB is shown in
Fig. S6b: a balun couples the left port of the TIB to the
differential voltage across the top and bottom nodes of
the bridge (nodes a and c). No signal can couple between
the two ports when the bridge is balanced, meaning that
all four bridge inductors have equal value. To see this,
consider an oscillating signal of amplitude v applied at
the left port of the lumped element circuit in Fig. S6b.
Voltage at the top and bottom nodes of the bridge (nodes
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FIG. S5. SIMBA chip layout. The SIMBA consists of two
TIBs and a JPA. A micrograph of the region within the blue,
dashed line is shown in Fig. S6.
b and d) will oscillate with amplitude ±v′, respectively,
creating an effective ground at the right port and there-
fore the TIB will reflect (the amplitude v′ will in general
depend on the operating frequency, choice of capacitors,
etc.). If instead the bridge is imbalanced, as drawn, the
symmetry of the bridge is broken so that the right port
does not see an effective ground, and thus transmission
can be nonzero. Capacitors are added to match the cir-
cuit over a desired frequency range.
In the TIB circuit layout, the Wheatstone bridge is
twisted into a figure-eight geometry, Fig. S6c, in order to
tune the bridge imbalance with a single bias line while
preserving as much symmetry in the circuit as possible.
This bias line runs through the center of the figure-eight
and puts a gradiometric flux ±Φg into the SQUID arrays
on opposite sides of the bridge. At the same time, all the
arrays see an identical uniform background flux Φu. The
inductance l+ and l− of the thick and thin inductors in
Fig. S6c becomes [32],
l+/− =
l0∣∣∣cos(Φu±Φg2φ0 )∣∣∣ . (S25)
Where φ0 = ~/2e is the reduced magnetic flux quan-
tum, with e the charge of an electron. The inductance
l0 = Nφ0/2Ic = 0.66 nH is determined by the Josephson
junctions critical currents, Ic = 5µA and the number
of SQUIDs per array, N = 20. As long as Φu/2φ0 is
not a multiple of pi/2, applying a nonzero Φg will im-
balance the bridge such that l+ 6= l− and transmission
will be nonzero. The greatest imbalance is achieved when
Φg/2φ0 = pi/4 and Φu/2φ0 = pi/4 + npi, where n is an
integer.
The gradiometric bias lines (red, Fig. S6a) contains a
low-pass filter (LPF), realized with a ∼ 20 nH spiral in-
ductor. This filter limits microwave power coupling out
of the bias line. A numerical finite-element simulation in-
dicates that this inductor has a self-resonance frequency
of 7.9 GHz (note that in this style of inductive filter,
a higher inductance will generally lead to a lower self-
resonance frequency). Further simulations indicate that
transmission from a microwave port of the TIB out the
bias port is generally smaller than −40 dB between 4 and
8 GHz with inclusion of this LPF, but as high as −20 dB
without it. At the operational frequency of 6.34 GHz,
transmission from a microwave port of a TIB out of its
gradiometric bias port is simulated to be between −39 dB
and −47 dB (the exact value changes slightly depending
on which of the two microwave ports is used, and whether
the TIB is in transmit or reflect mode). The TIBs used
in this work contain a second on-chip bias line (blue,
Fig. S6a), for applying a dc uniform flux Φu. This bias
line also contains two LPFs.
1. On/off ratio
To test this design, we have fabricated chips which con-
tain a single TIB by itself. In Fig. S7, we show a measure-
ment of transmission through a single TIB when sweeping
its gradiometric bias flux Φg. Near Φg = 0 the TIB is in
‘reflect mode’, meaning transmission is near zero. As we
change to Φg 6= 0, the Wheatstone bridge becomes im-
balanced and the TIB is changed to a ‘transmit mode’.
Transmission is shown in Fig. S7c for both an example
transmit mode and an example reflect mode, correspond-
ing to horizontal linecuts of the data in Fig. S7b, at the
gradiometric flux bias specified by the black arrows. By
changing Φg, the on/off ratio can be tuned to greater
than approximately 50 dB at any frequency between 4
and 7.3 GHz.
The bandwidth of the TIB is set by the octave band-
width of its Marchand balun, here designed to have a
center frequency near 6 GHz [38]. Bandwidth is also af-
fected by the maximum bridge imbalances, l+/l− ∼ 4
[32–34]. In general, a higher maximum imbalance im-
proves bandwidth. The bandwidth and center frequency
are also affected by choice of matching capacitors, here
∼ 0.5 pF.
2. Power handling
For use in conjunction with a parametric amplifier, it is
important for the TIB to remain linear when processing
an amplified signal.
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FIG. S6. SIMBA design. (a) False color optical micrograph of the region of the SIMBA boxed in Fig. S5. The SIMBA
consists of a 2-port parametric cavity (the JPA) with a superconducting switch (a TIB) placed on each port, as in Fig. 1b.
The TIB is the structure in the top half of this image, and the JPA is the structure in the bottom half. The bias lines to both
devices contain low-pass filters (LPFs) in order to prevent microwave signal in the SIMBA being transmitted out of them. Note
that the ground plane around the JPA is waffled in order to pin flux vorticies in place. (b) Lumped element schematic for the
TIBs used in this work. The input of the SIMBA (output of the readout cavity), is connected to the port of the TIB containing
the balun (left), while the single-ended port (without a balun, right) is connected to the JPA. The TIB is constructed from a
Wheatstone bridge of SQUID arrays, with capacitors added to match the circuit. (c) The Wheatstone bridge is constructed by
twisting the SQUID arrays into a figure-eight geometry. The flux through the SQUID arrays is a combination of a background,
uniform flux Φu, and a gradiometric flux Φg. The gradiometric flux is controlled by the current in a bias line running through
the center of the figure-eight. (d) Lumped element schematic of the JPA. The tunable inductor is also realized with an array
of SQUIDs. Flux through the SQUIDs can be controlled by two on-chip bias lines. One of these bias lines is designed for the
microwave frequency parametric cavity pump signal, and the other is designed to apply a dc flux to tune the parametric cavity
frequency.
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FIG. S7. TIB transmission characterization. (a) A sin-
gle TIB is measured in transmission while sweeping its gradio-
metric flux bias, Φg. (b) Measurement of transmission vs. Φg
and frequency. Transmission is normalized to the maximum
overall transmission. (c) Transmission vs. frequency at an ex-
ample transmit mode (Φg ∼ pi/4) and reflect mode (Φg ∼ 0),
for uniform flux Φu ∼ pi/8. At the reflect mode, transmission
is lower than -30 dB over several GHz. The maximum on/off
ratio that can be achieved at any given frequency is plotted
in red, and is better than 50 dB between 4 to 7.3 GHz. The
reflect mode data and on/off ratio are smoothed with a 100
MHz moving filter.
We characterize the power handling of a TIB by using
the system described in Fig. S8: a single TIB operated
near reflect mode is placed at the strongly coupled port of
a readout cavity with a resonance frequency of approxi-
mately 6.1 GHz. The readout cavity contains a transmon
qubit (a different qubit than used elsewhere in this work,
at a frequency of approximately 8 GHz). We choose to
characterize the TIB power handling in this manner be-
cause firstly, the TIB is measured by itself rather than
integrated into the more complicated SIMBA. Secondly,
inclusion of a qubit in this system allows for a direct com-
parison of the TIB linearity to that of the qubit-cavity
system.
To characterize the TIB linearity, we measure trans-
mission through the readout cavity while sweeping probe
power. Doing so, we see a familiar low-power resonance
which, at a certain power threshold, transitions into a
high-power ‘bright-state’ peak [39]. As the probe power
is further increased by about 10 dB, transmission begins
to decrease due to the nonlinearity of the SQUID arrays
in the TIB. We quote the power handling of the TIB
as the power where this transmission decreases by 1-dB.
Using an estimate of the attenuation between the net-
work analyzer and TIB-chip, and the gain of our measure-
ment chain, we determine that the TIB 1-dB compres-
sion point is approximately -98 dBm when near reflect
mode, Fig. S8c. This is similar to the power handling re-
ported in previous superconducting switch designs which
use similar arrays of SQUIDs [32, 33].
D. Parametric amplifier
Next, we discuss the Josephson parametric ampli-
fier (JPA) contained within our SIMBA. The lumped-
element schematic of this JPA is shown in Fig. S6d.
A resonator is formed by an inductor (realized with a
SQUID array similar to that in the TIBs), with 430 fF
capacitors to ground on either side. When the SQUID
array inductance is biased to be minimum, the array has
an inductance of 0.66 nH. The geometric inductance of
the resonator is 0.52 nH. To turn on parametric gain,
flux through these SQUIDs is modulated at twice the
JPA resonance frequency using a microwave bias line,
which contains an on-chip capacitor to block dc-current.
Current through a second flux bias line (containing low
pass filters) can be used to change the uniform dc-flux
through the SQUID array, tuning the JPA frequency. A
fingered capacitor (80 fF) is placed between the JPA and
each TIB. This limits the coupling rate into/out of the
JPA to κsp/2pi = 52 MHz when a TIB is in transmit mode.
We characterize the JPA by setting TIB2 to transmit
mode and measuring in reflection off of TIB2. Doing
so, we find that the JPA frequency is tunable between
approximately 4 and 7 GHz (Fig. S9), a similar range
over which the TIB is designed to operate. We emphasize
that the SIMBA may therefore be tuned to operate over
a several GHz frequency range.
We note that the flux tuning curve shown in Fig. S9b
was taken when sweeping current through an on-chip
bias line rather than through an off-chip coil. The rest
of the data reported in this work was taken in a sep-
arate cooldown, using an off-chip coil to tune the JPA
frequency rather than the on-chip bias line. This func-
tionality was temporarily removed out of concern for low-
frequency noise in the on-chip bias line, which can cause
the bifurcated amplifier state to become unstable, creat-
ing a source of readout error. With proper low-frequency
filtering, however, no off-chip coil is needed to operate
the SIMBA reported in this work.
11
cryo
transmission
(dB)
6.08 6.09 6.1 6.11
frequency (GHz)
-130
-120
-110
-100
-90
es
tim
at
ed
 o
n-
ch
ip
 p
ow
er
 (d
Bm
)
-15
-5
5
0
-10
-20
-130 -120 -110 -100 -90
-25
-20
-15
-10
-5
0
5
tra
ns
m
is
si
on
 (d
B)
estimated on-chip power (dBm)
1 dB comp 
at -98 dBm
6.0895 GHz
6.1004 GHz
(c)
(b)
(a) network
analyzer
1 dB comp at -98 dBm
FIG. S8. TIB power handling characterization. (a)
Transmission as a function of probe power is measured
through a readout cavity + transmon qubit system, with a
sample box containing a single TIB at its output. The TIB
is biased near reflect mode (not fully in reflect mode, so that
transmission is still easily measured). (b) Transmission vs.
probe power and probe frequency. (c) Linecuts of transmis-
sion at the low power cavity frequency (black) and high power
cavity frequency (red), specified by the arrows in (b).
IV. BIFURCATION AMPLIFIER
In this section, we analyze a parametric amplifier
pumped near twice its natural resonance frequency.
When pumped hard enough, the steady-state field in the
resonator bifurcates into one of two states, characterized
by equal amplitude but opposite phase [40].
For simplicity, we model our amplifier as the parallel
combination of a linear resistor, inductor and capacitor,
along with an array of superconducting quantum inter-
ference devices (SQUIDs) also in parallel, Fig. S10 [41].
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FIG. S9. JPA characterization. (a) The JPA within the
SIMBA is characterized when TIB1 is set to reflect mode and
TIB2 is set to transmit mode. Reflection off of TIB2 is mea-
sured. (b) The JPA resonance frequency is tuned by changing
a uniform flux through its SQUID array, applied by current
through its on-chip dc bias line (blue, Fig. S6). (c) When
the JPA is pumped near resonance at the correct amplitude,
it operates as a linear amplifier [36]. In the example shown
here, the JPA is tuned to give greater than 20 dB of gain over
a 2.2 MHz range, with a maximum of 35 dB of gain.
A. SQUID array model
To model an array of SQUIDs, we first assume that
both the self capacitance of the Josephson junctions and
the geometric inductance of the SQUIDs themselves, is
negligible. We also assume that all junctions in the ar-
ray have equal critical currents. In these limits, each
SQUID is equivalent to a single Josephson junction whose
critical current is 2Ic| cos(ϕext/2)| [42]. Here, Ic is
the critical current of a single Josephson junction, and
ϕext(t) = 2piΦext(t)/Φ0 is the external magnetic flux ap-
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plied through each SQUID loop, Φext(t), scaled by the
magnetic flux quantum Φ0. In general, this flux may be
time-dependent.
Denoting the superconducting phase difference over an
array of identical SQUIDs as 2piΦ/Φ0, the phase dif-
ference across each individual SQUID equals 2piΦ/NΦ0,
where N is the number of SQUIDs. From Kirchoff’s cur-
rent law, the common-mode current through each indi-
vidual SQUID equals the current Iarray running through
the entire SQUID array. The relationship between cur-
rent flowing through the array and phase across it is given
by the Josephson relation, therefore
Iarray = 2Ic
∣∣∣cos(ϕext
2
)∣∣∣ sin( 2piΦ
NΦ0
)
. (S26)
From Eq. S26 we see that the effective nonlinearity of
the SQUID-array is reduced relative to a single SQUID.
In particular, the ratio of the leading nonlinear to the
linear term in the expansion of the current-phase relation
around Φ = 0 scales with 1/N2.
푟푐푙퐼푐퐼푐
휑ext(푡)×푁2휋Φ(푡)/Φ0
FIG. S10. Parametric cavity model. A parametric am-
plifier is modelled as a parallel combination of a resistor, ca-
pacitor, linear inductor, and array of N SQUIDs. The phase
difference across the SQUID array is 2piΦ/Φ0.
B. Full equations of motion
The equations of motion for the circuit in Fig. S10
are two coupled first order differential equations govern-
ing the evolution of flux Φ(t) across the inductor l, and
charge Q(t) across the capacitor c. From Kirchoff’s cir-
cuit laws, they are:
Φ˙ =
Q
c
, (S27)
Q˙ = −Φ
l
− Q
rc
− Iarray. (S28)
It is useful to rewrite these equations in terms of the
amplitude
a =
1√
2~
(
Φ√
Z0
+ i
√
Z0Q
)
, (S29)
and its complex conjugate a∗ [43]. Here, Z0 is the charac-
teristic impedance of the resonator. The circuit equation
of motion becomes,
a˙ =
i
[
−a− a
∗
2cZ0
− Z0
2l
(a+ a∗)−
√
Z0
2~
Iarray
]
− γ (a− a∗) ,
(S30)
where γ = 1/2rc.
Note that the linear inductance in Eq. S30 is com-
prised both of the inductor l and the linear inductance of
the SQUID array larray. We first consider a static exter-
nal flux bias ϕext(t) = ϕs. Combining Eq. S30 together
with Eq. S26, it follows that the SQUID array adds a
ϕs-dependent linear inductance larray in parallel to the
inductor l. The resulting total linear inductance lres of
the device becomes,
1
larray
=
2pi
Φ0
2Ic cos (ϕs/2)
N
,
1
lres
=
1
l
+
1
larray
. (S31)
The corresponding values for the resonator impedance
and resonance frequency are,
Z0 =
√
lres
c
, ω0 =
1√
lresc
. (S32)
The resonance frequency ω0 is a 2pi-periodic function of
the static external flux bias ϕs. It assumes a maximum
at ϕs = 0 and a minimum at ϕs = ±pi.
Next, we consider the parametric modulation of the
SQUID critical current. This is achieved by a modulation
of the external flux ϕext through each SQUID around its
static bias value,
ϕext(t) = ϕs + ϕm cos (Ωt) , (S33)
Ω = 2ω0 + 2δ. (S34)
where ϕm is the modulation amplitude and the pump
detuning δ is assumed to be small, such that δ  ω0.
C. Simplified equations of motion
Eq. S30, along with Eqs. S33 and S34 substituted
into Eq. S26, represent the full time-dependent equations
of motion for the circuit in Fig. S10. These equations
greatly simplify in certain realistic limits.
First, we consider only weak excitations, 2piΦ/Φ0  1,
and in this limit we can expand the current-phase rela-
tion of the SQUID arrays in Eq. S26. We also assume
that for the entire modulation period, the resonator re-
mains detuned from its maximum frequency such that
0 < ϕext(t) < pi, so that we may ignore the absolute
value in Eq. S26. Finally, we assume weak parametric
modulation amplitude ϕm  1 so that cos(ϕext/2) =
cos(ϕs/2)− (ϕm/2) sin(ϕs/2) cos(Ωt) +O
(
ϕ2m
)
. In these
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FIG. S11. Phase diagram for the pumped parametric cavity. (a) We examine the behavior of the pumped parametric
cavity by computing the variance of the distribution of single-shot measurements in the I/Q plane, i.e. the sum of I and Q
variances. This is plotted as a function of pump half-frequency and pump amplitude (in units of voltage bias on a double
balanced mixer used to modulate the pump amplitude). (b) A higher resolution sweep of the boxed region in (a), and (c)
a vertical linecut (the dashed white line in (b)) of variance vs. pump amplitude at the half-pump frequency used for qubit
readout. The star indicates the pump amplitude used in this work. (d) At this operating point, the oscillator latches into
one of two stable steady states. Each black dot is a single shot measurement. (e) At a negative detuning and higher pump
amplitude, we can see three stable states, one at the origin [44]. (f) At even higher pump amplitudes, the oscillator jumps at
random between two quasi-stable states, averaging to the distribution shown.
limits, the circuit equation of motion then becomes,
a˙ = i
[
−ω0a+ 2β cos (Ωt) (a+ a∗) + ζ
3
(a+ a∗)3
]
− γ (a− a∗) . (S35)
Where we have defined an effective parametric drive am-
plitude β and an effective nonlinearity ζ,
β =
ϕm tan (ϕs/2)Z0
8larray
, (S36)
ζ =
(2e)
2
~
Z20
8N2larray
, (S37)
where e is the charge of an electron.
Finally, we transform Eq. S35 to the rotating frame
such that a = Ae−iΩt/2 and a˙ =
(
A˙− iΩA/2
)
e−iΩt/2,
where A is the cavity field amplitude in the rotating
frame. Averaging over fast oscillations removes explicit
time-dependence, and the equation of motion simplifies
to,
0 = iA˙+ δA+ βA∗ + ζ|A|2A+ iγA. (S38)
D. Phase diagram
We now examine stable solutions to Eq. S38. For ab-
sent or small parametric pumping, β ≤ γ, Eq. S38 has
only the trivial solution A = 0. However, for β > γ,
Eq. S38 admits non-trivial steady-state solutions, a phe-
nomenon known as parametric oscillation. One finds two
stable, nontrivial steady states A = |A|eiθpo to Eq. S38,
both with the same amplitude,
|A|2 = 1
ζ
(
−δ +
√
β2 − γ2
)
, (S39)
but with pi-shifted phases which are determined by
sin (2θpo) = γ/β. Here |A|2 is the steady-state photon
number in the resonator.
From Eq. S39, we can see that these states appear only
for β > γ and δ < δth =
√
β2 − γ2. In the parameter
regime β > γ and |δ| < δth the trivial state A = 0 is
instable, while for β > γ and δ < −δth it coexists as a
stable state with the parametric oscillation states [8, 44].
In general, noise and nonlinear terms in the resonator
equations of motion will lead to more exotic behavior [45]
which can limit the performance of the parametric cav-
ity as a bifurcation amplifier. To understand any such
effects, we map the region in parameter space where ro-
bust bifurcation is observed, Fig. S11. To do so, we make
single-shot measurements of the pumped parametric cav-
ity with TIB2 in transmit mode, TIB1 in reflect mode,
and no readout or qubit pulses. The variance of the set
of these measurements in the I/Q plane is plotted as the
color axis in Fig. S11a,b. Variance above the background
level indicates a pumped parametric cavity state which is
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no longer vacuum, including the presence of parametric
oscillation. Stable bifurcation is observed when pumping
near twice the bare cavity resonance frequency, Fig. S11b.
The region of gain deviates from the parabolic region
predicted by Eq. S39, however. This deviation is un-
derstood to result from higher order nonlinearities in the
cavity equations of motion, which can occur when pump-
ing at high enough amplitudes such that the cavity reso-
nance frequency is no longer modulated linearly with flux
[8]. Such nonlinearities can lower the steady state pho-
ton number [46]. The approximate operating point used
to calibrate qubit readout is given by the star symbol,
Fig. S11b,c,d, where we observe two stable steady states.
At other detunings and pump powers we can measure
tri-stable states, e.g. Fig. S11e, or amplification but the
lack of a stable steady state, e.g. Fig. S11f.
In conclusion, it is useful to understand the dynamics
of the parametric cavity in order to use the SIMBA for
qubit readout. The phase diagram in Fig. S11 shows that
the parametric cavity used in this work deviates some-
what from the lowest-order model previously presented
in this section, Eq. S39. This deviation can complicate
calibration of readout using a SIMBA, as calibration is
in general easier when the parametric cavity bifurcates
over a wider range of pump amplitudes and detunings.
In order to improve the robustness of bifurcation, loss γ
should be reduced and the effective nonlinearity ζ should
also be reduced, while taking care that the amplified state
does not exceed the TIB power handling.
E. Photon number
1. Model
We now estimate the pumped parametric cavity pho-
ton number |A|2, at the operating point used for the
qubit readout reported in the main text. We make this
estimate by plugging realistic experimental parameters
into Eq. S39. Our JPA has c = 0.85 pF, Ic = 5µA and
N = 20, referring to the circuit in Fig. S10. At the op-
erating point used in this experiment, the resonator has
been detuned from its maximum frequency of 7.1 GHz
to 6.34 GHz such that larray = 0.86 nH, l = 5.5 nH and
lres = 0.74 nH. Eq. S37 therefore gives an effective non-
linearity of ζ/2pi = 49 kHz. Finally, at the operating
point where readout is calibrated in the main text, δ ∼ 0
and β/γ ∼ 1.3 (seen by the star in Fig. S11b). The para-
metric cavity loss rate is approximately γ/2pi = 52 MHz
when TIB2 is in transmit mode such that β = 1.3×γ and
β/2pi = 68 MHz. Using these numbers, Eq. S39 predicts
a steady-state amplitude of |A|2 ∼ 800 photons. This
number is expected to be an overestimate, given that
higher-order modifications to Eq. S39 are present in this
system, seen by the non-parabolic region of bifurcation
in Fig. S11b [8, 46].
2. Measurement
We can alternatively measure the photon number in
the bifurcated state by comparing the signal-to-noise of
our qubit readout to the gain of our amplifier chain. The
photon number in the pumped parametric cavity is equal
to [44],
|A|2 = Ps − Pn
2
(
κsp/2pi
)
~ωp10G/10
, (S40)
where Ps = 710 nW and Pn = 200 nW are the mea-
sured signal and noise power levels of our readout, κsp =
2pi × 52 MHz is the coupling rate of the parametric cav-
ity to the measurement chain, ωp = 2pi × 6.3432 GHz is
the parametric cavity frequency and G = 69 dB is the
estimated gain of our amplifier chain between the para-
metric cavity and I/Q mixer. Our estimate of G is based
on the specified gain of the amplifiers and the specified
loss in the cables/isolators in this line, at the paramet-
ric cavity resonance frequency. Using Eq. S40 we predict
that the bifurcated state in the parametric cavity con-
tains |A|2 ∼ 148 photons. The power the TIBs are ex-
posed to is therefore 148× ~ωp ×
(
κsp/2pi
)
= −105 dBm,
relatively close to, but below, the 1-dB compression point
of the TIBs at −98 dBm.
We note that this determination of photon number is
approximately consistent with the excess backaction of
our measurement and the isolation provided by TIB1,
both of which we have independently measured. The ra-
tio of excess backaction to bifurcated state amplitude is
10 log10 (0.66/148) = −24 dB. For comparison, the iso-
lation provided by TIB1 is −26 dB based on comparison
of the swap times between the readout and parametric
cavities with TIB1 in transmit mode or reflection mode,
Fig. 2 and Fig. S14, respectively.
F. Bifurcated state stability
Finally, we characterize the stability and reset time of
the bifurcated state at the operating point used in qubit
readout (Fig. S11d). Ideally, the pumped state in the bi-
furcation amplifier should be stable while pumped, and
quickly decay when the pump is turned off. These qual-
ities are tested by the measurements shown in Fig. S12.
While TIB2 is set to transmit mode, the parametric cav-
ity is pumped so that it latches into one of its two bistable
states. While doing so, the state in the parametric cavity
is digitized over two 100 ns intervals (the same duration
used in our readout scheme). These intervals are sepa-
rated by a delay in which the JPA pump is turned off
and TIB2 is set to reflect mode. When sweeping this de-
lay, the second measurement is initially highly correlated
with the first. This indicates that the bistable state of
the first measurement has yet to dissipate and is seeding
the second measurement. After approximately 100 ns
without pumping, however, correlation between the first
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and second measurements has nearly vanished, indicating
that the pumped state in the JPA has decayed to near-
vacuum. When the pump and TIB state are not changed
during the variable delay however, the bifurcated state
is extremely stable: the two measurements are greater
than 99.9% correlated for any delay between them (with
a maximum measured delay of 50 µs).
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FIG. S12. Bifurcation reset and stability. The bifurcated
state of the pumped parametric cavity is measured twice,
with a variable delay between measurements. Here, the mea-
surements of ‘0’ and ‘1’ correspond solely to the state of the
pumped parametric cavity, with TIB1 set to reflect mode for
the entire sequence. (a) During the delay, the pump is turned
off and TIB2 is set to reflect mode. (b) During the delay,
the pump remains on and TIB2 remains in transmit mode.
(c) When the pump is turned off, the second measurement
quickly becomes uncorrelated with the first. (d) When the
pump remains on, however, the state in the cavity remains
exceedingly stable. Data points in both plots are the mean of
1024 single-shot measurements.
V. EXPERIMENTAL PROCEDURE
We now describe details about how the SIMBA is used
to measure a superconducting qubit. We begin by list-
ing parameters of the qubit-cavity system in Table S2.
We are using a transmon qubit with a frequency ωq/2pi
coupled to a 3d aluminum readout cavity at frequency
ωr/2pi. The readout cavity dispersive shift χ is defined
such that the readout cavity frequency is ωr/2pi ± χ/2pi
dependent on the qubit state [9]. When TIB1 is in reflect
mode, the readout cavity is nearly degenerate with the
parametric cavity frequency ωp.
TABLE S2. Qubit, readout cavity, and parametric cav-
ity parameters. See Table S3 for details on the loss in read-
out and parametric cavities.
Qubit parameters Value
probe frequency: ωr/2pi 6.3432 GHz
qubit frequency: ωq/2pi 4.5077 GHz
dispersive shift: 2χ/2pi -1.93 MHz
qubit anharmonicity: α -285.9 MHz
T1 ∼ 9µs
T ∗2 ∼ 15µs
Readout cavity parameters Value
external coupling rate (strong): κsr/2pi 13.8 MHz
external coupling rate (weak): κwr /2pi 8 kHz
loss rate, TIBs in reflect mode: κr/2pi 440 kHz
Parametric cavity parameters Value
external coupling rate: κsp/2pi 52 MHz
loss rate, TIBs in reflect mode: κp/2pi 4.0 MHz
Readout/parametric cavity coupling rate Value
g/2pi, TIB1 in transmit mode 12.5 MHza
g/2pi, TIB1 in reflect mode 660 kHzb
a Measured as the inverse of 4× the 20 ns swap time reported in
Fig. 2a.
b Measured as the inverse of 4× the 380 ns swap time reported in
Fig. S14.
A. Calibration
The calibration procedure for superconducting qubit
readout using a SIMBA is not significantly more compli-
cated than other superconducting qubit readout schemes.
This procedure is summarized below:
1. Tune the JPA frequency to the readout cavity fre-
quency (Fig. 2a).
2. Sweep the JPA pump amplitude such that the JPA
gives desired gain/bifurcation Fig. S11c).
3. Choose the readout pulse amplitude and frequency,
and the qubit pulse amplitude and frequency. Be-
cause the SIMBA is a phase-sensitive amplifier, the
phase difference between the readout tone at ωr/2pi
and the pump tone at 2×ωr/2pi must be calibrated.
4. To optimize readout fidelity, sweep the duration for
which TIB1 is set to transmit mode (Fig 2b).
5. Fine-tune TIB reflect modes to minimize backac-
tion (Fig. S13c), and to maximize the measurement
efficiency.
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The first three steps are generally true of any readout
scheme which uses a tunable, narrow band and phase-
sensitive parametric amplifier. The final two steps are
SIMBA-specific.
To maximize efficiency and minimize excess backac-
tion, special care should be taken to determine the best
reflect modes for TIB1 and TIB2. The reflect modes
of both TIBs occur when current in their gradiometric
bias lines is set near zero. This can be quickly checked
by measuring transmission through the readout cavity
while sweeping the gradiometric flux bias on either TIB1
or TIB2 with the other fixed, Fig. S13a,b. In practice,
the optimal reflect mode may occur when this current is
slightly offset from zero. Fig. S13c shows a calibration of
TIB1 reflect bias by characterizing excess backaction nb,
Eq. 2, as a function of the reflect mode gradiometric bias
of TIB1 when making a qubit measurement.
In the main text, we characterize measurement effi-
ciency when the reflect mode of TIB1 is tuned to provide
minimum backaction (gold square, Fig. S13c). Measure-
ment of excess backaction at this operating point is a
measure of the isolation provided by TIB1. This isola-
tion can alternatively be measured by the procedure il-
lustrated in Fig. S14: the qubit is prepared in the excited
state, and then projectively measured after a delay placed
between the readout pulse and the rest of the measure-
ment procedure. The resulting oscillations correspond to
the readout pulse swapping back and forth between the
readout and parametric cavities when TIB1 is in reflect
mode. The average measured swap time is 380 ns.
The isolation provided by TIB1 can thus be expressed
by comparing the ratio of the swap time when TIB1 is in
reflect mode, Fig. S14 vs. when TIB1 is in transmit mode
(20 ns, Fig. 2b): T = 20 log10(20/380) = −25.6 dB. For
comparison, one commercial cryogenic ferrite circulator
provides ∼ −18 dB of isolation.
B. Dephasing due to TIB switching
Next, we further examine the backaction caused by
switching a TIB. In the main text, Fig. 3c, we measure
that connecting the TIBs as in a projective measurement
causes 0.05 ± 0.01 effective photons of backaction (the
left-most data point in Fig 3c, ‘pump off’ data, cyan).
Dephasing due to TIB switching is further investigated
by square wave modulating either TIB1 or TIB2 during
a Ramsey sequence.
Fig. S15 shows the result of this experiment. The red
data (line to guide the eye) results from square-wave
modulating TIB1 between reflect and transmit modes
during a Ramsey sequence. The gray data results from
square wave modulating TIB2. Modulating TIB2 does
little to change the qubit coherence time of T ∗2 ∼ 15µs.
Modulating TIB1, however, reduces the coherence time
to several µs. The reduction in coherence is abrupt with
any square wave modulation frequency, and not highly
dependent on the modulation rate. This indicates that
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FIG. S13. Calibration of TIB1 reflect mode. Transmis-
sion through the readout cavity when the gradiometric bias
on (a) TIB1 and (b) TIB2 is swept with the gradiometric bias
on the other TIB set to ∼ 0.3. The JPA is tuned near reso-
nance with the readout cavity in both cases. The presence of
a reflect mode (transmission < -30 dB in this measurement) is
seen by the null in transmission near zero gradiometric bias.
(c) Excess backaction nb is measured by inserting a measure-
ment sequence with zero readout amplitude into a Ramsey
sequence, as in Fig. 3. Excess backaction is measured as a
function of the gradiometric bias on TIB1, swept near re-
flect mode. The gold square indicates the operating point
used to calibrate measurement efficiency in the main text,
Fig. 3 and Fig. 4. Zero gradiometric bias on the x-axis is
calibrated to correspond to approximately minimum excess
backaction.
perhaps the measured dephasing is not dominated by the
act of switching a TIB itself, but is due to increased ex-
posure of the qubit-cavity system to a noise source as a
result of setting TIB1 to transmit mode.
C. Quantum non-demolition measurement
Finally, we characterize the degree to which qubit read-
out using a SIMBA is quantum non-demolition (QND).
QND-ness is defined as the likelihood for a measured
qubit to remain in its measured eigenstate [48]. It is im-
portant that a measurement is QND when a qubit must
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square wave modulating TIB1 (red) or TIB2 (gray) during a
Ramsey sequence.
be repeatedly measured, for instance in measurement-
based quantum error correction schemes [12, 49]. In
practice, a measurement can be non-QND by kicking the
qubit out of its two-level subspace. In general, these ef-
fects can become pronounced in readout schemes which
require high amplitude readout pulses, or have too much
backaction [50, 51].
Low power dispersive readout of superconducting
qubits is understood to be QND [9]. We test if this re-
mains true when using a SIMBA by making the measure-
ment shown in Fig. S16: the qubit is prepared in a su-
perposition state, and then projectively measured twice
with a 1µs delay between measurements (much longer
than the reset time, Fig. S12a). QND-fidelity is defined
as the extent to which these two measurement outcomes
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FIG. S16. Quantum non-demolition characterization.
The qubit is prepared in a superposition state, projectively
measured, and projectively measured again after a 1 µs delay.
Measurement outcomes are far more likely to be correlated
(g2g1 and e2e1) than anti-correlated (g2e1 and e2g1), indi-
cating the measurement is largely quantum non-demolition.
Reported numbers are the mean of 20480 single-shot measure-
ments.
are correlated [52],
FQND =
1
2
(P (e2|e1) + P (g2|g1)) . (S41)
Where P (e2|e1) and P (g2|g1) are the probabilities that
the second are first measurements both yield ‘excited
state’ (e2 and e1) or both yield ‘ground state’ (g2 and
g1), respectively. Plugging the data shown in Fig. S16
into Eq. S41 gives FQND = 89% [53].
QND-infidelity is reflected by the probability of out-
comes g2e1 and e2g1 corresponding to decay from the
excited to ground state, and excitation from the ground
to excited state, respectively. Probability of decay from
the excited to ground state is consistent with the qubit
relaxation time of T1 = 9µs, and the 1µs delay between
measurements. The rate of spontaneous excitation from
the ground to excited state may be reflective of the cavity
bath temperature when the TIBs are disconnected, po-
tentially related to the dephasing measured when mod-
ulating TIB1, S15. (In this work, prior to any qubit
measurement both TIBs are set to transmit mode for a
duration much longer than T1, as this improved readout
fidelity seemingly by reducing the residual qubit excited
state population).
D. Full experimental schematic
The qubit, readout cavity and SIMBA are placed in-
side of a cryoperm can at the base temperature stage of a
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FIG. S17. Photograph of the experiment. (a) The qubit-
cavity system is attached to the SIMBA sample box using an
SMA connection. (b) Photograph of the transmon qubit +
3d readout cavity system, similar in design to the one used
inf Ref. [47]. (c) Photograph of the SIMBA sample box. It
has five SMA ports: the input/output ports of the SIMBA,
two TIB bias ports, and a JPA pump port. The optional dc
uniform bias lines on the SIMBA (not used in this work) are
connected to the sample box using a 6-pin molex connector
which is soldered to the circuit board. In this experiment,
a uniform magnetic flux is provided to the SIMBA using an
external superconducting coil.
dilution refrigerator, Fig. S17. The complete experimen-
tal schematic for qubit readout using a SIMBA is shown
in Fig. S18. Eccosorb filters are placed on the lines run-
ning in and out of the qubit + readout cavity + SIMBA
system, in order to shield the qubit from high-frequency
noise.
We note that the SIMBA should be placed as close as
possible to the readout cavity in order to minimize the
electrical length between them. If any mode formed by
this electrical length falls close in frequency to the read-
out/parametric cavity frequency, a significant fraction of
the readout pulse can also couple into it. This lowers
the measurement efficiency and can complicate the cal-
ibration procedure. In this work, the strongly coupled
port of the readout cavity is constructed using an SMA
connector, which is then screwed directly into another
SMA connector on the SIMBA sample box. This results
in approximately 3 cm of waveguide between the readout
cavity and SIMBA chip. This length may be significantly
shortened in future designs by engineering a more com-
pact connection mechanism.
VI. FUTURE PERSPECTIVES
In conclusion, using a SIMBA we demonstrate super-
conducting qubit readout with state-of-the-art measure-
ment efficiency and low excess backaction. The combi-
nation of these features is achieved without any ferrite
circulator or isolator placed between the qubit and para-
metric amplifier. Readout is also fast, high fidelity and
largely quantum non-demolition. As such, we believe the
SIMBA is a promising platform for scalable supercon-
ducting qubit measurement. We conclude with an analy-
sis of the limitations of this experiment and opportunities
for future improvement.
A. Measurement efficiency limitations
1. Measurement efficiency model
We seek to understand the various sources of loss which
limit measurement efficiency using this SIMBA. To do so,
we begin with a model for the combined system of the
readout and parametric cavity.
Consider the classical, time-dependent readout cavity
and parametric cavity fields, aeiω0t and beiω0t, respec-
tively, which rotate at bare cavity resonance frequency
ω0 (assuming no detuning between the cavities). These
cavities are coupled with a time-dependent coupling g(t).
The total loss rate in the parametric cavity is κp, and
the total loss in the readout cavity is κr. Loss in the
readout cavity is the sum of an internal loss rate κintr
along with loss from a weakly coupled port κwr such that
κr = κ
int
r + κ
w
r . Using input-output formalism [54], this
port interacts with an input field aIeiω0t and output field
aOe
iω0t. In a frame rotating at ω0, the Heisenberg-
Langevin equations of motion for this system simplify
to, √
κwr a =aI + aO, (S42)
a˙ =− κr
2
a + ig(t)b +
√
κwr aI, (S43)
b˙ =− κp
2
b + ig(t)a. (S44)
Eqs. S42-S44 are solved with the initial conditions a =
b = 0 and a˙ = b˙ = 0 at time t = 0, and with the cavities
initially decoupled, i.e. g(t) = 0. Beginning at t = 0, an
input field with a Gaussian profile of standard deviation
s and amplitude maximum at time τ1/2 is incident on
the readout cavity until time τ1. At τ1, the input field is
turned off and a coupling g(t) = g0 is turned on until τ2.
These boundary conditions and tunable interactions are
described by the piecewise functions,
aI(t) =
{
e−(t−τ1/2)
2/2s2 , 0 < t < τ1
0, τ1 < t
(S45)
g(t) =
{
0, 0 < t < τ1
g0, τ1 < t < τ2.
(S46)
Time τ2 corresponds to the time at which the coupling
g(t) is turned off, and when phase-sensitive parametric
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FIG. S18. Experimental schematic.
gain is turned on in the parametric cavity. In this model,
gain is assumed to instantaneously exceed loss.
To estimate the fraction of readout power lost before
τ2, we first numerically solve Eqs. S42-S44 using the def-
initions in Eq. S45 and Eq. S46, while setting the cavity
internal loss rates to zero (κr −κwr = 0 and κp = 0). Do-
ing so, we compute the energy in the parametric cavity
immediately before amplification to be E0 = ~ω0|b(τ2)|2.
Next, we choose κr 6= 0 and κp 6= 0, and re-simulate
Eqs. S42-S44 to compute the energy in the parametric
cavity before amplification including this loss, E′. The
estimated measurement efficiency is the ratio of these two
numbers, ηmodel = E′/E0.
The simulated efficiency depends on the parameters
κp, κr and g0. We experimentally measure the para-
metric cavity loss rate to be κp/2pi = 4.0 ± 0.2 MHz
with both TIBs in reflect mode, Fig. S19. We also mea-
sure g0 = 12.5 MHz from the data shown in Fig. 2a,
and η = 0.70 ± 0.01 from the measurement in Fig. 3.
We compute ηmodel = 0.70 by using these parameters
and estimating the loss rate of the readout cavity to be
κr/2pi = 440 kHz. Note that this efficiency is approxi-
mately equal to g0/(g0 + κr + κp) = 0.74.
2. Sources of loss
Estimates of the loss sources in both the readout and
parametric cavities are given in Table S3. Loss in the
parametric cavity is a combination of the imperfect iso-
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TABLE S3. Sources of loss. Contributions to loss are determined by either measurement (M), simulation (S), referencing a
similar system in the literature (L), or inferring a value (I) to be similar to related measurements, or so that total loss adds up
to a measured value.
Parametric cavity parameter Estimate Method After improvement
Transmission rate through TIB2 when in reflect mode 2.5 MHz Ia < 200 kHzb
On-chip dissipation rate 1 MHz Lc < 1 MHzd
Coupling to cable modes 400 kHz Ie negligiblef
Transmission rate out of the JPA pump bias line 80 kHz Sg < 1 kHzh
Transmission rate out of a TIB gradiometric bias lines < 1 kHz Si
Total loss rate, κp/2pi 4.0 MHz Mj
Readout cavity parameter Estimate Method After improvement
Coupling to cable modes 400 kHz Ik negligible
Internal dissipation rate: 30 kHz Ll < 1 kHzm.
Weak port coupling rate, κwr /2pi 8 kHz M
Transmission rate out of TIB1 gradiometric bias line < 1 kHz S
Total loss rate, κr/2pi 440 kHz M/Sn
Connector dissipative loss Estimate Method After improvement
Single pass absorption in 3 cm of cryogenic Cu waveguide 20 kHz Lo negligiblep
a Making the assumption that transmission through TIB2 when in reflect mode is similar to that measured through TIB1 when in
reflect mode, Fig. S14.
b We expect that improving the TIB1 reflect mode from −26 dB (as demonstrated by TIB1 within this SIMBA) to −50 dB (as
demonstrated in a single TIB measured in isolation) should equivalently improve the reflect mode of TIB2.
c Estimated to be similar to the dissipation measured in Ref. [55].
d We believe the greatest source of on-chip dissipation within this SIMBA to be the SiO2 dielectric used within the SQUID arrays [31].
This dielectric has a loss tangent of 2.8× 10−3 [56]. Without changing the junction fabrication process, dissipation may be reduced by
lowering the participation ratio of the SQUID array within the resonator (i.e. decreasing larray/lres). Doing so will reduce the effective
nonlinearity ζ of the parametric cavity, and also decrease the frequency range over which it can be tuned. Note that the dissipation
rate within the Si substrate is expected to be only several kHz [57].
e In general, this coupling depends on the phase of the signal reflected from the TIB, e.g. whether it reflects like an open, short, or
something in-between (as is generally the case, according to simulations). Moreover, this reflection also depends on the value of the
uniform bias flux seen by the TIBs. We estimate cable loss to be approximately the same as that of the readout cavity.
f Note that a 1 cm length of coaxial transmission line has a half-wavelength resonance at 10 GHz. Reducing the connection between the
readout and parametric cavities to below this length is desirable to ensure there are no cable modes near the readout/parametric
cavity frequency.
g This coupling is simulated using a finite-element model of the parametric cavity, with both of its microwave ports connected to 50
Ohms, both of its dc bias ports open as in this experiment, and its pump port connected to 50 Ohms through its on-chip coupling
capacitor.
h Improved high-pass filtering on this bias line can significantly reduce this coupling.
i Loss is simulated using a finite-element model of the parametric cavity connected to TIBs. The simulated loss rate is 0.9 kHz with
both TIBs simulated in transmit mode, and even smaller when the TIBs are simulated in reflect mode.
j Obtained from the measurement in Fig. S19.
k We model coupling to all (lossy, detuned) cable modes as simply an effective loss rate. Here we infer this loss to account for the
remaining fraction of readout cavity loss not accounted for by other known sources of dissipation.
l Assumed to be approximately the same as in the similar cavities used in Ref. [47].
m By using a high-Q cylindrical cavity, for instance as done in Ref. [58].
n Readout cavity loss is determined so that given the measurement of κp obtained in Fig. S19, the simulated measurement efficiency in
Fig. S20a,b is ηmodel = 0.70, therefore matching its measured value in Fig. 3c.
o Based on the measurement of -56 dB single pass absorption in Ref. [59], and taking and g0 = 12.5MHz.
p This resistive loss can be significantly decreased by engineering an all superconducting connection.
lation provided by TIB2 (coupling the parametric cav-
ity to the 50 Ohm measurement chain, even when TIB2
is in reflect mode), on-chip dissipation, and coupling to
spurious modes in the ∼ 3 cm connection between the
readout and parametric cavities. These effects can all be
mitigated in future designs. In particular, any coupling
to cable modes can be greatly reduced by shortening the
connection between the readout and parametric cavities
to less than 1 cm. An effective way to achieve this would
be to construct a chip-scale qubit + readout cavity +
SIMBA system using through-silicon-via technology [60],
or more simply, using a 2-dimensional transmon + read-
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FIG. S19. Parametric cavity loss measurement. Mea-
surement of the loss rate in the parametric cavity with TIB1
in reflect mode. The parametric cavity is pumped to bifur-
cation and at ‘delay’ = 0, the pump is turned off. After a
variable delay, TIB2 is briefly connected to the measurement
chain and the output signal is digitzed. Energy decays at a
rate κp/2pi = 4.0±0.2 MHz when both TIBs are set to reflect
mode.
out resonator wire bonded to a SIMBA chip.
Estimates for measurement efficiency using several dif-
ferent loss models are shown in Fig. S20c. Model (1), blue
bar, represents the measurement efficiency computed in
Figs S20a,b. The other models are the simulated effi-
ciency with lower amounts of loss. Making all improve-
ments suggested in Table S3 predicts ηmodel > 0.9 (e.g.
model (4) in Fig. S20). Loss may also be reduced by sim-
ply increasing the coupling rate between the readout and
parametric cavities for a faster swap time (simulations
assuming a 10 ns swap time is shown by the red bars
in Fig. S20c), and also by using a faster readout pulse.
In-principle, a measurement efficiency of η ≥ 0.99 can be
achieved by making all of these changes and using lower
loss Josephson junctions within the SIMBA.
B. Excess backaction limitations
Excess backaction, indicative of the finite isolation pro-
vided by TIB1, is limited to nb = 0.63 ± 0.01 effective
photons for the data shown in Fig. 3 of the main text.
In this experiment, turning down the parametric pump
amplitude could reduce excess backaction to as low as
nb ∼ 0.1 effective photons. However, doing so reduced
the maximum readout fidelity to F0 ∼ 80%, now limited
by failure of the parametric cavity to latch due to low
pump amplitude.
We determine TIB1 transmission to be −26 dB when
set to refect mode from comparison of the readout cav-
ity to parametric cavity swap time with TIB1 in trans-
mit mode (Fig. 2b) and reflect mode (Fig. S14), Ta-
ble S2. This is worse than the 50 dB on/off ratio of
the TIB measured in isolation, Fig. S7. The discrep-
ancy between these numbers may result from an alterna-
tive on-chip transmission path within the SIMBA, which
can in-principle be engineered-away in future designs. It
could also result from too low a power handling of the
TIB compared to the amplified state in the parametric
cavity; this can be improved by increasing the number
of SQUIDs per array in the TIBs, and the TIB junction
critical currents (see Section IV.A).
In principle, excess backaction could also result from
the ∼ 12.68 GHz pump signal coupling into higher order
modes of the readout cavity. To the extent that the qubit
is still dispersively coupled to these modes, such coupling
would dephase the qubit. We note that the readout cav-
ity used in this work has a fundamental mode at 6.34
GHz, the next lowest frequency mode at 10.44 GHz, and
remaining modes above 14 GHz. We therefore expect
the vast majority of any JPA pump signal incident on
the readout cavity to be reflected by the cavity. In gen-
eral when using a SIMBA, however, care must be taken
to prevent higher order readout cavity modes from falling
near the JPA pump frequency — or at least, to carefully
isolate the pump signal from these modes.
Rather than speculate further on the minimum excess
backaction which can be achieved using a SIMBA, we
briefly offer a proof-of-principle demonstration of mini-
mal excess backaction nb  1, Fig. S21, using a differ-
ent SIMBA than discussed elsewhere in this work. This
existence-proof uses an earlier version of the SIMBA con-
structed from a one-port JPA connected to two TIBs via
a microwave T-junction. The JPA and TIBs are on sepa-
rate chips, connected together on the same printed circuit
board. The measurement efficiency and readout fidelity
of qubit readout demonstrated in this setup compare un-
favorably to the readout demonstrated in the main text.
Additionally, the calibration of this device was compli-
cated both by the significant presence of trapped flux
vorticies near the Josephson parametric amplifier, and
by the microwave T-junction between the TIBs and JPA.
However, the excess backaction of qubit readout was sig-
nificantly lower than reported in the main text, with
nb = 0.018± 0.002 effective photons of excess backaction
compared to nprojr ∼ 4 effective photons in a projective
readout pulse. We therefore conclude that it is indeed
possible to reach a limit of negligible excess backaction
nb  1 using a SIMBA.
C. Readout fidelity limitations
We believe readout infidelity to result from a combina-
tion of state preparation errors along with a probability
of latching error in the parametric cavity. These error
mechanisms are summarized in Table S4.
In the main text we report a maximum readout fidelity
of F0 = 95.5 ± 0.3%. The best readout fidelity we mea-
sured during the same cooldown is F0 = 96.5 ± 0.2%
(measured by fitting Eq. 4 to a measurement of readout
fidelity Fr vs. readout amplitude  as in Fig. 3). We
attribute the 1% difference between these numbers to a
parametric cavity latching failure probability, which can
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FIG. S20. Measurement efficiency model. (a,b) Model of energy vs. time in the readout cavity (a), and parametric
cavity (b), which is proportional to the square of their field amplitudes |a(t)|2 and |b(t)|2, respectively. This simulation uses
Eqs. S42-S44 with the parameters κwr /2pi × 8 kHz, κr/2pi × 440 kHz, κp/2pi = 4.0 MHz, s = 13 ns, τ1 = 65 ns, τ2 = τ1 + 20 ns
and g0/2pi = 12.5 MHz, chosen to emulate experiment. The solid green lines are the results of a simulation which includes
the internal loss in both cavities, while the dashed black lines are the results of a simulation with the internal loss turned off,
κr−κwr = κp = 0. Simulated measurement efficiency ηmodel is taken to be the ratio of energy remaining at time τ2 with/without
internal loss included in the model. The time τ2 corresponds to when the parametric pump is turned on in experiment. (c)
Simulated measurement efficiency for five different models of loss in the readout and parametric cavities. The blue bar in
model (1) is the simulation of the current experiment (subplots a,b). Measurement efficiency is expected to improve to above
η ≥ 0.9 after making the improvements suggested in Table S3 (model (4)), and can be improved to η ≥ 0.99 if the internal loss
rate of the parametric cavity can be substantially reduced (model (5)).
TABLE S4. Sources of readout infidelity.
Error mechanism Estimated probability
State preparation 2.3%
Qubit decay before measurement 1.3%
Parametric cavity latching failure 1.1%
be eliminated by increasing pump amplitude or more pre-
cisely calibrating the time at which the parametric pump
is turned on.
Other sources of infidelity include decay before/during
state preparation and measurement, and a residual ex-
cited state population which causes preparation infidelity.
Note that for a projective measurement (e.g. the last
red data point in Fig. 3), readout error probabilities are
P (g|pi) = 2.9% and P (e|0) = 1.6%. The difference be-
tween these numbers P (g|pi) − P (e|0) = 1.3% estimates
the likelihood of the qubit to have decayed to the ground
state before/during measurement. This is consistent with
T1 = 9µs, the 65 ns readout pulse duration, and the
100 ns duration pi-pulse used to prepare the qubit in the
excited state.
After accounting for latching failure and qubit decay,
the remaining 2.3% infidelity is attributed to a residual
thermal excited state population. This can also be esti-
mated by the measured difference between T ∗2 and twice
T1. The cavity average thermal photon number n¯th yields
a dephasing rate of [61],
1
T thϕ
=
4κχ2
κ2 + 4χ2
n¯th, (S47)
where 1/T thϕ = 1/T ∗2 −1/2T1, and taking the limit n¯th 
1. Plugging in the experimental values given in Table. S2
and solving for the readout cavity thermal occupancy
gives n¯th = 0.0042 corresponding to a cavity tempera-
ture of T = 56 mK given that n¯th = 1/
(
e~ωr/kBT − 1).
Assuming the qubit to be at the same temperature as the
readout cavity, the Maxwell-Boltzmann distribution for
a two-level system gives the qubit residual excited state
population to be 1/
(
1 + e~ωq/kBT
)
= 2%. In general the
qubit can be at a different temperature than the cavity
and also may not be in a thermal distribution [62], effects
which will modify this estimate.
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FIG. S21. Negligible backaction proof-of-principle demonstration. (a) Alternate SIMBA experiment. Rather than a
2-port JPA with TIBs on each port as discussed elsewhere in this work, a SIMBA is constructed from a one port JPA connected
by a T-junction to two TIBs. (b) The TIBs are on a separate chip from the parametric cavity, but share the same circuit board.
(c) Excess backaction, maximum fidelity, and measurement efficiency are characterized by inserting a variable measurement
into a Ramsey sequence, as in Fig. 3. (d) Results of this procedure. Note that in the data shown, the JPA pump remains on
during the variable measurement. Fitting data to the models in Eq. 3 and Eq. 4 yield measurement efficiency η = 0.44± 0.03
and maximum readout fidelity F0 = 0.86±0.01. The post-backaction coherence at zero readout amplitude is ρb = 0.482±0.004
corresponding to nb = 0.018± 0.002 effective photons of backaction.
In conclusion, there are no indications of inherent lim-
its to readout fidelity when using a SIMBA. State prepa-
ration errors can be improved by better thermalization
at base temperature and optimized pi-pulses. Fidelity
should also improve using a qubit with a longer T1 time
and a faster readout sequence. Finally, any latching fail-
ure can be eliminated by increasing the parametric cavity
pump amplitude, although potentially at the cost of ad-
ditional excess backaction.
D. Measurement time limitations
Readout using a SIMBA can be improved to be signifi-
cantly faster than the 265 ns measurement time reported
in this work without detriment to the readout perfor-
mance. Dispersive readout using a SIMBA is different
from standard dispersive readout schemes because the
external coupling rate is now tunable. Advantageously,
the readout cavity external coupling can be made large
during the measurement allowing for a fast readout, but
is otherwise tuned close to zero so that the qubit T1 time
is not limited, obviating the need for a Purcell filter [39].
For optimal readout using a SIMBA, it is desirable to
minimize loss in the readout cavity such that 2χ  κr.
Then, to turn on a large external coupling g0 to the para-
metric cavity in order to quickly and efficiently swap the
readout signal.
The 265 ns readout reported in the main text is di-
vided into four steps (Fig. 1c): sending a readout pulse
into the readout cavity (65 ns), swapping the pulse into
the parametric cavity (20 ns), ringing up the parametric
cavity (80 ns), and data acquisition of the pumped state
of the parametric cavity (100 ns). There is significant
room for improvement in the speed of all these steps:
1. Readout pulse (65 ns): because in this experiment
the readout cavity external coupling rate is tunable,
the rate at which the readout pulse acquires a qubit
state-dependent phase shift is set only by χ, rather
than the ratio of χ to κr as in conventional disper-
sive readout [9, 63]. As such, increasing χ will allow
for a proportionally faster readout pulse. Addition-
ally, we note that a 50 ns readout pulse has been
shown to achieve readout fidelity of greater than
98% in an experiment using a ferrite circulator and
Josephson parametric amplifier [16]. Finally, care-
ful pulse shaping of the readout pulse [16, 64], not
yet done in this work, has been shown to increase
readout fidelity for a given pulse duration.
2. Swap time (20 ns): the 20 ns swap speed is con-
trolled by the coupling rates of readout and para-
metric cavities, Table. S2. These coupling rates
may be increased in order to decrease the swap
time. In general, measurement efficiency increases
as the swap time decreases, but, excess backaction
also increases.
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3. Digitization time (100 ns): The digitization time is
chosen in order to be able to clearly distinguish two
well separated bifurcated states (the histograms in
Fig. 1c). In this experiment, effectively no readout
infidelity is introduced by the inability to distin-
guish these states, and seen by the separation of
the histograms in Fig. 1c. The digitization time
required to do this depends on the amplitude of
these states which depends on the JPA pump am-
plitude, pump detuning and resonator nonlinearity,
Eq. S39. In particular, decreasing the resonator
nonlinearity can lead to a much higher bifurcated
state amplitude and thus a much shorter digitiza-
tion time. Increasing κsp, the maximum coupling
rate between the JPA and measurement chain, can
also reduce the digitization time.
In conclusion, all steps of the SIMBA readout pulse
sequence may be sped up. Complicated trade-offs arise
between the length of different readout steps and the var-
ious metrics for readout performance. With further op-
timization, we anticipate a total measurement time of
approximately 100 ns is achievable without significant
detriment to the performance reported in this work.
E. Ease of calibration
Finally, ease of calibration is an important factor to
consider with regards to scalability. Calibration of qubit
readout when using a SIMBA is not particularly more
complicated than use of other parametric amplifiers, how-
ever it can still be improved.
In particular, in this experiment the parametric ampli-
fier performance (for example, the region where it bifur-
cates as a function of pump frequency and amplitude),
is somewhat dependent on the uniform bias flux seen by
both TIBs. This is because the SQUID arrays within the
TIBs participate to some extent in the parametric ampli-
fier mode. In general this is undesirable; it requires extra
care when choosing the uniform magnetic flux applied
to the device. This participation can be easily lowered
by reducing the coupling between the JPA and TIBs,
but at the cost of a slower swap time. More difficult
but perhaps more useful, the superconducting switch el-
ement can be redesigned to participate minimally in the
parametric cavity resonance. Or, the parametric cavity
parameters (such as maximum resonance frequency and
nonlinearity), can be changed so that it bifurcates over a
wider region in parameter space.
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