The Effect of Distortions on the Prediction of Visual Attention by Gide, Milind S. et al.
SUBMITTED TO THE IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE 1
The Effect of Distortions on the Prediction of
Visual Attention
Milind S. Gide, Samuel F. Dodge, and Lina J. Karam, Fellow, IEEE
F
Abstract—Existing saliency models have been designed and evalu-
ated for predicting the saliency in distortion-free images. However,
in practice, the image quality is affected by a host of factors at
several stages of the image processing pipeline such as acquisition,
compression and transmission. Several studies have explored the
effect of distortion on human visual attention; however, none of
them have considered the performance of visual saliency models
in the presence of distortion. Furthermore, given that one potential
application of visual saliency prediction is to aid pooling of objective
visual quality metrics, it is important to compare the performance
of existing saliency models on distorted images. In this paper, we
evaluate several state-of-the-art visual attention models over differ-
ent databases consisting of distorted images with various types of
distortions such as blur, noise and compression with varying levels of
distortion severity. This paper also introduces new improved perfor-
mance evaluation metrics that are shown to overcome shortcomings
in existing performance metrics. We find that the performance of
most models improves with moderate and high levels of distortions
as compared to the near distortion-free case. In addition, model
performance is also found to decrease with an increase in image
complexity.
1 INTRODUCTION
V ISUAL attention (VA) is the broad area of researchthat focuses on understanding the mechanisms
by which the human visual system (HVS) filters out
the huge amount of visual information collected by
the retina. It enables humans to focus on the most rel-
evant and important information that helps them per-
form complex cognitive tasks such as object recogni-
tion and scene interpretation in real-time. This process
is thought to be a combination of two inter-dependent
mechanisms, a bottom-up pre-attentive one, that relies
on low-level data driven features and a top-down one
that is cognitive, high-level and task dependent.
Over the past few decades, a lot of effort has
gone into understanding the underlying bottom-up
mechanisms of VA physiologically, psychologically as
well as computationally. As a result, a large number of
visual attention models (see [1] for a detailed review)
have been proposed that mimic pre-attentive vision.
Each of these approaches computes the saliency of a
pixel giving a measure of how much that pixel stands
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out from its surroundings. Traditionally, these VA
models are compared with eye-tracking fixations to
gage their performance. A number of comprehensive
comparative evaluation studies have been conducted
in recent years [2], [3], to benchmark existing state-
of-the-art models in terms of their ability to predict
human fixations obtained from eye-tracking data. The
ability of a VA model to select relevant areas in images
is very useful for data selection and reduction in
applications such as object recognition [4], [5] segmen-
tation [6], [7] amongst others.
Another application of VA that has received con-
siderable attention is image quality assessment (IQA).
Images are subjected to a number of distortions at
different stages of the image processing pipeline from
acquisition to transmission. Thus, it becomes neces-
sary to algorithmically detect the level of distortion
affecting an image as perceived by a human observer.
Several objective IQA algorithms have been proposed
in the literature [8]–[10]. Most of these existing popu-
lar IQA algorithms pool information over all pixels to
compute an image quality score. However, according
to VA studies, humans tend to fixate only on certain
salient areas in the image. Thus, pooling information
only over perceptually important regions can improve
performance. Based on this, a number of recent stud-
ies have explored the use of VA to improve IQA met-
rics [11]–[18]. Some of them [12]–[14] have used hu-
man eye-fixations to obtain saliency information that
is used to weight the IQA metric scores at each pixel.
Some others, [15]–[18], use VA models to improve the
pooling of the IQA metrics. Except for one study [12],
all others report a significant increase in IQA metric
performance when combined with VA based pool-
ing [11], [19], [20]. Some other studies [12], [21], [22]
show that human fixations significantly change when
the task given to subjects changes from free-viewing
to quality assessment which is consistent with results
reported in the well known study by Yarbus [23]
which indicates significant changes in human scan-
paths with a change in tasks. More recently, Mathe
and Sminchisescu [24] also demonstrated the influ-
ence of different tasks on gaze under an object and
context recognition framework. Given the potential of
VA models in IQA algorithms in which the VA models
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are applied on distorted images, there are currently
no evaluation studies in the literature that analyze
the effect distortions have on the performance of
state-of-the-art VA models. Also, given that almost all
existing VA models have been developed for images
without distortions, it is necessary to know how their
performance changes due to distortions. This paper
presents a comprehensive evaluation of 20 state-of-
the-art VA models over distorted images obtained
from two existing databases that provide eye-tracking
data for a number of images with varying content
and distortion types and levels. The change in perfor-
mance over different levels and types of distortions
is analyzed. As part of this evaluation, this paper
also proposes new evaluation metrics that overcome
shortcomings in existing performance metrics.
In this paper we provide the first comprehensive
comparative evaluation of VA models on distorted
images. We first give an overview of 20 state-of-the-art
models that we chose to evaluate in Section 2. Next,
in Section 3, we describe the performance metrics
used to evaluate VA models and show shortcomings
in existing performance metrics and propose new
metrics that improve these shortcomings. Finally, in
Section 4, we show and discuss the performance
evaluation results and conclude the paper in Section 5.
2 VISUAL ATTENTION MODELS
The VA models developed over the past few decades
have mostly been targeted at modeling the bottom-up
mechanisms of VA. This is because, top-down VA is
highly dependent on the internal state of the observer
and depends on factors like observer history which is
very difficult to quantify and model. The bottom-up
VA models work on the concept of a “saliency map”
as proposed by Koch and Ullman [45]. The bottom-up
VA models can be categorized based on the type of
features used to obtain the saliency maps. We choose
20 state-of-the-art models that well represent differ-
ent categories. The models also vary in complexity
and correspondingly their resource intensiveness. The
complete list of models along with the category, the
time taken for each model to process a 768 x 512 im-
age, the platform used, and the corresponding output
resolution for each model is provided in Table 1. To
calculate the computation time, all the models were
run on the same PC using Matlab. For some models,
MEX files and OpenCV libraries are used to speed
up execution times, as indicated in Table 1 under the
platform column. An overview of the different model
categories and corresponding models is provided in
Sections 2.1 to 2.6
2.1 Cognitive Models
Most of the VA models are based on cognitive princi-
ples directly or indirectly. However, some models are
more heavily based on neurophysiological findings
and give an insight into the neurological mechanisms
of VA. One of the first basic models was developed by
Itti et al. [26] based on the feature integration theory
(FIT) [46]. In this model, the image is first decomposed
into color, intensity and orientation channels. Then
each of these channels is represented by Gaussian
pyramids to obtain the center-surround responses that
can be used to enhance features that are different from
their neighbors. The different channels are combined
across scales and features with normalization to give
the saliency maps, the peaks of which correspond to
visually more salient locations. We use two imple-
mentations of this model: ITTI1 refers to the original
model proposed by Itti et al. [26] which is obtained via
the implementation at http://www.saliencytoolbox.
net, while ITTI2 refers to a higher resolution version
of the same with Gaussian blurring and a center bias
added to it, the implementation of which is found
at http://www.klab.caltech.edu/∼harel/share/gbvs.
php. Another HVS based approach that models the
mechanism of foveation is the Gaze Attentive Fixation
Finding Engine (GAFFE) proposed by Rajashekar et
al. [25]. GAFFE is a foveated analysis framework
that uses four low-level local image saliency features,
namely luminance, contrast, and bandpass outputs of
both luminance and contrast, to form saliency maps
and predict gaze fixations. It uses a sequential pro-
cess in which the stimulus is foveated at the current
fixation point and saliency features are obtained from
patches from the foveated image to predict the next
fixation point. The fixation points thus obtained can
be converted to a saliency map by convolving them
with a 2D Gaussian kernel with full-width-at-half-
maximum equal to the visual angle corresponding to
the foveal region.
2.2 Information Theory Based Models
These models are based on the principle that regions
of high saliency maximize information and are de-
scribed by rarity of features. Bruce et al. (AIM) [28]
used Shannon’s self-information measure [47] to get
an indication of how unexpected the local image
content is relative to its surroundings and saliency is
taken to be proportional to the information content in
a region in comparison with its surrounding. Zhang
et al. (SUN) [32] used a similar approach by defining
bottom-up saliency as the self-information of visual
features; however, the self-information is described
in terms of natural image statistics. Another similar
saliency measure comprising of bottom-up and top-
down components of saliency was proposed by Tor-
ralba (Torralba) [48] in which the bottom-up saliency
is defined to be inversely proportional to the prob-
ability of features. Hou and Zhang (HouNIPS) [29]
used the incremental coding length (ICL) concept to
compute saliency wherein the objective is to maxi-
mize the entropy of the visual features. Mancas et al.
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TABLE 1: List of Evaluated Models: W and H represent the width and height of the input image and are set to 768 and
512, respectively, for determining computation time, except when noted otherwise.
Category Model Name Time Taken (seconds) Platform Resolution
Cognitive GAFFE [25] 5.5794 Matlab W ×H
ITTI1 [26] 0.4160 Matlab W ×H
ITTI2 [26] 4.9322 Matlab W ×H
Graph Based GBVS [27] 0.3515 Matlab + MEX W ×H
GBVSNoCB [27] 0.5496 Matlab + MEX W ×H
Information Theoretic AIM [28] 22.9508 Matlab W2 × H2
HouNIPS [29] 0.1960 Matlab W ×H
GR [30] 0.2926 Matlab W ×H
SDSRG [31] 1.2863 Matlab W ×H
SDSRL [31] 1.3263 Matlab W ×H
SUN [32] 2.8115 Matlab 246× 331
Torralba [33] 0.7909 Matlab W ×H
Machine Learning Based Judd [34] 298 Matlab + MEX+OpenCV 200× 200
Spectral FES [35] 0.3593 Matlab W ×H
FTS [36] 1.7581 Matlab W ×H
SigSal [37] 0.3852 Matlab 64× 48
SpectRes [38] 0.0862 Matlab W ×H
Other AWS [39] 5.1655 Matlab W2 × H2
BMS [40] 2.4805 Matlab + MEX W ×H
Context [41] 37.2912 Matlab + MEX W ×H
CovSal [42] 14.9193 Matlab W ×H
RandomCS [43] 3.4434 Matlab W ×H
SIMCoarse [44] 27.6926 Matlab + MEX + OpenCV W ×H
SIMFine [44] 28.7456 Matlab + MEX + OpenCV W ×H
(GR) [30] also use self-information measures of the
mean and variance of local image intensity, and the
assumption that rare features attract visual attention.
In the Saliency Detection by Self Resemblance (SDSR)
approach proposed by Seo and Milanfar [31], local
descriptors known as local regression kernels are
computed over an image to measure the likeness or
resemblance of a pixel with its surroundings. Saliency
is then computed using this self-resemblance measure
at each point, which measures the statistical likelihood
of a saliency value given its neighborhood. The global
(SDSRG) and local (SDSRL) variants of the model
are evaluated separately. In the model proposed by
Tavakoli et al. (FES) [35], a center-surround approach
using a Bayesian framework is adopted. Saliency at a
point is considered to be a binary random variable
which is 1 if the point is salient and 0 otherwise.
The probability of a pixel being salient given feature
values is considered to be the saliency.
2.3 Spectral Analysis Based Models
Models described in this category compute saliency in
the frequency domain. Hou and Zhang (SpectRes) [38]
developed a method that models saliency by using the
logarithm of the spectrum of an image and computing
its deviation from the average log spectrum of sev-
eral natural images, which acts as prior information.
Achanta et al. (FTS) [36] developed a frequency tuned
saliency approach in which an image is first converted
to the CIE Lab color space and then low-pass filtered
with binomial kernel to eliminate fine texture details
and noise from which the mean of the image is
subtracted to get the final high resolution saliency
map with uniform salient regions. Another approach
by Hou et al. [37] develops an image signature based
on the sign function of the discrete cosine transform
(DCT) which is used to predict visually conspicuous
locations in an image.
2.4 Graph Based Models
A graphical model is a framework which describes
the conditional dependence of neighboring elements
or nodes. Harel et al. [27] introduced the Graph
Based Visual Saliency (GBVS) model in which feature
maps are extracted at multiple resolutions for different
image features like intensity, color, and orientation. A
fully connected graph, representing a Markov chain
is constructed considering pixels of the feature maps
as nodes. The weight between two nodes is assigned
proportional to the similarity of feature values and
spatial distance between them. On solving the Markov
chain, the equilibrium distribution accumulates mass
at nodes that have high dissimilarity with their sur-
rounding nodes and the activation measure captures
pairwise contrast. The GBVS model inherently pro-
motes high saliency values near the center of the
images. For a fairer comparison, we also include
the GBVS method with the center bias removed for
performance evaluation purposes. This is treated as a
separate model denoted by GBVSNoCB in the results.
2.5 Machine Learning Based Models
Machine learning can be used to model VA by using
eye-tracking data to train classifiers to predict salient
vs. non-salient regions in an image. One such ap-
proach by Judd et. al (Judd) [34] uses several low-level
features as input to a linear SVM classifier including
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those in the original model by Itti et al. [26], Gabor
filtered values and a global gist based saliency map
along with higher level top-down features like face,
horizon and object detectors. The machine learning
problem is formulated as a linear regression in which
the optimal weights for each feature are learned by
training a linear regression model on a training set
for which the eye-tracking data is used.
2.6 Other Models
Some of the newer approaches to VA are hybrid in
the sense that they belong to more than one cate-
gory or they cannot be readily classified into any of
the aforementioned categories. The Adaptive Spectral
Whitening (AWS) VA model proposed by Garcia-Diaz
et al. [39] uses variability in local energy as a measure
of saliency. The image is first transformed into the CIE
Lab color space and the luminance channel is decom-
posed by both a multi-orientation as well as multi-
resolution filter bank whereas the a and b channels
are decomposed into a multi-resolution filter bank.
These responses are first decorrelated using PCA and
then locally averaged to obtain the saliency map.
In another approach by Goferman et. al [41], called
Context Based Saliency (Context), local as well as
global distinctiveness is considered as a contributing
factor towards saliency. The Saliency based on Image
Manipulation (SIM) approach proposed by Margolin
et al. [44] introduces an object probability map that
groups together locations of high attention that are
in close proximity to each other and also a pixel
reciprocity measure that boosts the saliency of the
pixels in close vicinity to highly salient locations. The
coarse (SIMCoarse) and fine (SIMFine) versions of
the model are evaluated separately. In the Boolean
Map Saliency (BMS) approach proposed by Zhang
and Scarloff [40], the Gestalt principle of surround-
edness is used to compute saliency. In this approach,
color-based feature maps are thresholded by variable
thresholds to obtain boolean maps which are then
used to obtain connected regions. Regions that ex-
hibit surroundedness or are closed (i.e., regions not
attached to the image boundary) are assigned a binary
value of 1 and others are given a value of 0. Maps for
a given threshold value are normalized using the L2
norm and then averaged over different thresholds and
different features to get the final saliency map. An-
other approach by Vikram et al. called Random Center
Surround Saliency (RandomCS) [43] deviates from the
Feature Integration theory based approaches [25], [26]
by utilizing a stimulus-influence-based approach in
which saliency at a point is influenced by other ran-
domly chosen points in the image. The saliency influ-
ence at a point by another point is described in terms
of a contrast by taking the absolute difference in pixel
values and normalizing with the distance between the
two points. This process is repeated over the L, a and
b components of the image. The Covariance Saliency
(CovSal) method proposed by Erdem et al. [42] uses
covariance matrices of simple image features in the
form of region covariance descriptors to capture local
image structures and provide non-linear integration
of the features. Saliency is obtained by finding the
distance between the covariance matrices of a central
region with its surrounding neighborhood regions
using a non-Euclidean distance measure that is based
on the eigenvalues and eigenvectors of the covariance
matrices.
3 PERFORMANCE EVALUATION METRICS
The most common evaluation strategy is to analyze
the performance of a VA model in terms of several
metrics. However, existing saliency metrics will often
give different rankings to different models (see [2]). It
is unclear as to which metrics are more useful. In this
section we describe existing metrics, propose four new
metrics and show their advantage over the existing
metrics.
We use the following common notation for all met-
rics. G is the ground truth saliency map (also called
fixation density map), S is the saliency map produced
by a model. (xi,yi) is the position of the ith ground-
truth fixation point, where 0 ≤ i ≤ N − 1.
3.1 Existing Performance Metrics for VA models
3.1.1 Linear Cross Correlation (CC)
The linear cross correlation is a metric that measures
the strength of a linear relationship between two
variables. When used for evaluating VA models, it is
used in the following form:
CC(G,S) =
∑
x,y(G(x, y)− µG)(S(x, y)− µS)√
σ2Gσ
2
S
(1)
where G represents the fixation density map obtained
by convolving the fixation map (which is a map of
1s at fixation points and 0s at non-fixated points)
with a 2D Gaussian, and S represents the predicted
saliency map. µS , µG are the means and σG, σS are
the standard deviations of the predicted saliency map
and fixation density map, respectively. The CC value
can vary between -1 and 1, with a value of 1 denoting
a strong positive linear relationship, a value of -1
representing a strong negative linear relationship and
a value of 0 denoting absence of correlation.
3.1.2 Similarity (SIM)
The similarity measure was presented by Judd et
al. [49] as part of a benchmark for VA models. It
corresponds to the histogram intersection between the
predicted saliency map histogram HS and the fixation
density map histogram HG. It is defined as follows:
SIM(S,G) =
N∑
i=1
min(HS(i), HG(i)); (2)
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where N is the number of histogram bins.
3.1.3 Earth’s Mover Distance (EMD)
The Earth Mover’s Distance (EMD) [50] is a cross-bin
histogram dissimilarity measure that doesn’t require
the histogram domains to be aligned. The EMD treats
two histograms or distributions as two different ways
in which the same amount of dirt has piled up over
a region, and the distance is given by the minimum
cost of changing one pile of dirt into the other. An
improved variant of the EMD metric proposed by Pele
and Werman [51] (denoted by ÊMD), that works as a
metric even for histograms that are not normalized,
is given by:
ÊMD(HS , HG) =
min
{fi,j}
∑
i,j
fi,jdi,j
+
|
∑
i
HG(i)−
∑
j
HS(j)|max
i,j
di,j (3)
s.t fi,j ≥ 0,
∑
j
fi,j ≤ HG(i),
∑
i
fi,j ≤ HS(j),∑
i,j
fi,j = min(
∑
i
HG(i),
∑
j
HS(j))
where HS and HG represent the histograms of the
predicted and ground-truth saliency maps, respec-
tively, fi,j represents the amount transported from bin
i to bin j, and di,j is the ground distance between
bin i and bin j in the histograms. For probability
histograms (total mass of 1), the EMD and ÊMD
values are equal. ÊMD was used by Judd et al. in
their VA benchmark [49] with the ground distance
saturated to a maximum value as proposed in [52].
3.1.4 Area under the Receiver Operating Character-
istic Curve using Ground Truth Fixations (AUC-F)
For this evaluation method which is based on the
receiver operating characteristics (ROC), the predicted
saliency map is first thresholded. This thresholded
map is denoted by St, where t represents the threshold
value which ranges from 0 to 255 for an 8-bit depth
saliency map.
Then, the true positive rate (TPR) and false positive
rate (FPR) are determined using the thresholded map
and the ground-truth fixation points. The true positive
rate is computed by counting the fraction of ground-
truth fixation points that are properly detected in the
thresholded saliency map as follows:
TPR(t) =
1
N
N−1∑
i=0
St(xi, yi) (4)
To find the FPR we must compute the fraction of
non-fixated points that are labeled as salient in the
thresholded predicted saliency map. One approach
[2] for computing the FPR is to have the number of
(a) Original Image (b) Fixation Map (c) Ground-Truth
(d) AWS [39], AUC-F = 0.8882 (e) BMS [40], AUC-F=0.8735
Fig. 1: Disadvantage of AUC-F in terms of evaluating a
model’s ability to detect the most salient regions.
non-fixated points be equal to the number of fixated
points. N random points are chosen from the possible
set of non-fixated pixels in the ground-truth. We
use the notation (xˆi, yˆi) to denote these non fixated
points. Because these points are chosen randomly, the
AUC test is performed 100 times each with different
random non-fixated points, and the final result is the
average of the individual trials. Let l be the index of
the current trial and L be the total number of trials.
Also, let (xˆi,l, yˆi,l), 1 ≤ i ≤ N be the set of N non-
fixated points at the lth trial. The FPR is then given
by:
FPR(t) =
1
L
L∑
l=1
FPR(t, l) , (5)
where
FPR(t, l) =
1
N
N∑
i=1
St(xˆi,l, yˆi,l) (6)
By computing the TPR and FPR for every value of
the threshold t (from 0 to 255) we obtain a receiver op-
erating characteristic curve (ROC). The area under this
curve (AUC) gives a measure of the performance of
the saliency map. A value of 1 means that the saliency
map perfectly predicts the ground-truth, whereas a
value of 0.5 is no better than random chance.
3.1.5 Area under the Receiver Operating Character-
istic Curve using Ground Truth Saliency (AUC-S)
The AUC-F metric gives equal importance to each
ground truth fixation. As a result, the highly salient
regions that attract more fixations per unit area in an
image are treated the same as other less salient regions
that attract fewer fixations per unit area. Figure 1
shows an example from the Toronto database [28]
that illustrates this issue. As seen from the fixation
map and the ground truth saliency map, which is
obtained by placing 2D Gaussians with full-width-at-
half-maximum (FWHM) corresponding to one degree
of visual angle on each of the fixation points, the area
with the dumbbells has a higher density of fixations
as compared to the area with the bag. However, AUC-
F will treat fixations near the dumbbells the same as
those near the bag. As a consequence, some VA mod-
els whose saliency map incorrectly predicts the bag
to be a more salient object than the dumbbells (e.g.,
AWS [39] in Figure 1(d)) will get a higher AUC-F score
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than VA models (e.g., BMS [40] in Figure 1(e)) whose
saliency map is more in agreement with ground truth
data. A saliency map variant of the AUC (denoted
by AUC-S) that uses the ground truth saliency maps
instead of fixations attempts to rectify this problem.
For this metric, first, a fixed threshold T = 0.5 ∗ σ,
where σ is the standard deviation of G, is applied
to G to get a binary map GT = {0, 1}. Then, a
variable threshold t is applied to S to get a binary map
St ∈ {0, 1}. Let It = GT ∧ St denote the intersection
of both binary maps, n(X) the number of non-zero
points in a binary map X , and l(X) the total number
of points in X . The TPR and FPR can then be
computed as follows:
TPR(t) = n(It)/n(GT ) (7)
FPR(t) =
n(St)− n(It)
l(GT )− n(Gt) (8)
The TPR and FPR are computed for every value of
the threshold t to obtain a receiver operating charac-
teristic curve (ROC) the area under which gives AUC-
S. Like the AUC-F, for AUC-S, a value of 1 indicates
the best prediction performance, whereas a value of
0.5 indicates chance performance.
3.1.6 Shuffled AUC (SAUC)
The main limitation of the AUC-F and AUC-S metrics
is that they are center biased. When using these
metrics, a model’s score can be improved simply by
multiplying the predicted saliency map by a large
Gaussian blob such that the predicted saliency near
the edge of the image will be reduced [32]. In fact, a
simple Gaussian blob will often perform better than
some saliency models using the AUC-F and AUC-S
metrics. This center bias is inherent to eye tracking ex-
periments. This occurs for two main reasons. First, the
most salient regions of an image are often located near
the center of the image. This is called the photographer’s
bias. Secondly, the nature of eye tracking experiments
yields a framing effect, where it is natural to look at
the center of the scene because this point allows our
vision system to capture the most information [53].
The shuffled AUC (SAUC) metric was introduced
to account for this center bias [32]. An unbiased metric
should give a low score to the central Gaussian blob
model. The difference in the SAUC metric as com-
pared to the AUC metric is that the non-fixated points
(xˆi, yˆi) are randomly chosen from the distribution of
all the fixation points from all the other images in
the dataset. Consequently, this will give the Gaussian
blob model an SAUC of approximately 0.5, which is
equivalent to chance. The center-bias issue for AUC-F
and AUC-S is illustrated in Figure 2 which shows the
AUC-S, AUC-F, CC and SAUC scores for a centered
Gaussian Blob in comparison with the AIM model [28]
for an image taken from the Toronto database [28].
The AUC-F, AUC-S and CC scores for the centered
(a) Original Image (b) Ground Truth (c) Centered Gaussian (d) AIM [28]
(c) (d)
AUC-F [2] 0.8079 0.7551
AUC-S [54] 0.7991 0.7207
CC [49] 0.4399 0.3747
SAUC [2] 0.5823 0.6679
Fig. 2: Center bias problem in existing metrics that is
rectified by the shuffled metrics like SAUC.
(a) Original Image (b) Ground-Truth (c) BMS [40]
(b) (c)
SAUC [2] 0.8052 0.8234
NSS [55] 4.1829 2.7881
Fig. 3: Image from Toronto [28] database that shows the
advantage of the NSS metric over the SAUC metric. In terms
of SAUC, the BMS model is incorrectly given a higher score
than the ground truth saliency map.
Gaussian are higher than that for the AIM model
because of the center bias. The SAUC score results,
for the centered Gaussian, in a score that is closer to
0.5 and that is lower than the AIM model’s score.
3.1.7 Normalized Scanpath Saliency (NSS)
The normalized scanpath saliency (NSS) computes
a score using ground-truth fixation points and the
predicted saliency map as follows:
NSS(x,y) =
1
N
N∑
i=1
S(xi, yi)− µs
σs
(9)
where S is the saliency map to be tested, (xi, yi)
is the location of a fixation in the ground-truth eye
tracking data, µs and σs are, respectively, the mean
and standard deviation of the predicted saliency map.
Compared to the NSS, the SAUC score, previously
defined, suffers from the interpolation flaw (see [56]
for more details) as a result of which models that out-
put maps that are blurry and fuzzy tend to do better
in terms of the SAUC metric. This can be observed in
images with single, small salient regions and ground
truth saliency maps that are sparse. One such image
and its corresponding ground truth saliency map is
shown in Figure 3 along with the SAUC scores for
the ground truth saliency map and a state-of-the-art
model BMS [40]. The BMS model is incorrectly given
a higher SAUC score than the ground truth saliency
map as true positives are given more importance than
false positives in the SAUC formulation. The NSS
does not have this bias and has a penalty for false
positives. Hence it is a more fair metric to analyze
models in the case of sparse saliency maps. However,
NSS suffers from the same problem as the previously
introduced AUC metrics (AUC-F and AUC-S) in that
SUBMITTED TO THE IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE 7
(a) Ground Truth (b) Predicted Map S using BMS [40], (c) Inverted Map
SKLD [32] = 9.36 SKLD [32] = 9.46
Proposed SSKLD = 9.36 Proposed SSKLD = -9.46
Fig. 4: Limitation of shuffled KLD from [32]. The original
SKLD metric gives good scores for inverted saliency maps
(c). Our proposed modified metric (SSKLD) gives a negative
score for this inverted map.
it is sensitive to center bias. To counter this center-
bias we introduce a new modified NSS metric termed
shuffled NSS (SNSS). The proposed SNSS is described
in more details in Section 3.2.
3.1.8 Shuffled Kullback-Leibler divergence
The Kullback-Leibler Divergence (KLD) [57] is widely
used as a distance measure between two histograms.
A shuffled KLD (SKLD) was used in [32] to compare
histograms of the fixated and non-fixated points. As in
the case of SAUC, the non-fixated points were chosen
randomly from the distribution of fixation points of
all other images in the dataset. If the histograms are
very different then the SKLD score should be high
and the saliency map is considered a good predictor
of the ground-truth.
The motivation behind including this shuffled KLD
(SKLD) score in addition to the other metrics is de-
scribed in [58]. The authors of [58] show that out of
all other metrics the SKLD measure is the most decor-
related with the AUC and NSS measures and hence
provides a non-redundant metric of performance.
However, the SKLD metric presented in [32] is
flawed because the metric compares the distance be-
tween these histograms regardless of which histogram
has a larger average value. Because of this, if the gray-
level values of a predicted saliency are inverted, the
SKLD metric will give the same score (Figure 4). Such
inverted saliency maps should however be given a
lower score as they predict the non-salient regions as
salient instead of the salient regions.
We propose a modification of the SKLD metric that
does not exhibit this problem. The proposed metric is
referred to as signed shuffled KLD or SSKLD for short
and is described in Section 3.2 . This metric can give
negative scores if the mean of the distribution of the
non-fixated points is higher than that of the fixated
points.
The KLD based measures, SKLD and SSKLD, can-
not be classified as distance metrics as they do not
have an upper bound and do not satisfy the trian-
gular inequality. To resolve this issue we propose a
performance metric based on the square root of the
symmetric and bounded variant of the KLD known
as the Jensen-Shannon Divergence (JSD) [59] which
can be considered as a distance measure. The pro-
posed metric termed as the Shuffled Jensen-Shannon
Distance (SJSD) is described in Section 3.2.
(a)Image (b)Ground-truth
(c) (d) (e)
(c) (d) (e)
AUC [60] 0.9056 0.9190 0.7993
SAUC [2] 0.8145 0.8120 0.4603
NSS [55] 1.9630 2.2598 1.0790
Proposed SNSS 1.3557 1.6211 -0.1400
Fig. 5: Advantage of the new SNSS metric. The two
saliency maps (c) and (d) have nearly identical SAUC scores,
however it is clear that (d) is a “better” saliency map. The
proposed SNSS metric that we introduce in this paper is a
better measure of saliency prediction. Here (d) has a much
higher SNSS than (c). Additionally, a centered Gaussian blob
(e) will perform well on the NSS score, however using the
proposed SNSS the same Gaussian blob receives a score
close to 0.
3.2 Proposed Performance Metrics for Evaluation
Models
The existing performance metrics described previ-
ously have either one or both of the following two
shortcomings, center bias and false positives. Cen-
ter bias is related to the tendency of some metrics
to unfairly reward higher central activity and false
positives relates to the tendency of the AUC metrics
(AUC-F, AUC-S and SAUC) to not penalize false-
positives which gives an unfairly high score to blur-
rier maps. To resolve these issues we propose the
following performance metrics.
3.2.1 Shuffled Normalized Scanpath Saliency
The proposed shuffled NSS (SNSS) metric is based on
the NSS [55] metric and is defined as follows:
SNSS = NSS(x, y)−NSS(xˆ, yˆ) (10)
where (xi, yi) and (xˆi, yˆi) are, respectively, the
ground-truth fixation and non-fixated points for the
considered image. As before, the non-fixated points
are chosen randomly from the fixation points of all
other images in the dataset. This computation is re-
peated 100 times and the final result is the average
of these 100 trials. Figure 5 shows the advantage of
the SNSS metric over SAUC by creating two different
synthetic saliency maps that are obtained by adding
high and low amounts of background activity to the
ground truth saliency map. The SAUC gives a higher
score to the map with higher level of background ac-
tivity whereas the SNSS correctly gives the map with
lower background activity the higher score. SNSS also
retains the invariance to center-bias that the SAUC
has.
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3.2.2 Signed Shuffled Kullback Leibler Divergence
(SSKLD)
The SSKLD is obtained by modifying the shuffled
KLD measure by multiplying it with the sign of the
SNSS value defined in (10). Mathematically,
SSKLD = sign
(
SNSS (S)
)
· KLD
(
H, Hˆ
)
(11)
where H is a histogram formed from (xi, yi) and Hˆ is
a histogram formed from (xˆi, yˆi). Both H and Hˆ are
normalized by dividing the bin frequencies with the
total number of ground truth fixations. As indicated
previously, (xˆi, yˆi) are chosen randomly from the
ground-truth fixation points of all the other images
in the dataset. KLD is the symmetric KLD distance
given by:
KLD(H, Hˆ) =
∑
iH(i) log
(
H(i)
Hˆ(i)
)
+
∑
i Hˆ(i) log
(
Hˆ(i)
H(i)
)
2
(12)
In practice, a small  is added to Hˆ and H to avoid
a division by zero and log(0) errors.
As seen in Figure 4, the signed term in the proposed
SSKLD metric enables it to penalize the inverted
saliency map by giving it a negative score, whereas
using the SKLD metric results in the same score for
both the inverted and the non-inverted maps.
3.2.3 Shuffled Jensen-Shannon Distance (SJSD)
The Jensen-Shannon Divergence between two his-
tograms P and Q is a symmetric divergence based
on the KLD and is given by
JSD(P,Q) =
D(P ||M) +D(Q||M)
2
(13)
where M = P+Q2 is the mean of the two his-
tograms and D(P ||Q) = ∑i P (i) log2 (P (i)Q(i)) is the
non-symmetric Kullback-Leibler Divergence. When a
logarithm of base 2 is used for the calculation of
D(P ||Q), 0 ≤ JSD ≤ 1. The square root of the
JSD is a distance metric that satisfies the triangle in-
equality [61]. The proposed shuffled Jensen-Shannon
Distance (SJSD) is defined as follows:
SJSD(H, Hˆ) =
(
JSD(H, Hˆ)
) 1
2
(14)
where H and Hˆ are the same as in (11).
The SJSD measure improves on the SKLD and
SAUC measures by penalizing false-positives as
shown in Figure 6. It can be seen that SAUC and
SKLD both incorrectly give the saliency map for the
BMS [40] a higher score than the ground truth fixation
density map which is rectified by the proposed SJSD
metric.
(a) Original Image (b) Ground Truth (c) BMS [40]
(b) (c)
SAUC [2] 0.8052 0.8234
SKLD [32] 0.2138 0.4064
Proposed SJSD 0.8278 0.6417
Fig. 6: Image from Toronto [28] database that shows the
advantage of the proposed SJSD metric over the SAUC and
SKLD metrics. In terms of SAUC and SKLD, the BMS model
is incorrectly given a higher score than the ground-truth
saliency map. The proposed SJSD metric gives a higher
score to the ground-truth saliency map as expected.
(a) Original Image (b) Ground Truth (c) Centered Gaussian (d) AIM [28]
(c) (d)
ÊMD (lower is better) [49] 2.4060 2.7490
Proposed SEMD (higher is better) 1.0185 1.2789
Fig. 7: Center bias problem in the ÊMD [49] metric that is
rectified by the proposed SEMD metric.
3.2.4 Shuffled Earth Mover’s Distance (SEMD)
As seen in Figure 7, the disadvantage of using the
ÊMD metric defined in (3) to compare the histograms
of the ground-truth and predicted saliency maps is
that it is center-biased as it incorrectly assigns the
centered Gaussian blob a higher score than the VA
model. To rectify this issue, we propose a shuffled
version of the ÊMD metric that is defined as follows:
SEMD = ÊMD(H, Hˆ) (15)
where H and Hˆ are the same as in (11). Contrary to
the original ÊMD of (3) (lower score means better),
a higher SEMD score indicates better performance.
The shuffled EMD score correctly assigns a lower
score to the centered Gaussian blob as compared to
the VA model. We use a fast implementation of the
ÊMD metric proposed in [52] (code provided at http:
//www.cs.huji.ac.il/∼ofirpele/FastEMD/code/) that
makes use of a saturated ground distance in comput-
ing ÊMD.
4 PERFORMANCE EVALUATION
In order to evaluate the effect of different types and
levels of distortions on the performance of VA models,
predicted saliency maps are obtained for images that
have been subjected to different levels and varying
types of distortions. These are then compared with
corresponding eye-tracking data results for which
we use the proposed shuffled SNSS, SSKLD, SJSD
and SEMD metrics introduced in Section 3.2 along
with the widely used SAUC metric. As the different
models produce saliency maps of differing resolutions
(see Table 1), we resize the saliency map given by
each model to the size of the original image before
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Fig. 8: Distorted versions of the Bikes image in the TUD
database [62]. The level of distortion increases from left to
right and the type of distortion changes from top to bottom,
namely, Blur, JPEG and Gaussian Noise, respectively.
Fig. 9: Fixation density maps for distorted versions of the
Bikes image in the TUD database [62]. The level of distor-
tion increases from left to right and the type of distortion
changes from top to bottom.
computing the performance metric score as in [2].
Also, as blurring the saliency map improves scores
over certain metrics, we blur the predicted saliency
map over different blur levels and choose the optimal
blur level that maximizes the score as in [2], [40]. For
comparing the models with each other, we choose this
maximum value at the optimum blur level.
4.1 Databases
4.1.1 TUD Interactions Database
The TU Delft Interactions Database [21] is used as
the ground-truth eye-tracking data for evaluating the
performance over distorted images. This database in-
cludes human eye movements recorded for 14 subjects
while looking at 54 distorted stimuli. The different
distortion types used are Gaussian blur, white noise
and JPEG compression, with each type having three
different levels of distortion (high, medium and low).
The database provides MOS scores from the quality
assessment task in addition to the saliency maps
obtained from the recorded fixation points. Figure 8
shows the distorted versions (different types and dif-
ferent levels of distortion) for the Bikes image, and
Figure 9 shows the corresponding fixation density
maps for the images. The fixation density maps are
Fig. 10: Sample images covering all resolutions from the
Judd Low Resolution Database [63] for each of the three
categories: Easy, Medium and Hard.
Fig. 11: Fixation density maps for images shown in Figure 10
covering all resolutions from the Judd Low Resolution
Database [63] for each of the three categories: Easy, Medium
and Hard.
obtained by placing a 2D Gaussian on the fixation
point locations and normalizing the resulting map.
4.1.2 Judd Low Resolution Database
The Judd Low Resolution database [63] contains eye
tracking data for original versions of 168 natural
images and 25 pink noise images in addition to down-
sampled versions of the images varying from 4 to 512
in terms of image height. The images are shown to 64
observers after scaling them to a size of 860×1024. The
natural images are divided into three categories, easy,
medium and hard, depending on image complexity.
The categorization is done using a subjective criteria
in which first, each image is assigned a score that
corresponds to the lowest resolution at which the
image is understood by a subject. The images are then
ranked in the ascending order and binned into three
equal sized categories. The images with the lowest
scores make up the easy category and those with
the highest scores form the hard category with the
remaining images making up the medium category.
Based on the eye tracking data, it is observed that
for the easy images, fixations stay consistent even for
extremely low resolutions and are more centered. On
the other hand, the hard images have more variations
in eye fixations which are less centered for higher
resolutions because there are more details on which
subjects fixate. As the input images are subsampled
at different levels, the distortion that each image is
affected with, in this case, is equivalent to blur. The
lower the resolution of the image, the higher is the
level of blur.
Figure 10 shows a sample image from each of
the three categories for the different resolutions and
Figure 11 shows the corresponding fixation density
maps that are obtained by convolving a 2D Gaussian
kernel over all the fixations for the images and then
normalizing the resulting maps. In our analysis, we
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TABLE 2: Consistency of performance for existing and pro-
posed metrics over the MIT [34] and Toronto [28] datasets
in terms of the Kendall’s coefficient of concordance (KCC).
SAUC SNSS SSKLD SEMD SJSD
KCC 0.8978 0.9265 0.7778 0.8704 0.8678
TABLE 3: Top 5 Models over 3 or more metrics for the TUD
database, for different levels and types of distortions.
Blur JPEG Noise
High Medium Low High Medium Low High Medium Low
ITTI SDSRL SDSRG RandomCS SimCoarse SDSRG SCIA Judd Judd
SCIA GR SDSRG SDSRL SDSRL RandomCS
Judd SDSRG CovSal SCIA
CovSal Context CovSal
only consider the natural images (1344 out of 1544)
in the dataset and ignore the colored noise images
because the considered saliency models give a mean-
ingful output for images that have some inherent
structure and which are not random in nature.
4.2 Results
4.2.1 Performance over non-distorted images
We first validate the proposed metrics by using them
to evaluate the VA models listed in Table 1 on the
widely used Toronto [28] and MIT [34] databases
which consist of non-distorted images. Figure 12
shows the performance for the proposed metrics as
well as the SAUC metric [2]. To validate the consis-
tency of the metrics over the two datasets, we adopt
as in [58] the Kendall’s coefficient of concordance
(KCC) to compare the models’ rankings provided by
each metric over the two datasets. Table 2 shows the
obtained results. From Table 2, it can be seen that the
proposed metrics provide consistent ratings in terms
of models’ rankings over the two datasets with the
proposed SNSS metric showing the best consistency.
4.2.2 Variation in performance with varying distortion
types and levels for the TUD Interactions database
As indicated previously, the TUD Interactions
database has three different types of distortions: Gaus-
sian blur, JPEG compression and Gaussian noise.
Each of these distortion types are present in three
different levels, high, medium and low. To check the
performance over different distortion types, as well
as the effect of the different levels of distortions have
on the predicted saliency given by different models,
we compute metric scores for each image and then
average them over those set of images that belong to
a particular distortion type and a particular level of
distortion.
Figure 13 shows the performance of each model
for the different distortion levels for a particular dis-
tortion type in terms of the SAUC, SNSS, SSKLD,
SJSD and SEMD metrics, respectively. In each case the
models are sorted such that the average peformance
over different levels of distortions increases from left
to right. Table 3 shows the models that occur in the
TABLE 4: Average standard deviation across models for all
metrics for different levels of distortion.
SAUC SNSS SEMD SJSD SSKLD
High 0.0510 0.33 0.0681 0.0353 0.2601
Medium 0.0257 0.1705 0.0190 0.0144 0.2259
Low 0.0281 0.2191 0.0115 0.0069 0.2588
TABLE 5: Average standard deviation across models for all
metrics for different types of distortion.
SAUC SNSS SEMD SJSD SSKLD
Blur 0.0768 0.4841 0.0810 0.0409 0.3945
JPEG 0.0253 0.1811 0.0323 0.0197 0.2291
Noise 0.0492 0.3128 0.0558 0.0314 0.2698
top five for three or more metrics. Tables 4 and 5 show
the average standard deviation of the metric scores
for all the models over different levels and types of
distortion, respectively. To account for the different
ranges of scores for each of the metrics, the metric
scores obtained for every model are normalized by
the maximum value of the metric over all distortion
types for each distortion level (Table 4) or over all
distortion levels for each distortion type (Table 5)
before computing the standard deviation. We can
draw the following conclusions from Figure 13 and
Tables 3 to 5:
- The performance for each model changes with a
change in distortion type as the ranking of the models
in terms of average performance over different levels
of distortions changes with the type of distortion
for a given metric. Also, the performance for each
model varies with a change in distortion levels. It is
found that increasing the level of distortion improves
performance to a great extent for the blur type of
distortion.
- The performance scores for the different metrics
show that performance is higher for the high and
medium levels of distortions than low levels of distor-
tions (near distortion-free) for most of the models over
all metrics as well as all distortion types. This result
suggests that addition of certain levels of distortion
helps the VA models predict the salient areas in the
distorted image. As the eye-tracking results for this
database have been recorded for a quality assessment
task, it is highly probable that subjects fixated upon
distortions which the saliency models capture thereby
helping with metric performance.
- If we consider the performance of models over
different metrics, as shown in Table 3, SDSR [31]
performs the best overall by ranking in the top five
for three or more of the five metrics for the medium
and low distortion levels for the blur distortion type,
the high, medium and low distortion levels for the
JPEG distortion type, and the high distortion level for
the noise distortion type.
- From Tables 4 and 5, it can be seen that the proposed
SJSD metric has the lowest average standard devia-
tion across different distortion types and levels. This
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(e) SSKLD
Fig. 12: Metric scores for the Toronto [28] and MIT [34] databases.
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Fig. 13: SAUC, SNSS, SSKLD, SJSD, and SEMD scores for the TUD database for different distortion types:(a) Blur, (b)
JPEG and (c) Noise. Blue, green and red lines correspond to low, medium and high levels of distortion, respectively, and
the black dotted line represents the average over all distortion levels according to which the models have been sorted.
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shows that the proposed SJSD metric is less sensitive
(and thus more resilient) to the changes in the amount
and type of distortion in the sense that it exhibits a
more consistent and stable performance across differ-
ent distortion types and levels as compared to the
existing SAUC metric.
4.2.3 Variation in performance with varying distortion
levels for the Judd Low Resolution Database
The Judd low resolution database has only one type
of distortion, i.e., blur, but it has 8 different lev-
els of distortions that correspond to the 8 different
resolutions (512 to 4 in factors of 2). The images
are also divided into three categories: easy, medium
and hard, based on their complexity. We report the
variation in performance for the three different image
categories for only 3 out of the 8 resolutions for
ease of presentation. The 3 resolutions chosen are 64,
128 and 256 which correspond to high, medium and
low levels of blur, respectively. Figure 14 shows the
variation in performance in terms of the SAUC, SNSS,
SSKLD, SJSD and SEMD metrics, respectively, for the
3 different distortion levels. From these figures we
observe the following:
- For the SSKLD and SJSD metrics, most of the models
perform better for high and medium levels of dis-
tortions than that for the low or near-zero distortion
case over all the image categories. For the SAUC
metric, the performance at the high and medium
levels of distortions is greater than that for the low
level for most models over the hard and medium
image categories. For the SEMD and SNSS metrics,
no trend in scores is observed.
- For all the metrics, the average scores over all
blur levels over all the models decrease with increase
in image complexity. This is seen in the fall of the
curve representing average scores (marked by a black
dotted line in Figure 14) as the image complexity
goes from easy to hard. This is to be expected as
increase in image complexity increases the clutter in
the scene thus making it harder for the VA models to
distinguish the salient locations from the non-salient
background.
5 CONCLUSION
In this paper, noticeable shortcomings of existing
VA performance evaluation metrics are studied and
four new performance metrics that remedy these
shortcomings are proposed. Also, a comprehensive
analysis of several state-of-the-art VA models is per-
formed over two databases with different distortion
types and several levels of distortions in addition to
the distortion-free case. Along with the widely used
SAUC metric, the performance is evaluated in terms
of the four proposed shuffled metrics, SNSS, SSKLD,
SJSD and SEMD. For the distortion-free case, it is
shown that the proposed metrics achieve a consis-
tent performance in terms of model rankings across
different datasets. Furthermore, it is shown that the
proposed SJSD metric is more robust than the other
metrics, including the widely used SAUC metric, in
the presence of various levels and types of distortions
in the sense that it exhibits the most consistent perfor-
mance across distortion levels and distortion types. It
is found that the performance of the VA models varies
with both the type and level of distortion. Also, it
is found that, in general, high and medium levels of
distortion improve the performance of the VA models
relative to the low or near zero-distortion case. Finally,
the VA models’ performance is also found to decrease
with an increase in image complexity.
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Fig. 14: SAUC, SNSS, SSKLD, SJSD, and SEMD scores for the Judd Low Resolution database for different image complexity
categories:(a) Easy, (b) Medium and (c) Hard. Blue, green and red lines correspond to low, medium and high levels of
blur, respectively, and the black dotted line represents the average over all distortion levels according to which the models
have been sorted.
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