Abstract-A code design problem for memory devices with restricted state transitions is formulated as a combinatorial optimization problem that is called a subgraph domatic partition (subDP) problem. If any neighbor set of a given state transition graph contains all the colors, then the coloring is said to be valid. The goal of a subDP problem is to find the valid coloring that has the largest number of colors for a subgraph of a given directed graph. The number of colors in an optimal valid coloring indicates the writing capacity of that state transition graph. The subDP problems are computationally hard; it is proved to be NP-complete in this paper. One of our main contributions in this paper is to show the asymptotic behavior of the writing capacity C(G) for sequences of dense bidirectional graphs; this is given by C(G) = Ω(n/ ln n), where n is the number of nodes. A probabilistic method, Lovász local lemma (LLL), plays an essential role in deriving the asymptotic expression.
I. INTRODUCTION
Recently developed advanced memory devices, such as flash memory and phase change memory (PCM), require appropriate coding for efficient writing. For example, coding schemes for flash memories [5] [6] can improve writing efficiency in a way that increases the lifetime of the flash memory. Several constrained coding schemes that are suitable for PCM have been presented [7] [8] . Rank modulation, which was developed by Jiang et al. [9] , encodes a message onto a permutation of n elements; it produced a number of technically and mathematically interesting problems. En Gad et al. [2] considered the combinatorial problem of finding the maximum size of the decomposition of a state space into several dominating sets of state transition graphs; the purpose was to determine the maximal rate of compressed rank modulation.
The problem of partitioning nodes of a given undirected graph into several non-overlapping dominating sets is called the domatic partition problem [10] [3] ; it is a longstanding problem in the field of theoretical computer science. The problem can be considered to be a special case of the node coloring problem for an undirected graph. Although solving the problem exactly is considered to be computationally intractable, since it was proved that the domatic partition problem is an NP-hard [11] , several efficient approximation algorithms has been developed and analyzed [3] .
The aim of this paper is to provide the theoretical foundation to the subgraph domatic partition (subDP) problem, from a graph-theoretic point of view. The motivation for this paper came directly from a paper by En Gad et al. [2] . We consider a problem setting in which we are initially given a directed graph G that represents the allowable state transitions of a memory device. We also assume that, at each state transition, a message of fixed size should be written in the memory. In order to construct appropriate encoding and decoding functions that have a high coding rate, we must solve a subDP problem on G; that is, we must find a subgraph of G and the domatic partition of it that has the largest number of groups (i.e., its domatic coloring). Although the subDP problem is closely related to the standard domatic partition problem, to our knowledge, it has not been discussed in the literature.
Our approach to the subDP problem can be summarized as follows. We will first provide a rigid definition of the writing capacity of a directed graph; this corresponds to the solution of the subDP problem. This can be considered to be an abstraction that transforms a coding problem into a combinatorial problem on a directed graph. We then invoke Lovász local lemma (LLL) to derive a nontrivial lower bound on the writing capacity. We note that LLL is a well-known probabilistic method [1] that is often used to show the existence of a certain configuration that satisfies all of the given requirements. From LLL, we obtain a lower bound, which reveals that the asymptotic behavior of the writing capacity C(G) of a sequence of dense bidirectional graphs is C(G) = Ω(n/ ln n), where n is the number of nodes. Furthermore, we will use a fundamental lemma in extremal graph theory, Turán's lemma, to show that C(G) = Θ(n) for a sequence of extremely dense graphs.
II. PRELIMINARIES

A. Notation
Let G = (V, E) be a directed graph. For a node v ∈ V , the outbound and inbound degrees of v are denoted by d out (v) and d in (v), respectively. The average outbound degree ϵ out (G) of G is given by
Note that ϵ out (G) = |E|/|V | holds due to the relation
The symbols δ out and ∆ out represent the minimum and maximum outbound degrees of G, respectively. In a similar manner, the symbols δ in and ∆ in are the minimum and maximum inbound degrees, respectively. If a directed graph G = (V, E) satisfies (u, v) ∈ E ↔ (v, u) ∈ E, then the graph G is said to be a bidirectional graph. In this paper, we use the term "bidirectional" instead of "undirected" in order to show explicitly that there are two directed edges between u and v.
B. Basic assumptions
Assume that a directed graph G = (V, E), called a state transition graph, is given. The memory device D associated with the graph G can store any v ∈ V as its state. The state of D can be observed from outside. We can change the state of
. . , M} be a message alphabet. We assume the following scenario. When a request to write a message m ∈ M comes, we are allowed to change the state of D only once, and with that, we can change an edge in E. After the state transition for writing m, a written message in D must be correctly recovered by reading the state of D. In order to realize a memory system based on the device D, it is necessary to have an appropriate pair of encoding and decoding functions satisfying these assumptions.
C. Encoding function
The main task of our encoder is to output a next state s ′ of D from an input pair consisting of a message m and a current state s. The important constraint imposed on the encoder is that (s, s ′ ) is in E or that s ′ = s. This means that only a state transition (or no transition) consistent with the state transition graph G is allowed. The following formal definition of encoding functions includes this consistency condition.
is called an encoding function. It should be noted that an encoding function does not need to use all the states in V . As will be defined below, an appropriate choice ofṼ ⊆ V may increase the writing capacity of D.
The encoding process is described as follows. An encoder receives as input a message m ∈ M to be stored in D. The first task of the encoder is to fetch the current state of D. Let s ∈Ṽ be the current state stored in D. We then apply the encoding function to the current state s and the input message m and obtain the next state s ′ = φ(s, m). The last task of the encoder is to change the state of D from s to s ′ .
Assume that m 1 , m 2 , m 3 , . . . ∈ M are a message sequence that is to be encoded sequentially and that s 0 is the initial state of D. In this case, we obtain the state sequence s 0 , s 1 = φ(s 0 , m 1 ), s 2 = φ(s 1 , m 2 ), . . . that can be considered as the trajectory of a walk on the state transition graph G. From this encoding process and the definition of the encoding function, it is evident that the state s i is contained inṼ for any i(i ≥ 1) if the initial state of D is inṼ . In the following discussion, we assume that s 0 is a state inṼ .
D. Decoding function
The current message that is written in D must be correctly recovered if we want to read it. This condition naturally leads to the following definition of the decoding function, which corresponds to the encoding function.
Let φ be the encoding function associated with the sub-
is called a decoding function.
The decoding process is simple. When a read request arrives, the decoder fetches the state of D, applies the decoding function to the retrieved state s, and thus obtains the recovered message m = ψ(s). Condition (3) guarantees that any stored message can be correctly recovered.
E. Writing capacity
It is intuitively evident that there is a close relationship between the topology of a given state transition graph and the allowable size of the message alphabet. In the following definition, we will introduce a measure that quantifies how much information can be written in a single state transition.
Definition 1 (Writing capacity): Let G be a directed graph. If there existG ⊆ G and a corresponding encoderdecoder pair (φ, ψ) satisfying both the encoding condition (2) and the decoding condition (3) for a given pair (G, M), then the pair (G, M) is said to be achievable. The writing capacity C(G) is defined by
Although the definition of the writing capacity is fairly simple, in general, the evaluation of this quantity for a given graph G is not trivial. The following questions about the writing capacity naturally arise: (1) How can the writing capacity be evaluated? How can the encoder and decoder be designed systematically? (2) What is the worst-case computational complexity for evaluating C(G)? (3) What are the general upper and lower bounds? (4) What are the relationships between the writing capacity and the various graph parameters, such as the maximum degree and the degree profile? In the following sections of this paper, some of these questions will be addressed.
F. Subgraph domatic partition
In the following sections, we will give several lower and upper bounds on the writing capacity. Before discussing these bounds, it might be beneficial to consider an intuitive view of the problem, as presented in the following interpretation of this as a coloring problem.
Assume that a subgraphG ⊆ G is given. An ℓ-coloring is a map fromṼ to [1, ℓ] , where the notation [a, b] represents the set of consecutive integers from a to b.
The neighbor set of v ∈Ṽ is defined by
Consistency between a decoding function ψ and an encoding function φ can be translated into the following condition. If an ℓ-coloring c onG satisfies
the coloring is called a valid ℓ-coloring.
It is evident that a color put on a node represents a message symbol associated with the node via a decoding function; namely, ψ(v) = c(v). If we have a valid coloring, it is trivial to construct an encoder function φ that satisfies the consistency condition ψ(φ(s, m)) = m. On the other hand, a valid triple (G, φ, ψ) naturally leads to a valid coloring.
For a givenG ⊆ G, let γ(G) △ = max{ℓ | ∃ be a valid coloring onG with ℓ colors}.
(7) From the definition of γ, it should be noted that the writing capacity can be recast as
Finding the largest ℓ that satisfies condition (6) for a fixedG is equivalent to computing the domatic number ofG, where the domatic number of a graph G is defined as the maximum number of node-disjoint dominating sets in G. It is obvious that each color class in a valid ℓ-coloring constitutes a dominating set ofG. Since we are allowed to choose an appropriate subgraphG ⊆ G, we call problem (8) the subDP problem; that is, the subDP problem is to identify the subgraphG for which the domatic number is maximized. We extend the terminology of the domatic number to the subgraph: the subgraph domatic number is defined to be the maximum domatic number over all subgraphs.
Example 1: Let us consider the directed graph G = (V, E) illustrated by the left-hand graph in Fig.1 ; it represents the adjacency relationships of the vertices of a three-dimensional hypercube. The right-hand graph in Figure 1 shows an optimal valid coloring (G =G). In this case, we can let M = [1, 4] . The state trajectory of an encoding process can be seen as a walk between the vertices and along the edges of the hypercube. State transition graph and optimal valid coloring: Each node of the graph on the left-hand side corresponds to a vertex of a three-dimensional hypercube. The binary 3-tuple of each node represents its coordinates. A pair of nodes corresponding to a pair of adjacent vertices has bidirectional edge connections, which means that a state transition changes the binary state label by only one bit. The right-hand side shows an optimal valid coloring for this graph. We can prove that C(G) = 4 for this case.
G. subDP is NP-complete
It is not difficult to show that the subgraph domatic partition problem is computationally hard. (Proof) It is trivial that the problem belongs to NP. Thus, what we must prove is that it is NP-hard. To do so, we reduce it from the full domatic partition problem for regular graphs, which is the problem of deciding whether a given regular graph is domatically full, that is, whether the domatic number of a given d-regular graph is d+1, or not. It is known that the full domatic partition problem is NP-complete for any d ≥ 3 [12] . The core of the reduction is the that the subgraph domitic number of any d-regular graph G becomes d + 1 if and only if for any G is domatically full, which is verified by the following simple observation: Since any subgraphG ⊂ G contains a node with degree d−1 or less, its domatic number cannot be greater than d. Thus, the subgraph domatic number of G can become d + 1 if and only ifG = G and the domatic number ofG is d + 1, which implies that G is domatically full.
It is worth pointing out that the computational complexity of the (standard) domatic number belongs to a much harder class than NP-completeness. It is not only difficult to compute the exact value of the domatic number, but it is also difficult to approximate it to within a factor of less than ln n [3] . Since the subgraph domatic number appears to include more complex combinatorial choices, we conjecture that computing the subgraph domatic number also belongs to the class extremely harder than NP-completeness. However, thus far, we have been unable to prove this conjecture, and it is still an open question. We note that applying the strategy used in the proof for the (standard) domatic number is far from trivial.
III. MAIN CONTRIBUTIONS
The following two theorems express the asymptotic behavior of the writing capacity C(G) for bidirectional graphs. These results give us insight into the behavior of C(G) for dense graph sequences.
Theorem 2 (Dense graph sequence): Let
be a sequence of bidirectional graphs satisfying the following conditions. The number of nodes |V n | is assumed to be n, and the number of edges grows as |E| = αn 2 , where α(0 < α ≤ 1) is a real constant. For such a sequence G n ,
holds in the regime where n → ∞.
Theorem 3 (Sequence of extremely dense graphs): Let G n = (V n , E n ), n = 1, 2, . . . , be a sequence of bidirectional graphs. If the number of edges grows as
In the following sections, we will establish the lemmas that are necessary to prove these theorems.
IV. BOUNDS ON WRITING CAPACITY
A. Upper bound based on maximum degree
The following upper bound on the writing capacity is simple, but it can be used to determine the writing capacity of several special classes of graphs.
Lemma 1 (Degree bound): Suppose that a directed graph G = (V, E) is given. The writing capacity C(G) satisfies
(Proof) SinceG = (Ṽ ,Ẽ) is a nonempty subgraph of G, it is evident that |N (v)| = 1 + dG out (v) holds for any v ∈Ṽ and that dG out (v) ≤ ∆ out (G) for any v ∈Ṽ . This implies that the number of colors of a valid coloring for anyṼ can be bounded by 1 + ∆ out (G) from above. This fact directly leads to the claim of the lemma.
This lemma clarifies the behavior of C(G) for a sequence of sparse graphs. Let G n = (V n , E n ) be a sequence of sparse graphs that satisfy ∆ out (G n ) = O(1). The degree bound (11) gives the inequality C(G n ) ≤ ∆ out (G n ) + 1, which also implies C(G) = O(1).
B. Lower bound based on Lovász local lemma
In this subsection, we will show a lower bound on the writing capacity C(G). The proof of this lemma is based on Lovász local lemma (LLL), which is a common technique for showing the existence of a valid configuration that satisfies all of the given requirements. The outline of the argument follows the proof of Lemma 2 in Feige et al. [3] .
Lemma 2 (LLL lower bound): Let G = (V, E) be a directed graph, and letG be any subset of G. The writing capacity is bounded from below as
where
(Proof) We will put ℓ colors (ℓ ∈ [1, ∆ out (G) + 1]) uniformly and randomly onto the nodes ofG. A bad event on v ∈G is an event for which there is a missing color in the neighborhood set N (v). More precisely, {c(v)|v ∈Ṽ } ̸ = [1, ℓ] holds for a bad event on v, where c(v) ∈ [1, ℓ] represents the color put on the node v. Assume that the probability p(v) is the probability that the bad event happens. By using the union bound, we can find an upper bound on the probability p(v), as follows:
We used the inequality 1 − x ≤ exp(−x) in the last step of the above derivation. From this upper bound on p(v), it is easy to derive a uniform upper bound. Since
we have p(v) ≤ p for any v ∈G, where
In order to use LLL, we need to have an upper bound on the number of bad events that are not mutually independent. Let us denote the number of such events by T (v). The number T (v) can be bounded from above in the following way:
This results because bad events on v and u are mutually independent, if the length of the shortest path between the nodes v and u inG is greater than 2.
LLL guarantees the existence of a valid coloring if
holds. The left-hand side ep(D + 1) can be evaluated as
We will consider the condition that the exponent becomes nonpositive. From the nonpositiveness condition
we have a sufficient condition:
for the existence of a valid coloring. Namely, if ℓ is bounded as in the above inequality, the LLL condition (15) holds. Since the number of colors ℓ is an integer, it is reasonable to let
because our aim is to maximize ℓ. From LLL, it is evident that (18) is a sufficient condition for the existence of a valid ℓ-coloring forG.
The proof of Theorem 2 can be divided into two parts; in the first part of the proof, we will show that there is an induced subgraph of a bidirectional graph G, for which the minimum outbound degree is larger than the half of average outbound degree of G. Since the minimum outbound degree restricts the number of colors in a valid coloring, finding an appropriate subgraph of G is crucial for increasing C(G). In the second part of the proof, a random coloring is employed, and we shall use Lemma 2 to derive a sufficient condition in the asymptotic regime.
The following definition gives a process for obtaining an induced subgraph that has a large minimum outbound degree. 
can be recursively constructed, in the following way. If there exists a node v ∈ G i satisfying
then G i+1 is obtained by removing both v and the adjacent edges from G i . The terminal subgraph G K does not contain a node satisfying condition (19). The sequence constructed in such a way is said to be appropriate.
The next lemma states that the terminal subgraph G K is what we want.
Lemma 3: Let G = (V, E) be a balanced directed graph. Suppose also that an appropriate sequence of induced sub-
The minimum outbound degree of G K satisfies the inequality
The proof of this lemma is given in [4] .
We are now ready to prove Theorem 2. Let G = (V, E) be a bidirectional graph. A subgraphG can be arbitrarily chosen, such that δ out (G) is large. We then use the following strategy to chooseG:
With this choice and Lemma 3, we obtain
Combining conditions (18) and (20), we immediately have a sufficient condition for an ℓ-valid coloring:
Note that ∆ = 2∆ out (G) holds for a bidirectional graph.
Assume that G n = (V n , E n ) is a sequence of bidirectional graphs, with |E n | = αn 2 . We can obtain a lower bound on the left-hand side of (12):
where A △ = 1 + ln 3 + ln 2. It is clear that we have C(G) = Ω (n/ln n) under the condition n → ∞. This completes the proof of Theorem 2.
As a byproduct of the LLL lower bound, we can derive a polynomial-time approximation algorithm for evaluating the writing capacity; it has an approximation ratio O(ln ∆ out (G)), where ∆ out (G) is the maximum outbound degree of G.
C. Lower bounds on writing capacity based on Turán's lemma A graph with extremely high edge density will contain a subgraph that has a large writing capacity. If a given graph G includes such a subgraph, the writing capacity of the subgraph is a lower bound on the writing capacity of the full graph. The result shown in this subsection is based on Turán's lemma, which is a fundamental result in extremal graph theory.
Among the undirected graphs with n-vertices that do not contain a complete graph K n as a subgraph, Turán graph is the undirected graph that has the largest number of edges.
The upper bound on the edge size of the Turán graph leads to the following lemma, which guarantees the existence of a large clique for an extremely dense graph. This lemma constitutes a main part of the proof of Theorem 3.
Lemma 4: Let G = (V, E) be a bidirectional graph. If
holds, then C(G) can be lower bounded as C(G) ≥ ⌊αn⌋, where α(0 < α ≤ 1) is a real constant.
The proofs of this lemma and Theorem 3 are omitted. The forthcoming extended version of this paper will include these proofs, as well as a discussion of the polynomial-time approximation algorithm for the subDP problem.
