The normalized maximum likelihood code length has been widely used in model selection, and its favorable properties, such as its consistency and the upper bound of its statistical risk, have been demonstrated. This paper proposes a novel methodology for calculating the normalized maximum likelihood code length on the basis of Fourier analysis. Our methodology provides an efficient non-asymptotic calculation formula for exponential family models and an asymptotic calculation formula for general parametric models with a weaker assumption compared to that in previous work. 2018 International Symposium on Information Theory.
I. INTRODUCTION

A. Background and Our Contribution
The normalized maximum likelihood code length (NML code length) is an extension of self-entropy, in which a set of distributions is given instead of the true distribution. When the true distribution is known, the lower bound of the mean length of codings for a random variable is given by the Shannon entropy of its probability distribution, and the lower bound is attained by the self-entropy [19] . This optimal code or the self-entropy is also interpreted as the solution of a (trivial) optimization problem of a log redundancy with respect to the code l, with the Kraft-McMillan inequality [9] [10] as a constraint, as follows:
where x N def = x 1 , x 2 , . . . , x N is a data sequence and f 0 denotes the probability density function of the data-generating distribution. Apparently, the optimum code length is given by l x N = − log f 0 x N (self-entropy). Note that we discuss cases of continuous random variables in this paper. Further, the base of the logarithm is e, and the natural unit of information is used in this paper.
The optimization problem (1) or the original Shannon entropy deals with the case in which the true distribution is known. When a set of distributions F is given as candidates of the true distribution instead of the true distribution itself, we can extend the previous optimization problem to the problem introduced by Shtarkov [20] :
This problem is no longer trivial, and Shtarkov showed that the NML code length defined below attains its minimum [20] :
The problem (2) is reduced to (1) if F = {f 0 }, and in this sense, the NML code length is an extension of the self-entropy.
The NML code is one of the universally optimal codings when the true distribution in the given set is unknown [12] .
The NML code length is widely used in model selection on the basis of the minimum description length principle [17] [23] [13] [15] . Here, the model that minimizes the NML code length for given data is selected. Recently, it is shown that the NML code length bounds the generalized loss [3] .
The calculation of the NML code length has been an important problem. Rissanen derived an asymptotic formula of the NML code length [14] , which clarified the behavior of the NML code length with o(1) terms excluded as follows:
where K denotes the dimension of the parameter. This formula holds with certain regularity conditions and does not depend on the details of the model. According to this formula, we can apply Nishii's analysis in terms of consistency in the selected model [11] and Barron and Cover's result in terms of statistical risk [1] to the model selection using the NML code length.
In contrast to the generality of Rissanen's asymptotic formula, a non-asymptotic calculation formula has been derived through model-by-model discussion [16] 
Recently, Hirai and Yamanishi non-asymptotically calculated the NML code length for several models in the exponential family [4] . They reduced the calculation of the NML code length to the parameter domain integral of the function denoted by g in the paper. However, the method to obtain Hirai-Yamanishi's g-function explicitly depends on the model. Thus, the exact calculation of the NML code length has been limited to particular models. This paper proposes a novel methodology for calculating the NML code length on the basis of Fourier transformation. Our methodology enables the systematic analysis of NML code length in terms of both asymptotic expansion and exact calculation. As corollaries, our methodology provides an asymptotic formula with weaker assumptions compared to Rissanen's and a useful exact calculation formula for the exponential family.
B. Significance of This Paper
This paper proposes an alternative form of the NML code length based on the Fourier transform. Our form enables the systematic calculation of the NML code length. Specifically, it results in the two formulae presented below.
1) Asymptotic Formula with Weaker Assumption: Taking the limitation of our form leads to Rissanen's asymptotic formula [14] . It should be noted that Lebesgue's dominant convergence theorem can be applied to our Fourier-transformbased form, which results in an asymptotic formula with a weaker assumption compared to that in the original paper [14] .
2) Exact Calculation Formula for Exponential Family: Our Fourier-transform-based form gives a simple formula for the exact calculation of the NML code length of the exponential family. The formula yields the NML code length from the partition function and the relationship between the canonical parameters and the expectation of sufficient statistics.
C. Related Work 1) Asymptotic Formula with Weaker Assumption: The consequence of the asymptotic formula in this paper is the same as that of Rissanen's theorem [14] . However, Rissanen's theorem assumes both the uniform asymptotic normality of the maximum likelihood estimator as well as the existence of a non-zero lower bound and an finite upper bound of the Fisher information; in contrast, our theorem does not involve these assumptions and allows the Fisher information to converge to zero or diverge towards the boundary.
2) Exact Calculation Formula for Exponential Family: Hirai and Yamanishi presented the exact calculation of several models in the exponential family through the integral of the g-function. However, in general, it is still difficult to obtain the explicit form of the g-function. In this paper, the general exact calculation formula for the exponential family is obtained, including Hirai and Yamanishi's results.
II. NORMALIZED MAXIMUM LIKELIHOOD CODE LENGTH
We consider a sequence x N def = x 1 , x 2 , . . . , x N of continuous random variables and assume that they have a probability density function.
Here, X ⊂ R D denotes the domain of a datum. Assume that max f ∈F f x N is a measurable function of x N . The NML code length is defined as its negative log likelihood as follows:
where
C (F) (or its logarithm) is called the parametric complexity (PC) of F. In this paper, we focus on the case in which it is easy to evaluate the first term but difficult to evaluate the maximum likelihood complexity. This is because, when even the first term is intractable, it is hardly possible to strictly evaluate the second term. In this paper, we consider the independent identical parametric model:
as a set of density functions. Here, θ is its parameter and Θ is the domain of the parameter.
We mainly analyze a proper parameter domain Θ Π ⊂ Θ defined as follows.
x n ∼ f (x n ; θ), the asymptotic normality of the MLEθ x N holds; that is,
denotes the Fisher information matrix. We also define the proper data sequence domain X N Π as follows:
Remark 1. Sufficient conditions for 4) have been discussed (for example, see [22] ). At least the positive definiteness of I (θ) −1 in X Π is required for 4).
Remark 2. Since Θ Π ⊂ Θ, the following holds in general:
Remark 3. In this paper,θ x N always denotes the unique MLE on Θ Π . If Θ Π Θ, the MLE in Θ can be non-unique.
Roughly speaking, the proper parameter domain is a tractable subset of the model, and the proper data sequence domain is a set of sequences, the MLE of which lies in the proper parameter domain. The PC can be decomposed as follows:
Remark 4. If we can take Θ Π = Θ (as is often the case with a well-behaved model such as the exponential family models), the second term vanishes, and the logarithm of the first term is equivalent to the parametric complexity.
We assume that the second term is ignorable and focus on the first term C (
Note that C (Θ Π ) carries excessive data sequences and often diverges to infinity. To avoid this problem, we introduce luckiness [2] to generalize C (Θ Π ) as follows:
Definition 3. Let w : Θ → [0, ∞) denote a weight function on Θ Π called luckiness. We define the luckiness parametric complexity (LPC) of Θ Π as follows:
Remark 5. If w (θ) = 1, the LPC is equivalent to the PC.
Let A be a subset of Θ Π . We can regard the LPC C 1 1{A} (Θ Π ) as a restriction of the PC C (Θ Π ) to A, where 1 1 {·} denotes the indicator function. This restriction is often necessary and used in continuous variable cases [2] [4] .
III. FOURIER FORM OF NML CODE LENGTH
First, we make assumptions that allow us to exchange integrals.
4)
The characteristic function φ 
We obtain the Fourier-transform-based form of the NML code length as follows: Theorem 1. Under Assumption 1, the PC is calculated as follows:
Proof: See the full version [21] .
IV. ASYMPTOTIC FORMULA
By taking the limitation of Theorem 1, we can prove the asymptotic formula of the LPC, which relaxes some conditions given by Rissanen's asymptotic formula [14] . First, we make assumptions that allow us to exchange the limitation and integral.
, for all N and θ.
2) There exists an integrable functionḡ (θ) of θ such that g (N ) (θ) <ḡ (θ).
Theorem 2 (Asymptotic formula of the NML code length).
Under Assumption 1 and Assumption 2, the following holds:
Remark 6. The consequence of the theorem is the same as that of Rissanen's formula [14] . In contrast to Rissanen's formula, we do not make assumptions on the boundedness of the determinant of the Fisher information matrix or the uniform asymptotic normality of the MLE. Thus, we can expect that our formula is easy to apply even when Θ Π is not compact and the boundedness of the Fisher information and uniform asymptotic normality of the MLE are difficult to guarantee.
V. NON-ASYMPTOTIC FORMULA FOR EXPONENTIAL FAMILY
First, we present the notation of the exponential family. Then, we present the non-asymptotic formula of the PC for the exponential family. 
A. Exponential Family and Its Canonical Parameters and Expectation Parameters
We say that a model is in the exponential family when we can express its density function with its canonical parameters η ∈ H ⊂ R K , sufficient statistics u : R D ⊃ X → R K , and base measure h : R D ⊃ X → [0, +∞) as follows:
Here, the partition function Z :
We define the transform from the canonical parameters to expectation parameters as
and let η (τ ) denote its inverse transform, assuming τ (·) is bijective.
We define the MLE with respect to the expectation parameters as follows:
We can calculate the PC of a model in the exponential family as follows.
Theorem 3. Let f x N ; η be the density function of a model in the exponential family, where η denotes its natural parameter and τ denotes its expectation parameter. The LPC of f x N ; η is expressed as follows: . Then, the PC is expressed as follows: , the characteristic function of each of which is given using the partition function of the original function, the calculation of the original PC can be reduced to one integral calculation, and it is often analytically obtained.
B. Examples
In this subsection, we give examples of PC (LPC) calculation using Theorem 3. These examples include the results in [4] . Table IV lists the results. 1) Fixed Variance Distribution: If the relationship between the natural parameter and expectation parameter is given by η = τ v with a constant v and the partition function is given by
with a constant D, we can calculate the LPC as follows:
2) Exponential Distribution Type: If the relationship between the natural parameter and expectation parameter is given by η = − C τ with a constant C, m and the partition function is given by Z (η) = D (−η) m with a constant D, we can calculate the LPC as follows: log τmax τmin . This formula can be applied to distributions including the exponential distribution, chi-squared distribution, Laplace distribution with a known mean, Weibull distribution with a known shape, and gamma distribution with a known shape.
3) Chi-squared Distribution Type: We discuss the gamma distribution with a known scale θ. The result here includes the chi-squared distribution (set θ = 2). we can calculate the LPC as follows: 
Here, G (N ) (x; p, q) is the probability density function of the sum of N i.i.d. samples, the density of which is given by
VI. CONCLUSION
We derived a non-asymptotic form of the NML code length and clarified its relationship to the asymptotic expansion. As its special case, we presented a non-asymptotic calculation formula for exponential family models with its partition function.
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