In thas paper 
Introduction
The key problem in efficiently executing data parallel applications is that of partitioning the data among the processors such that the computation load on each processor is balanced, while communication is minimized. Partitioning such applications can be posed as a graph-partitioning problem. The vertices of a graph constitute a set of computations that can be executed concurrently, and the edges comprise the interaction between the various computations. Graphpartitioning problems belong to the class of NPcomplete problems [4] , hence exact solutions are computationally intractable for large problems. However, good suboptimal solutions are sufficient for effective parallelization of most applications. There are a number of partitioning algorithms available in the literature [5, 7, 10, 11, 191. This paper is focused on a subclass of applications in which the computational graph is such that the vertices correspond t o two-or three-dimensional coordinates, and the interaction between computations is limited to vertices that are physically proximate. Examples of such applications include finite element calculations, molecular dynamics, particle dynamics, particle-in-a-cell, region growing, and statistical physics [3] . For these applications, partitioning can be achieved by exploiting the above property. Essentially, proximate vertices are clustered together and form a partition such that the number of vertices attached to each partition are approximately equal. This keeps the interprocessor communication low. Many such algorithms have been described in the literature, including recursive coordinate bisection [19] , inertial bisection [6] , etc. We have discussed an index-based indexing scheme in [15] and shown that it produces good mappings for computational structures satisfying the above property.
For a large class of irregular and adaptive data parallel applications [3] , the computational structure changes from one phase to another in an incremental fashion. The following scenarios may arise:
Perturbation: All the coordinates may perturb (within some small distance), e.g., particledynamics problems [14] .
Vertex Additions: New vertices may be added and/or old vertices deleted. This happens in the case of adaptive grids [3] .
Parallelization of these applications requires reacting quickly to minor modifications in the data structure in order to maintain load balance as well as locality. One option is to repartition the new graph without using previous information. We show that, due to the incremental nature, the partitioning information of the previous phase can be effectively utilized to give the partitioning for a new phase. Experimental results are provided on a 32-node CM-5.
The rest of the paper is organized as follows. Section 2 gives a brief outline of the graph-partitioning problem and the index-based approach for performing the partitioning. Section 3 gives the important features of the CM-5. Section 4 describes the important parallel primitives required for the remapping algorithms in Section 5. These primitives provide a level of architectural independence for our algorithms. Section 6 describes the results for a number of data sets on the CM-5 for the different algorithms. We present our conclusions in Section 7.
Graph Partitioning
Consider a graph G = (V, E ) , where V represents a set of vertices, E represents a set of undirected edges, the number of vertices is given by n = IVI, and the number of edges is given by e = (El. The graphpartitioning problem can be defined as an assignment scheme A4 : V -P that maps vertices to partitions.
In this paper we assume the number of partitions and the number of processors are identical where p = [PI. We denote by B(q) the set of vertices assigned to a The weight wi corresponds to the computation cost (or weight) of the vertex U , . The cost of an edge we(2ilr U Z ) is given by the amount of interaction between vertices U I and v2. Thus the weight of every partition can be defined as An assignment can be made such that the time spent by every processor is minimized. This typically requires the loads to be balanced (i.e., W ( 0 ) M "(1) M "(2). . . M W ( p -l ) ) , and the communication is minimized. Communication cost is typically estimated by For further details the reader is referred to [9] .
Index-Based Partitioning
The computational graphs in this paper assume that most interactions occur between vertices that are physically proximate in two or more dimensions. The basic strategy behind index-based partitioning strategies [lo] is to assign a one-dimensional index to every node in the graph such that proximate vertices have proximate indices. One simple method for performing the transformation is to convert each vertex of the graph from multi-dimensional to one-dimensional space by bit interleaving (Figure 1 (a) shows the bit interleave-based indexing for a grid of size 8 x 8). Another indexing scheme which maintains proximity in multiple dimensions is based on Hilbert space-filling curves (Figure 1 (b) ). We have performed experiments with this indexing and the quality of partitioning obtained is similar to the bit interleaving-based indexing. However, most of the algorithms discussed in this paper are, in general, independent of the indexing method used. After indexing is done, an efficient sorting algorithm can be applied to sort these vertices according t,o their indices. Finally, this sorted list is divided into p equal sublists. Partitioning can be achieved by sorting the list of indices and dividing it into equal part,s. W. have shown that the quality of the solutions produced using these methods is comparable to the quality produced by other coordinate-based partitioning schemes for a large number of graphs derived from actual applications [lo] . Further, these methods can be easily parallelized.
Basic Operations
For the rest of the paper, we let A, represent an element A stored in processor j . Hence i l j [ i ] represents the i t h element of an array belonging t,o the j t h processor. We will drop the subscript j whenever it is obvious from the context,. In the following we describe basic communication primitives used by our algorithms and their time requirements on the CM-5. We assume that sending a message from one processor to another can be modeled as O ( r + p B ) , where T is the overhead, p is the transfer rate, and B is the size of the message, assuming that there is no contention at the receiving node [l] . This operation can be completed in O(q5ln) time on the CM-5, where $1 is a constant [l] . 
Global Concatenation
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This operation can be completed in O(q5zn) time on the CM-5, where 4 2 is a constant [l] . where 0 5 i < p . Further, a concatenation of all these arrays, in the increasing order of the processor number, is also sorted. We would like to balance the load on each processor such that the global ordering of the elements does not change. The load-balancing algorithm which maintains the sorted order is given in Figure 2 .
All-to-Ma-ny Personalized Communication
Assuming that the minimumnumber of elements in a processor is more than $ and the maximum number of elements in any processor is less than XK, it can easily be shown that the maximum number of messages to be sent and received by each processor is less than or equal to 11' and K + 1, respectively. Thus, assuming near load balance, i.e., K < 2. each processor will send and receive a few messages, an operation that can be completed in O(T + p r ) time on the CM-5. numbers is also sorted. In the Order-MaintaillingData Movement operation, the elements are moved on each processor such that the global order of the elements is maintained. The movement is decided by another sorted array PART with p elements. All the local elements between PART[Z] and P A R q i + 11 are to be moved to processor i (0 5 i < p ) . The algorithm is similar to the Order-Maintaining Load Balancing algorithm. Unlike the previous algorithm, the leftmost processor to which data has to be sent by a given processor is decided by a binary search on PART. The time requirements depend on the maximum amount of data to be sent/received by any processor.
Order-Maintaining Data Movement
Sort Sorting a list of keys reorders them in a nondecreasing (or a non-increasing) order. Several algorithms are available in the literature for sorting [17] . The parallel sampling-based sort is used in this paper. For the rest of the paper we will assume that sorting n elements on p processors requires O( ) amount of time. This is true when n is O(pl+'), c > 0.
Remapping for Perturbations
In applications such as molecular dynamics [2] , particle-in-a-cell methods [18] , particle dynamics [ 141, etc., the interaction bet,ween several particles is simulated. These particles are dispersed in a two-or threedimensional space, and the simulation is performed for a large number of time steps. At each time step, the numerical approximation techniques used for simulation dictate that the amount of particle movement be small. Further. most of the important interactions in the simulation are limited to vertices that are physically proximate. Assume that index-based mapping is used for partitioning these vertices. The corresponding index is expected to change by a small amount, but this is not always the case (e.g., the index of (3, 3) is 15, while the index for (3, 4) is 26).
The remapping of the particles, after a few time steps, can be reduced t o the following problem. There is a sorted list, A , of size n. A nearly sorted list B is to be derived from list A by perturbing each element by a small amount (on an average) by adding or subtracting a small random number. An incremental sorting algorithm, given in Figure 3 , assumes the presence of a sorted list A divided equally among all the processors in a contiguous fashion. The local list A is divided into 1 buckets to get approximate boundaries of 1 buckets of B on each processor. For each element of B an appropriate bucket must be obtained. Each element of B can be classified into three categories, depending on whether the key belongs t o the same bucket as the corresponding entry of A , a different bucket on the same processor, or a bucket of another processor. These categories are termed Type 0, Type 1, and Type 2, respectively. For small perturbation, it is expected that most keys will be of Type 0, a small fraction of keys will be of Type 1, and an even smaller fraction will be of Type 2. The algorithm described in Figure 3 reflects this bias. Checks are made for keys of Type 0 before searching for Type 1, followed by Type 2. We chose an interpolation search over a binary search for the same reasons. Type 0 and Type 1 keys are added t o local buffers representing the different buckets on the same processor. Type 2 keys have to be moved to a different processor and added to appropriate buffers.
Step 3 completes the data transmission for the out-of-processor keys.
Step 4 searches for the buckets for nonlocal keys.
Step 5 performs the sorting in each of the buckets. This is followed by a load-balancing step.
For details of the complexity of this algorithm the reader is referred t o [9] . To study the behavior of this algorithm for varying values of n , artificial elemenh were generated in a three-dimensional space using a uniform random number generator. Each of the coordinate values were between 0 and 20, and the number of bits attached to each dimension was 10. This corresponds to 1024 bins along each dimension, with the size of the index key heing 30 bits. Thus each bin represented a value of approximately .02 x .02 x .02 units. The perturbation was limited to a sphere of the radius r and was accomplished as follows. For each data vertex we generated t,hree random numbers The experimental results in Figure 4 include the indexing time for graph remapping. Indexing represents a major fraction of the time spent on mapping. Since all the coordinates are assumed to have been perturbed, a new value of the index has to be recalculated. Thus the relative performance gain of mapping versus remapping is smaller (as compared to sorting vs. perturbation sorting), although the absolute performance gains are the same. In practical cases it is necessary only to recalculate the indices for vertices that have moved sufficiently (such that their indices might have changed) to reduce the cost. The cost of the indexing can also be substantially reduced by using table look-up methods. We assume that lists A and B are equally divided among all the processors for the following algorithms. However, for most practical cases the incremental vertices are added in localized portions. This would typically correspond to all the new vertices belonging to a few processors. In such cases a simple load-balancing scheme can be effectively applied [13] . The cost of this load-balancing scheme is nominal compared to the results described in the following sections. Our emphasis is to show that the worst-case cost of remapping is a small fraction of the total cost of remapping from scratch.
Simple Merging Algorithm
/* Sorted array A is distributed using block distribution * / /* Unsorted array B is distributed using block distribution * / /* Bound[a] is the largest key of A stored in processor 7 */ 3 All-to-Many communication using s e n d h s t 4 Sort all E , the elements received in Step 3 and call it C , 5 Merge list A , and C , 6 Perform Order-Maintaining Load Balance on A
Figure 5: Simple Merging Algorithm
A simple merging algorithm is given in Figure 5 . cost of merging for most cases. Most of the analyses provided in the following section correspond to near worst-case scenarios for each of the algorithms. An average case is hard to define and depends on the application to be solved and the particular algorithm used for merging. The performance of these algorithms would be much better in typical cases than the
Sort-Based Merging Algorithm
The algorithm first sorts all the keys in the UIIing two sorted lists. Although merging of sorted lists where n is the n u m b e r of vertices.
ordered list, thus reducing the problem to one of m r g -' T h e t i m e required for m a p p i n g from s c r a t c h is O( E logn), has been a widely studied problem in the literature, most of the algorithms thus developed have been for cases when the two lists are equal in size. To the best of our knowledge, we have not seen any algorithms for coarse-grained machines for such cases. A high-level overview of the algorithm for merging two lists is given in Figure 6 . The first step divides A and B into buckets of equal size (say 6). The number of buckets of A and B on each processor is qa and q b , respectively. For the sake of presentation we will assume that the number of local elements of A and B (" and F, respectively) are divisible by 6; we will describe the required changes if this is not the case.
The basic strategy is to find partitions that will divide the merged list into approximately equal sections. The first step is to find the boundaries of the buckets. We also keep track of the size of each bucket, which is useful for making the required modifications when the number of elements is not a multiple of the bucket size. Two new lists are formed on each of the processors by concatenating those boundary elements corresponding to the buckets of sizes qa p and Step 4. For details the reader is referred to [9] .
Experimental Results
In order to study the behavior of different algorithms on the CM-5, we selected a data set such that one processor generated all the elements within the smallest and largest elements of that, processor. This was followed by a load-balancing step in which the elements were equally distributed to all processors. This represents the near worst-case scenario for the merging algorithms.
The experimental results for different sized graplis and additional nodes for the two different algorit~hms are given in Figure 7 . The simple merge algorit,hm is better than sort-based merge only when the number of additional vertices is small. A hybrid algorithm can be derived, which works better for the intermediat,e range. For details the reader is referred to [9] .
The merging algorithms perform better tha.n sorting from scratch. By choosing the algorithm with the best worst-case performance, depending on the fraction of additional vertices added, a combined-merge algorithm can be derived. Figure 8 includes the cost of indexing in the combined-merge algorithm to give the worst-case cost of remapping. It assumes that. Figure I ) (b) . It has 10838 vertices and 32487 edges. Figure 10 gives the cost of performing the mapping of the initial graph and the cost of remapping with the additional vertices/edges using the index-based partitioner on a 32-node CM-5. All timings except the index-based repartitioning for the new graph assume that mapping is performed from scratch. The tiniings for recursive coordinate bisection (RCB) and recursive spectral bisection (RSB) are sequential times on a SUN4. Even assuming perfect parallelization of these two methods, the time required for an indexbased partitioner is better than that, for coordinate bisection and much better than that for spectral bisection. Further, the number of cross edges generated by an index-based partitioner (IBP) is close to that generated by coordinate bisection and slightly worse than that generated by spectral bisection. The cost of index-based remapping (IBR) is less than 10% of the time required for mapping from scratch.
Conclusions
In this paper we have presented parallel remapping algorithms for a class of incremental and adaptive data-parallel applications. The index-based mapping scheme has been shown to be extremely fast and to produce good quality mappings [lo] . We have shown that, by using the methods developed in this paper, remapping can be achieved at a fraction of the time required for mapping. Experimental results for these algorithms on a 32-node CM-5 support our conclusions.
We believe our methods would be crucial in the parallelization of the class of incremental and adaptive data-parallel applications targeted in this paper. One drawback of these methods is that they do not take the edge information into account for partitioning. We have developed remapping algorithms which take this information into account [8] .
