A Dynamic Uncertainty Principle for Jacobi Operators by Alvarez-Romero, Isaac & Teschl, Gerald
ar
X
iv
:1
60
8.
04
34
4v
2 
 [m
ath
-p
h]
  2
1 F
eb
 20
17
A DYNAMIC UNCERTAINTY PRINCIPLE FOR JACOBI
OPERATORS
ISAAC ALVAREZ-ROMERO AND GERALD TESCHL
Abstract. We prove that a solution of the Schro¨dinger-type equation i∂tu =
Hu, where H is a Jacobi operator with asymptotically constant coefficients,
cannot decay too fast at two different times unless it is trivial.
1. Introduction
The Hardy Uncertainty Principle has been studied by several authors in the
continuous case, see for example the monograph [7] or the recent articles [1, 2] and
the references therein. The dynamic version for the free Schro¨dinger equation says
that if u(t, x) is a solution of ∂tu = i∆u and |u(0, x)| = O(e
−x2/β2), |u(1, x)| =
O(e−x
2/α2), with 1/αβ > 1/4, then u ≡ 0 and if 1/αβ = 1/4, then the initial data
is a constant multiple of e−(1/β
2+i/4)x2 .
Similar results for the discrete Schro¨dinger equation have been obtained recently
[3, 4, 5, 6, 8]. In particular, our present paper is motivated by the following result
from Jaming, Lyubarskii, Malinnikova, and Perfekt [8] for the discrete Laplacian,
that is ∆df(n) = f(n− 1)− 2f(n) + f(n+ 1):
Theorem 1.1 ([8]). Let u(t, n) ∈ C1(R, ℓ2(Z)) be a solution of
i∂tu(t, n) = ∆du(t, n) + V (n)u(t, n), n ∈ Z, t ∈ [0, 1], (1.1)
where the potential V (n) is real-valued and compactly supported (i.e. V (n) 6= 0 only
for a finite number of n’s). If for some ǫ > 0,
|u(t, n)| < C
( e
(2 + ǫ)n
)n
, t ∈ {0, 1}, n > 0,
then u ≡ 0.
Moreover, in [8] the question was raised to extend this result to the case of
potentials with fast decay, not necessarily compactly supported. It is the main
purpose of the present paper to provide such an extension. In fact, we will also be
slightly more general and treat Jacobi operators
Hf(n) = a(n)f(n+ 1) + a(n− 1)f(n− 1) + b(n)f(n) (1.2)
in the Hilbert space of square summable sequences ℓ2(Z).
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Theorem 1.2. Let u(t, n) ∈ C1(R, ℓ2(Z)) be a solution of
i∂tu = Hu. (1.3)
Suppose that the sequences a(n), b(n), which define the Jacobi operator H, fulfill
(i) a, b ∈ ℓ∞(Z,R), a(n) > 0 and n(1− 2a(n)), nb(n) ∈ ℓ1(Z)
(ii)
∑
n≥N
(
|2a(n) − 1| + |b(n)|
)
≤ C 1
N(1+δ)2N
for N > 0, where C, δ > 0 are
some given constants.
If for some ǫ > 0, C > 0,
|u(t, n)| ≤ C
( e
(4 + ǫ)n
)n
, n > 0, t ∈ {0, 1}, (1.4)
then u ≡ 0.
Remark 1.1. (i) Condition (i) is used to assure the existence of the Jost
solutions for the Jacobi operator associated to (1.3). Condition (ii) is used
to ensure an analytic extension of one reflection coefficient to the interior
of the punctured unit disk.
(ii) The case where (a(n), b(n)) approach limits different from (12 , 0) can be
easily reduced to this case using that v(t, n) = u(αt, n)e−iβt solves i∂tv =
(αH + β)v.
(iii) In the case of two arbitrary times t0 < t1 the condition reads
|u(t, n)| ≤ C
(
(t1 − t0)e
(4 + ǫ)n
)n
, n > 0, t ∈ {t0, t1}.
(iv) By reflecting the coefficients a˜(n) = a(−n − 1), b˜(n) = b(−n) such that
u˜(t, n) = u(t,−n) solves i∂tu˜ = H˜u˜ we get a corresponding result on the
negative half line.
(v) Let w(n) ≥ 1 be some weight with supn(|
w(n+1)
w(n) | + |
w(n)
w(n+1) |) < ∞ and fix
some 1 ≤ p ≤ ∞. Set
‖u‖w,p =


(∑
n∈Z
w(n)|u(n)|p
)1/p
, 1 ≤ p <∞
sup
n∈Z
w(n)|u(n)|, p =∞.
Then one can solve (1.3) in the corresponding space ℓw,p(Z) and get a
unique global solution in these Banach spaces (note that our assumption
ensures that the shift operators are continuous with respect to these norms).
This shows that certain decay rates (up to exponential type) are preserved
by the time evolution.
To prove this theorem we follow a similar strategy as in [8] using growth of entire
functions and scattering theory of Jacobi operators. It will be given in Section 3.
We also mention another simple unique continuation type result inspired by [9].
Theorem 1.3. Let u(t, n), v(t, n) ∈ ℓ2(C1[0, 1],Z) be strong solutions of
i∂tu = Hu. (1.5)
Suppose a, b ∈ ℓ∞(Z,R), a(n) > 0. Given n0 ∈ Z and t0 < t1
u(t, n) = v(t, n) for n ∈ {n0, n0 + 1}, t ∈ (t0, t1) (1.6)
implies u ≡ v.
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Proof. Consider w(t, n) = u(t, n)−v(t, n). Then plugging the assumption w(t, n) =
0 for n = n0, n0 + 1, t ∈ (t0, t1) into the differential equation implies w(t, n) = 0
for n = n0 − 1, t ∈ (t0, t1) as well as for n = n0 + 2, t ∈ (t0, t1). Hence the claim
follows by applying this argument recursively. 
2. Preliminaries
In this section we are going to collect some results on the growth of entire func-
tions, all of which can be found in [10], especially in lectures 1 and 8. We will also
give a brief introduction to Jacobi operators and their Jost solutions which can be
found in Chapter 10 of [11].
2.1. Growth of entire functions. Let f(z) be an entire function. We say that f
is of exponential type σf if for |z| big enough and some σ > 0 we always have
|f(z)| < exp(σ|z|). (2.1)
The type σf of the function f is defined by
σf = lim sup
r→∞
logmax{|f(reiϕ)| : ϕ ∈ [0, 2π]}
r
Theorem 2.1. Let f(z) =
∑
n≥0 cnz
n, be an entire function, then the type of f
can be determined via the formula
lim sup
n→∞
n|cn|
1/n = eσf (2.2)
So far we have considered the growth of f(z) in all directions simultaneously,
but it may happen that the function behaves different along different directions.
To this end we introduce the indicator function
hf (ϕ) = lim sup
r→∞
log |f(reiϕ)|
r
, (2.3)
where ϕ denotes the direction we are interested in, i.e. arg(z) = ϕ.
It follows from the definition that
hf+g ≤ max(hf , hg) (2.4)
and
hfg ≤ hf + hg. (2.5)
Definition 2.1. A function K(θ) is called trigonometrically convex on the closed
segment [α, β] if for α ≤ θ1 < θ2 ≤ β, 0 < θ2 − θ1 < π we have
K(θ) ≤
K(θ1) sin(θ2 − θ) +K(θ2) sin(θ − θ1)
sin(θ2 − θ1)
, θ1 ≤ θ ≤ θ2.
Theorem 2.2. Let f(z) be an entire function of exponential type. Then its indi-
cator function hf is a trigonometrically convex function.
As a consequence we note
Corollary 2.1. Let f(z) be an entire function of exponential type, then
hf (ϕ) + hf (π + ϕ) ≥ 0. (2.6)
Remark 2.1. The key part of the proof of the Theorem 2.2 is the Phragme´n–
Lindelo¨f theorem, thus one can easily adapt the proof of Theorem 1 from Chapter 8
in [10] to show that it continuous to hold if f is only analytic in a region {z : |z| >
ρ}. In particular, inequality (2.6) is still true in this case.
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2.2. Jacobi operators and Jost solutions. Suppose
a, b ∈ ℓ∞(Z,R), a(n) > 0
and consider the associated self-adjoint Jacobi operator
H : ℓ2(Z)→ ℓ2(Z),
f 7→ τf,
where
τf(n) = a(n)f(n+ 1) + a(n− 1)f(n− 1) + b(n)f(n).
In fact, we will make the stronger assumption
n(2a(n)− 1) ∈ ℓ1(Z), nb(n) ∈ ℓ1(Z). (2.7)
We recall [11] that under this assumption the spectrum of H consists of an purely
absolutely continuous part covering [−1, 1] plus a finite number of discrete eigen-
values in R \ [−1, 1]. The associated spectral equation is
τf = λf (2.8)
where λ is a complex number and there are two independent solutions. The Wron-
skian of two solutions is given by
W (f, g) = a(n)
(
f(n)g(n+ 1)− g(n)f(n+ 1)
)
and does not depend on n if f, g both solve (2.8). Instead of λ it is more convenient
to use θ ∈ T := {z : |z| = 1} given by
λ : T→ [−1, 1],
θ 7→ λ(θ) :=
1
2
(θ + θ−1).
Theorem 2.3. Let a(n), b(n) be as in (2.7), then there exists solutions to (2.8),
called Jost solutions, e±(θ, n), 0 < |θ| ≤ 1, fulfilling
lim
n→±∞
e±(θ, n)θ∓n = 1, 0 < |θ| ≤ 1.
We can write the Jost solutions in terms of Fourier series via
e+(θ, n) =
θn
A+(n)
(
1 +
∞∑
j=1
K+,j(n)θ
j
)
, |θ| ≤ 1,
e−(θ, n) =
θ−n
A−(n)
(
1 +
∞∑
j=1
K−,j(n)θ
j
)
, |θ| ≤ 1,
(2.9)
where A−(n) =
∏n−1
m=−∞ 2a(m), and A+(n) =
∏∞
m=n 2a(m). Notice that A±(n)
are uniformly bounded due to (2.7). For later use we will also set K±,0(n) := 1.
Moreover, the coefficients K+,j(n) are bounded by
|K+,j(n)| ≤ D+,j(n)C+(n+ ⌊
j
2
⌋+ 1), j ∈ N, (2.10)
where
C+(n) =
∞∑
m=n
c(m), D+,m(n) =
m−1∏
j=1
(1+C+(n+j)), c(n) = 2|b(n)|+|4a(n)
2−1|
(2.11)
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and ⌊x⌋ = max{n ∈ Z|n ≤ x} is the usual floor function. Notice that {D+,m(n)}m,n∈N
is a bounded set. For K−,j(n) we have analogous results.
We already know that the Wronskian does not depend on n, whence we observe
that the Jost solutions e±(θ, n), e±(θ−1, n) are independent for |θ| = 1, θ2 6= 1:
W (e±(θ), e±(θ−1)) = ±
1− θ2
2θ
.
Moreover, they can be expressed as
e±(θ, n) = α(θ)e∓(θ−1, n) + β∓(θ)e
∓(θ, n), |θ| = 1, (2.12)
where
α(θ) =
W (e∓(θ), e±(θ))
W (e∓(θ), e∓(θ−1))
=
2θ
1− θ2
W (e+(θ), e−(θ))
β±(θ) =
W (e∓(θ), e±(θ−1))
W (e±(θ), e±(θ−1))
= ±
2θ
1− θ2
W (e∓(θ), e±(θ−1))
(2.13)
Our assumption (2.7) implies c ∈ ℓ1(Z) and hence e±(., n) are analytic inside the
unit disc D := {z : |z| < 1} and continuous up to the boundary. Consequently α is
analytic inside the unit disc
α(θ) =
1
A
∑
j≥0
Kjθ
j , A =
∞∏
m=−∞
2a(m) > 0, (2.14)
with Kj = limn→∓∞K±,j (in particular K0 = 1). The only zeros inside D of α are
the eigenvalues and hence there are only finitely many. For later use we record the
trivial consequence
lim sup
|θ|→∞
log |α(θ−1)|
|θ|
= 0. (2.15)
Moreover, the additional assumption
∑
n≥N
(
2|b(n)|+ |4a(n)2 − 1|
)
≤
C
N (1+δ)2N
, N > 0, (2.16)
implies
Lemma 2.1. Under the assumptions (2.7) and (2.16) we have that e+(., n) is an
entire function satisfying
lim sup
|θ|→∞
log |e+(θ, n)|
|θ|
≤ 0. (2.17)
Proof. This is a simple application of Theorem 2.1 using (2.16) and (2.10). 
As a consequence we note that β+ is analytic in the punctured unit disc D \ {0}
and satisfies
lim sup
|θ|→∞
log |β+(θ
−1, n)|
|θ|
≤ 0. (2.18)
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3. Schro¨dinger evolutions
Consider
F(f)(θ) =
∑
n∈Z
f(n)
(
e+(θ, n)
e−(θ, n)
)
, (3.1)
then F : ℓ2(Z)→ L2(T+ ∪ {θj}, dρ) is unitary such that
F(Hf)(θ) = λ(θ)F(f)(θ), (3.2)
where
dρ(θ) =
(
1 0
0 1
)
dθ
2πiθ|α(θ)|2
+
k∑
j=1
(
γj 0
0 0
)
dΘ(θ − θj) (3.3)
is the associated spectral measure. Here θj are the eigenvalues of H , γ
−1
j :=∑
n∈Z |e
+(θj , n)|
2 are the corresponding norming constants, and dΘ(θ − θj) is a
Dirac measure centered at θj .
In particular, if
u(t) = e−itHu(0)
is the solution of (1.1), then
F(u(t))(θ) = e−iλ(θ)F(u(0))(θ), λ(θ) =
1
2
(θ−1 + θ).
Proof of Theorem 1.2. Consider the auxiliarly function Φ(t, θ) defined as (using
(2.12))
Φ(t, θ) :=
∑
n∈Z
u(t, n)e−(θ, n)
=
∑
n<0
u(t, n)e−(θ, n) + β+(θ)
∑
n≥0
u(t, n)e+(θ, n) + α(θ)
∑
n≥0
u(t, n)e+(θ−1, n)
(3.4)
=: A1(t, θ) + β+(θ)A2(t, θ) + α(θ)B(t, θ).
Due to our assumption (2.7) and the estimate (2.10) the two sums Ak(t, θ) converge
compactly with respect to θ ∈ D and hence represent analytic functions on D.
Moreover, by Lemma 2.1 A(t, θ) := A1(t, θ) + β+(θ)A2(t, θ) is analytic in D \ {0}
and satisfies
lim sup
|θ|→∞
log |A(t, θ−1)|
|θ|
≤ 0.
By (2.15) it remains to study
B(t, θ) := B1(t, θ
−1) +B2(t, θ
−1),
where B1(t, θ) :=
∑
n≥0 v(t, n)θ
n and B2(t, θ) :=
∑
n≥0 v(t, n)
∑
j≥1K+,j(n)θ
j+n
and v(t, n) := u(t,n)A+(n) . Note that v(t, .) ∈ ℓ
2(Z) also satisfies (1.4) (but of course
with a different constant in general) and hence B1(t, .) is entire with
lim sup
|θ|→∞
log |B1(t, θ)|
|θ|
≤
1
4 + ǫ
, t ∈ {0, 1}. (3.5)
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Due to (2.9) and (2.10), the series B2(t, θ) is absolutely convergent for t ∈ {0, 1}
and we have
B2(t, θ) =
∑
n≥0
v(t, n)
∑
j≥1
K+,j(n)θ
j+n =
∞∑
j=1
bj(t)θ
j , t ∈ {0, 1},
where bj(t) :=
∑j−1
k=0 v(t, k)K+,j−k(k). Moreover, by (2.10), (2.16)
|K+,j(n)| ≤ D+,j(n)C+(n+ ⌊
j
2
⌋+ 1) ≤
C
(n+ ⌊j/2⌋+ 1)(1+δ)2(n+⌊j/2⌋+1)
≤ C
(
2
j + n
)(1+δ)(j+n)
.
Whence using (1.4)
|bj(t)| ≤
j−1∑
k=0
|v(t, k)||K+,j−k(k)| ≤ C
(
2
j
)(1+δ)j j−1∑
k=0
( e
(4 + ǫ)k
)k
here C > 0 is a constant. Thus B2(t, .) is entire with
lim sup
|θ|→∞
log |B2(t, θ)|
|θ|
≤ 0, t ∈ {0, 1}.
In summary we have
lim sup
|θ|→∞
log |B(t, θ−1)|
|θ|
≤ lim sup
|θ|→∞
log |B1(t, θ)|
|θ|
≤
1
4 + ǫ
, t ∈ {0, 1}
and therefore
lim sup
|θ|→∞
log |Φ(t, θ−1)|
|θ|
≤
1
4 + ǫ
, t ∈ {0, 1}.
Using inequality (2.6), this implies
0 ≤ lim sup
r→∞
log |Φ(t, r−1eipi/2)|
r
+ lim sup
r→∞
log |Φ(t, r−1e−ipi/2)|
r
≤
1
4 + ǫ
+ lim sup
r→∞
log |Φ(t, r−1e±ipi/2)|
r
, t ∈ {0, 1},
that is,
lim sup
r→∞
log |Φ(t, r−1e±ipi/2)|
r
≥ −
1
4 + ǫ
, t ∈ {0, 1}.
On the other hand, by (3.2) we have
Φ(t, θ) = e−itλ(θ)Φ(0, θ)
for |θ| = 1 in the sense of L2. Since we have seen that Φ(1, θ) is analytic for
θ ∈ D \ {0} and continuous up to T we conclude that
Φ(1, θ) = e−iλ(θ)Φ(0, θ), 0 < |θ| ≤ 1. (3.6)
But this is not possible unless Φ ≡ 0, since by (3.6) we have
lim sup
y→∞
log |Φ(1,−iy−1)|
y
=
1
2
+ lim sup
y→∞
log |Φ(0,−iy−1)|
y
≥
1
2
−
1
4 + ǫ
>
1
4 + ǫ
8 I. ALVAREZ-ROMERO AND G. TESCHL
In addition, we know
lim sup
y→∞
log |B1(1, iy)|
y
≥ lim sup
y→∞
log |B(1,−iy−1)|
y
≥ lim sup
y→∞
log |Φ(1,−iy−1)|
y
,
contradicting (3.5) unless Φ(1, θ) ≡ 0. But this implies F1(u(1))(θ) = 0 for θ ∈
T and θ = θj . Using (2.12) we also get F2(u(1))(θ) = 0 for θ ∈ T and hence
F(u(1)) ≡ 0, that is u(t) ≡ 0. 
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