The detection of additive outliers in integrated variables has attracted some attention recently, see e.g. Shin et al. (1996), Vogelsang (1999 and Perron and Rodriguez (2003). This paper serves several purposes. We prove the inconsistency of the test proposed by Vogelsang, we extend the tests proposed by Shin et al. and Perron and Rodriguez to the seasonal case, and we consider alternative ways of computing their tests. We also study the effects of periodically varying variances on the previous tests and demonstrate that these can be seriously size distorted. Subsequently, some new tests that allow for periodic heteroskedasticity are proposed.
Introduction
Franses and Haldrup (1994), and Shin et al. (1996) , for non-seasonal time series, and Haldrup et al. (2004) , for seasonal data, have shown that the presence of additive outliers (AO) affects the limiting distribution of Dickey-Fuller type tests which tend to overreject the null in this case. The intuition behind these results is that the AOs introduce an MA-type autocorrelation component which distorts the size of the tests. As a consequence, it is necessary to check for the presence of outliers prior to testing for unit roots. With respect to the first step, i.e. the testing for the presence of outliers in I(1) variables, Shin et al.
(1996) (SSL hereafter), Vogelsang (1999) and Perron and Rodriguez (2003) , (PR hereafter), have proposed some new tests. Concerning the second aspect, i.e. the correction for the outliers when testing for unit roots, this has been considered by Franses and Haldrup (1994) , Haldrup et al. (2004) , Shin et al. (1996) and Vogelsang (1999) . One of the suggestions of the last author is to use modified Phillips-Perron (1988) tests. Franses and Haldrup proposed to extend the auxiliary regression by including dummy variables to control for the AOs. whilst Shin et al. suggested to consider the observation affected by AOs as a missing observation and replace this by its expected value under the hypothesis of a unit root.
In this paper we first review the tests proposed by Vogelsang, Perron and Rodriguez, and Shin et al. We prove the inconsistency of the test proposed by the first author. Perron and Rodriguez (2003) have already shown that the iterative procedure based on this test is inconsistent, however, we demonstrate that the test itself is not consistent. Some simulation experiments show the poor performance that exists even in finite samples. Next, we extend the tests proposed by PR and SSL in several ways: we adapt the tests to the seasonal case and we consider different ways of computing the tests. By Monte Carlo experiments the performance of these alternative tests is studied.
Next, we study the effects of periodically varying variances on the PR and SSL tests. This feature of the seasonal integrated processes has been pointed out, by among others, Burridge and Wallis (1990) , Burridge and Taylor (2001) and Franses (1996) . We show that the tests for the detection of AOs in (seasonally) integrated processes have serious size distortions if the periodic heteroscedasticity is not taken into account, and hence we suggest some simple modifications of the tests that are robust to this feature.
Testing for additive outliers in integrated time series
Consider the univariate process generated by
where u t is an I(0) process and s indicates the number of observations per year.
The observed variable is
where µ t collects the deterministic terms and δ t is a Bernouilli-type variable independent of u t , such that P (δ t = 1) = P (δ t = −1) = p/2, P (δ t = 0) = 1 − p, 0 ≤ p < 0.5. Accordingly, z t is an integrated process subject to AOs. In the following we will consider some simple procedures to detect outliers in integrated processes.
The Vogelsang test
The test proposed by Vogelsang (1999) is based on estimating by OLS the sequence of (spurious) regressions
for any T ao = 1, 2, ..., T, where F (t/T ) is a vector of deterministic terms such as time trends and seasonal dummy variables. D(T ao ) t is a dummy variable that takes value 1 for t = T ao and 0 otherwise. The test statistic is given by τ = sup T ao¯t b θ (T ao )¯and the null hypothesis of θ = 0 is rejected if τ is greater than a given critical value. Under the null hypothesis of θ = 0 and the assumption that λ = T ao /T remains fixed as T grows, the asymptotic distribution of the test is given by (see Vogelsang, 1999):
where ⇒ denotes weak convergence of the associated probability measures and W * (r) are the residuals from the projection of W (r), a standard Wiener process, onto the space spanned by F (r) on (0,1). This asymptotic distribution is free of nuisance parameters and is invariant to the autocorrelation structure of u t . The next proposition establishes the asymptotic distribution of the test under the alternative hypothesis. The proof is shown in the Appendix.
Proposition 1 Under the alternative hypothesis of θ 6 = 0, the asymptotic distribution of τ is given by (4) .
Thus, the test statistic has the same asymptotic distribution both under the null and under the alternative and the power will equal the size even asymptotically; hence the test proposed by Vogelsang (1999) is inconsistent 1 . One intuition behind this result is that the presence of additive outliers introduces a MA component in I(1) processes, see e.g. Franses and Haldrup (1994) , however, the asymptotic distribution of the test, given by (4) , is invariant to serial correlation. Another intuition behind the proposition is that an additive outlier will become negligible compared to the I(1) stochastic trend component as the sample size tends to infinity 2 . Some Monte Carlo experiments confirm these findings. Table 1 shows the detection frequencies of the test when there is a fixed outlier in the middle of the sample of a random walk. Four sample sizes, T = {50, 100, 200, 400}, and values of θ = {0, 5, 10, 15} are considered. When θ = 0, no outliers are present and around 96% of the times the test gets the correct conclusion of absence of outliers using Vogelsangs critical values. For θ > 0, the test only detects the outlier for large values of θ and small sample sizes (say 50). When the sample size grows the performance of the test quickly deteriorates because the influence of the outlier is hidden in the total variation of the variable. Only for large magnitudes of the outlier (say, θ = 15) the total number of detected outliers almost corresponds to the actual number of AOs. As well as for fixed outliers, the sample size deteriorates the ratio between detected outliers and effective outliers.
[insert table 2 about here]
Hence, we conclude that the test proposed by Vogelsang (1999) is generally inadequate for the detection of outliers.
The Shin et al. test
Here we extend to seasonal data the outlier detection test suggested by Shin et al. (1996) . The test, which is the uniformly most powerful unbiased test for θ = 0, is given by, τ
i , ∆z t = z t −z t−1 and t 0 is the time point at which max {|d t | :
The test can be easily extended to seasonal data, in which case special attention must be taken with respect to the outliers located at the beginning and at the end of the sample. This amounts to 2s observations and for the usual sample sizes used in economics, this could be an important fraction of the available information. Let us suppose that a single outlier is located at T ao ≤ s, in which situation all the information about θ is contained in ∆ s z Tao+s = y Tao+s −y Tao −θ = u Tao+s −θ. If the outlier is not located in the tails of the sample, all the information about θ is contained in ∆ s z Tao+s = u Tao+s − θ and
and, thus, the test statistic for seasonal data is given by
where
With respect to the deterministic terms, these can be dealt with by prior regression of ∆ s z t on the deterministic terms and proceeding the analysis by using the residuals. The robust variance can be computed as
where k is the number of deterministic regressors. Other robust estimators of the variance can be used, such as the median absolute deviation (MAD) and the trimmed standard deviation.
Once an outlier is detected, Shin et al. suggest to treat this as a missing observation and replace it with its forecast under the null hypothesis of a random walk. That is, suppose that an AO was found at T ao , then the contaminated observation z T ao has to be replaced by:
Then, the new series with the corrected observation must be checked for the presence of new outliers and the corresponding observations replaced by its forecast. The iterative procedure stops when no additional outlier is found.
The PR test
The PR test (Perron and Rodriguez, 2003) is based on the auxiliary regression:
where D (T ao ) t−j = 1 when t = T ao + j and 0 otherwise, so that, under the null hypothesis of θ = 0
Perron and Rodriguez (2003) propose to estimate the variance of b θ as: var
, the test statistic reads
Note however, that for T ao = T the t-statistic to be computed should be
The PR test can be easily extended to the seasonal case by considering the auxiliary regression
in which case,
and,
In a similar way,
and the test statistic is given by
If one outlier is located in the initial observations, T ao ≤ s, then ∆ s z Tao+s = u T ao +s − θ. On the contrary, if the outlier lies in s < T
ao +s = u T 0 ao +s − θ. Thus, one way to determine whether an outlier in the initial observations lies in T ao ≤ s or in T ao + s could be to com-
Concerning the deterministic terms, let us consider the auxiliary regression
where F (t/T ) is a vector of deterministic terms such as a constant, a trend, and seasonal dummy variables. OLS estimation of this equation is equivalent to
where ∆ s z * t and
Then, we can use the auxiliary regression
that is, to use the demeaned variable. Given that under our assumption ∆ s z t is stationary, demeaning will not affect the critical values. Hence, it is enough to compute the critical values for the most simple regression.
Once an outlier has been detected, Perron and Rodriguez (2003) suggest to drop the corresponding observation. With seasonal data, this procedure cannot be followed given that it will distort the seasonal autocorrelation structure of the data. For instance, eliminating one observation in one quarter will mean that the corresponding year will have only three quarters. Hence, we suggest to follow the procedure suggested by Shin et al. (1996) and substitute the observation of the outlier by its forecast under the hypothesis of a seasonal random walk with deterministic components.
We have simulated the critical values associated with the test (10). It occurs that the fractiles are practically identical to those of Perron and Rodriquez (2003) where it is the total number of observations that matter for the relevant distribution. These findings apply regardless of the deterministics that have been conditioned upon in the construction of the test.
Monte Carlo Experiments
In this subsection we study the finite sample performance of the above tests for detecting outliers in seasonal data, i.e. τ 
In all experiments 3000 replications were used and m = 4. Tables 3 to 6 show the size and power of the tests. To save space, for the SSL test only the results computing the variance with (6) are shown. Qualitatively similar results were obtained using the median absolute deviation and the trimmed standard deviation estimators.
The τ SSL ∆sz test has serious size problems for autocorrelated errors and for stationary processes. Moreover, the τ SSL ∆ s z test seems the most powerful test but it outperforms the τ P R s test for the cases where its size distortion is bigger and in terms of size-adjusted powers the test seems less attractive. Overall, the τ P R s test seems to be the best test as it has the correct size in all the cases as well as good power. The rejection frequencies for the τ 
Periodic heteroscedasticity
Let us suppose that the process is a seasonal random walk with periodic heteroscedasticity: y t = y t−s + u t , with u t ∼ iid(0, σ 
Table 7, Panel A shows the rejection frequencies of the Perron-Rodriguez test (8) when there is periodic heteroscedasticity. This DGP was also considered in Burridge and Taylor (2001) . As it is observed, the periodic variances introduce a significant size distortion of the test. To avoid this poor performance, the PR test statistics could be modified according the periodic nature of the variances. Hence, we can define the statistic:
and b θ (T ao ) is the OLS estimate of θ in (7). That is, the variance and autocovariances are estimated using only the observations corresponding to the same season where the (possible) additive outlier is located. Another strategy could be to pretest for periodic variances and, if periodicity is detected, then compute τ P R P H , otherwise, compute τ P R s . Let us denote as τ P R P −P H the supremum statistic computed with this procedure. Table 7 Panel B shows that τ P R P H and τ P R P −P H have good size when the process is a random walk with periodic variances. Tables 8 to 11 show the size and power of these two tests for non-heteroscedastic processes. These results can be compared with those of Tables 3 to 6. It seems that the new tests perform almost equally compared to τ P R s for these DGPs. Hence, we strongly recommend to use the tests that are robust to periodic heteroscedasticity.
Empirical applications
In order to illustrate the performance of the procedures for outlier detection, we have applied the tests to the analysis of US money demand. To that end, we have selected the most liquid definition of money demand, considering both the currency component of the US money stock, measured by M1, as well as the currency in circulation in the US economy. We will refer to these as CCM1 and CC, respectively. The variables have been made real by using the US consumer price index as deflator. The monthly data covers the period 1947:1-2004:2 and the data are from the Board of Governors of the Federal Reserve System (see http://www.forecasts.org/data ). Figures 1-3 display the variables and their first regular and first seasonal differences, respectively. These figures show that the variables exhibit similar behavior. Also, the series do not seem stationary, they exhibit a clear seasonal component and finally, they take values abnormally high in some periods. More precisely, we can relate these abnormal behaviour to the end of 1999 and the first half of 2001 episodes. Thus, it will be interestsing to see whether we can identify these as being outliers using the various tests. The results of the currency in circulation, CC, are rather similar, although slight modifications exist. First, we observe that the τ P R P H statistic detects the existence of 6 outliers, the τ 
Conclusions
In this paper we have considered three exisiting tests for the detection of additive outliers in integrated processes and have extended these in several ways. First, we have shown that the test proposed by Vogelsang (1999) is inconsistent. Second, we have extended the procedures suggested by Shin et al. (1996) and Perron and Rodriguez (2003) to the seasonal case. Monte Carlo experiments have shown that the latter test outperforms the former in terms of size, which is almost equal to the nominal one in all the (homoscedastic) scenarios considered. Third, it has been reported that the presence of periodic heteroscedasticity introduces a size distortion in the previous tests. Consequently, two new tests that consider this feature are proposed and simulation experiments have shown their good performance in terms of both power and size. [8] Phillips, P. C. B. and P. Perron, (1988). Testing for a unit root in time series regression. Biometrika 75, 335-346.
[9] Shin, D.W., S. Sarkar and J.H. Lee (1996) . Unit root tests for time series with outliers. Statistics & Probability Letters. 30, 189-197.
[10] Vogelsang, T. J., (1999). Two simple procedures for testing for a unit root when there are additive outliers. Journal of Time Series Analysis. 20, 237-52.
Appendix
Proof. Proposition 1: From the expressions (1) and (2), define S t = P j u j and µ t = F (t/T ) 0 β, then the data-generation process under the alternative of θ 6 = 0 is given by z t = µ t + (S t + θδ t ) = µ t + S ηt , whereas under the null S ηt = S t . Let D * (T ao ) t and S * ηt denote the residuals from the regression of D(T ao ) t and z t respectively on F (t/T ). The t-ratio testing θ = 0 can be written as (see Vogelsang, 1999, Appendix page 251):
Note that the presence of AOs does not modify neither the long-run variance of ∆y t :
, nor the asymptotic limits of the numerator and the denominator:
2 dr in both cases, for θ = 0 and for θ 6 = 0. Hence, the test has the same limit under the null and the alternative hypothesis and therefore is inconsistent. Notes: The data-generating process is given by zt = yt + θδt, t = 1, 2, ...T , where ∆y t = ε t , ε t ∼ N(0, 1) and δ t is an independent sequence of Bernouilli variables with P (δ t = 1) = P (δ t = −1) = p/2. The auxiliary regression is given by: yt = µ +θD(Tao)t +ût. 1000 replications and a 10% significance level were used.Nao stands for the (average) number of outliers in the samples andn ao for the (average) number of outliers detected. The numbers in parenthesis are the frequencies of correctly detected outliers. See table 3 Table 9 : Size of the PR test robust to periodic heteroskedasticity. Stationary ARIMA processes d = 0; δ j = 0 ∀ j; θ = 0 τ P R P H τ P R P −P H ρ n 1 n 2 n 3 n 4 n >4 n 1 n 2 n 3 n 4 n >4 0.9 0.050 0.001 0.000 0.000 0.000 0.051 0.001 0.000 0.000 0.000 0.7 0.047 0.001 0.000 0.000 0.000 0.046 0.003 0.000 0.000 0.000 0.5 0.056 0.003 0.000 0.000 0.000 0.047 0.003 0.000 0.000 0.000 0.3 0.061 0.003 0.000 0.000 0.000 0.056 0.004 0.000 0.000 0.000 0 0.078 0.002 0.000 0.000 0.000 0.055 0.002 0.000 0.000 0.000
Note: See table 3   Table 10 : Power of the PR test robust to periodic heteroskedasticity. Nonstationary ARIMA processes PANEL A: d = 1; δ j = {5, 3, 2, 2} for T ao = {30, 55, 77, 100}; ρ = 0 τ P R P H τ P R P −P H θ n 1 n 2 n 3 n 4 n >4 n 1 n 2 n 3 n 4 n >4 −0. See table 3   Table 11 : Power of the PR test robust to periodic heteroskedasticity. Stationary ARIMA processes d = 0; δ j = {5, 3, 2, 2} for T ao = {30, 55, 77, 100}; θ = 0 τ P R P H τ P R P −P H ρ n 1 n 2 n 3 n 4 n >4 n 1 n 2 n 3 n 4 n >4 0. See table 3 Table 12 : Detected outliers for US M1, CCM1, and the US currency in circulation, CC. τ
