Abstract. We consider networks for isentropic gas and prove existence of weak solutions for a large class of coupling conditions. First, we construct approximate solutions by a vectorvalued BGK model with a kinetic coupling function. Introducing so-called kinetic invariant domains and using the method of compensated compactness justifies the relaxation towards the isentropic gas equations. We will prove that certain entropy flux inequalities for the kinetic coupling function remain true for the traces of the macroscopic solution. These inequalities define the macroscopic coupling condition. Our techniques are also applicable to networks with arbitrary many junctions which may possibly contain circles. We give several examples for coupling functions and prove corresponding entropy flux inequalities. We prove also new existence results for solid wall boundary conditions and pipelines with discontinuous crosssectional area.
Introduction
This paper considers networks modeled by one dimensional conservation laws which are coupled at a junction. We are especially interested in (isentropic) gas flows in pipeline networks, but there are many other applications for example in traffic, supply chains, data networks or blood circulation. This field became of interest of many researchers in the last two decades and was studied in various directions (analysis, numerics, modeling, optimization,...). See for example the overview by Bressan et al. [12] . In this paper we will rigorously prove existence of solutions to the coupled Cauchy problem. We use a kinetic BGK model to construct approximate solutions and justify the limit with the compensated compactness method. The obtained macroscopic solution satisfies inherited entropy flux inequalities at the junction.
Bouchut [10] introduced a (vector-valued) BGK model relaxing to the isentropic gas equations. We will use this model to construct a sequence of approximate solutions. Berthelin and Bouchut proved the relaxation of finite mass and energy solutions rigorously for initial value problems [4, 5] and initial boundary value problems [6] . The construction of BGK solutions is simple and can be done by a characteristics formula and a fixed point argument. We adopt these techniques to networks with a kinetic coupling condition. To justify the relaxation process, we will use Tartar's method of compensated compactness [27] . The method can be used for strictly hyperbolic conservation laws with a rich family of entropies. DiPerna [17] adopted this technique to the isentropic gas equations which are not strictly hyperbolic in the vacuum. DiPerna's result holds if the finite mass and energy initial data is bounded in L 8 and the adiabatic exponent is given by γ " 1`2{n, where n P N ě3 denotes the degrees of freedom of the molecules. In the meantime this result was extended to every γ ě 1. We will restrict ourselves to the case γ P p1, 3q, which contains the cases of air and the shallow water equations. Since the arguments of compensated compactness are local, we can apply a result by Lions, Perthame and Souganidis [25] separately to every single pipeline.
Network models for the isentropic gas equations were addressed by many researchers [2, 3, 14, 21] . Most of the results are based on the wave front tracking technique proposed by Dafermos [15] . The first step consists of finding solutions to so-called generalized Riemann problems at the junctions. These Riemann problems can be used to construct solutions to Cauchy problems if the total variation of the initial data is sufficiently small. Notice, that this is a strong restriction to the technique. Furthermore, the front tracking method is not able to handle networks with arbitrary many junctions which may contain circles. There are also some publications which use a kinetic approach to derive coupling conditions for the macroscopic model [7, 8, 9, 20] . Recently, Borsche and Klar studied half-Riemann problems for scalar [8] and linear [7] equations with a kinetic approach to derive macroscopic coupling conditions. Their coupling conditions are defined in a more explicit way compared to our conditions, and they are more interested in numerical aspects. On the other hand, coupling conditions introduced by entropy flux inequalities seem to be the more natural choice for analytical considerations.
The most important problem in studying networks is to define the (physically correct) coupling condition. In the case of BV -solutions, the trace of the variables ρ and u always exists, and we can simply give explicit conditions for these traces. A natural condition is conservation of mass or equivalently that the mass-in-flux is equal to the mass-out-flux at the junction. One can simply check that this condition is not sufficient to ensure uniqueness of the solution. The most common additional conditions are equality of pressure, momentum flux or the Bernoulli invariant at the junction. As proven by Reigstad [26] , the first two coupling constants do not produce physically correct solutions in the sense that energy could increase at the junction. Equality of the Bernoulli invariants ensures this property, but this condition is not able to explain the Bernoulli principle. Furthermore, all these macroscopic coupling conditions are not able to describe different geometries of the junction. Next, we explain our approach to construct physically correct coupling conditions. First, notice that we cannot ensure existence of boundary traces of ρ and u itself since we consider L 8 -solutions. A similar problem appears if one considers initial boundary value problems. Since the seminal paper by Dubois and LeFloch [18] , it is a standard approach to define boundary conditions by inequalities for certain entropy fluxes at the boundary. Existence of solutions with these boundary conditions was proven in [6] for the isentropic gas equations. This result motivates to adapt this idea to networks and illustrates why we want to express the coupling condition in terms of entropy flux traces. The conditions are inherited from the coupling condition on the kinetic level. We couple the kinetic BGK solutions by a certain coupling function Ψ, which satisfies inequalities for increasing functions of the kinetic entropy flux traces. As for the Godunov scheme [22] , we can show that the entropy flux traces are lower semicontinuous with respect to the limit ǫ Ñ 0. Therefore, the entropy flux inequalities remain true for the macroscopic limit. Our main existence result for the macroscopic solution holds for a large class of kinetic coupling functions Ψ with controlled mass and entropy production. This generality can be used to model the geometry and the local behavior of the junction. In particular, we expect that there is no unique physically correct coupling condition. A similar phenomenon appears in the theory of non-conservative products [16] which can be used to model gas pipelines with discontinuous cross-sectional area [23] . We conjecture that a sufficiently large set of entropy flux inequalities at the junction leads to (in some sense) unique solutions. We give some examples for coupling functions and prove corresponding entropy flux inequalities. For example coupling functions given by a convolution operator or given by linear combinations of the incoming data with the same velocity. Furthermore, we get results for solid wall boundary conditions and pipelines with discontinuous cross-sectional area since they are special cases of our setting.
The paper is organized as follows. In the first part, we use very general coupling conditions to prove the main results in Section 2. In Section 3, we introduce the kinetic model and all necessary properties of it. In Section 4, we prove existence for the coupled kinetic BGK equation. In Section 5, we give a maximum principle on the Riemann invariants which is used to justify the limit ǫ Ñ 0 and to prove the macroscopic boundary conditions in Section 6. This finishes the proofs of the main results, and we continue with some examples for coupling functions and prove entropy flux inequalities in Section 7. In Section 8, we show how to generalize our results to networks with arbitrary many junctions and give a short outlook for further research.
We finish the introduction with some notation. The natural space to consider kinetic boundary traces is L 1 µ with the measure dµ " |ξ|dξdt. Sometimes we consider locally integrable functions in x in the sense that f P L 1 pp0, 8q tˆΩxˆRξ q for every compact set Ω Ă p0, 8q and use the simpler notation f P L 1 pp0, 8q tˆp 0, 8q loc,xˆRξ q. We write f P L 1 pΩq for both f P L 1 pΩ, Rq and f P L 1 pΩ, R 2 q. For f P L 1 pR ξ , R 2 q with f P D i ξ for a.e. ξ P R, we write f P L 1 pR ξ , D i ξ q. Furthermore, we use combinations or small extensions of these notations.
Main Results
We study gas networks consisting of d P N (infinitely long) pipelines connected by a single junction. Each pipeline is modeled by a one-dimensional half-space solution to the isentropic gas equations
with pressure ρ i pt, xq ě 0, flow velocity u i pt, xq P R and κ ą 0, 1 ă γ ă 3. The cross-section of the i-th pipeline is given by A i ą 0. Bouchut [10] introduced a semi-kinetic BGK model for the isentropic gas equations given by
where
M is a vector-valued Maxwellian for this system and will be defined later. We ask for solutions to the BGK model satisfying
3) 4) and coupling condition
The coupling function is given by Ψ : p0, 8qˆL 6) and satisfies the continuity property:
Hpf 0,i px, ξq, ξq dxdξ ă 8.
Let Ψ satisfy (2.6 -2.7). Assume that there exist b 0 , b H P L 1 pp0, 8q loc,t , r0, 8qq such that for a.e. t P p0, 8q 
Furthermore, we have for any t P r0, 8q
Hpf i pt, x, ξq, ξq dxdξ
If we additionally assume equality in (2.9) for a.e. t P p0, 8q, we obtain equality in (2.15).
In the next step, we want to take the limit ǫ Ñ 0 to obtain a macroscopic solution to the isentropic gas equations (2.1). As usual, we ask for an entropy solution to (2.1) which additionally satisfies B t pη S pρ i , u i qq`B x pG S pρ i , u iď 0 in p0, 8q tˆp 0, 8q x (2.17) for entropy pairs pη S , G S q parametrized by a convex function S : R Ñ R of class C 1 with |Spvq| ď Bp1`v 2 q for a constant B ą 0. To justify the limit, we will need uniform L 8 -bounds on the solutions which can be obtained by a maximum principle for the (kinetic) Riemann invariants. We introduce the family of kinetic invariant domains (
We assume f 0,i P L 1 pp0, 8q xˆRξ ,D i ξ q and for a.e. t P p0, 8q 
Basic Properties of the BGK Model
In this section, we recall several properties of the BGK model for isentropic gas. The section is based on [4, 5, 6] and all proofs are given there. Almost all results in this section are point-wise or independent of the coupling condition. Therefore, we restrict ourselves to the case d " 1 and omit the indices. The Maxwellian is given by M rf spt, x, ξq " M pρpt, xq, upt, xq, ξq (3.1)
The Maxwellian satisfies the following moment properties
for every ρ ě 0 and u P R. A useful property of the isentropic gas equations is the huge class of entropies parametrized by convex functions S : R Ñ R. The kinetic entropies are defined by
ρpf, ξq " a´2 γ´1 γ˜ˆf
is the inverse relation to f " M pρ, u, ξq. The kernel Φ is defined by
Φ is symmetric in ξ, v, satisfies Φ ě 0 and ş R p1, vqΦpρ, u, ξ, vq dv " M pρ, u, ξq. The macroscopic entropy and entropy flux are given by
The kinetic entropy parametrized by Spvq " v 2 {2 is given by 19) and the corresponding macroscopic entropy is the physical energy
The isentropic gas equations admit the Riemann invariants
for ρ ‰ 0. A kinetic version of them is given by
for f ‰ 0. We recall several properties of the previous definitions:
The sets tf 0 ą 0u and tω 1 ă ξ ă ω 2 u are in bijection by the functions
and (i) If S : R Ñ R is of class C k , then the functions pρ, uq Þ Ñ η S pρ, uq and pρ,Þ Ñ η S pρ, uq with q " ρu are C k in tρ ą 0u.
(iv) If S : R Ñ R is bounded on compact sets, then H S p¨, ξq is continuous at 0 in tf P D; |f 1 | ď Af 0 u, for any A ą 0.
Proposition 3.2 ([5, Proposition 3.5]).
(i) If S : R Ñ R is convex and of class C 2 , then η S is convex in tρ ą 0u and if
Lemma 3.2 ([4, Lemma 2.3]).
There exist ǫ 0 , ǫ 1 ą 0 such that for any f P D, ξ P R, we have
25)
, then for every f P D, ρ ě 0 and u, ξ P R, we have
with
which coincides with η 1 S pρ, uq for ρ ą 0. If f ‰ 0, we have pH
Corollary 3.1 (Entropy minimization principle, [5, Corollary 4.4] ). Assume that S : R Ñ R is convex, of class C 1 and such that |Spvq| ď Bp1`v 2 q for some 
Solution to the BGK Model
In this section, we prove Theorem 2.1 by adapting the arguments in [4] .
Then there exists a unique solution
for i " 1, ..., d. Furthermore, for any t P r0, T s, a.e. x ą 0, ξ P R,
Then, we have
|ξ| |f
Proof. First, we have to check that F pgq is well-defined. Notice that we are not exactly in the setting of Lemma 4.1 since the domain of Ψ is different. Therefore we apply Lemma 4.1 withΨrt, rs :" Ψrt,rs wherer i pξq " r i pξq if r i pξq P D and r i pξq " 0 else. Corollary 3.1 and
, 8q xˆRξ q with uniform bounds. It remains to prove that F pgq is a solution to (4.2) with the coupling function Ψ or equivalently F i pgqpt, 0, ξq P D for a.e. t P p0, T q, ξ ă 0. The solution formula is
for a.e. t P p0, T q, ξ ă 0, which gives F i pgq 0 pt, 0, ξq ě 0 for a.e. t P p0, T q, ξ ă 0. Assuming
0 p´tξ, ξq " 0 and M rg i s 0 pt´s,´sξ, ξq " 0 a.e. s P p0, tq, but f 0,i P D and M rg i s P D a.e. imply F pg i q 1 pt, 0, ξq " 0 a.e. t P p0, T q, ξ ă 0. We conclude that F i pgqpt, 0, ξq P D a.e. t P p0, T q, ξ ă 0. The proof for F pg n q works in the same way.
We continue with the stability of F . As in [4] , we have
We fix an t P r0, T s and consider the parts tx ą tξu and tx ă tξu of the domain separately. For the domain tx ą tξu, we proceed as in [4] . We have ĳ p0,Rqˆp´S,Sq
for arbitrary constants R, S ą 0. On the other hand, we have ĳ p0,8qˆRzr´S,Ss
Since Proposition 4.1, the last norm is bounded and we get convergence on the domain tx ą tξu.
On tx ă tξu, we have
The second term on the right hand side can be handled with similar arguments as above. The remaining term is ĳ p0,8qˆp0,8q
ξ |Ψ i rs, F pg n qps, 0,¨qs´Ψ i rs, F pgqps, 0,¨qs|pξq dsdξ, but this goes to zero since
as n Ñ 8 for k " 1, ..., d and the continuity assumption (2.7) on Ψ. This completes the convergence proof on tx ă tξu and gives the stability result since the estimates are uniform in t P r0, T s.
such that the assumptions in Theorem 2.1 are satisfied. We set
Hpf 0,i px, ξq, ξq dxdξ`ż t 0 b H psq ds, (4.10)
We define the set C by all functions g P L 8 pp0, T q t , L 1 pp0, 8q xˆRξd satisfying (C1 -C3) for a.e. t P r0, T s, where
Let us also introducẽ
and (C1 -C3) for all t P r0, T s ) ,
Lemma 4.2. If g P C, then pM rg 1 s, ..., M rg d sq P C and F pgq PC.
Proof. Let g P C. As in the proof of Proposition 4.2, we have M rg i s P L 8 pp0, T q t , L 1 pp0, 8q xR ξand we easily get pM rg 1 s, ..., M rg d sq P C. We continue with the proof of F pgq PC. F pgq is well-defined and Lemma 4.1 is applicable (see proof of Proposition 4.2). Hence, we have F i pgq P Cpr0, T s t , L 1 pp0, 8q xˆRξ qq. Next, we verify (C1 -C4) for F pgq and fix t P r0, T s. The characteristics formula for F pgq in (4.2) and Ψrs, F pgqps, 0,¨qs P D a.e. imply that F i pgq 0 ě 0 a.e. x, ξ. If we assume F i pgq 0 " 0 and use again (4.2), we get F i pgq 1 " 0 a.e. since f 0,i , M rg i s, Ψ i rs, F pgqps, 0,¨qqs P D a.e. s, x, ξ. This proves (C1 by Jensen's inequality. These two estimates and (2.10) lead to
HpF i pgqpt, x, ξq, ξq dxdξ
Hpf 0,i px, ξq, ξq dxdξ
HpM rg i sps, x, ξq, ξqe s{ǫ dsdxdξ¸e´t
We used the entropy minimization principle and the definition of C H ptq for the second inequality and integration by parts for the equality. This proves (C2) for all t P r0, T s. The proof of (C3) works the same and condition (C4) is satisfied because pM rg 1 s, ..., M rg d sq P C.
Lemma 4.3. The sets C andC are convex and non-empty, C is compact for the weak topology of
Proof. C andC are convex because H is convex. The constant f 0 belongs to C and F pf 0 q belongs toC by Lemma 4.2. We continue with the compactness of C. We prove that
Standard arguments imply the equi-integrability. Since Dunford-Pettis' theorem, the equiintegrability is equivalent to the relative compactness of C i Ω in L 1 pp0, T q tˆΩxˆRξ q. It remains to prove that C Ω,i is closed in weak L 1 pp0, T q tˆΩxˆRξ q. Since C Ω,i is convex, it is enough to show that C Ω,i is closed in strong L 1 pp0, T q tˆΩxˆRξ q. Let pg n q n be a sequence in C Ω,i which converges tog P L 1 pp0, T q tˆΩxˆRξ q, whereg n andg are extended by 0 outside of Ω. We want to show that the extension ofg is in C or equivalentlyg P C Ω,i . After extraction of a subsequence we haveg n pt,¨q Ñgpt,¨q in L 1 pΩ xˆRξ q and a.e. x, ξ, for a.e. t P p0, T q. pg n q 0 ě 0 implies pgq 0 ě 0. By Lemma 3.2, Fatou's lemma and Cauchy-Schwarz' inequality, we get for a.e. t P p0, T q for any measurable set V Ă Ω xˆRξ
Taking V " tpx, ξq P Ω xˆRξ ,g 0 pt, x, ξq " 0u, we obtaing 1 pt, x, ξq " 0 a.e. in V, a.e. t. Thus, gpt, x, ξq P D a.e.. Another argument with Fatou's lemma gives
Hpgpt, x, ξq, ξq dxdξ
Hpg n pt, x, ξq, ξq dxdξ
but this is (C2).g P L 8 pp0, T q t , L 1 pΩ xˆRξand (C3) follow with a similar application of Fatou's lemma. We conclude thatg P C Ω,i which proves the weak compactness of C in L 1 pp0, T q tˆp 0, 8q loc,xˆR q d . The proof of the closedness ofC in Cpr0, T s t , L 1 pp0, 8q loc,xˆRξd is similar. (C4) follows from the compactness of C.
Lemma 4.4. F :C ÑC is continuous with respect to Cpr0, T s t , L 1 pp0, 8q loc,xˆRξd .
Proof. Let g n , g PC with g n Ñ g in Cpr0, T s t , L 1 pp0, 8q loc,xˆRξd . With the notation of Proposition 4.2 we have ρ n Ñ ρ and ρ n u n Ñ ρu in Cpr0, T s t , L 1 loc,x p0, 8qq d . Proposition 4.2 gives the existence of a subsequence such that F pg n q Ñ F pgq in Cpr0, T s t , L 1 pp0, 8q loc,xˆRξd , but this implies the continuity of F . Lemma 4.5. F pCq is relatively compact in Cpr0, T s t , L 1 pp0, 8q loc,xˆRξd .
Proof. Let tF pg n q, n P Nu be a sequence in F pCq. SinceC Ă C and Lemma 4.3, there exists g P C and a subsequence such that g n á g in weak L 1 pp0, T q tˆp 0, 8q loc,xˆRξ q d . Then, with the notation of Proposition 4.2, ρ n á ρ and ρ n u n á ρu in weak L 1 pp0, T q tˆp 0, 8q loc,x q d and by (C4), we have a h n P C such that
The compactness averaging lemma of [19] applied to every pipeline and the equi-integrability of g imply that ş R g n pt, x, ξq dξ is compact in L 1 loc pp0, T q tˆp 0, 8q x q d " L 1 pp0, T q tˆp 0, 8q loc,x q d . We conclude that ρ n Ñ ρ and ρ n u n Ñ ρu in strong L 1 pp0, T qˆp0, 8q loc,x q d . Proposition 4.2 gives the existence of a subsequence such that F pg n q Ñ F pgq in Cpr0, T s t , L 1 pp0, 8q loc,xˆRξd .
Proof of Theorem 2.1. We apply the Tychonoff-Schauder fixed point theorem to F :C ÑC. Cpr0, T s t , L 1 pp0, 8q loc,xˆRξd is a locally convex topological vector space.C is a non-empty, closed, convex subset of Cpr0, T s t , L 1 pp0, 8q loc,xˆRξd , F :C ÑC is continuous and F pCq is relatively compact. We obtain the existence of a fixed point f PC verifying F i pf q " f i , i " 1, ..., d. This gives the existence of a solution to the kinetic model in r0, T s for every T ą 0. Extracting a diagonal subsequence gives a global (in time) solution. (2.14) follows from integrating (2.2) over R ξ since Proposition 4.1.
Maximum principle
In this section, we prove kinetic invariance and a maximum principle for a subclass of coupling conditions which are compatible with the so-called kinetic invariant domains. We start with a characterization of kinetic invariant domains by certain entropies. The first equivalency was shown in [5] .
The following assertions are equivalent: for´8 ă ω i min ă ω i max ă 8. Let f 0,i px, ξq PD i ξ a.e. x, ξ and for a.e. t P p0, 8q 
Therefore, it is equivalent to define a coupling functioñ
and to extend it by zero for g R Corollary 5.1. Let S : R Ñ R be convex, of class C 1 and satisfies |Spvq| ď B p1`v 2 q for a constant B ě 0.
(i) The sequence pt, x, ξq Þ Ñ H S pf i ǫ pt, x, ξq, ξq is bounded in Cpr0, 8q t , L 1 pp0, 8q xˆRξ qq. (ii) The sequence pt, x, ξq Þ Ñ H S pf i ǫ pt, x, ξq, ξq is bounded in Cpr0, 8q x , L 1 µ pp0, T q tˆRξ qq. Proof. The boundedness in (i) follows from Proposition 5.1, the definition of H and the upper bound on S. Lebesque's theorem, the continuity of H S in tf P D, |f 1 | ď Af 0 u (Proposition 3.1) and f i ǫ P Cpr0, 8q t , L 1 pp0, 8q xˆRξgive the continuity. Part (ii) works similar but we use f i ǫ P Cpr0, 8q x , L 1 µ pp0, T q tˆRξ qq. We end the section with a relation for the kinetic entropy fluxes at the junction. Proposition 5.2. Let f 0 and Ψ be as in Theorem 5.1. Let S " pS 1 , . . . , S d q, with convex functions S i : R Ñ R of class C 1 and |S i pvq| ď B i p1`v 2 q for constants B i ě 0. Then, there exists a function b S P L 8 t p0, 8q Ă L 1 loc,t p0, 8q such that for a.e. t ą 0
Furthermore, we have for a.e. t P p0, 8q
for all solutions f obtained in Theorem 2.1.
Proof. Since (5.4), we have Ψ i rt, gs PD i ξ for a.e. t, ξ and get a L 8 -bound for Ψ i rt, gs independent of g. The first part follows from the definition of H and |S i pvq| ď B i p1`v 2 q. As in (4.13) and with Lemma 5.1, we get f pt, 0, ξq PD i ξ a.e. t, ξ. The claim follows from the first part.
Relaxation to the Macroscopic Limit
In this section we prove convergence of the kinetic solutions for ǫ Ñ 0 based on the arguments in [6] . Until the end of this section, we assume that the assumptions in Theorem 2.2 are satisfied. and M rf i ǫ s´f i ǫ " 0 a.e. where f i ǫ " 0. Let ϕ i P Dpr0, 8q tˆr 0, 8q x q. Using the continuity properties in Corollary 5.1 justifieś
where we used that T S pρ ǫ , u ǫ q is independent of ξ and the definition of the Maxwellian for the second equality. By Proposition 3.3, we obtain that
ξ H S pf i ǫ px " 0q, ξq ϕ i pt, 0q dtdξ ď 0, for ϕ i P Dpp0, 8q tˆr 0, 8q x q, ϕ i ě 0 or equivalentlý 
(6.5) Proposition 5.1 implies that
is uniformly bounded in L 1 pp0, T q tˆp 0, 8q x q for every T ą 0.
This, together with the fact that f i ǫ , M rf i ǫ s are bounded in L 8 pp0, 8q tˆp 0, 8q xˆRξ q and the property of uniform compact support implies f i ǫ´M rf i ǫ s Ñ 0 a.e. t, x, ξ with the arguments of Proposition 6.2 in [5] . Next, we prove the convergence R i S,ǫ Ñ 0 in W´1 ,p loc . We have that
in L 1 loc pp0, 8q tˆp 0, 8q x q, since (6.6). The same holds true for ż
because f i ǫ´M rf i ǫ s Ñ 0 a.e. and the fact that f ǫ has uniform compact support w.r.t. ξ (see Proposition 6.4 in [5] ). Since we have also boundedness of (6.7 -6.8) in L 8 pp0, T q tˆp 0, Rq x q, we get convergence in L p loc pp0, 8q tˆp 0, 8q x q for any 1 ď p ă 8. We conclude that R i S,ǫ Ñ 0 in W´1 ,p loc for any 1 ă p ă 8. Then, (6.2) with ϕ i P Dpp0, 8q tˆp 0, 8q x q reads Since ρ i ǫ , u i ǫ are bounded in L 8 , we can apply the compensated compactness result of [25] . We summarize that, up to a subsequence, pρ i ǫ , ρ i ǫ u i ǫ q converge a.e. in p0, 8qˆR to an entropy solution pρ i , ρ i u i q of (2.1), (2.17) . Furthermore, we have pρ i , ρ i u i q PD i a.e. x, t and the initial data is attained in the sense pρ i , ρ i u i qpx " 0q " ş R f 0,i dξ of the weak trace. The weak entropy flux boundary traces G S pρ i , u i qpt, 0q exist and are unique since Theorem 9.1. 6.2. Boundary Relaxation. Next, we consider the relaxation at the boundary. For S : R Ñ R convex, of class C 1 with |Spvq| ď Bp1`v 2 q and ǫ ą 0, we define
The sequence pψ i S,ǫ q ǫą0 is bounded in L 8 t p0, 8q and there exists ψ i S P L 8 t p0, 8q such that
after passing if necessary to a subsequence. Next, we derive a relation between ψ i S and the weak traces G S pρ i , u i q.
Proposition 6.1. Let all assumptions of Theorem 2.2 be satisfied and fix S : R Ñ R convex, of class C 1 , with |Spvq| ď Bp1`v 2 q, then G S pρ i , u i qpt, 0q ď ψ i S ptq a.e. t ą 0. Furthermore, we have equality if Spvq P t½, vu.
Proof. We recall from (6.3), that
for ϕ i P Dpp0, 8q tˆr 0, 8q x q, ϕ i ě 0. Taking the limit giveś
for a subsequence ǫ Ñ 0. Using Theorem 9.1 with pη S , G S q leads to
We set ϕ i pt, xq " ϕ i 1,h pxq ϕ i 2 ptq with ϕ i 1,h pxq " 1 for x ď h{2, ϕ i 1,h pxq " 0 for x ě h and |pϕ i 1,h q 1 | ď C{h. We take the limit h Ñ 0 with Lebesque's theorem for the measure div t,x pη S pρ i , u i q, G S pρ i , u iand get
for every ϕ i 2 P Dpp0, 8q t q. This completes the proof of Theorem 2.2.
Proof of Corollary 2.1. The uniform bound on Γrt,¨s ensures that the obtained quantities are still bounded functions. The result follows from Proposition 6.1 and the monotonicity of Γrt,¨s.
Examples
In this section, we give examples for coupling functions which fit in the framework of Theorem 2.2. In the first part, we define three general classes of coupling functions and derive some of their basic properties. In the second part, we give more explicit coupling and boundary conditions and show that they fit in our framework. We begin with a remark about the physical interpretation of the functions b Γ,S .
Remark 7.1. Let all assumptions in Theorem 2.2 be satisfied. Let i l , S l , l " 1, . . . , k and Γ : p0, 8q tˆR k Ñ R be as usual with
, 8q is independent of the initial data. It is important to observe that b Γ,S depends strongly on the choice of the kinetic invariant domainsD i ξ : Set for example d " 2 and Ψ i rt, gspξq " pg j 0 p´ξq,´g
ξ qu, but this constant depends on D 2 ξ and goes to infinity as ω 2 min Ñ´8. For several examples in this section, we get functions b Γ,S which are independent of the kinetic invariant domain and depend only on Ψ. Such a behavior was expectable, since the L 8 -bounds on the initial data and the kinetic invariant domains D i ξ were introduced for technical reasons and are unphysical. 7.1. Maxwellian Coupling Conditions. Since Ψ is used to couple the half-space problems on the kinetic level, we expect that some information will be lost, if we take the limit. Therefore, we are especially interested in the behavior of half-moments of f and H S pf, ξq. As in [6] it can be useful to define the outgoing data to be the Maxwellian of certain macroscopic variablesρ i ,û i depending on the incoming data. For a given coupling condition Ψ, we construct a coupling functionΨ with Maxwellian outgoing data bŷ
We get the following result:
Proposition 7.1. Let Ψ be defined as in (2.6). Then,Ψ : p0, 8qˆL 1 µ pp´8, 0q ξ , Dq d Ñ L 1 µ pp0, 8q ξ , Dq d as in (7.1) is well-defined. Furthermore, if the assumptions in Theorem 2.2 are satisfied for Ψ, then the same holds true forΨ.
Proof. To prove thatΨ is well-defined, we have to show that tf P R 2 ; f 0 ą 0u is in bijection with tpρ, uq P p0, 8qˆRq; ω 2 pρ, uq ą 0u by ş 8 0 ξ M pρ,û, ξq dξ " f . One can prove this with monotonicity properties with respect to the Riemann invariants ω 1 , ω 2 . The entropy flux inequalities forΨ follow from Proposition 3.3. Therefore, it remains to prove (2.7).
Since the obtained solution will only depend on Ψrt, gs with , we can take a subsequence such that Ψrt, g n pt,¨qspξq Ñ Ψrt, gpt,¨qspξq in L 1 µ pp0, 8q ξ , Dq d for a.e. t ą 0. Since f Þ Ñ pρ,ûq with ş 8 0 ξ M pρ,û, ξq dξ " f is continuous on tf P D; |f 1 | ď Af 0 u, we get pρ n ,û n qptq Ñ pρ,ûqptq for a.e. t ą 0. This impliesΨrt, g n pt,¨qspξq ÑΨrt, g n pt,¨qspξq a.e. t, ξ and we get the result. 
Notice that the second condition is satisfied after possibly taking newÃ i . We define the coupling function by
Furthermore, we fix a tuple S " pS 1 , . . . , S d q P C 1 pR, R d q of convex functions with |S i pvq| ď B i p1`v 2 q and
Since (7.2), this condition is satisfied for S i pvq " Spvq and Spvq " Sp´vq. Since Proposition 3.2 and the definition of H S i , we get
ǫ pt, 0, ξq, ξq dξ ď 0, a.e. t ą 0, (7.5) for every kinetic solution f ǫ to Ψ c and every S with (7.4). We set S i pvq " 1 and S i pvq " v 2 {2 in (7.5) and get conservation of mass and energy at the junction. Applying Theorem 2.2 after setting ω 1 min "¨¨¨" ω d min "´ω 1 max¨¨¨"´ω d max . We obtain for the macroscopic solution pρ i , u i q:
for every S with (7.4).
Convolutional Coupling Conditions.
We present coupling conditions defined by a convolution operator. For
Notice that the limit case a ij pξ,¨q " c ij δ ξ gives the coupling function in (7.3) . In contrast to this special case and (7.4), we are not able to prove similar entropy flux inequalities under possibly additional restrictions on S. Nevertheless, (2.9) and a scaling argument imply b 0 " 0 and
7.4. Maxwellian Boundary Conditions. This subsection is devoted to restoring the results from [6] for initial boundary value problems
Since the seminal paper by Dubois and LeFloch [18] , it is well-known that this problem is overdetermined and we have to use the weaker boundary conditions
We choose d " 1 and
with pρ b , u b q P L 8 pp0, 8q t ,D i q. Proposition 3.3 with equality for ξ ą 0 gives 12) for every kinetic solution f ǫ to Ψ b . The existence follows from Theorem 2.2 and (7.10) follows from (7.12) and Corollary 2.1.
7.5. Solid Wall Boundary Conditions. Solid wall boundary conditions can be modeled by the special case of (7.3) with d " 1 and c 11 " 1. The coupling function is
The macroscopic boundary traces satisfy G S pρ, uqpt, 0q ď 0, a.e. t ą 0, (7.14)
for every convex S P C 1 pRq with Spvq " Sp´vq and |Spvq| ď Bp1`v 2 q for all v P R. Another way to introduce solid wall boundary conditions is Ψ w 1 rt, gspξq " M pρ w , 0, ξq, ξ ą 0, where ρ w ě 0 with
First notice that one can easily check that this definition is well-defined and different to the coupling condition (7.1) with Ψ " Ψ w . Since Proposition 3.3 and the definition of ρ w , we have
for every convex S P C 1 pRq with Spvq " Sp´vq and |Spvq| ď Bp1`v 2 q for all v P R. Again, we get (7.14) after applying Theorem 2.2 with ω 1 "´ω 2 .
7.6. Nozzles with discontinuous cross-sections. Our results can be used to study pipelines or nozzles with discontinuous cross-section. Usually these problems are solved by an approach called non-conservative products introduced by Dal Maso, LeFloch and Murat [16] , but these tools require BV -regularity of the solutions. We can tackle this problem by setting d " 2 in the results of Section 2 after a variable transformation on the second pipeline. For non-conservative products one has some freedom in picking different Lipschitz-paths, which give different coupling conditions at the discontinuity. We have a similar phenomenon in our approach: In most of the applications we expect b 0 " b H " 0 in (2.9 -2.10) and equality in the mass constrained (2.9). Now, we can use the arguments in the Subsections 7.1 -7.3 to construct many different coupling conditions which satisfy these assumptions.
Extensions and Outlook
8.1. Networks with arbitrary many junctions. We want to show how to deal with networks consisting of m P N junctions and d P N pipelines since some modifications are necessary.
Notice, that networks with arbitrary many junctions may contain circles. These circles can possibly lead to circulations with increasing speed such that the speed goes to infinity after finite time. We will show that this does not occur if we assume to have kinetic invariant domains. First, we introduce some new notation. A pipeline is modeled by a compact, non-empty interval ra í , a ì s, i " 1, . . . , d, a ȋ P R (Remark: The following analysis can be extended to closed intervals). Every pipeline is connected to exactly one junction at each end a í and a ì and the functions θ´, θ`: t1, . . . , du Ñ t1, . . . , mu give the junctions at a´and a`. The sets T´pkq, T`pkq Ă t1, . . . , du are the sets of pipelines i which are connected to the junction k " 1, . . . , m at a í and a ì or equivalently T˘pkq " θ´1 ptkuq. Sometimes we use the indext o treat the cases`and´together and we write ř˘f or the sum of both cases. We couple the kinetic solutions f i by
The coupling functions Ψ k are defined by
where Ψ k depends only on g ȋ with θ˘piq " k and Ψ k,ȋ rt, g´, g`s " 0 if θ˘piq ‰ k. The conditions (2.9), (2.10) and (2.19) can be generalized in the following way. There exists b k S´,S`P L 1 loc,t p0, 8q such that for a.e. t P p0, 8q, for S´" S`P tS 0 " p1, . . . , 1q, S H " pv 2 {2, . . . , v 2 {2q, S ω " pS 1 ω , . . . , S d ω qu, where S i ω pvq " pv´ω i max q 2`p ω i min´v q 2 , b Sω,Sω " 0 and pg´, g`q P L 1 µ pp´8, 0q ξ , Dq dL 1 µ pp0, 8q ξ , Dq d . a.e. t ą 0, where S : R Ñ R is convex, of class C 1 and |Spvq| ď Bp1`v 2 q for a constant B.
Proof. We use the same arguments as we used to prove Theorem 2.2, but we have to modify two parts. We do rT {∆s iterations of the estimate (8.6) and use (8.3) to prove the desired stability result.
Omitting the L 8 -bounds. As shown in [24] , it is possible to omit the L 8 -bounds on the initial data to get existence of finite mass and energy solutions to the isentropic gas equations on the full line (with 1 ă γ ă 5{3). The solutions are constructed by the limit of solutions with bounded initial data. The key problem in adapting these techniques to networks is to approximate the coupling condition Ψ by Ψ n , where Ψ n admits a family of kinetic invariant domains. In some cases we get this naturally by setting Ψ n " Ψ (for example (7.3) ). Furthermore, we need a generalization of Theorem 9.1 for equi-integrable solutions.
Outlook. Our results could be used to study and justify numerical methods which use the kinetic BGK model. Furthermore, these techniques could be adapted to other hyperbolic equations with kinetic models, but notice that the rich family of entropies is very important to pass to the macroscopic limit. We obtained entropy-flux inequalities at the junction for our macroscopic limit. It is an interesting question if these inequalities ensure uniqueness of the solutions or at least in some special cases. On the other hand one could study if different kinetic coupling conditions converge to the same macroscopic limit and one could try to characterize the obtained equivalence classes.
Appendix
We recall an existence result for weak traces of divergence measure fields [1, 13] .
Theorem 9.1. Let V " pV 0 , V 1 q P L 8 pp0, 8q tˆp 0, 8q x q be a vector field such that div t,x V P Mppt 1 , t 2 q tˆp 0, Rq x q for any 0 ă t 1 ă t 2 ă 8 and R ą 0. Then there exists a unique solution V 1 P L 8 t p0, 8q to´ĳ for any ϕ P Dpp0, 8q tˆr 0, 8q x q. In fact V 1 depends only on V 1 and satisfies
