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ABSTRACT OF THE DISSERTATION
Quantum Simulation of the Abelian Higgs Lattice Gauge Theory and Quantum
Thermalization in Ultracold-Atom Systems
by
Jin Zhang
Doctor of Philosophy, Graduate Program in Physics
University of California, Riverside, September 2019
Dr. Shan-Wen Tsai, Chairperson
This thesis presents our recent studies on quantum simulation of the Abelian
Higgs lattice gauge theory with quantum systems engineered with ultracold atoms in optical
lattices and quantum equilibration and thermalization dynamics in the context of Joule
expansion in cold atom systems.
In the first part, we give proposals for the analog quantum simulation of lattice
gauge theories with cold atoms in optical lattices with current experimental techniques,
aiming at maximal simplicity on both the theoretical and experimental side. We search for
the suitable platform for quantum simulation of the (1+1)-dimensional Abelian Higgs model,
which is the scalar quantum electrodynamics replacing the fermionic fields by complex
scalar fields. We use a discrete tensor reformulation to smoothly connect the space-time
isotropic version used in most numerical lattice simulations to the continuous-time limit
corresponding to the Hamiltonian formulation. We propose to use the Bose Hubbard model
as a quantum simulator to probe the conformal Calabrese-Cardy scaling of its O(2) limit
with a chemical potential. We also propose to use a physical multileg ladder of atoms
vii
trapped in optical lattices and interacting with Rydberg-dressed interactions to quantum
simulate the model and measure the Polyakov loop. Numeric results from the Monte Carlo,
the tensor renormalization group and the density matrix renormalization group techniques
are cross-checked to support our proposals.
In the second part of this thesis, we investigate the Joule expansion of noninte-
grable quantum systems that contain bosons or spinless fermions in one-dimensional lattices.
Initially a barrier confines the particles to be in half of the system in a thermal state de-
scribed by the canonical ensemble and is removed at time t = 0. We study the properties
of the time-evolved density matrix, the diagonal ensemble density matrix and the corre-
sponding canonical ensemble density matrix with an effective temperature determined by
the total energy conservation. We discuss the equilibration and thermalization for the Re´nyi
entropy of subsystems, few-body observables and reduced density matrices in subsystems.
We finally discuss the difference between bosons and fermions in finite size scaling of the
effective temperature. We propose the Joule expansion as a way to dynamically create
negative temperature states for fermion systems with repulsive interactions.
viii
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Chapter 1
Introduction
1.1 General remarks
Quantum Field Theory (QFT) is one of the most powerful tools to study modern
physics. For small interactions, perturbative approaches are very successful with the help
of Feynman diagrams. Because of the smallness of the fine structure constant, quantum
electrodynamics (QED) can be treated perturbatively in almost all cases. Perturbative
approaches also work for quantum chromodynamics (QCD), which is a non-Abelian gauge
theory in the Standard Model of Particle Physics describing the strong interactions between
quarks and gluons, at small distances due to the asymptotic freedom [148]. However, QCD
enters the strong coupling regime at long distances, where the quarks are confined. A non-
perturbative method is needed to tackle the problems in this regime. Lattice gauge theory
(LGT) is the most well established non-perturbative approach to QCD, which can be traced
back to K. Wilson’s seminal work in 1974 on confinement of quarks [230]. It formulates
gauge theories on a discretized spacetime where space and time are treated symmetrically
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(Euclidean space-time), then field theories in d spatial and one time dimensions correspond
to statistical mechanics in d + 1 dimensions. Most importantly, it makes it possible to
perform non-perturbative numeric Monte-Carlo (MC) simulations and then extrapolate the
results to the continuum case. More details about LGT can be found in reviews [126, 127]
and books [162, 53, 201, 186].
However, due to the exponential growth of Hilbert space, the size of the system
that can be dealt with numerics on classical computer is very limited. And the sign problem
in MC [143] prevents us from studying the most interesting part of QCD at high background
density and finite temperature. To overcome this difficulty, there have been proposals to
use ultra-cold atoms in optical lattices to quantum simulate LGTs. As Richard Feynman
pointed out [72], we can use quantum systems as quantum simulators to simulate quantum
physics. Although the universal quantum computer is still far away from us, it is not
difficult to build analog quantum simulators in lab. With the remarkable advances in
experimental techniques, experimentalists are able to accurately control atoms trapped in
optical lattices and fine tune interactions between them. So artificial quantum systems
engineered in optical lattices are good candidates for quantum simulators of LGTs. The
goal of my work in this thesis is to design experimental setups that can be used to learn about
the phase diagrams of LGT models and their real time evolution, which are difficult to study
using conventional methods. But quantum simulation has its challenges too. The gauge
theories in the Standard Model uses gauge bosons as force carriers to explain interactions
between matter particles. When two matter particles exchange gauge bosons, the overall
effect is a force influencing both of them. The gauge theories contain both matter fields and
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gauge fields and satisfy the local gauge invariance. Most proposals [229, 245, 207, 247, 243,
116, 134, 135, 87] try to quantum simulate both matter fields and gauge fields on optical
lattices, where both fermions on the vertices and bosons on the links are required. And
approximations and mappings are needed to reproduce the local gauge invariance, which
are often big challenges given current experimental techniques. Our approach is to directly
work with a gauge-invariant formulation with only matter fields or only gauge fields where
Gausss law is inherently fulfilled, derive the Hamiltonian by taking the time-continuum
limit and design the quantum simulator with the simplest artificial model.
Another benefit brought by the remarkable advances in cold atom experiments
is the theoretical and experimental study of the nonequilibrium dynamics in recent years.
Quantum thermalization is one of the most important topics in this area. In 1929, the
classical theory of statistical mechanics was reformulated quantum-mechanically by von
Neumann [223], which openned the door to the study of quantum thermalization through
the unitary dynamics of quantum systems. Later studies [109, 61, 86] show that quantum
thermalization is closely related to random matrix theory [156, 93] and the eigenstate ther-
malization hypothesis (ETH) [206, 184] was proposed to understand it in finite quantum
systems. For nonintegrable quantum systems with Wigner-Dyson level spacing distribution
[191], ETH asserts that every eigenstate is thermal and, as a result, few-body observ-
ables thermalize [121, 237]. ETH has been verified for a variety of nonintegrable quantum
systems [179, 178, 190, 20, 83, 120, 165, 119, 105, 121, 17, 203, 18, 159, 160, 237, 102],
with exceptions when little entanglement in the eigenbasis results in equilibration without
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thermalization[85]. A modified version of ETH for subdiffusive thermalization [147] and
strong forms of ETH for reduced density matrix [81, 66] have been formulated recently.
The quantum quench protocol is often used in studies of nonequilibrium dynamics,
where an initial state of the system is prepared at time t = 0, some parameters are then
suddenly changed and the state is let to evolve under the new Hamiltonian. This operation
involves a global quench [31, 33, 204, 178, 180, 96, 97, 203, 38], local quench [32, 68] or
sudden expansion [181, 158, 182, 183, 36, 98, 113, 219, 185, 203, 233, 37, 220, 221, 222, 235,
101, 167, 196]. The initial states can be either pure states or any mixed state. The dynamics
of sudden expansion has rich results including dynamical fermionization in the expansion of
a Tonks-Girardeau gas [158, 222], hard-core bosons [182, 183, 235] or a Bose gas [37], quasi-
condensation at finite momentum in hard-core bosons [181, 182, 183, 219, 220, 235], ballistic
and diffusive expansion for bosons and fermions in one and two dimensions [113, 185, 219]
and quantum distillation of singlons and doublons during the expansion [98, 233, 101, 196].
A time-dependent emergent local Hamiltonian can be constructed to analytically describe
these nonequilibrium states as its eigenstates [221, 222, 235]. In this thesis, we discuss the
equilibration and thermalization in the sudden expansion of an initially prepared thermal
state of fermions or bosons confined in the half of the system, which is the quantum version
of the Joule expansion.
1.2 The lattice regularization of scalar compact QED
Our first goal is to provide a proof of principle for analog quantum simulation of
LGT. To choose the prime candidate for an experimental quantum simulation of a lattice
4
gauge theory, we want the model to be simple and at the same time have typical nonpertur-
bative phenomena such as confinement of charges. The scalar QED (sQED) or the Abelian
Higgs model satisfies these requirements. The phase structure is studied in [108], where
they found phase transitions between confinement, Higgs and Coulomb phase. Before we
proceed, please note that all of our discussions will be in Euclidean space-time, where time
is purely imaginary by letting t = −iτ . The real time physics can be restored by rotating
pi/2 anticlockwise in the complex time plane (Wick rotation) [162]. Following the notation
in Ref. [108, 99], the action of sQED in Euclidean space-time is
S =
∫
ddx
{
1
4
Fµν(x)F
µν(x) + (Dµφc(x))†Dµφc(x)
+ m2c(φ
c(x))†φc(x) + λc
[
(φc(x))†φc(x)
]2}
, (1.1)
where Fµν is the electromagnetic tensor, Dµ = ∂µ + igAµ is the covariant derivative with
minimal coupling matter to the electromagnetic field, the index c on φc means “continuum”.
To obtain the lattice version of sQED, we should consider the d-dimensional position vector
x as discrete on, for example, a square lattice, and do the following the steps,
∫
ddx → ad
∑
x
,
φc(x) → φcx ≡ φc(x),
∂µφ
c(x) → 1
a
(
φcx+µˆ − φcx
)
,
1 + iagAx,µˆ → Ux,µˆ = eiagAx,µˆ ,
Dµφ
c(x) → 1
a
(
Ux,µˆφ
c
x+µˆ − φcx
)
,
FµνF
µν → 2
a4g2
(
1−Re
(
Ux,µˆUx+µˆ,νˆU
†
x+νˆ,µˆU
†
x,νˆ
))
, (1.2)
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where a is the lattice spacing. The parameter g in Eq. (1.1) is the gauge coupling of the
theory, which has the physical meaning of charge. The indices µˆ, νˆ are components of the
unit vectors in d-dimensional space-time. The gauge part of the continuum theory produces
the plaquette term on a lattice,
Sg =
∫
ddx
{
1
4
Fµν(x)F
µν(x)→ β
2
∑
x,µν
(
1−Re
(
Ux,µˆUx+µˆ,νˆU
†
x+νˆ,µˆU
†
x,νˆ
))
, (1.3)
where β = ad−4/g2. The Higgs part of the action is
SH = a
d
∑
x
{ d−1∑
µ=0
1
a2
[
Ux,µˆφ
c
x+µˆ − φcx
]† [
Ux,µˆφ
c
x+µˆ − φcx
]
+m2cφ
c†
x φ
c
x + λc
[
φc†x φ
c
x
]2}
= ad−2
∑
x,µ
[
φc†x+µˆφ
c
x+µˆ + φ
c†
x φ
c
x − φc†x+µˆU †x,µˆφcx − φc†x Ux,µˆφcx+µˆ
]
+ad
∑
x
[
m2cφ
c†
x φ
c
x + λc
[
φc†x φ
c
x
]2]
(1.4)
We define the lattice version of the field as
a
d
2
−1φcx =
√
κφx. (1.5)
Note that the dimension of the continuous field is [φc] = [a]1−d/2, the left hand side of
Eq. (1.5) is dimensionless, if κ is dimensionless, the lattice field is also dimensionless. Then
Eq. (1.4) becomes
SH = −κ
∑
x,µ
[
φ†x+µˆU
†
x,µˆφx + φ
†
xUx,µˆφx+µˆ
]
+
∑
x
[
(2dκ+ a2m2cκ)φ
†
xφx + λcκ
2a4−d
(
φ†xφx
)2]
(1.6)
Also note that the dimesion of λc is [a]
d−4, then the coefficients are all dimensionless. To
simplify further, we define λ = λcκ
2a4−d, and complete a square like
(
φ†xφx − 1
)2
. Note
that Eq. (1.5) does not determine κ and φx, we can let the coefficient of φ
†
xφx be 1, which
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is κ(2d + a2m2c) + 2λ = 1. These steps are just to rescale the radial length of the lattice
field. Then for given m2c , λc, g and lattice spacing a, the lattice coupling constants β, κ, λ
are unique. Finally by dropping irrelevant constants, we obtain the lattice version of sQED
S = Sg + Sh + Sλ
= −β
∑
x,µ<ν
Re
(
Ux,µˆUx+µˆ,νˆU
†
x+νˆ,µˆU
†
x,νˆ
)
− κ
∑
x,µ
[
φ†x+µˆU
†
x,µˆφx + φ
†
xUx,µˆφx+µˆ
]
+
∑
x
[
λ
(
φ†xφx − 1
)2
+ φ†xφx
]
(1.7)
where Sg denotes the gauge part (the first summation), Sh the hopping part (the second
summation), Sλ the self-interaction part (the third summation). Note that for (3 + 1)-
dimensional Euclidean space-time, β = 1/g2. And for (1+1)-dimensional Euclidean lattice,
β = 1/a2g2, with which we will deal in the following chapters.
For anisotropic space-time, we can repeat the same calculation. Note that the
lattice spacing in imaginary time direction aτ and that in spatial direction a are different.
The differences between this and Eq. (1.2) are
∫
ddx → aτad−1
∑
x
,
∂τφ
c(x) → 1
aτ
(
φcx+τˆ − φcx
)
,
1 + iaτgAx,τˆ → Ux,τˆ = eiaτgAx,τˆ ,
Dτφ
c(x) → 1
aτ
(
Ux,τˆφ
c
x+τˆ − φcx
)
,
FτνF
τν → 2
a2a2τg
2
(
1−Re
(
Ux,τˆUx+τˆ ,νˆU
†
x+νˆ,τˆU
†
x,νˆ
))
. (1.8)
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Figure 1.1: The structure of square lattice. The matter fields are on vertices and the
gauge fields are on links. A plaquette term is a product of gauge fields around a plaquette
anticlockwise.
And let
√
aτad−3φcx =
√
κsφx,√
ad−1/aτφcx =
√
κτφx. (1.9)
Then the action of sQED in anisotropic Euclidean space-time is
S = Sg + Sh + Sλ
= −βs
∑
x,0<µ<ν
Re
(
Ux,µˆUx+µˆ,νˆU
†
x+νˆ,µˆU
†
x,νˆ
)
− βτ
∑
x,ν>0
Re
(
Ux,τˆUx+τˆ ,νˆU
†
x+νˆ,τˆU
†
x,νˆ
)
−κs
∑
x,µ>0
[
φ†x+µˆU
†
x,µˆφx + φ
†
xUx,µˆφx+µˆ
]
− κτ
∑
x
[
φ†x+τˆU
†
x,τˆφx + φ
†
xUx,τˆφx+τˆ
]
+
∑
x
[
λ
(
φ†xφx − 1
)2
+ φ†xφx
]
, (1.10)
where βs = aτa
d−5/g2, βτ = ad−3/aτg2, λ = λcκ2sa5−d/aτ , 2(d−1)κs+2κτ+a2κsm2c+2λ = 1
and κs/κτ = a
2
τ/a
2.
Fig. 1.1 is a visualization of the lattice version of the action. The matter fields
φx are on the vertices and the gauge fields Ux,µˆ are on the links. The plaquette term is a
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product of four gauge fields on the links anticlockwise around a plaquette. The hopping
terms are vertex-link-vertex interactions, which explicitly exhibits the key idea of gauge
theory that matter particles interact with each other via gauge fields. Note that in (1 + 1)-
dimensional space-time, there is no spatial plaquette term, we only have βτ = 1/aaτg
2.
Finally, the path integral quantization is
Z =
∫
Dφ†DφDUe−S . (1.11)
1.3 Transfer matrix and Hamiltonian
We discuss how to obtain the Hamiltonian formulation for sQED in this section.
We indeed need the Hamiltonian of the theory because the experimentally engineered quan-
tum systems are in spatial lattices but continuous in real time. We need to take the time
continuum limit for Eq. (1.10) and find the Hamiltonian before thinking about how to quan-
tum simulate it. We can also directly canonically quantize the theory, but we will use the
method of transfer matrix in the following chapters. This method is closely related to the
Feynman path integral formulation.
The Feynman path integral was initially formulated to represent the transition
amplitude from an initial state to a final state as a weighted sum of all possible histories
of the system. The Lagrangian enters in the weight eiS/~ naturally. In the classical limit
~ → 0, a unique classical path is singled out. In field theory, the same formulation can
be obtained by functional integrals of the weighted paths with respect to classical fields.
The transition amplitude calculated by the path integral is equivalent to the result from
canonical quantization of the field. See text books [148, 162, 53] for details about the path
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integral quantization. Eq. (1.11) is the total weight for lattice gauge theories in Euclidean
space-time, which contains functional integrals for both matter fields and gauge fields. The
path integral can also be expressed in terms of the transfer matrix. Similar to what we do
in path integrals of quantum mechanics, for two field configurations on nearest two time
slices, (Ψnaτ ,Unaτ ) and (Ψ(n+1)aτ ,U(n+1)aτ ), let
S =
∑
n
S
[
(Ψnaτ ,Unaτ ), (Ψ(n+1)aτ ,U(n+1)aτ )
]
, (1.12)
where the summation is only over the imaginary time direction. The elements of the transfer
matrix are defined by
T
[
(Ψnaτ ,Unaτ ), (Ψ(n+1)aτ ,U(n+1)aτ )
]
= e−S[(Ψnaτ ,Unaτ ),(Ψ(n+1)aτ ,U(n+1)aτ )], (1.13)
If periodic boundary condition (PBC) is applied in time and the size of the lattice in time
is Nτ , Eq. (1.11) can be rewritten as
Z = Tr(TNτ ) (1.14)
The transfer matrix is a time evolution operator in Euclidean space-time. The Hamiltonian
is then defined by
T = e−aτH , (1.15)
Then
Z = Tr(e−H/T ), (1.16)
is equivalent to the partition function in statistical mechanics with 1/T = aτNτ the inverse
temperature.
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If we found the operator expression for the transfer matrix, then the quantum
Hamiltonian in the time continuum limit can be found by
H = − lim
aτ→0
1
aτ
ln T. (1.17)
This is equivalent to canonical quantization for the action, but it is convenient to find
the Hamiltonian when the transfer matrix is easy to obtain and canonical quantization is
difficult. We will use the method of transfer matrix to find the Hamiltonian when we apply
the duality method to find the discrete tensor reformulation of sQED, see Chapter 2.
Let us first see what the Hamiltonian from canonical quantization looks like. We
only consider the limit λ→∞, where the radial length of the matter field is fixed to 1. Let
φx = e
iθx and use temporal gauge Aτ = 0 or Ux,τˆ = 1. By squeezing lattice spacing in time,
the terms containing time derivative in the action are
−βτ
∑
x,ν>0
Re
(
Ux,τˆUx+τˆ ,νˆU
†
x+νˆ,τˆU
†
x,νˆ
)
− κτ
∑
x
[
φ†x+τˆU
†
x,τˆφx + φ
†
xUx,τˆφx+τˆ
]
= −βτ
∑
x,ν>0
cos(agAx+τˆ ,νˆ − agAx,νˆ)− 2κτ
∑
x
cos(θx+τˆ − θx)
=
1
2
βτ
∑
x,ν>0
(agAx+τˆ ,νˆ − agAx,νˆ)2 + κτ
∑
x
(θx+τˆ − θx)2
→
∫
dτ
1
2
βτaτ
∑
r,ν>0
(agA˙x,νˆ)
2 + κτaτ
∑
r
(θ˙x)
2
 , (1.18)
where x = (τ, r) and r means spatial coordinates. The conjugate momentum for dimension-
less angular variables agAx,νˆ and θx are Ex,νˆ = βτaτagA˙x,νˆ and Qx = 2κτaτ θ˙x respectively.
So Eq. (1.18) becomes
∫
dτ
 1
2βτaτ
∑
r,ν>0
(Ex,νˆ)
2 +
1
4κτaτ
∑
r
(Qx)
2
 (1.19)
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Finally, the dimensionless Hamiltonian of sQED is
aHˆ =
D
2
∑
r,ν>0
(Eˆr,νˆ)
2 − W
2
∑
r,0<µ<ν
(
Uˆr,µˆUˆr+µˆ,νˆUˆ
†
r+νˆ,µˆUˆ
†
r,νˆ + h.c.
)
+
Y
2
∑
r
(Qˆr)
2 − X
2
∑
r,µ>0
[
φˆ†r+µˆUˆ
†
r,µˆφˆr + φˆ
†
rUˆr,µˆφˆr+µˆ
]
, (1.20)
where D = a/βτaτ ,W = aβs/aτ , Y = a/2κτaτ , X = 2aκs/aτ . In (3 + 1)-dimensional
space-time, D = g2, W = 1/g2. Then the first row of Eq. (1.20) is the pure gauge Kogut-
Susskind Hamiltonian [125]. In (1+1)-dimensional space-time, D = a2g2, W = 1/a2g2, but
there is no plaquette interaction in spatial direction. Eq. (1.9) means κs = R
2aτa
d−3, κτ =
R2ad−1/aτ where R is some constant making κτ and κs dimensionless. So in Eq. (1.20),
Y = 1/2ad−2R2, X = 2R2ad−2. Note that we now have DW = Y X = 1.
The eigenstates of operators Eˆ and Qˆ are
Eˆ |m〉 = m |m〉 ,
Qˆ |n〉 = n |n〉 , (1.21)
where the eigenvalues have physical meaning of electric field and charge, respectively. Note
that the plaquette terms in the Hamiltonian is the magnetic field in the space continuum
limit. The commutation relation between operators are
[
Eˆ, Uˆ
]
= Uˆ ,
[
Qˆ, φˆ
]
= φˆ (1.22)
Then Uˆ is the raising operator of electric field Uˆ |m〉 = |m+ 1〉, φˆ is the raising operator of
charge φˆ |n〉 = |n+ 1〉.
The Hamiltonian is locally gauge invariant. Under the local gauge transformation
φˆr → Vˆrφˆr, Uˆr,µˆ → VˆrUˆr,µˆVˆ †r+µˆ, Eq. (1.20) obviously does not change. There must be local
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operators that commute with the Hamiltonian. They are the generators of the local gauge
transformation
Gˆr =
∑
µ>0
(
Eˆr − Eˆr−µˆ
)
− Qˆr (1.23)
The eigenvalues of Gˆr are conserved quantum numbers, which correspond to the Gauss’s
Law. More comprehensive discussions for general LGTs can be found in [245, 242].
Although it is standard, the method of canonical quantization to find the Hamil-
tonian needs a lot of physical reasoning. We will use a different method, named the duality
method, to find the transfer matrix and then the Hamiltonian. According to Pontryagin
duality theorem [175], as the variables in the action of sQED are all compact, we can do
Fourier transform to express the integral Eq. (1.11) in terms of discrete dual variables. The
Gauss’s Law will emerge naturally by integrating out the compact fields. For a compre-
hensive introduction of the duality method applied to LGTs, please see our collaborator’s
thesis [216]. But it is easy to understand when you go to Chapter 2 where there are explicit
calculations with the duality method for sQED.
To conclude this section, let us briefly explain how confinement of charges emerges
in the Hamiltonian (1.20). In the strong coupling regime g2  1, the ground state of the
Hamiltonian is approximately the state with zero electric field everywhere. Now consider
creating a charge pair with distance R, this operation must at least create a string of
nonzero electric field with length R by the constraint of Gauss’s Law. Then there must be
a energy cost proportional to the distance between the two charges. Therefore the charges
are confined.
13
1.4 Numerical methods: TRG and DMRG
To give support to our experimental proposals, we perform numerical calculations,
both for the lattice action in Euclidean space-time and for the time-continuum Hamiltonian,
to verify the mapping and predict possible measurement outcomes. The calculations with
Euclidean action are performed by the tensor renormalization group (TRG) algorithm. And
the calculations with Hamiltonian are performed by the density matrix renormalization
group (DMRG) algorithm.
The TRG calculations are done by our collaborator. I will not give much intro-
duction to it. But I mention it here because the numerical results from TRG are compared
to my DMRG results everywhere in this project. There are detailed introductions in our
collaborator’s thesis [216], I recommend that readers refer to it and its references. The
basic idea is that if the path integral formulation can be expressed in terms of variables
with discrete values, we can define tensors with those discrete variables as indices, attached
to vertices and links (or links and plaquettes in the dual lattice). Then the path integral
can be written as a trace of a product of all these tensors. The contraction of tensors can be
done with position space renormalization group, by coarse graining the lattice. For exam-
ple, we can define new tensors by contracting two nearest-neighbor tensors and attach them
to the sites of the new coarse grained lattice. Of course the rank of the tensors will increase
exponentially with the number of times of coarse graining we do. But we can truncate
them to lower rank tensors by singular value decomposition (SVD) or higher order singular
value decomposition (HOSVD) [58]. We can do this accompanied by a global optimization
scheme to further decrease the truncation error.
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DMRG is a very powerful tool to tackle low energy problems for one-dimensional
systems or any other problems with low entanglement entropy. It was first invented by
Steven R. White in [226, 227] and was quickly proven to be very successful in 1-d systems.
In most cases the accuracy of the results can reach machine precision. But it was then found
to be much more difficult to deal with two-dimensional systems. Later on, it was pointed
out [138, 218] that the numerical resources needed in DMRG is related to the scaling of the
entanglement entropy
S = −TrρA ln ρA (1.24)
where ρA is the reduced density matrix of the subsystem A. A state with a dimension
bigger than eS is needed to represent the subsystem. According to the area law [67] of
entanglement entropy for a gapped system, S ∼ Ld−1, the dimension needed for 1-d systems
would be very small, but it would be exponentially big for 2-d systems. For 1-d critical
system, the entanglement entropy scales as c6 lnL (c is the central charge of the conformal
field theory) [103, 218, 110, 30, 34] for open boundary condition (OBC), the dimension
increases as Lc/6, we can still go to very big systems with laptop computers. The DMRG
reformulated by the language of the matrix product state (MPS) was first presented in
[169, 65]. Although its formalism seems to be more complicated, it provides more elegant
graphical notations for beginners to understand quickly and the manipulation of MPS in
programming is convenient. The basic idea of finite DMRG algorithm is that we parametrize
the initial state with an arbitrary MPS, represent the Hamiltonian with a matrix product
operator (MPO) [153, 76, 54], and minimize the expectation of energy by sequentially
optimizing the two nearest-neighbor matrices from left to right and then right to left. After
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each optimization, we do SVD for the two-site matrix, compress the rank of matrices by
keeping the largest M singular values, renormalize the singular matrix and restore the form
of MPS. The entanglement entropy can be calculated each time as a byproduct. This is
called the two-site optimization and is stable. We can also do single-site optimization which
is faster, but it is unstable and often stuck at local minima. In practice, we need to add
a noise term to help the single-site optimization algorithm to jump out the local minima
[228]. Every time we go back, we finish one sweep. Usually only a few sweeps are needed to
reach high accuracy for gapped 1-d systems. More sweeps are needed for critical systems.
Note that it doesn’t work well if there is true degeneracy in the ground state of a finite
system. The algorithm will not know which state to converge because they have the same
energy. Near the degeneracy, maybe thousands of sweeps are needed.
For details of the algorithm and other algorithms including time evolving a MPS,
finite temperature DMRG, infinite MPS, etc, please refer to the review [197]. I also recom-
mend the documentation website of ITensor Library 1. There are detailed explanations and
sample codes about how to manipulate MPS and MPO. It also has the full DMRG layer
with MPS optimization. Our DMRG calculations are performed with ITensor Library. In
finite DMRG for ground states, we keep as many Schmidt states as possible to make sure
the truncation error is less than 10−10. In most cases, especially with OBC, we do enough
sweeps until the energy difference between the last two sweeps is less than 10−12 and en-
tropy difference less than 10−10. The typical error is 10−8 in energy and 10−7 in entropy.
For other hard cases like big systems with PBC, we make sure the last two sweeps have
energy difference less than 10−9 and entropy difference less than 10−7. In finite temperature
1https://itensor.org
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DMRG calculation, we also set the truncation error in each SVD during the imaginary time
evolution to less than 10−10. These settings ensure that the error that comes from DMRG
is negligible compared with other source of errors.
1.5 Cold atoms in optical lattices
Atoms can be maintained at temperatures very close to 0 (very low average ve-
locities) by combinations of several experimental cooling techniques, and trapped in the
locations of potential minima on optical lattices formed by the ac Stark effect of the in-
terfering laser beams. The interaction parameters can be easily controlled and tuned in
these artificial quantum systems. With the remarkable advances in experimental tech-
niques, several lattice models studied in condensed matter physics for their relevance to
complex materials have been engineered on optical lattices and tested in regimes where
conventional computational methods are reliable. One well-known example of the high
level of agreement between theory and experiment is the one-species Bose-Hubbard model,
which describes quantum systems with spinless bosons on optical lattices, where details of
the experimental time-of-flight pictures can be obtained with Quantum Monte Carlo worm
algorithm calculations [212].
For more information on experimental physics of cold atoms, readers can refer to
the good reviews [22, 48, 140, 92, 205, 52]. Among them, [22] reviews both theoretical
and experimental progress of many-body physics in ultracold gases until 2008, focusing
on strong-interaction regime realized by Feshbach resonances. And the phenomenon of
Feshbach resonances in ultracold gases and their applcations can be found in [48]. [140, 92]
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also review how optical lattice systems can be used to quantum simulate the physics in
condensed matter as well as high energy physics. [205] reviews recent theoretical and
experimental progress on one-dimensional systems with several ultracold atoms. [52] is a
recent review on realizing topological band structures with cold atomic gases.
In particular, in our proposals for quantum simulation of sQED, we map the
Hamiltonian to the Bose-Hubbard models or multi-leg ladder systems with atoms trapped
in optical lattices and interacting with Rydberg-dressed interactions. The one species Bose-
Hubbard model can be realized in optical lattices and its quantum phase transition from the
superfluid phase to Mott insulator phase has been studied experimentally [107, 90]. Also
see [152, 8] for the extended Bose-Hubbard model. The two-species Bose-Hubbard model
can be realized with 87Rb and 41K Bose-Bose mixture [41, 209], where the interspecies
interactions can be controlled by Feshbach resonances. The ladder systems have been
realized experimentally [198, 46, 89, 6]. Identical copies of Bose-Hubbard chains can be
prepared and the entanglement entropy and dynamics can be measured experimentally [106,
118]. The experimental scheme to measure arbitrary order of Re´nyi entropy, by measuring
the parity of on-site occupation in states after a beam splitter operation between two copies
of initial states, was proposed in [57]. Finally, the laser-excited Rydberg atoms can serve
as a universal quantum simulator for systems with n-body interactions [224] and Rydberg-
dressed atoms (a superposition of the ground state and the excited Rydberg state with
small probability to be excited) can be used to generate nonlocal, long range interactions
[111, 100, 176, 84, 239, 92]. A good review for Rydberg atoms could be [188].
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1.6 Equilibration and thermalization in quantum systems
The general language describing the time evolution of a quantum system is the
following. Let {|i〉} be the eigenstates of the initial Hamiltonian, Hˆ0 |i〉 = ei |i〉 [Hˆ0 is the
Hamiltonian before expansion in Chapter 5. An arbitrary initial state (pure or mixed) in
this eigenbasis is given by
ρˆ0 =
∑
i,j
ρ0ij |i〉 〈j| . (1.25)
If it is a thermal state with an inverse temperature β0, ρ
0
ij = δijρ
0
i with ρ
0
i = e
−β0ei/Z0(β0),
and Z0(β0) = Tr
(
e−β0Hˆ0
)
is the partition function.
Let {|m〉} be the eigenstates of the final Hamiltonian HˆF that drives the time
evolution after a quantum quench, that is, HˆF |m〉 = Em |m〉. The initial state, written in
this eigenbasis, is given by,
ρˆ0 =
∑
m,n
ρ0mn |m〉 〈n|
=
∑
m,n
(∑
i
ρ0ij 〈m|i〉 〈j|n〉
)
|m〉 〈n| , (1.26)
and contains diagonal (m = n) and off-diagonal (m 6= n) terms. The time-dependent
density operator at time t during the expansion is
ρˆt =
∑
m,n
ρ0mn exp[−it(Em − En)] |m〉 〈n| . (1.27)
If there is no degeneracy in the spectrum, which is generally true for nonintegrable systems
[24], the long-time average of the density operator above will give the diagonal ensemble
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(DE) [179] density matrix
ˆ¯ρ = ρˆd = lim
τ→∞
1
τ
∫ τ
0
dτ ρˆt
=
∑
m
ρ0mm |m〉 〈m|
=
∑
m
W dm |m〉 〈m| . (1.28)
where ρ0mm is the weight W
d
m that the projector Pˆm = |m〉 〈m| has in the DE.
For an arbitrary observable Oˆ = Om′n′ |m′〉 〈n′|, the time-dependent expectation
value is,
〈Oˆ〉t = Tr(Oˆρˆt)
=
∑
m,n
Omnρ
0
nm exp[−it(En − Em)]
= 〈Oˆ〉d +
∑
m 6=n
Omnρ
0
nm exp[−it(En − Em)], (1.29)
where the first term 〈Oˆ〉d =
∑
mOmmρ
0
mm is the expectation value in the diagonal ensemble,
or the long-time average value. The second term, for nonintegrable systems, is expected
to be very small at long times for two reasons: firstly, according to ETH, the off-diagonal
matrix elements for a few-body observable Oˆ is exponentially small in the size of the system
[61, 206], secondly the long time temporal dephasing [179] guarantees the canceling of
oscillations at long enough times. It seems problematic at first that one may need to
wait an exponentially long time for the cancellation due to dephasing to occur because of
the exponentially small level spacings. It was however pointed out [55] that since the off-
diagonal matrix elements of Oˆ are exponentially small, the phase coherence between only
a finite fraction of the eigenstates with a significant contribution to the expectation value
needs to be destroyed. If the observable Oˆ thermalizes, the expectation in the diagonal
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ensemble must agree with the expectation value obtained in statistical mechanics. We
use the canonical ensemble (CE) to describe this thermalized state. We find the effective
inverse temperature βeff of this CE by matching the total energy of the system, which is a
time-independent conserved quantity,
〈HˆF 〉 = Tr
(
HˆF ρˆ
t
)
=
∑
m
EmW
d
m
= Tr
[
HˆF exp
(
−βeff HˆF
)
/Z(βeff )
]
(1.30)
where Z(βeff ) = Tr
(
e−βeff HˆF
)
is the partition function for the CE at temperature Teff =
1/βeff . The function E(β) = Tr
(
Hˆe−βHˆ
)
/Z(β) is monotonically decreasing with β because
dE(β)
dβ
=
∑
m,n
−e
−β(En+Em)(En − Em)2
2Z2
< 0, (1.31)
and therefore there is only one solution for the effective temperature. For the CE we then
have
ρˆc =
∑
m
e−βeffEm
Z(βeff )
|m〉 〈m| =
∑
m
W cm |m〉 〈m| . (1.32)
Like in a classical gas, the average energy of the initial Hamiltonian H0 (particles confined
to L/2) with repulsive interactions at a certain temperature is higher than that of the
final Hamiltonian HF (system size L) with the same temperature. So a higher effective
temperature is needed for Eq. (1.30) to be satisfied. Conversely, for attractive interactions
(such as in the classical van der Waals gas), the system is expected to cool down upon
expansion. For repulsive interactions, such as the systems studied here, an interesting
possibility can occur. If the initial average energy is higher than the infinite-temperature
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energy for the final Hamiltonian, a negative temperature is needed to compensate for the
difference. It is convenient to describe this in terms of inverse temperature: the system is
prepared in some positive inverse temperature that decreases upon expansion for repulsive
interactions. There will be some initial positive inverse temperature for which it decreases
to zero (infinite temperature) after expansion. Any positive initial inverse temperature that
is smaller than that will then lead to even smaller final inverse temperatures, leading to
negative values.
We have the initial thermal state ρˆ0, the time-evolved state ρˆt, the DE density
matrix ρˆd and the corresponding CE density matrix ρˆc. To better compare these states, we
can investigate their reduced density matrices. Note that for an arbitrary density operator
ρˆ, if the observable Oˆ only resides on a subsystem A, whose complement is denoted as
B, the expectation value only depends on the reduced density operator of the subsystem
ρˆA = TrB ρˆ by
〈Oˆ〉 = TrA
(
OˆρˆA
)
. (1.33)
If the reduced density matrix is similar to the CE reduced density matrix, every observable
that resides in subsystem A has the same expectation value as in the canonical ensemble.
Another characterization of the reduced density matrix is the Re´nyi entropy. The
p-th order bipartite Re´nyi entropy for ρˆA is defined as
SpA =
1
1− p ln TrA (ρˆA)
p. (1.34)
The von Neumann entanglement entropy S1A = −Tr{(ρˆA ln ρˆA)} is obtained by taking
the limit p → 1+. For pure states, the Re´nyi entropy probes the entanglement between
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subsystems A and B, and SpA = SpB. In particular, the conformal field theory (CFT)
prediction for the ground state of critical one-dimensional systems with open boundary
conditions has the form [103, 218, 110, 30, 34]
SCpA =
c
12
(
1 +
1
p
)
ln
[
2L
pia
sin
(
pilA
L
)]
+ c′p, (1.35)
where c is the central charge of the CFT, a is the lattice spacing, lA is the size of the
subsystem and c′p is a nonuniversal constant. The states we are dealing with here are mixed
states, and generally SpA 6= SpB, unless the partition is in the middle. For thermal states,
the Re´nyi entropy for subsystem A contains contributions from both entanglement and
thermal mixture. In an infinitely long system at temperature β−1, the Re´nyi entropy has
the form [129, 30, 34]
SβpA =
c
12
(
1 +
1
p
)
ln
[
β
pia
sinh
(
2pilA
β
)]
+ c′p, (1.36)
from where we can see that, for low temperatures and lA/β  1, the Re´nyi entropy scales
logarithmically with the size of the subsystem, SβpA ∼ ln lA, while for high temperatures and
lA/β  1, the Re´nyi entropy recovers the volume law SβpA ∼ lA. This finite temperature
behavior can place an additional challenge in the preparation of ground states of cold atom
systems in optical lattices [214]. If A equals the whole system, SpA is the diagonal (thermal)
Re´nyi entropy for the DE (CE). In particular, for the time-evolved density matrix ρˆt, taking
the second order Re´nyi entropy as an example, it can be expressed by
St2A = − ln
[ ∑
{m,n,i}
ρ0mnρ
0
m′n′e
−it(Em−En+Em′−En′ )
〈n|iB〉
〈
i′B
∣∣m′〉 〈n′∣∣i′B〉 〈iB|m〉 ], (1.37)
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where
∑
{m,n,i} is a sum over m, m
′, n, n′, iB, and i′B, and where iB and i
′
B run over all the
states of a basis for subsystem B. If A is the whole system (size L), then B has size zero,
and n = m′ and n′ = m, and the phase is therefore always zero. The same argument holds
for all orders of the Re´nyi entropy. The Re´nyi entropy for the whole system is therefore
conserved during the time evolution.
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Chapter 2
Gauge-invariant reformulation for
the Abelian-Higgs model
2.1 Introduction
Two-dimensional gauge models have played an important role in our understanding
of four-dimensional quantum chromodynamics (QCD). They appear prominently in several
of the Coleman’s Erice lectures [51] and provide non-trivial model calculations for questions
related to confinement, topology and symmetry breaking. For these reasons, they are often
the first targets when new methods are developed. There has been a recent interest in using
controlled quantum systems to perform calculations in lattice gauge theories. The methods
used include cold atoms in optical lattices, trapped ions, and state of the art quantum
computers. Recent efforts have been focused on the Schwinger model [150, 9, 117, 123] and
its scalar counterpart the two-dimensional Abelian Higgs model [134, 135, 87].
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In recent years, the tensor renormalization group method (TRG) has been used
to reformulate spin and gauge models with compact field variables into models of discrete
integer (or half-integer) fields [234, 157, 142, 60, 238]. This reformulation uses discrete
character expansions which are suitable for quantum computations and can also be used for
sampling purposes [82]. The computation of the tensors involves integration over the field
variables and is manifestly gauge invariant. The TRG has been used to reformulate the 2D
Abelian Higgs model and find approximations suitable to implement the model on optical
lattices [12]. Recently developed experimental methods involving Rydberg atoms [239] have
been exploited to propose realistic implementations of the model on a physical ladder [241].
A key aspect of the proposal in Ref. [241] is that gauge invariance is maintained exactly, and
the Gauss law constraint need not be enforced “by hand”. This differs from other quantum
simulation approaches [246, 134, 123, 135, 87, 9, 117, 80].
In order to test the ladder implementation, my collaborators and I have proposed
to measure the Polyakov loop [241] for the 2D Abelian Higgs model. In this process we
found remarkable finite-size scaling (FSS) properties that to the best of our knowledge have
never been reported. In this chapter, we describe these calculations and the interpretation
of the results.
This chapter is structured as follows: In Sec. 2.2, we derive the reformulation of
the well-known Abelian Higgs model (scalar electrodynamics) [193, 112] with a chemical
potential µ on a 1+1 dimensional lattice, in terms of the discrete field-quantum-number
variables using the duality method. Strong coupling expansions can be done easily with
this formulation. In the limit of arbitrarily large λ where the Brout-Englert-Higgs mode is
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infinitely massive and we are left with the compact Nambu-Goldstone modes and compact
gauge fields, we use TRG methods to write the partition function as a traced product of local
tensors with discrete indices. We can write exact blocking formula for numerical purposes.
Truncations must be done in practical implementation, but there is no sign problem for
arbitrary chemical potential µ. The transfer matrix can be found by multiplying all tensors
along a time slice. And the Polyakov loop is introduced in terms of the reformulated
variables.
In Sec. 2.3 we obtain the continuous-time limit of the blocked transfer matrix
and derive the Hamiltonian in the field-quantum-number representation and the charge-
quantum-number representation. This can also be done numerically. The continuous-time
limit of the Polyakov loop can also be obtained by repeating the same procedure. The new
Hamiltonian is just the original Hamiltonian with a local modification. We can also write
down the Hamiltonian by noting that the insertion of a Polyakov loop creating a static
charge in the system without repeating the derivations.
In Sec. 2.4 we check the effect of spin truncation on the energy gap induced by the
Polyakov loop in the limit of zero gauge coupling where the model reduces to that of the
O(2) spin model, and we give justification for the accuracy of our results. We then report
on the FSS of this energy gap and present results across a range of spatial sizes and gauge
couplings.
In Sec. 2.5 we relate a special choice of boundary conditions in this model to the
inclusion of the Polyakov loop into the system. We find this special boundary condition
allows us to probe the non-zero charge sectors of the theory. It is discovered that the energy
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gap extracted from this special choice of boundary conditions exhibits similar FSS compared
to the energy gap extracted from the Polyakov loop. Again, this FSS is found to persist
into the continuous-time limit.
Finally in Sec. 2.6 we give a summary and concluding remarks about the pertinence
of this study to the possibility of quantum simulating the 2D Abelian Higgs model using
cold atoms in optical lattices.
2.2 The Abelian Higgs model and the Polyakov loop
2.2.1 The model and its gauge-invariant reformulation
We consider the Abelian Higgs model with a chemical potential µ on a 1+1 space-
time lattice of size Ns × Nτ . Let the gauge fields Ux,νˆ = exp{iAx,νˆ}, the matter fields
φx = |φx| exp(iθx), and the plaquette term Upl,x = Ux,sˆUx+sˆ,τˆU †x+τˆ ,sˆU †x,τˆ . As we discussed
in Sec. 1.2, the action reads:
S = Sg + Sh + Sλ, (2.1)
where the gauge part is
Sg = −βpl
∑
x
Re [Upl,x] , (2.2)
the hopping
Sh = −κτ
∑
x
[
eµφ†xUx,τˆφx+τˆ + e
−µφ†x+τˆU
†
x,τˆφx
]
− κs
∑
x
[
φ†xUx,sˆφx+sˆ + φ
†
x+sˆU
†
x,sˆφx
]
(2.3)
and the self-interaction
Sλ = λ
∑
x
(
φ†xφx − 1
)2
+
∑
x
φ†xφx. (2.4)
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Note that the chemical potential only enters in the τˆ links in Eq. (2.3). Because in the
continuum limit, the chemical potential is only coupled to the charge density φφ˙† − φ†φ˙.
The partition function can then be written as
Z =
∫
Dφ†DφDUe−S . (2.5)
The compact and non-compact variables can be separated in the hopping part,
Sh = − 2κτ |φx||φx+τˆ |
∑
x
cos(θx+τˆ − θx +Ax,τˆ − iµ)
− 2κs|φx||φx+sˆ|
∑
x
cos(θx+sˆ − θx +Ax,sˆ), (2.6)
where it is clear that the chemical potential is a constant imaginary gauge field in the time
direction. We can do a gauge transformation to eliminate the Nambu-Goldstone fields θx
Ax,νˆ → Ax,νˆ − θx+νˆ + θx, (2.7)
which does not change the plaquette terms. Note that in the limit g2 → ∞, λ → ∞, the
radial length of the matter fields is fixed to 1 and all gauge fields are constant which we set
to zero. Then the action only contains the hopping term which is the classical O(2) model.
To represent the partition function (2.5) in terms of discrete variables, we apply
the duality method and integrate out the continuous field. Note that the Boltzman weights
can be Fourier expanded in terms of the modified Bessel functions In, for instance,
exp[2κτ |φx||φx+τˆ | cos(θx+τˆ − θx +Ax,τˆ − iµ)]
=
∞∑
n=−∞
Inx,τˆ (2κτ |φx||φx+τˆ |) exp[inx,τˆ (θx+τˆ − θx +Ax,τˆ − iµ)]. (2.8)
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We can find similar expressions for the space hopping and the plaquette interactions. After
integration over Ax,νˆ , θx, we find the effective action
e−Seff =
∑
{m}
[∏

Im(βpl)
∏
x
(
Inx,sˆ(2κs|φx||φx+sˆ|)
×Inx,τˆ (2κτ |φx||φx+τˆ |) exp(µnx,τˆ )
)]
, (2.9)
where the Fourier modes, plaquette indicesm come from Fourier expansion of the plaquette
terms and link indices nx,νˆ come from the hopping terms. We attach these indices to
plaquettes and links which form a dual lattice of our model. The integration over the
continuous angular variables results in Kronecker deltas relating the various Fourier modes,
∫ 2pi
0
dθx
2pi
eiθx(nx,τˆ+nx,sˆ−nx−τˆ ,τˆ−nx−sˆ,sˆ) = δ(x)nx,τˆ+nx,sˆ,nx−τˆ ,τˆ+nx−sˆ,sˆ (2.10)∫ 2pi
0
dAx,τˆ
2pi
eiAx,τˆ(−mx+mx−sˆ+nx,τˆ) = δ(x,τˆ)mx−mx−sˆ,nx,τˆ (2.11)∫ 2pi
0
dAx,sˆ
2pi
eiAx,sˆ(mx−mx−τˆ+nx,sˆ) = δ(x,sˆ)mx−τˆ−mx,nx,sˆ (2.12)
which defines rules
nx,sˆ = mbelow −mabove (2.13)
nx,τˆ = mright −mleft (2.14)
where the subscripts such as “below” refers to the plaquette location with respect to the
link. Then the link indices are completely determined by the plaquette indices. The m
are the dual variables [193]. If we interpret nx,τˆ as a charge and mx as an electric field in
the spatial direction, Eq. (2.14) enforces Gauss’s law. Eq. (2.13) is then the time derivative
of electric field resulting in a current in spatial dimension. On the other hand, nx,νˆ can also
be interpreted as a two-dimensional current and mx as a magnetic field normal to the two-
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Figure 2.1: The configurations of 2-connected plaquettes, 3-connected plaquettes and 4-
connected plaquettes in Eq. (2.18).
dimensional plane. In this Euclidean interpretation, Eqs. (2.13-2.14) express the current as
the curl of the magnetic field. From Eqs. (2.13-2.14), we also have
nx,τˆ − nx−τˆ ,τˆ + nx,sˆ − nx−sˆ,sˆ = 0, (2.15)
Ns+1∑
i=0
ni,τˆ = mNs+1 −m0, (2.16)
mx = nx,τˆ + nx−τˆ ,τˆ + nx−2τˆ ,τˆ + .... (2.17)
Eq. (2.15) is the charge or current conservation. Eq. (2.16) shows that the total charge in
the single time slice is the difference between the fields on the boundary. If PBC is applied,
the total charge is zero. Eq. (2.17) represents the electric field as a sum of all charges to
the left.
The strong coupling expansion can be easily done with Eq. (2.9). When βpl  1,
the lowest order terms are those with all m = 0. We can perturbatively restore the effect
of the plaquette. Consider the isotropic case κs = κτ = κ, the expansion in the hopping
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parameter κ gives:
−Seff = N ln I0(β) +
∑
<xy>
ln I0
(
2κ
√
MxMy
)
+ κ4
2I1(β)
I0(β)
∑
pl
M1M2M3M4

+κ6
{
− I1(β)
I0(β)
∑
pl
M1M2M3M4 (M1M2 +M2M3 +M3M4 +M4M1)
+2
I21 (β)
I20 (β)
∑
2−connected pl
M1M2M3M4M5M6
}
+κ8
{
2
3
I1(β)
I0(β)
∑
pl
M1M2M3M4
(
M21M
2
2 +M
2
2M
2
3 +M
2
3M
2
4 +M
2
4M
2
1
)
+
1
2
I1(β)
I0(β)
∑
pl
M1M2M3M4
(
M1M
2
2M3 +M2M
2
3M4 +M3M
2
4M1 +M4M
2
1M2
)
+
(
I1(β)
I0(β)
+
I2(β)
8I0(β)
− 2I
2
1 (β)
I20 (β)
)∑
pl
M21M
2
2M
2
3M
2
4
−I
2
1 (β)
I20 (β)
∑
2−connected pl
M1M2M3M4
M5M6 (M1M2 +M2M3 +M3M4 +M4M5 +M5M6 +M6M1 + 3M2M5)
+2
I31 (β)
I30 (β)
∑
3−connected pl
M1M2M3M4M5M6M7M8
+2
I41 (β)
I40 (β)
∑
4−connected pl
M1M2M3M4M5M6M7M8
}
+O(κ10), (2.18)
where Mk = φ
†
kφk, k labels the vertices on the connected plaquettes, “pl” means plaquette.
The configurations of connected plaquettes are shown in Fig. 2.18. Notice that the summa-
tions are over these configurations in all different directions. The range of validity of the
expansion can be checked by Monte Carlo simulation [12].
2.2.2 The large λ limit and the transfer matrix
When λ → ∞, Mx is frozen to 1, or in other words, the Brout-Englert-Higgs
mode becomes infinitely massive. Because the compact variables (θx and Ax,νˆ) have been
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integrated out, the partition function can be expressed in terms of discrete sums. These
sums can be formulated in a compact way using tensorial notations [142]. Before doing
that, we define the normalized Bessel functions
tn(z) =
In(z)
I0(z)
. (2.19)
These functions have useful properties. For instance tn(0) = δn,0. For z non-zero and finite,
we have
1 = t0(z) > t1(z) > t2(z) > · · · > 0. (2.20)
In addition, for sufficiently large z,
tn(z) ≈ 1− n
2
2z
. (2.21)
And for small z,
tn(z) ' zn/(2nn!). (2.22)
Following the general principles of the construction [142], we attach a B() tensor to every
plaquette
B()m1m2m3m4 =

tm(βpl), if m1 = m2 = m3 = m4 = m
0, otherwise,
(2.23)
a A(s) tensor to the horizontal links
A(s)mabovembelow = t|mbelow−mabove|(2κs), (2.24)
and a A(τ) tensor to the vertical links
A(τ)mleftmright = t|mleft−mright|(2κτ ) e
(mright−mleft)µ. (2.25)
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Figure 2.2: The basic B and A tensors (in brown and green, respectively, colors online).
The A(s) are attached to the horizontal (spatial) links of the lattice. The A(τ) are attached
the vertical (temporal) links. The product of the tensors in yellow shaded area form a B
tensor. The product of the tensors in blue shaded area form a A tensor. [12]
The partition function can now be written as
Z = (I0(βpl)I0(2κs)I0(2κτ ))
V × Tr
∏
h,v,
A(s)mabovembelowA
(τ)
mleftmright
B()m1m2m3m4
 . (2.26)
The traces are performed by contracting the vertical and horizontal indices as shown in
Fig. 2.2.
To construct the transfer matrix T, we first define a matrix B as the product of
the plaquette tensors on a time slice alternating with the vertical link tensor in between the
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plaquettes
B(m1,m2,...mNs )(m′1,m′2...m′Ns ) = tm1(2κτ )δm1,m′1tm1(βpl)×
t|m1−m2|(2κτ )δm2,m′2tm2(βpl)t|m2−m3|(2κτ ) . . .
tmNs (βpl)tmNs (2κτ )e
µQ, (2.27)
where Q is the total charge, see Eq. (2.16). We next define a matrix A as the product
A(m1,m2,...mNs )(m′1,m′2...m′Ns ) = (2.28)
t|m1−m′1|(2κs)t|m2−m′2|(2κs) . . . t|mNs−m′Ns |(2κs).
The B and A tensors are shown in Fig. 2.2. With these notations we can construct a
symmetric transfer matrix T. Since B is diagonal, real and positive, we can define its
square root in an obvious way and write the transfer matrix as
T =
√
BA
√
B. (2.29)
Then the partition function can be written as
Z = (I0(βpl)I0(2κs)I0(2κτ ))
V Tr
[
TNτ
]
. (2.30)
Alternatively, we could diagonalize the symmetric matrix A and define the (dual) transfer
matrix
T˜ =
√
AB
√
A. (2.31)
2.2.3 The Polyakov loop
The Polyakov loop, P , is a specific instance of the Wilson loop. The latter is
defined by closed loops built out of gauge fields, and is gauge invariant. The Polyakov
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loop is a Wilson loop which wraps around the temporal direction (with PBC) making it
non-contractible. The Polyakov loop is an order parameter for confinement/deconfinement
transitions in pure gauge theories. In particular it monitors the center symmetry of the
gauge group, and the screening of a static test charge by the gauge field. As defined above,
the Polyakov loop has the form
P =
Nτ−1∏
n=0
Ux∗+nτˆ ,τˆ (2.32)
in the Abelian Higgs model considered here, which is a loop along a single space-slice. The
expectation value of the Polyakov loop is,
〈P 〉 = 1
Z
∫
D[φ†]D[φ]D[U ]
(
Nτ−1∏
n=0
Ux∗+nτˆ ,τˆ
)
e−S , (2.33)
with x∗ a single specific spatial site where the Polyakov loop passes through. In QFT of
complex matter field, the gauge field is coupled to the current. So the gauge field in time
direction is coupled to the charge density. Then the insertion of the Polyakov loop adds a
“1” to the charge density. The free energy induced by the inclusion of a static charge is
related to the expectation value of the Polyakov loop by [161]
exp[−F/T ] ∝ 〈P 〉, (2.34)
where F is the free energy, and T is the temperature. The insertion of the Polyakov loop
into the system forces a scalar current in the opposite direction in order to lower the system
energy. This is illustrated in Fig. 2.3, where 00BC means fields on the boundary are zero,
equivalent to OBC we mention before, 10BC means the field quantum number is 1 on the left
boundary and 0 on the right boundary. We will discuss the 10BC in Sec. 2.5. However, the
cost for the current to run the length of Nτ is controlled by the hopping parameter coupling
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Figure 2.3: (color online) The Polyakov loop (arrows pointing up) and the matter loop
(arrows pointing down) composed of matter charges and plaquette quantum numbers for
a) 00BC and b) 10BC without the Polyakov loop. Additional columns of zeros or ones are
implicit. The dotted line indicates the wrapping in the Euclidean time direction. [241]
and the length of Nτ , and this cost must be overcome for the Polaykov loop expectation
value to be nonzero.
By repeating the derivations in Sec. 2.2.1, we can also re-write 〈P 〉 in terms of
discrete field-quantum-number variables. Note that the only difference in the derivation
is the integrals on the links which contain the additional Ux,τˆ variables from the Polyakov
loop, ∫
dAx∗,τˆ
2pi
ei(nx∗,τˆ−mx∗+mx∗−sˆ+1)Ax∗,τˆ = δn,mr−ml−1. (2.35)
Here the subscripts l and r denote the “left” and “right” plaquette quantum numbers,
respectively, to the vertical (temporal) link in question. This shifts the difference in ms by
one at the links which contain the Polyakov loop, but all the other links remain the same.
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Now we can write the expectation value as,
〈P 〉 = 1
Z
∑
{m}
[ ∏
x,ν<µ
tm(βpl)
][∏
x,ν
tm−m′(2κ)
]
×
[
Nτ−1∏
n=0
tm−m′−1(2κ)
tm−m′(2κ)
]
. (2.36)
Here the last product is over those links from Eq. (2.33) that are included in the Polyakov
loop. This allows us to identify the Polyakov loop in terms of the new variables as,
P =
Nτ−1∏
n=0
tm−m′−1(2κ)
tm−m′(2κ)
. (2.37)
2.2.4 The energy gap and the conjectured finite size scaling
By re-writing the partition function as a trace over products of transfer matrices,
we can expose the dependence on Nτ ,
〈P 〉 = Z˜
Z
=
Tr
[
T˜Nτ
]
Tr[TNτ ]
=
∑N
i=0 λ˜
Nτ
i∑N
i=0 λ
Nτ
i
, (2.38)
where in the last step we have diagonalized the transfer matrices. This makes it clear
that in the large Nτ limit the Polyakov loop expectation value is dominated by the largest
eigenvalues λ˜0 and λ0. Thus, we find,
log〈P 〉 ' Nτ log
(
λ˜0/λ0
)
(2.39)
= −Nτ∆E, (2.40)
with ∆E the energy gap between the ground state of the system with the static charge,
and that without, for sufficiently large Nτ . Then
〈P 〉 ' e−Nτ∆E (2.41)
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for sufficiently large Nτ (or low temperatures). This provides us a way to find the energy
gap, first calculate the expectation value with HOTRG at large Nτ , then plot ln 〈P 〉 as a
function of Nτ , finally we obtain the energy gap by extracting the slopes of the log-plot.
Conventional Monte Carlo simulations and TRG calculations with a typical bond dimension
of Dbond ≈ 40 provide consistent evidence for the scheme [213].
In the limit where g2 becomes zero, our model is the classical O(2) model, which
has phase transition from the gapped to the gapless phase. This kind of transition is called
the Berezinskii-Kosterlitz-Thouless (BKT) transition. For κ large enough, i.e. greater than
the BKT transition value, and g2Ns small enough, we expect that
∆E ' a
Ns
+ b g2Ns, (2.42)
where a and b are still functions of κ. The first term is the leading behavior of the scaling
of the energy gap in the gapless BKT phase at finite volume. It seems that the next order
of logarithmic corrections are suppressed with OBC, which is our future study. If it is
true, our conjecture could be good even for moderate system sizes. The guessed correction
corresponds to a linear potential, which comes from the first order perturbation theory at
small g2. If we multiply Eq. (2.42) by Ns, then the right hand side depends only on g
2N2.
We conjecture that this feature persists beyond the lowest order approximation, namely,
∆ENs = f(g
2N2s ). (2.43)
In addition, we can observe from numerical results that for larger g2N2s , f(g
2N2s ) ∼ gNs,
which means that in this intermediate regime, ∆E become approximately independent of
Ns and is proportional to g [213].
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However, the data collapse will eventually break down if we increase g to large
values while keeping Ns constant. For very large g (small βpl), the lowest energy state
corresponds to having all plaquette quantum numbers set to zero. This is accomplished
when the matter loop follows exactly the Polyakov loop in the opposite direction. This state
contributes (t1(2κ))
Nτ to the partition function with a corresponding energy difference, ∆E,
of − ln(t1(2κ)) in the large Nτ limit. Thus, for large values of g, we expect
∆E → − ln(t1(2κ)), (2.44)
independent of Ns. In particular, in the anisotropic case, when 2κτ is big,
∆E → 1
4κτ
. (2.45)
2.3 The time coninuum limit
In this section, we obtain the Hamiltonian of Abelian Higgs model by taking the
time continuum limit of the transfer matrix T defined by Eq. (2.29). According to the
discussions in Sec. 1.3, both βpl and κτ go to infinity, and κs goes to zero, as the lattice
spacing in time direction goes to zero. This is consistent with the fact that the transfer
matrix should be close to 1 when two consecutive times are very close. In the limit κs = 0,
the inside matrix A becomes the identity and the transfer matrix T =
√
BA
√
B becomes B
which is diagonal. From Eq. (2.21), we see that the only way to have T close to the identity
is to require that both κτ and βpl become large, which confirms our previous discussion in
Chapter 1. At leading order in the inverse of these large parameters, the eigenvalues of T
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are
λ(m1,m2,...mNs ) = 1−
1
2
[
1
βpl
(m21 +m
2
2 + · · ·+m2Ns)
+
1
2κτ
(m21 + (m2 −m1)2 + · · ·+ (mNs −mNs−1)2 +m2Ns
]
. (2.46)
Then consider the leading order in κs. From the definition of A in Eq. (2.28), we see that
the leading order in κs is obtained by letting just one mi−m′i = ±1. Note that t1(2κs) ≈ κs
for small κs. We have
A =
∏
i
δmi,m′i + κs
∑
j
δmj ,m′j+1∏
i 6=j
δmi,m′i
+ κs
∑
j
δmj ,m′j−1
∏
i 6=j
δmi,m′i
 . (2.47)
Finally we can write the transfer matrix at leading order in all small quantities
T =
∏
i
δmi,m′i −
∏
i
δmi,m′i
1
2
[
1
βpl
(m21 +m
2
2 + · · ·+m2Ns)
+
1
2κτ
(m21 + (m2 −m1)2 + · · ·+ (mNs −mNs−1)2 +m2Ns
]
+ κs
∑
j
δmj ,m′j+1∏
i 6=j
δmi,m′i
+ κs
∑
j
δmj ,m′j−1
∏
i 6=j
δmi,m′i
 . (2.48)
2.3.1 The spin-S Hamiltonian
We already know the matrix elements of the transfer matrix from Eq. (2.48). The
Hamiltonian can be easily obtianed by noting that T = e−aH ≈ 1− aH for small temporal
lattice spacing a. We define local operators on each spatial site
Lzi |mi〉 = mi |mi〉 , (2.49)
U±i |mi〉 = |mi ± 1〉 , (2.50)
where mi = 0,±1,±2, .... U±i are special types of raising and lowering operators for field
quantum numbers. They are different from the ladder operators in the angular momentum
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algebra. In the basis of eigenvectors of Lz, applying U+ (U−) to them also raises (lowers)
the electric field quantum number by 1 but with all coefficients 1. Now the quantum
Hamiltonian for the Abelian Higgs model for infinite spin is written,
H =
U
2
Ns∑
i=1
(Lzi )
2 +
Y
2
∑
i
′
(Lzi+1 − Lzi )2 −X
Ns∑
i=1
Uxi , (2.51)
where the sum,
∑′
i, takes the OBC into account and includes (L
z
1)
2 + (LzNs)
2. The param-
eters are
U ≡ 1
βpla
=
g2
a
, Y ≡ 1
2κτa
, X ≡ 2κs
a
, (2.52)
a is the temporal lattice spacing. Ux = (U+ + U−)/2 is similar in spirit to Lx, the x
component of angular momentum, but with different matrix elements. In the Hamiltonian
Eq. (2.51), the first term represents the plaquette interactions, which is the energy of the
electric field (there is no magnetic field in (1+1) dimensions). The second term is associated
with the integration of the time links. They can be interpreted as charges determined by
Gauss’s law, in other words the difference between the two field quantum numbers on each
side of the link. Finally, the third term represents the spatial hopping term and reveals
the equivalence between the spatial hopping of charge and the local spin-flip of the electric
field. Notice that this Hamiltonian is consistent with Eq. (1.20) which is obtained by
canonical quantization. If we truncate the values of m at |mmax| = S, we call it the “spin-
S” truncation for convenience, even though we no longer are using the angular momentum
algebra.
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2.3.2 H with the Polyakov loop
Using the reformulation from Sec. 2.2.3, we can follow the same prescription for
taking the continuous-time limit and apply it to the Polaykov loop. This implies taking the
same limit for the P operator. We find,
P → 1 + 1
2(2κτ )
(
2(mr −ml)− 1) +O((2κτ )−2
)
. (2.53)
This corresponds to an additional term in the quantum Hamiltonian which is located at a
single specific site, and allows us to write,
H˜ = H − Y
2
(2(Lzi∗+1 − Lzi∗)− 1) (2.54)
where H˜ is the quantum Hamiltonian corresponding to the addition of a static charge at
a specific site, i∗, and H is the original quantum Hamiltonian of the Abelian Higgs model
from Eq. (2.51).
After taking this limit, it’s clear that the energy gap, ∆E, between the ground
states of H˜ and H is due to the additional term and the inserted static charge. This energy
gap, when calculated in the low-temperature limit, is the same quantity that is calculated
in the isotropic coupling case at large Nτ from Sec. 2.2.4.
In numerical calculations, and to avoid the effects of boundary conditions as much
as possible, we put the Polyakov loop on the middle link of the square lattice (in the
isotropic coupling picture), or equivalently, we remove the (Ns/2)
th term from the Y sum
in Hamiltonian (2.51) and shift it by one. Then the Hamiltonian with the Polyakov loop
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included reads,
H˜ =
U
2
Ns∑
i=1
(Lzi )
2 +
Y
2
∑
i 6=Ns
2
′
(Lzi+1 − Lzi )2
+
Y
2
(LzNs
2
+1
− LzNs
2
− 1)2 −X
Ns∑
i=1
Uxi . (2.55)
By a simple rearranging of terms this can be cast into the form from Eq. (2.54). So adding
a Polyakov loop creates a single charge in the neutral system (i.e. Eq. (2.51)).
To conclude this section, we empasize that the process outlined in this chapter can
in principle be generalized for other models such as non-Abelian gauge groups in (1 + 1) or
higher spatial dimensions. See Appendix D for a derivation for the Abelian Higgs model
with a topological term. Tensor formulations and exact blocking procedures have already
been worked out for non-Abelian gauge groups in Ref. [142]. These questions are under
active consideration and readers can refer to [216, 215, 13].
2.3.3 The charge representation
By Gauss’s Law, the charge (link) quantum numbers are defined as L¯z
i+ 1
2
= Lzi+1−
Lzi . This allows one to use the charge representation. The corresponding U¯
± have the
same form. If we increase the field (plaquette) quantum number at site i by 1, the charge
quantum number L¯z
i+ 1
2
will be decreased by 1, but L¯z
i− 1
2
will be increased by 1. So the ladder
operators in the field representation are related with the ones in charge representation by
U+i = U¯
+
i− 1
2
U¯−
i+ 1
2
. (2.56)
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With OBC, L¯z1
2
= Lz1, L¯
z
Ns+
1
2
= −LzNs , and we can solve for field quantum numbers
in terms of charge quantum numbers
Lzi =
i−1∑
j=0
L¯z
j+ 1
2
. (2.57)
Then Eq. (2.51) reads
H¯ =
U
2
∑
0≤j,k<Ns
cjkL¯
z
j+ 1
2
L¯z
k+ 1
2
+
Y
2
Ns∑
i=0
(L¯z
i+ 1
2
)2
− X
2
Ns∑
i=1
(U¯+
i− 1
2
U¯−
i+ 1
2
+ U¯−
i− 1
2
U¯+
i+ 1
2
)− µ˜
Ns∑
i=1
L¯z
i+ 1
2
, (2.58)
where cjk = Ns − max{j, k}, µ˜ = µ/a is the chemical potential. Note that Hamiltonian
(2.51) has Ns sites, while there are Ns+ 1 sites in Hamiltonian (2.58). The former has total
charge zero, while the latter has charge conservation symmetry and can represent all charge
sectors probed by adjusting the external field on the right boundary. For other boundary
conditions or insertions of Polyakov loops, Eq. (2.57) changes, so the U term in Eq. (2.58)
is different. Although Hamiltonian (2.58) has long range interactions in the first term, a
similar form has been used to study the real-time dynamics of the Schwinger model with
qubits by coarse graining in time [150]. In our case, we focus on Hamiltonians (2.51) and
(2.55) as they have only nearest-neighbor interactions which allows easy implementations
on optical lattices.
We emphasize that without any truncation, Eq. (2.58) and Eq. (2.51) are exactly
mapping term by term. However, they are quite different with small truncation, where the
Hilbert space cannot be mapped with Gauss’s Law. An important feature of Eq. (2.58)
is that the X term is gapless for any spin truncation in the thermodynamic limit, which
may drive a quantum phase transition from a gapped to a gapless phase. As the O(2) limit
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Figure 2.4: (Color online) Energy gaps of O(2) Hamiltonian with spin truncations 1 - 4 in
the thermodynamic limit, as a function of Y .
(g2 →∞) of the Abelian Higgs model has a BKT transition, it is remarkable that the BKT
universality class survives the time continuum limit and small spin truncation in charge
representation. This is a big advantage of Eq. (2.58). The extrapolated energy gap in the
thermodynamic limit is shown in Fig. 2.4, where we see the BKT transition happens for
all spin truncations. In addition, the gap closes much slower for spin-1 truncation than
bigger spin truncation. And the gaps for S ≥ 3 are almost the same. While in Eq. (2.51),
the X term is always gapped for any finite truncation even in the thermodynamic limit, so
only a gapped to gapped quantum phase transition may happen. The following numerical
results would show that there is no quantum phase transition in Eq. (2.51) with any finite
spin truncation. A direct calculation of eigenvalues of Ux gives the energy spectrum Ek =
cos (pik/(2S + 2)), which is indeed gapless for infinite S. For finite systems, we can gradually
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increase spin truncation until the spectrum of Eq. (2.58) and Eq. (2.51) match within a given
precision. So the finite size scalling of BKT transition can still be studied in Eq. (2.51) with
bigger spin truncation. But the advantage of Eq. (2.51) is that it is always short range in
the presence of gauge coupling, which allows us to easily design quantum simulators with
cold atoms in optical lattices.
2.4 Spin truncation and finite-size scaling
In this section, we use the density matrix renormalization group (DMRG) [226, 197]
for our studies in the continuous-time limit. The finite DMRG algorithm with matrix-
product-state (MPS) [169] optimization was performed using the ITensor C++ library
1. Note that the quantum entanglement comes from the nearest-neighbor interaction in
the field representation, while it comes from the nearest-neighbor hopping in the charge
representation. In the gapless phase where X is relatively larger than Y , the bipartite
entanglement entropy for the field representation is much smaller than that of the charge
representation, so a much smaller bond dimension is needed for the former case using MPS.
2.4.1 The O(2) limit
In our previous work [12], we discussed the O(2) limit where U → 0 (g2 → 0),
and the κτ  βpl  κs limit separately, where we used the charge representation and
field representation with a three state truncation respectively. Because the O(2) model
has a gapless phase where high quantum number states are easily excited, a three-state
1Version 2.1.1, http://itensor.org/
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Figure 2.5: The enegy gap in the O(2) limit with Ns = 32 in field representation as a
function of X. [213]
truncation is far from enough for Hamiltonian (2.51). Here we want to connect these two
limits continuously by keeping more states in the truncation.
To test how many states we should keep to simulate the O(2) model using Eq. (2.51)
with U = 0, we gradually increase the number of states and calculate the energy gap be-
tween the ground states of Hamiltonians (2.51) and (2.55). In these calculations we used
units of Y = 1 in the Hamiltonian. Studying the data collapse requires precise values of
Ns∆E in the O(2) limit. The energy gap of the O(2) model in the BKT region scales like
1/Ns in a polynomial form, with the coefficient of 1/Ns constant, which is verified in Fig. 2.5
where Ns∆E is almost constant for a large range of X ∈ [2, 10] with Ns = 32. We also see
that a spin-5 truncation is good enough for X ≈ 2, and a spin-6 truncation is essentially
perfect for X ∈ [2, 4].
48
0.00 0.02 0.04 0.06 0.08 0.10 0.12
1/Ns
0.450
0.475
0.500
0.525
0.550
0.575
0.600
0.625
N
s
E
Spin-4, OBC
Spin-5, OBC
Spin-6, OBC
Spin-7, OBC
Spin-5, 10BC
Spin-6, 10BC
Figure 2.6: The enegy gap in the O(2) limit with X = 2 in plaquette quantum number
representation as a function of 1/Ns for different spin-truncations. [213]
Finite-size effects also play a role. As shown in Fig. 2.6, at X = 2, a spin-5
truncation breaks down after Ns = 40, but a spin-6 truncation works perfectly well for Ns ≤
64. The extrapolation of Ns∆E to the thermodynamic limit gives Ns∆E = 0.50029(8),
which is consistent with Y/2 = 0.5 in units of Y in the continuous-time limit. By calculating
the energy gap between the charge-0 and charge-1 sectors with Hamiltonian (2.58), we show
that the energy gaps for the two representations of O(2) converge to the same values with
a spin-6 truncation. This can be seen in Fig. 2.7.
2.4.2 Finite size scaling of energy gap
As discussed in the previous section, a spin-6 truncation is good enough to probe
the finite-size scaling of the energy gap in the O(2) limit for 2 ≤ X ≤ 5 up to Ns = 32. As a
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Figure 2.7: The enegy gap in the O(2) limit with a spin-6 truncation in the plaquette
quantum number representation and link quantum number representation as a function of
1/Ns. Here Ns = 8, 16, ..., 64 with X = 2 fixed. [213]
finite gauge coupling g will suppress the contribution of high plaquette quantum numbers,
a spin-6 truncation should work well for any finite g and is used for all DMRG calculations
in the following discussion.
As explained before, arguments regarding the behavior at small and large gNs led
us to conjecture that Ns∆E is solely a function of the product (gNs)
2. Fig. 2.8 supports
this idea. Note that for the discrete-time (Lagrangian) calculations at various κ, ∆E was
rescaled by 2κ while for the continuous time (Hamiltonian) calculations, a similar rescaling
of 2κτa was introduced by setting Y = 1. The remarkable FSS properties of the Polyakov
loop in the Abelian Higgs model are illustrated by the collapse of 24 datasets in Fig. 2.8.
There are four different spatial sizes Ns represented in the figure (Ns = 4, 8, 16, and
32) and it is possible to probe the critical behavior with systems of modest spatial sizes.
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Figure 2.8: (color online) Ns∆E versus g
2N2s for the gap ∆E created by the insertion of the
Polaykov loop (lower set) or an external electric field (10 boundary conditions, upper set).
Open (filled) markers represent Lagrangian (Hamiltonian) data. The choices of parameters,
units and methods for both of the 24 datasets are explained in the text. The black line
represents the function ∆ENs =
√
(gNs/4)2 + 0.25. [241]
Checking this data collapse is an important test for possible quantum simulations. The
FSS is related to the energy gap ∆E created by inserting a Polyakov loop or by applying
an external electric field (explained in Sec. 2.5). When the gauge coupling g approaches
zero, we have an O(2) model whose universal properties are of the BKT type. The data
collapse can be interpreted as originating from a relevant renormalization-group direction
coming from the BKT conformal fixed point. When the hopping parameters exceed their
critical value at the BKT transition, we have infinite correlation length at infinite volume
and ∆E ∝ 1/Ns at finite Ns. Fig. 2.8 indicates that when we turn on g, Ns∆E is a linear
function of (gNs)
2 at small argument and then a linear function of gNs at larger argument.
The latter behavior is more clear in the top graph of Fig. 2.9, where Ns∆E as a function
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Figure 2.9: (color online) The same as Fig. 2.8, but plot Ns∆E versus gNs, only with
Hamiltonian data for X = 2 (top). The same data as top figure, but plot ∆E versus g only
for OBC (bottom).
of gNs is plotted. Note that the former behavior is in a limited range of gNs, which means
as long as we turn on g, no matter how small it is, it will open a gap which is proportional
to g. This can be seen in the bottom graph of Fig. 2.9, where we see that the range of g in
which ∆E ∼ g2 shrinks quickly as we increase the size of the system. A linear fit for the
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linear part gives ∆E ≈ g/4. We emphasize that this is nontrivial, the perturbation theory
only gives us terms in powers of g2. The results tell us that ∆ENs =
√
(gNs/4)2 + 0.25
for not too big g, see the black line in Fig. 2.8. For very big g2, the energy gap saturate
to 0.5 because the ground states for both Hamiltonian (2.51) and Hamiltonian (2.55) have
mi = 0 everywhere, which is also consistent with Eq. (2.45) when we set Y = 1/2aκτ = 1.
The two parts of Fig. 2.8 each contain 24 data sets with 12 from a discrete Eu-
clidean time Lagrangian, while the other 12 are from the continuous-time Hamiltonian limit.
It is remarkable that the two calculations provide the same universal functions. That is, in
an appropriate regime, up to a rescaling by κ, the ∆E calculated in the continuous-time
limit is equal to the ∆E calculated in the isotropic-coupling discrete case. It is also inter-
esting that Ns∆E in the g
2 → 0 limit have the same value 0.5 as ∆E in the g2 →∞ limit.
Ultimately, it is this equivalence between the two formulations which enables the transfer
of results from the experimentally accessible Hamiltonian dynamics to the Lagrangian for-
mulation. Moreover, the FSS properties of the Polyakov loop allow for a well controlled
benchmark of an experimental implementation by transiting from small to large system
sizes.
We emphasize that the collapse is by no means automatic. It breaks down for
κ not large enough, if we increase g to large values while keeping Ns constant (there are
hints of this in Fig. 2.8 for the small Ns data), or if the truncation value is smaller than
mmax = 2.
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2.5 Replacing the Polyakov loop by special boundary condi-
tions
2.5.1 Isotropic coupling
By inserting the Polyakov loop, one probes the response of the system to the
addition of a single static charge. For a total charge, Q, the Q 6= 0 sectors of the theory can
be probed by changing the boundary conditions of the system, this is like subjecting the
system to an external electric field. One can consider the pure Abelian Higgs model with a
boundary of zeros on one side, and a boundary of ones on the other in the field-quantum-
number representation. With the conventions used in this text, to put the system in the
Q = −1 sector amounts to setting a boundary of ones on the left side of the system, and a
boundary of zeros on the right side (10BC). With these boundary conditions (and the now
absent Polyakov loop) Gauss’s law tells us that there is a total charge of −1 across a time
slice. In the tensor language the boundary tensors, in this case the B tensors, are assigned
the state m = 1 on one side, and m = 0 on the other.
The relationship between the situation with the Polyakov loop inserted, and the
system with special boundary conditions can be made more clear by a simple example. It
consists of sliding the Polyakov loop all the way to the boundary of a system with OBC.
We will relate the Q = −1 sector (which is identical to the Q = 1 sector) to the Polyakov
loop. Take a system where, along a time slice, charge is defined at a link as the difference of
the electric field as n = mright −mleft, with Q =
∑
n. Then at the link with the Polyakov
loop one has n = mright −mleft − 1. If one slides this all the way to the left-most boundary
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link, it becomes n = mright − 0 − 1 = mright − 1. This is precisely the charge one would
find by setting the left boundary quantum numbers to one and removing the Polaykov loop
entirely. By Gauss’s law the charge of this system would be −1. Thus, a system with
skewed boundary conditions of zeros on one side and ones on the other is equal to a system
with OBC with a Polaykov loop pushed to the boundary link.
Since the Polyakov loop is related to a special circumstance of boundary conditions,
we would expect the energy gap from the inclusion of the Polyakov loop to be qualitatively
similar to the energy gap between the Q = −1 and Q = 0 sectors. Indeed, a collapse can
be found for the energy gap from Lagrangian data in Fig. 2.8. Again, there is collapse
for sufficiently small g, and collapse breaking at large enough g. In addition, ∆E10 →
− ln(t1(2κ)) for large g regardless of Ns, which is in agreement with the Polyakov loop
result.
2.5.2 Continuous-time limit
Similar to the isotropic coupling case, in the continuous-time limit special bound-
ary conditions can be imposed to probe the Q 6= 0 sectors of the theory. Whereas before,
in Sec. 2.3.1 & 2.3.2, OBC were used (zeros on both spatial ends) and the Polyakov loop
was inserted in the center, one can consider the pure model in the absence of the Polyakov
loop, and change the left spatial-boundary end-point to one. By Gauss’s law, one can see
that this leaves the system with total charge Q = −1.
To implement these boundary conditions in DMRG, one has to imagine there are
two additional sites on the chain, one to the left, and one to the right. The right-side site,
say, has quantum number zero (the same as in the typical OBC case), however on the left-
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side site we assign value one. To include the effect of the boundary conditions we re-write
the Hamiltonian accordingly:
H10 =
U
2
Ns∑
i=1
(Lzi )
2 +
Y
2
Ns−1∑
i=1
(Lzi+1 − Lzi )2
+
Y
2
(LzNs)
2 +
Y
2
(Lz1 − 1)2 −X
Ns∑
i=1
Uxi . (2.59)
This is the form of the Hamiltonian in the Q = −1 sector, in contrast to (2.51) which is the
Hamiltonian with zeros on the boundaries (the Q = 0 sector). In Fig. 2.8 and Fig. 2.9, one
can see the data collapse of the energy gap between systems with 10BC and OBC across
a range of spatial sizes and gauge couplings. Notice that in all cases, Ns∆E ' 0.5 when
g2 ' 0, which corresponds to the gapless BKT phase in the O(2) limit. We also notice
that the energy gap at finite g2 for 10BC is bigger than the gap for PL-00BC. Because
10BC breaks the inversion symmetry of the system, creating a charge on the right costs
more energy than that on the left. We can understand this by doing the transformation
L′zi = L
z
i − 1 for i ≤ Ns/2. Then the Hamiltonian with 10BC is related to the Hamiltonian
with the Polyakov loop by H10 → H˜+U
∑Ns/2
i=1 L
′z
i +NsU/4, which is simply adding a linear
potential on the left half of the system. But the data collapse is still present, indicating the
same universality class.
2.6 Conclusions
In this chapter we show that the duality method with TRG formulation can be
used to re-write the partition function of Abelian Higgs lattice gauge theory as a traced
product of local tensors with discrete indices. We can directly perform numerical TRG
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calculations to this reformulation. This reformulation also help us to find the Hamiltonian
formulation in the continuous time limit. The Hamiltonian formulation is consistent with
the one we obtained with canonical quantization in Chapter 1. The path integral with the
insertion of a Polyakov loop can also be tackled with the same procedure.
We have studied the expectation value of the Polyakov loop in the compact Abelian
Higgs model in 1+1 dimension. In our study we compared the TRG, MC, and the DMRG
method and found excellent agreement between them. It was found that the Polaykov loop
is related to the energy gap between charge-sectors of the Abelian Higgs model and that
this energy gap exhibits universal finite-size scaling behavior. The scaling of the energy
gap was studied in both the fully discrete lattice system and the continuous-time quantum
limit of this model, and it was found that the universal behavior of the energy gap survives
this limit. In addition, special boundary conditions were able to reproduce similar features
of the data collapse found from the Polyakov loop which provides an alternate method to
study this energy gap.
The results in this chapter give support to Chapter 3 where it is proposed to
use the 2D Abelian Higgs model as a proof of principle model for the case of quantum
simulation using cold atoms in optical lattices. In that chapter the energy gap associated
with the Polyakov loop and its FSS collapse are suggested as observables for the simulation.
This work shows, in detail, the passage from the discrete Lagrangian lattice model to
the continuous-time quantum Hamiltonian model. This is done in a way such that gauge
invariance is maintained exactly and the result is suitable for quantum simulation. That is,
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configurations in the quantum simulation are those of the physical state-space of the model
(up to spin truncations).
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Chapter 3
Quantum simulation of Abelian
Higgs model in optical lattices
3.1 Introduction
LGT are fundamental to our understanding of strongly interacting particles in high
energy physics. Translating the success of quantum simulations with cold atoms in optical
lattices [92] of systems relevant to condensed matter physics, such as the Bose-Hubbard
model, to the quantum simulation of LGT would open the door to real-time and finite-
density calculations which are beyond the realm of classical computations. An important
first step is to achieve this goal for models in one space and one time (1+1) dimensions in
a well controlled setting. While the dynamics of the Schwinger model, quantum electrody-
namics in 1+1 dimensions, has been explored using a few qubit digital quantum simulation
in a system of trapped ions [150] or classical-quantum algorithms on IBM quantum com-
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puters [123], the analog quantum simulation of gauge theories with cold atoms requires
complex experimental settings. Existing efforts involve mixtures of bosonic and fermionic
atoms [9, 117] or dipolar interactions of cold molecules [80] and are still in progress.
Based on the theoretical preparation in Chapter 2, we are in a position to find
appropriate quantum simulators to quantum simulate the (1 + 1)-d Abelian Higgs model.
In this chapter, I will introduce two kinds of quantum simulators engineered with ultra-cold
atoms in optical lattices in our proposals. The first one is the two-species Bose-Hubbard
model, and the second one is a multi-leg ladder of atoms interacting with Rydberg dressed
interactions. As I mentioned in Sec. 1.5, these models are not difficult to realize within
current experimental techniques. In particular, we envision probing the universal features of
this model via a “Polyakov loop” in the second proposal. In gauge theories, the expectation
values of Wilson loops play a fundamental role, serving, for example, as order parameters to
discriminate confined and deconfined phases of quarks and gluons in QCD. The Polyakov
loop itself is relevant in finite-temperature studies [79], however its calculation at finite
density with classical computing methods is often plagued by sign problems.
In contrast to other approaches [247, 243, 207, 244, 116, 229, 245, 134, 135, 87,
9, 117, 80] and similar to [150], we use a manifestly gauge-invariant formulation [12] where
Gauss’s law is inherently fulfilled. In addition, we consider the limit [12] where the scalar
self-coupling becomes large and the Higgs mode decouples from the low energy theory. We
are then left with a gauged O(2) spin model with compact field integration. Fourier analysis
provides a discrete reformulation in agreement with Pontryagin duality [175] and suitable
for an analog quantum simulation. See Chapter 2 for details.
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3.2 The two-species Bose-Hubbard model
The general form of a two-species Bose-Hubbard model that can be realized in
optical lattices is
H = −
∑
〈ij〉
(taa
†
iaj + tbb
†
ibj + h.c.)−
tab
2
∑
i
(a†ibi + b
†
iai)
−
∑
i,α
(µa+b + ∆α)n
α
i +
∑
i,α
Uα
2
nαi (n
α
i − 1) +W
∑
i
nai n
b
i
+
∑
〈ij〉,α
Vαn
α
i n
α
j +
∑
〈ij〉
Vabn
a
i n
b
j
(3.1)
with α = a, b indicating the two different species, tα the hopping amplitude for each species,
tab the amplitude of interchanging two species, µa+b + ∆α the chemical potential, Uα the
intra-species onsite interaction, W the inter-species onsite interaction, Vα the intra-species
nearest neighbor interaction, Vab the inter-species nearest neighbor interaction, n
a
i = a
†
iai
and nbi = b
†
ibi the number operators, and |nai , nbi〉 the corresponding on-site basis. In this
expression, the chemical potential µa+b is associated with the conservation of total number
of bosons na + nb. Some similar and related two-species Bose-Hubbard have been studied
previously[132, 133, 44, 50]. We have shown[248, 12] that in different limits, this model
can be used to quantum simulate the effective Hamiltonian for the O(2) model or for the
Abelian Higgs model.
It is possible to adjust the chemical potentials in Eq. (3.1) in order to set 〈ni〉 =
〈nai + nbi〉 = 2S. Then, in the limit where Ua = Ub = W are very large and positive, the
on-site Hilbert space can then be restricted to the states satisfying ni = 2S. All the other
states (with ni 6= 2S) belong to high-energy sectors that are separated from this one by
energies of order the on-site interaction energy. Writing Ua(b) = U0 ± δ and working in the
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limit U0  δ, (U0 −W ), Vab, Vα, tα,∆α, the effective Hamiltonian , up to second order in
degenerate perturbation theory, corresponds to the spin-S Hamiltonian (see Appendix B
for the derivation)
Heff = (Va
2
− t
2
a
U0
+
Vb
2
− t
2
b
U0
− Vab)
∑
<ij>
LziL
z
j
− tatb
U0
∑
<ij>
(L+i L
−
j + L
−
i L
+
j )
+
[
(n− 1)δ + (pn
2
Va + ∆a − p(n+ 1) t
2
a
U0
)
−(pn
2
Vb + ∆b − p(n+ 1) t
2
b
U0
)
]∑
i
Lzi
−tab
∑
i
Lxi + (U0 −W )
∑
i
(Lzi )
2 . (3.2)
where p is the number of neighbors, n = 2S is the filling number of particles on each site and
Lˆ is the angular momentum in the representation spin-S. Note that the t2α(α = a, b) terms
come from the second order perturbation expansion, while other terms are exact mapping.
In Appendix A, we discuss a few immature proposals for the practical experimental imple-
mentations for the two-species Bose-Hubbard model. It contains questions we we still need
to confirm, so I put it into the appendix.
3.2.1 The O(2) model
In the O(2) limit, the Hamiltonian of Abelian Higgs model in the charge represen-
tation becomes
H¯ =
Y
2
Ns∑
i=0
(L¯z
i+ 1
2
)2 − X
2
Ns∑
i=1
(U¯+
i− 1
2
U¯−
i+ 1
2
+ U¯−
i− 1
2
U¯+
i+ 1
2
)− µ˜
Ns∑
i=1
L¯z
i+ 1
2
, (3.3)
Comparing it to the effective Hamiltonian (3.2), we find that when the hopping amplitude
is tuned to be tα =
√
(Vα + Vab)U0/2 and the on-site interspecies conversion term tab = 0,
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Figure 3.1: O(2) with J˜/U˜ = 0.1 and Bose-Hubbard spectra for L = 2 with µ˜ = 0.02 (left)
and L = 4 with µ˜ = 0 (right). [12]
the effetive Hamiltonian is mapped to Eq. (3.3) with spin-1 truncation. The parameters are
related as Y = 2(U0−W ), µ˜ = −δ−(∆a−Va)+(∆b−Vb), and X = 2
√
(Va + Vab)(Vb + Vab).
The three states |2, 0〉, |1, 1〉 and |0, 2〉 correspond to the three states of the spin-1 projection.
To check the mapping, we compare the energy spectrum of O(2) Hamiltonian and that of
two-species Bose-Hubbard Hamiltonian in Fig. 3.1. We can see they matches perfect. Note
that the O(2) Hamiltonian with spin-1 truncation only reflects the physics for Y  X,
when the (L¯zi+1/2)
2 term limit the spin excitation. Higher truncaiton is needed for X not
small. But spin-1 truncation survives the BKT universality class, it is still interesting to
explore it experimentally.
Similarly, by increasing the chemical potentials, it is possible to restrict the Hilbert
space to nai +n
b
i = 2S which corresponds to a spin-S (S > 1) projection in the O(2) model.
However, the ladder operators in the O(2) Hamiltonian (3.3) is different from the ones in
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Figure 3.2: Abelian-Higgs model with X˜/U˜ = 0.1, Y˜ /U˜ = 0.1 and the corresponding
Bose-Hubbard spectra for L = 2 (left) and L = 4 (right). [12]
the angular momentum algebra. But the mapping still works for large S. Because the
matrix elements
√
S(S + 1)−m(m+ 1) =
√
S(S + 1)
√
1− m(m+ 1)
S(S + 1)
. (3.4)
For large S, the matrix elements are almost constant for those m  S. In finite systems,
the contributions from big spin excitation are small, then the ladder operators can be used
to approximate the U¯± if we rescale them by
√
S(S + 1). The disadvantage is that we
waste a lot of experimental resources by doing this.
3.2.2 The 1 βpl  κτ limit of the Abelian Higgs model
We already see that the mapping between the two kinds of ladder operators only
works for spin-1 truncation and large spin truncation. For spin-1 truncation, the Hamilto-
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nian in the field representation (2.51) only describes the physics at 1  βpl  κτ . In this
limit, U  Y , (Lzi )2 term dominate the energy bands, so spin-1 truncation is good enough.
The two-species Bose-Hubbard Hamiltonian of Eq. (3.1) is mapped onto the Abelian Higgs
Hamiltonian of Eq. (2.51) by setting ta = tb = 0, Y = −(Va + Vb − 2Vab), X =
√
2tab,
U = 2(U − W − Y ), ∆a(b) = −2Va(b). The mapping is exact, no perturbation calcula-
tions. We can see the spectra match very well in Fig. 3.2. As we discussed in Sec. 2.4,
higher spin truncation is required for Hamiltonian (2.51) to study the critical behavior of
the Abelian Higgs model. But again, using the scheme described in Sec. 3.2.1 will waste a
lot of resources.
3.3 The multi-leg ladder with a single atom along a rung
In this section, we invoke a single atomic species in an optical lattice on a multi-leg
ladder and recently explored Rydberg-dressed interactions in this platform [239], aiming at
maximal simplicity both on the theoretical and experimental side.
An important feature of the Hamiltonians considered above is that Lzi has positive
and negative eigenvalues and cannot be realized as the number operator of a Bose-Hubbard
model unless a large chemical potential [248, 214, 11] or two atomic species are introduced
[248]. For a similar reason, a 2-leg ladder with 2s atoms per rung for a spin-s truncation
was suggested in Ref. [12], however the hopping along a rung can only emulate the Lx
operator in the rotation group representation instead of the Ux operator in Eq. (2.51) and
(2.55). Here, we propose a simpler experimental realization to overcome this difficulty,
namely an asymmetric ladder of Ns rungs of length 2s+1 each with a single atom per rung.
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Figure 3.3: (color online) Multi-leg ladder implementation for spin-2. The upper part shows
the possiblemz-projections. Below, we show the corresponding realization in a ladder within
an optical lattice. The atoms (green disks) are allowed to hop within a rung with a strength
J , while no hopping is allowed along the legs. The lattice constants along rungs and legs
are ar and al respectively. Coupling between atoms in different rungs is implemented via an
isotropic Rydberg-dressed interaction V with a cutoff distance Rc (marked by blue shading).
[241]
The lattice constants are al and ar along legs and rungs respectively, see Fig. 3.3, and the
tunnel coupling along the legs is vanishing while it has a strength J along the rungs. In this
case, the Lz-projection of the spin is encoded in the position m of the atom within a given
rung and can be read out with near-unity fidelity in a quantum gas microscope [92]. The
initialization of the system can be achieved in such a setup by preparing an atomic Mott
insulator and employing site-resolved optical potentials [225].
We now aim at establishing a quantitative connection between the spin Hamilto-
nians (2.51) and (2.55) and the Hamiltonian of such a ladder system. The latter reads
Hˆ =− J
2
Ns∑
i=1
s−1∑
m=−s
(
aˆ†m,iaˆm+1,i + h.c
)
−
Ns∑
i=1
s∑
m=−s
m,inˆm,i
+
Ns∑
i,i′=1
s∑
m,m′=−s
Vm,m′,i,i′ nˆm,inˆm′,i′ . (3.5)
Here, we have introduced an interaction Vm,m′,i,i′ between two particles at positions (m, i)
and (m′, i′) as well as an on-site potential m,i. The term X
∑
i U
x
i in Eq. (2.51) and (2.55)
directly maps to the tunneling term in Hamiltonian (3.5) for J = X. Realizing the other two
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terms requires fine-tuned values Vm,m′,i,i′ = Vm,m′ δi′,i+1 with Vm,m′ = −|V0|+Y (m−m′)2/2
for the interaction potential between two particles constrained by the Kronecker-symbol
δi′,i+1 to be located in two neighboring rungs. Furthermore, the on-site potentials have to
be tuned to m,i = −Um2/2 for the rungs with i 6= 1, Ns and m,1 = m,Ns = −(U+Y )m2/2
for two rungs at the boundaries, up to an irrelevant constant energy offset −(Ns−1)|V0|/Ns
implied for all on-site potentials.
Introducing a Polyakov loop amounts to changing the on-site potentials on the two
central rungs Ns/2 and Ns/2 + 1 to m,Ns/2 = −Um2/2− Y m and m,Ns/2+1 = −Um2/2 +
Y (m − 1/2), respectively. The boundary condition 10BC can be realized by tuning the
on-site potential at one end of the ladder to m,1 = −Um2/2− Y (m− 1)2/2.
While the tailored on-site potentials m,i can be generated using optical potentials
controlled at the single-site level [78], realizing the quadratic distance dependence of the
interaction between two particles is challenging in cold atomic gases. However, they can
still be realized approximately using off-resonant optical coupling of the atoms to Rydberg
states. The resulting isotropic Rydberg-dressed interactions [100, 176] in cold atoms have
recently begun to be explored in a many-body setting [239] and exhibit a characteristic
distance dependence V (R) = U0/(1 + (R/Rc)
6) for two atoms separated by a distance R.
The saturation value U0 can be tuned to be positive or negative, and the interaction range
Rc is set by the interactions of the coupled Rydberg states and typically reaches up to
several sites in an optical lattice, see Sec. 3.4.
The key idea in implementing quadratic interactions in the ladder model con-
sists in utilizing an asymmetric ladder with different lattice constants along legs and rungs
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Figure 3.4: (color online) Quadratic interactions on an asymmetric ladder for s = 2. The
isotropic Rydberg-dressed potential (dashed blue line) is sampled at different distances oc-
curring in the ladder (blue points). Interactions between atoms in different rungs separated
by ∆i = |i − i′| occur in groups. The inset shows the approximate quadratic dependence
for ∆i = 1 versus distance ∆m = |m − m′| within a rung compared to a true quadratic
interaction (red solid line). The parameters used are Rc = al = 7 ar. [241]
respectively. In the limit of large al/ar, the interaction potential along the rung approx-
imately acquires the desired quadratic distance dependence for neighboring rungs with
|V0| = |U0|/(1+(al/Rc)6) and Y = 6|U0|(al/Rc)6(ar/al)2/(1+(al/Rc)6)2. At the same time,
interactions between next-nearest-neighbor rungs can be minimized, see Fig. 3.4, making
them irrelevant for the predicted collapse shown in Fig. 2.8. This and other imperfections
as well as concrete experimental numbers are further discussed in Sec. 3.4.
A strength of the presented ladder implementation is the simple realization of
models with different spin. A natural first step would be to check the experimental feasibility
of the proposal with just two legs, i.e. s = 1/2 in Eq. (3.5). The emerging spin model
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Figure 3.5: (color online) Data collapse for the quantum magnetic susceptibility of the quan-
tum Ising chain with the known rescaling χquant.
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−(1−η)
s versus λ′ = N
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s (λ−1).
The reduced magnetic field h′ = hN15/8s = 1 for all three system sizes. [241]
corresponds to the well studied spin-1/2 quantum Ising chain in a transverse field with the
Hamiltonian
Hˆ = −λ
Ns∑
i=1
σˆzi σˆ
z
i+1 − hx
Ns∑
i=1
σˆxi − h
Ns∑
i=1
σˆzi . (3.6)
The transverse field is realized by the tunneling of the atoms and has a strength hx = J/2.
Tuning ±1/2 = ±h − (Ns − 1)(|V0| − λ)/Ns, V1/2,1/2 = −|V0|, V−1/2,1/2 = −|V0| + 2λ is
required to realize the other two terms.
Expressing all energies in units of the transverse field (hx = 1), this model has a
second order phase transition at λ = 1 with known exponents [171]. As quantum simulations
are still made on relatively small lattices, it is convenient to study the finite-size scaling
dictated by the Renormalization Group (RG) analysis of the second-order phase transition.
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The zero temperature magnetic susceptibility reads
χquant. =
1
Ns
∑
<i,j>
〈(σˆzi − 〈σˆzi 〉)(σˆzj − 〈σˆzj 〉)〉 (3.7)
where 〈...〉 are short notations for 〈Ω| ... |Ω〉 with |Ω〉 the lowest energy state of Hˆ. The data
collapse obtained with the standard RG rescalings is illustrated in Fig. 3.5.
The quantum Ising model has for example been quantum simulated in systems
of ultra-cold ions [21] and with atoms in tilted optical lattices [200]. New generations of
D-wave machines have more versatile time-dependent capabilities. It seems possible to
maintain a transverse field [122] but there are temperature effects that need to be better
understood. Multi-mode cavity photon-mediated interactions [217] can also be used to
simulate the quantum Ising model. The possibility of extending these setups or related
ones to reproduce a multi-leg ladder is being investigated.
3.4 Experimental implementation for the multi-leg ladder
3.4.1 Quadratic interactions in a ladder
For the quantum simulation of the Abelian Higgs model in spin-s truncation,
we aim to implement a ladder system with quadratic interactions between particles in
neighboring rungs of the ladder. The starting point is an isotropic Rydberg-dressed potential
V (R) = U0/(1 + (R/Rc)
6) with a cutoff distance Rc = (C6/2∆)
1/6 and a saturation value
U0 = Ω
4/8∆3 given by the laser coupling Ω, detuning ∆ and van-der Waals coefficient C6
for the interaction between the coupled Rydberg states [100, 176]. Quadratic interactions
can be realized in a ladder with different lattice constant al along the legs and ar along the
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rungs. To see this, we express the distance between two particles in terms of the rung and
leg lattice constants and indices as
R =
√
(∆mar)2 + (∆i al)2, (3.8)
where we have abbreviated the separations along the legs and rungs with ∆i ≡ |i − i′|
and ∆m ≡ |m − m′|. Inserting this in the interaction potential V (R), we obtain for the
nearest-neighbor rung with ∆i = 1
V (R) =
U0
1 + (
√
(∆mar)2 + (al)2/Rc)6
(3.9)
≈ U0
1 + (al/Rc)6
− 1
2
6U0(al/Rc)
6(ar/al)
2
(1 + (al/Rc)6)2
∆m2
+O
(
(ar/al)
4∆m4
)
.
For the expansion, we have assumed (∆mar)/al  1 This allows us to express the potential
V = −|V0|+ Y
2
∆m2 (3.10)
given in the main text in terms of the experimentally relevant parameters U0, al, ar and Rc
by identifying
Y =
6|U0|(al/Rc)6(ar/al)2
(1 + (al/Rc)6)2
(3.11)
|V0| = |U0|
1 + (al/Rc)6
. (3.12)
For simplicity, we have hereby assumed attractive interactions and written U0 = −|U0|.
As the interactions between next-nearest-neighbor rungs are assumed to be van-
ishing in the desired spin model in Eq. (2.51), it is important to check that they are small
enough in this approximation. The next-nearest-neighbor-rung interactions (NNNRI) are
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obtained by just setting al → 2al in the above parameters, yielding
Y (2) =
6|U0|(2al/Rc)6(ar/2al)2
(1 + (2al/Rc)6)2
(3.13)
|V (2)0 | =
|U0|
1 + (2al/Rc)6
(3.14)
HNNNRI =
Ns−2∑
i=1
s∑
m,m′=−s
(
−|V (2)0 |+
Y (2)
2
∆m2
)
nˆm,inˆm′,i+2. (3.15)
In order to continue the discussion, it is now helpful to gain some intuition for where
the quadratic dependence is a good approximation to the Rydberg-dressed potential. One
exemplary Rydberg-dressed potential is depicted in the main text in Fig. 3.4. As one can see
in this example, the points for the different ∆i are grouped. This is generally necessary to
achieve a large ratio between ∆i = 1 and ∆i = 2, i.e. a suppression of NNNRI. Furthermore,
the ∆i = 1 points should be located close to the most linear part of the potential R ≈ Rc.
This can be understood from the geometric argument that in the limit ar/al → 0, where
the quadratic approximation of R in ∆m works best, we sample a linear potential with
approximately quadratically spaced points. At the same time, however, pushing ar/al
towards zero squeezes the points closer together, effectively reducing the interaction Y . This
is also directly obvious from the quadratic dependence of Y on ar/al shown in Eq. (3.11).
To summarize, one has to compromise between maximizing Y , minimizing Y (2) and optimal
quadratic dependence within a rung.
Qualitatively, Fig. 3.4 and our previous discussion indicate to work close to the
regime Rc ≈ al. Setting for simplicity Rc = al, we can estimate the ratio between nearest-
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neighbor and next-nearest-neighbor rung interactions as (approximating 26 + 1 ≈ 26)
|V0| = 1
2
|U0| (3.16)
|V (2)0 | =
1
64
|U0| (3.17)
Y =
3
2
|U0| (ar/al)2 (3.18)
Y (2) =
3
128
|U0| (ar/al)2 . (3.19)
This shows that NNNRI are suppressed by approximately |Y |/|Y (2)| = 26 = 64 in this
regime and hence only reach up to 1.5% of the nearest-neighbor-rung interactions (NNRI).
Furthermore, it should be noted that already small changes in al/Rc influence the exact
numbers due to the strong scaling with (al/Rc)
6, which allows for considerable flexibility
in fine-tuning the implementation. For example, increasing al/Rc slightly above unity sup-
presses the NNNRI to values below 1%, such that they can easily be tuned to be irrelevant
for the collapse displayed in Fig. 2.8.
Fig. 3.6 shows Ns∆E obtained from the Hamiltonian of the ladder system with
NNNRI 1.5% of NNRI by DMRG. The data collapse is robust to NNNRI for the ladder
systems which are mapped to the spin Hamiltonians with 10BC, while it is broken dra-
matically by such a small NNNRI in the ladder systems which are mapped from the spin
Hamiltonians with a Polyakov loop. In the O(2) limit, NNNRI doesn’t change the critical
property for the former, while it would open a gap to the gapless phase for the latter, which
has been confirmed numerically (not shown here). However, based on 1st order perturba-
tion theory, we can correct the ground state energy by subtracting the expectation value of
NNNRI, 〈HNNNRI〉, from it. The corrected data sets collapse perfectly onto the same lines
of collapse in Fig. 2.8. Experimentally, we can measure the density-density correlations
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Figure 3.6: (color online) Ns∆E obtained from the ladder Hamiltonians with NNNRI 1.5%
of NNRI (open markers). When mapping from the spin Hamiltonians to the ladder systems,
the energy gap between 10BC and 00BC systems (left) is more robust to NNNRI than the
energy gap between PL+00BC and 00BC systems (right). We can correct the ground state
energy by subtracting the ground state expectation value of NNNRI from it (filled markers).
The solid lines are the collapse lines from the spin Hamiltonians. [241]
between next-nearest-neighbor rungs 〈nˆm,inˆm′,i+2〉 and extract 〈HNNNRI〉 to do the same
correction.
3.4.2 Imperfections due to decoherence
Experimentally, the achievable Rydberg-dressed interaction strength U0 is limited
via the effective decay rate γeff of the dressed state due to the coupling to a Rydberg state
with a limited lifetime [100, 239]. This leads to decoherence in the time evolution of the
system not captured by purely Hamiltonian dynamics described by Eq. (3.5). Generally,
both the Rydberg-dressed interaction strength as well as the effective decay rate increase
with larger Rydberg-state admixture. One can quantify the coherence in terms of a “figure
of merit” Q = |U0|/γeff , which expresses the average number of coherent cycles per decay
event.
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For simulating the Abelian Higgs model in the spin representation, the additional
constraint of realizing quadratic interactions effectively reduces the usable interactions.
Considering Fig. 3.4, this is directly obvious as the strongest interactions (∆ i = 0) are not
sampled for a single atom per rung. A useful figure of merit is given by comparing the
quadratic part of the interaction Eq. (3.11) with the effective decoherence,
Y/γeff = 6
(al/Rc)
6
(1 + (al/Rc)6)2
(ar/al)
2|U0|/γeff
= 6
(al/Rc)
6
(1 + (al/Rc)6)2
(ar/al)
2Q. (3.20)
This shows that realizing an optimal quadratic dependence, which requires ideally ar/al →
0, as well as maximally suppressing the NNNRI, which requires Rc/al → 0, conflicts with
the interaction-to-decoherence ratio. Below, we outline a parameter regime showing that
the experimental implementation still seems feasible.
3.4.3 Measurement of the energy gap
In order to experimentally measure the energy gap displaying the universal scaling
(see Fig. 2.8), it is necessary to first prepare the ground states of the respective mod-
els. Their mean energy 〈E〉, with 〈. . .〉 denoting the quantum average, can then be re-
constructed by two sets of measurements. In a first set of measurements, the atomic
distributions are immediately frozen by switching off interactions and tunneling at the
same time. The contributions of on-site potentials,
∑Ns
i=1
∑s
m=−s m,i〈nˆm,i〉, and interac-
tions,
∑Ns
i,i′=1
∑s
m,m′=−s Vm,m′,i,i′ 〈nˆm,inˆm′,i′〉, to the mean energy can then be extracted
from the measured atomic distribution by measuring the mean local density 〈nˆm,i〉 and
density-density correlations 〈nˆm,inˆm′,i′〉 respectively. Both are accessible in a quantum gas
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microscope with local detection [70]. In a second set of measurements, the contribution of
the tunneling term to the mean energy has to be determined. This amounts to extracting
first-order correlations of the form 〈aˆ†m,iaˆm+1,i〉, which has recently been demonstrated for
atoms in optical lattices employing Talbot interferometry [192]. The reconstruction of the
energy relies on knowledge of the on-site potentials, interactions and tunnel coupling along
the rungs, each of which can be calibrated in independent measurements.
3.4.4 Experimental numbers
In the following, we give some concrete experimental figures to underline the feasi-
bility of realizing the desired spin models. Hereby, we assume tunneling along the rungs with
strength J/h = 100 Hz, which is e.g. readily achieved for rubidium in optical lattices [225].
Spin-s model with quadratic interactions
First, we focus on the feasibility of reaching the parameter regime for the ladder
implementation of the spin-s truncation of the Abelian Higgs model to study the collapse
displayed in Fig. 2.8. Aiming at J = Y (X = 1 in Fig. 2.8), the required interaction strength
for Rc = al ≈ 7 ar is |U0|/~ ≈ 2pi×3.3 kHz (using Eq. (3.18)). Assuming a coupling strength
of Ω/~ = 2pi × 100 MHz to the Rydberg state, which is within reach in future, specialized
experiments, the desired interaction |U0| and hence Y can be achieved with a detuning of
∆/~ ≈ 2pi× 1560 MHz. The interaction strength between two Rydberg atoms with 80P3/2,
measured by the van der Waals dispersion coefficient, is C6 ≈ 5500 GHzµm6. As a result,
for the chosen detuning, the cutoff distance is Rc = (C6/2∆)
1/6 ≈ 3.5µm and hence an
experimentally realistic lattice spacing of ar ≈ 500 nm would lead to Rc/ar ≈ 7. For the
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lifetime τ = 250µs of the admixed Rydberg state 80P3/2, the dressed state acquires an
effective decay rate of γeff ≈ 4 s−1, resulting in J/γeff ≈ 25. Tuning to larger values of J/Y
by reducing Y to study the collapse shown in Fig. 2.8 improves this ratio by a factor
√
J/Y
for constant ∆ due to smaller Rydberg-state admixture.
A direct increase in the figure of merit should be possible by using lighter ele-
ments like potassium or lithium, for which larger tunneling rates are feasible. This allows
for working at a larger Rydberg-state admixture, which is favorable to increase the quality
factor. Furthermore, improvements are possible by increasing Rabi couplings to Rydberg
states, by implementing more advanced dressing schemes [19] or in future experiments in
a cryogenic environment, where the Rydberg lifetime is expected to increase (to 1.2 ms for
80P ) due to suppression of black-body-radiation-induced decay. Combining these steps, we
estimate a possible increase in the figure of merit by well above one order of magnitude.
Spin-1/2 Ising model
The spin-1/2 Ising model (Eq. (3.6)) discussed in the main text constitutes a
first, easier step for implementing the described ladder systems. Contrary to the more
complex spin-models, in this case no asymmetric ladder is required, i.e. ar = al. Keeping
the condition Rc = al, in this case λ ≈ U0/4 using the same definition as in Eq. (3.6).
For a Rabi-coupling of Ω/~ = 2pi × 100 MHz and a detuning of ∆/~ ≈ 2pi × 1560 MHz,
the accessible spin interaction strength is λ/~ = 2pi × 825 Hz. A tunneling strength of
J/~ = 2pi × 100 Hz along the rungs translates to a transverse field of hx/~ = 2pi × 50 Hz,
such that λ/hx ≈ 16.5. For a coupling to the Rydberg state 80P3/2 with an effective decay
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rate of γeff ≈ 4 s−1 for the above admixture parameters, the figure of merit in this regime
becomes hx/γeff ≈ 12.5. Towards stronger transverse fields, the figure of merit increases
proportional to
√
hx/λ, such that it reaches up to 50 in the critical region λ/hx = 1.
Furthermore, it can be improved by the same means quoted above for the more complex
spin model.
3.5 Conclusions
We have presented an experimental platform for the quantum simulation of the
Abelian Higgs model in 1+1 dimension and outlined a strategy for an initial benchmark of
the quantum simulator. An interesting perspective is the experimental simulation of out-
of-equilibrium dynamics following a quantum quench, which promises insight into dynamics
described by the LGT when inaccessible with classical computing.
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Chapter 4
Probing the conformal
Calabrese-Cardy scaling with cold
atoms
4.1 Introduction
The concept of universality provides a unified approach to the critical behavior of
lattice models studied in condensed matter, lattice gauge theory (LGT) and experimentally
accessible systems of cold atoms trapped in optical lattices. Conformal field theory (CFT)
[174, 62] offers many interesting examples of universal behavior that can be observed for
lattice models in two [14, 75, 63], three [69], and four [59, 136] dimensions. Practical
simulations for these models unavoidably involve a finite volume that breaks explicitly the
conformal invariance. However, this symmetry breaking follows definite patterns dictated by
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the restoration of the symmetry at infinite volume and allows us to identify the universality
class. In view of the rich collection of interesting CFTs, it would be highly desirable to
study their universality classes using quantum simulations. In order to start this ambitious
program, one needs a simple concrete example to demonstrate the feasibility of the idea.
In this chapter, we propose to use the setup of ongoing cold atom experiments to
quantum simulate the O(2) model with a chemical potential and check the predictions of
CFT for the growth of the entanglement entropy with the size of the system corresponding
to the universality class of the superfluid (SF) phase. The O(2) model is an extension of the
Ising model where the spin is allowed to move on a circle, making an angle θ with respect to
a direction of reference. This model can be used to describe easy plane ferromagnetism and
the compactness of θ leads to topological configurations called vortices. Their unbinding
provides a prime example of a BKT transition [16, 130] in a way that has also been advocated
to apply for gauge theories near the boundary of the conformal window [115]. When space
and Euclidean time are treated isotropically, this model has important common features
with models studied numerically in LGT to describe relativistic systems in the continuum
limit. Quantum simulating this model and studying experimentally the CFT predictions
would be a crucial first step towards applying similar methods for LGT models.
In the following, we show that these goals can be achieved by measuring the
entanglement entropy of a simple Bose-Hubbard (BH) model in a very specific region for
the adjustable couplings. The entanglement entropy measures the correlations between
degrees of freedom in different regions of a system, is an important tool [218] in assessing
the phase structure and the finite-size scaling. For a CFT in one space and one time (1+1)
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dimension, the ground state entanglement entropy increases logarithmically with the spatial
volume of the system and its subsystems [218, 129, 30, 35, 29, 39]. Using basic CFT results,
Calabrese and Cardy [30] established that the coefficient of proportionality is in general
the central charge multiplied by a rational number depending on the type of entropy and
the boundary conditions (CC scaling). The central charge, denoted c, is of primordial
importance in CFT. It characterizes the universality class and is present in a variety of
physical observables [62, 30].
It has been proposed to use a quantum gas microscope to study the second-order
Re´nyi entropy S2 of one-dimensional fermionic Hubbard chains [172, 25] at half(quarter)-
filling which seem consistent with c = 1(2). Recently, manipulations of small one-dimensional
chains of cold bosonic 87Rb atoms trapped in optical lattices have allowed experimental mea-
surements of S2 [106, 118] using a beam splitter method [164, 57]. In these experiments,
the SF phase is reached by increasing the hopping parameter J to values having the same
order of magnitude as the onsite energy U . It is important to realize that in order to see a
clear correspondence between the BH and O(2) model, one needs J/U  1. Some examples
are given below. However, the feasibility of the measurements is restricted by the fact that
very small values of J can be problematic because of disorder or finite-temperature effects.
We argue that a reasonable compromise is to take J/U ' 0.1. In this regime, a detailed
study [11] shows that the finite size scaling is easier to resolve near half-filling 1.
Experimental measurements have been performed for small chains of four [106]
and six [118] atoms and only slightly larger sizes are expected to be within experimental
1For bosons, half-filling means twice more sites than particles, while for spin-1/2 fermions it means one
particle per site.
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reach in the near future 2. An important feature of S2 with open boundary conditions [11]
is that the subleading corrections are large and decay slowly with Ns (see Eq. (4.3) below).
Knowing these corrections is essential to extract the leading CC scaling using Ns accessible
in experiments.
4.2 The model and the quantum simulator
The Hamiltonian of O(2) model has been obtianed in Sec. 3.2.1, see Eq. (3.3). In
the following, we use the spin-1 truncation for numerical calculations, which is enough for
Y  X. We will use U = Y, J = X/2 in this chapter. This notation is often used in the
Bose-Hubbard model. Quantum simulators involving two species of bosonic atoms have
been proposed for the spin-1 approximation [248, 12], also see Chapter 3. This effort is
directly related to recent attempts (for recent reviews see Refs. [207, 229, 245]) to develop
quantum simulators for models studied in LGT.
If the chemical potential in Eq. (3.3) is large and positive, the states in O(2) model
with negative eigenvalues play a minor role in numerical calculations. If we omit these states,
we can replace L¯zx by the occupation number nx and U¯
+
x by the creation operator a
†
x in Eq.
(3.3). We then obtain the simple Bose-Hubbard Hamiltonian:
Hˆ =
U
2
∑
x
nx(nx − 1)− J
∑
x
(a†xax+1 + h.c.). (4.1)
This approximate correspondence already discussed in the literature [73, 187] is supported
by results presented below. In the following, we focus on the region of the phase diagram
where µ˜ ' U/2  J illustrated in Fig. 4.1. In this regime, where the system has half-
2In the discussion we focus on experiments with 16 sites or less.
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Figure 4.1: S2 for O(2) with Ns = 16 and OBC. Laid over top are the BH boundaries
between particle number sectors. [214]
filling, the particle occupancies 0 and 1 dominate for BH (hard core limit) and there is
an approximate correspondence with the spin-1/2 XX model which is integrable and has a
central charge c = 1 [218, 129].
4.3 The second order Re´nyi entropy
Recent cold atom experiments [106, 118] have measured the second-order Re´nyi
entropy
S2(A) ≡ − ln
(
Tr
(
ρ2A
))
, (4.2)
for a variety of subsystems A and open boundary conditions (OBC). The reduced density
matrix ρˆA is obtained by tracing over the complement ofA. CFT provides severe restrictions
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on the dependence of S2 on the size of the system and the subsystem [30, 35, 39, 29, 71]. In
the following, we restrict ourselves to systems with an even number of sites and a subsystem
A of size Ns/2. Fig. 4.1 displays S2 for Ns = 16 as a function of J/U and the chemical
potential. The lower (upper) light part is the Mott phase with particle density λ = 0 (1),
and the 15 plateaus corresponding to the particle number sectors 1, 2, . . . , Ns − 1 in the
SF phase in between are visible. Its boundaries µ˜/U = 1/2± 2J/U at small J follow from
a perturbative calculation and are consistent with Refs. [10, 131] for BH at larger J . In
the following, we focus on the half-filling region which is more or less horizontal in the SF
region and can be reached numerically at arbitrarily small J/U . The choice for half-filling
was made because of the following: Near the boundaries of the Mott insulator lobes with the
superfluid phase the Re´nyi entropy takes on a constant value of ln(2). Between each lobe
there are Ns−2 boundaries denoting the particle number in the chain, with an approximate
symmetry around Ns/2 particles (i.e. half-filling for bosons). This number has the clearest
signal for the entanglement entropy (see Ref. [11]) and therefore all work here. In addition,
all work here was done with open boundary conditions. However, while this is more easily
realized in experiment, the second order Re´nyi entropy with open boundary conditions has
much larger fluctuations than the von Neumann entropy (See Ref. [11]).
Since existing experiments only allow a very limited number of sites, it is crucial
to take into account subleading corrections. Using existing results [30, 35, 39, 29, 71] for
subsystems of size Ns/2, we consider the form:
S2(Ns) = K +A ln(Ns) +
B cos
(
piNs
2
)
(Ns)p
+
D
ln2(Ns)
, (4.3)
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Figure 4.2: The A values from fits to S2 with open boundary conditions for Bose-Hubbard
data (green triangles online) and O(2) spin model data with a spin-1 truncation (blue
circles online) at half-filling. The horizontal line is the conformal field theory prediction.
The A values were extracted from a fit to Eq. (4.3) with a correction term proportional to
1/ ln2(Ns). The farthest point to the left is at J = 0.005, and the lines through the data
are meant to guide the eye. [214]
where K, A, p, B, and D are fitting parameters. For OBC, the CC scaling predicts
A = c/8.
4.3.1 The dependence of fitting parameters on J/U
Here we consider fits to the second order Re´nyi entanglement entropy, S2, across
a range of J/U values to better understand the dependence on J/U . These fits were done
with DMRG data for Ns = 4 up to Ns = 64. We fit the second order Re´nyi entanglement
entropy with a subsystem size of l = Ns/2 and compared the coefficient of logarithmic
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scaling, A, between the BH and O(2) models for various finite-size correction terms. The A
values as a function of J/U can be found in Fig. 4.2 with a correction term proportional to
1/ ln2(Ns) which is predicted by conformal field theory (CFT) [39]. We considered additional
corrections like 1/Ns, 1/ ln(Ns), etc . . . We found some features were robust across different
functional forms for the corrections. For larger J/U the BH A values tended to decrease
monotonically, while the O(2) A values seem to increase. There appears to be a crossing
between the BH data and the CFT prediction around J/U ≈ 0.35. However at small J/U ,
only the correction ∝ 1/ ln2(Ns) showed a tendency towards A2 ≈ 1/8 as J/U → 0, a
soluble limit where c = 1.
4.3.2 Finite temperature effects
We considered the effects of a finite temperature for a few cases on the Re´nyi
entropy. An example of the finite temperature effects on the scaling with the system size is
shown in Fig. 4.3. As one can see the finite temperature effects are much more pronounced
for smaller J/U . To take the finite temperature effects into account it is enough to add a
term linear in l or Ns, for the subsystem or system scaling respectively. The fits in Fig. 4.3
and those used in the main text were done similarly, using Eq. (4.3) with an additional linear
term. For a discussion for the thermal correction term derived from CFT, see Appendix C.
In conclusion, in order to verify the prediction A = c/8, the choice for J/U = 0.1
for quantum simulation is a nice compromise since ideally the smaller the J/U the better for
the mapping between BH and O(2), however, for experimental purposes too small a value of
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Figure 4.3: The second order Re´nyi entropy, S2, as a function of the logarithm of system
size with a finite temperature and l = Ns/2. Here U = 1 and T = 0.04 is shown. The lines
through the data points are fits using Eq. (4.3) with one addition term linear in the system
size. The J = 0.05 data used sampling methods however the errors are smaller than the
markers. [214]
J is inconvenient because of the associated long time scales and sensitivity to uncontrolled
disorder, and finite temperature effects are larger at smaller J/U .
4.3.3 J/U = 0.1
We have calculated S2 at half-filling for J/U = 0.1 for the two models considered
with DMRG using the ITensor C++ library. For the O(2) model, the results were cross-
checked [11] with TRG methods [142, 248, 236].
If we use the numerical data for Ns up to 64, we obtain A = 0.1263 for O(2) and
0.1278 for BH which is close to the CC prediction 0.125 for c = 1. The difference between
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Figure 4.4: (top) S2 at half-filling with OBC for O(2) and BH with J/U = 0.1. The solid
lines are the fits for BH and O(2). (bottom) Values of A as a function of the maximal
value of Ns used in the fit, the band represents a positive departure of 5 percent from the
expected value 0.125. [214]
the two models can be reduced significantly by decreasing J/U , which also brings A closer
to 0.125 [11]. In order to test the predictive ability of the fit for smaller spatial sizes we
have reduced the maximal value Nmaxs of Ns from 64 to smaller values, down to 12. The
results for S2 and A are shown in Fig. 4.4 which suggests that the estimates converge slowly
to the CFT value as Nmaxs increases. It has also been noticed that if J/U is increased to
J/U ' 0.3 for BH, the sign of D changes in a way that seems almost independent of the
other subleading corrections used. In this region of parameters, the periodic corrections are
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smaller which may facilitate the estimate of c, however the close connection with the O(2)
model is lost.
4.4 Experimental setup
We now proceed to explain the proposed experimental setup. We consider an
optical lattice experiment with single-particle resolved readout and local manipulation of the
optical potential, similar to Ref. [106]. In the experiment, two copies of the one-dimensional
many-body state of interest are prepared in adjacent rows of an optical lattice, and global
and local Re´nyi entropies can be measured by a beamsplitter operation implemented via
a controlled tunneling operation between the two copies (Fig. 4.5a). The parity of the
atom number in one copy after the beamsplitter operation gives access to the quantum
mechanical purity [57].
BH systems with tunable parameters U and J and well-defined particle number
are realized in current experiments with one particle per site. Fig. 4.5b shows a proposed
scheme to achieve half-filling at J/U ≈ 0.1: Np bosons are initialized in the Mott regime
J  U , as in current experiments. A superimposed harmonic confinement as well as two
sharp, confining walls separated by Ns sites ensure that the system remains in its ground
state as the optical lattice depth is adiabatically reduced to achieve the desired J/U . The
harmonic confinement is then removed to realize a homogeneous system with hard wall
boundary conditions at half-filling. For system sizes considered here, this scheme should
allow adiabatic preparation of the ground state with available experimental tools. Alter-
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Figure 4.5: Measuring entanglement entropy in optical lattices. a) Two copies of a quantum
state |Ψ〉 interfere under a beamsplitter operation, and site-resolved number measurements
reveal the local parity Pˆ and entanglement entropy. b) Proposed state preparation for BH
systems at half-filling, here for 4 atoms on 8 sites. Particles indicated by wavefunctions (blue
online) are initialized in a deep optical lattice, where the local environment can be shaped
via harmonic confinement and sharp features projected with a spatial light modulator. As
the lattice depth is reduced, the particles delocalize but are confined by repulsive walls.
[214]
natively, techniques based on optical superlattices may be able to prepare lattice ground
states at half-filling [211].
After preparing twin tubes with half-filling in their ground state and applying the
beamsplitter operation, one can measure the number of particles modulo 2 at each site x of
a given copy ( ncopyx ) [106], and use the result [57]:
exp(−S2) = Tr
(
ρ2A
)
= 〈(−1)
∑
x∈A n
copy
x 〉 , (4.4)
to calculate S2.
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The probability for parity (−1)nx = ±1 is (1±exp(−S2))/2. As S2 increases, more
cancellations occur and one needs on the order of exp(2S2) measurements to overcome the
fluctuations. From Fig. 4.4, and assuming Ns to be less than 16 (i. e., less than 8 particles
at half-filling with an entropy per particle of order 0.05), the maximal measured S2 is less
than 1.1. For N independent measurements, we find that the statistical error is
σS2 =
√
(e2S2 − 1)/N . (4.5)
For the maximal value S2 = 1.1, it takes about 800 measurements to reach σS2 ' 0.1. Due
to the logarithmic growth of S2, the number of measurements only needs to increase like
N
1/4
s to maintain a desired accuracy, which is not a prohibitive growth.
In addition to the statistical errors, one needs to take into account that finite
temperature as well as preparation and manipulation errors contribute a classical entropy
Sclass.. Assuming that this classical entropy is linear in the number of particles in the
system, it can be estimated by making use of an approximate particle-hole symmetry: near
half-filling, S2(Ns) of the ground state is in good approximation symmetric in the particle
number about Np = Ns/2. By measuring S
exp.
2 (Ns) for a range of particle numbers in
the vicinity of Ns/2, the excess classical entropy per particle in the experiment can be
determined. Subtracting this estimate of the classical entropy from the experimentally
measured Sexp.2 gives a corrected estimate of the ground state entanglement entropy S
corr.
2 ,
which we compare to CFT via Eq. (4.3). For the system sizes considered here, deviations
from an exact particle-hole symmetry are small and exhibit a regular behavior at zero and
finite temperature [40]. Understanding and fitting these effects is important to get estimates
of Scorr.2 with errors less than 0.02.
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In order to give an idea of possible experimental outcomes, we have numerically
studied the sensitivity of the fit results of Eq. (4.3) to statistical errors in the measured
values of S2. By repeatedly fitting synthetically generated data (SGD) with Gaussian noise
on S2 of magnitude σS2 as illustrated in Fig. 4.6 (left), we find that it translates into errors
of the fit approximately as σA = 3.1σS2 (see supplemental materials in [214] for details)
for a global fit of the central charge involving data up to Ns = 16. To reach a statistical
uncertainty in A comparable to systematic errors of the order 0.02, the statistical error on
σS2 has to be on the order of 0.005.
Alternatively, we can try to fit Sclass.. For this purpose, we have considered the
finite temperature (T ) effects for T = 0.2J and 0.4J in Fig. 4.6 (left). Remarkably, these
effects can be fitted by adding only one term linear in Ns. If S
class. generated during
the experiment follows this linear behavior, it may be used to determine some effective
temperature. Note that the finite temperature effects become more important as we decrease
J .
So far we have only used the values of S2 corresponding to a subsystem of size
Ns/2. CFT also provides prediction for arbitrary subsystem sizes ` with 1 ≤ ` ≤ Ns −
1. The large oscillations when ` is changed for Ns = 8 are shown in Fig. 4.6 (right).
Finite-T effects can be fitted with a single additional term linear in `. Importantly, the
experimental measurements of the parities at each site shown in Eq. (4.4) allow us to
calculate S2 for all possible subsystems without extra measurements. Estimates of c from
numerical calculations at fixed Ns fits in other models have up to 20 percent errors [151,
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Figure 4.6: S2 at half-filling for BH with J/U = 0.1 (triangles, orange online) and SGD
with random Gaussian fluctuations with σS2 = 0.02 (circles, blue online). (left): vs. ln(Ns)
for a subsystem of size Ns/2 with the solid line corresponding to a fit of the SGD from Eq.
(4.3). (right): vs. the subsystem size ` for Ns = 8; the solid line corresponds to a fit of the
SGD using the formulas of Ref. [232]. Same quantities for T = 0.2J (squares, red online)
and T = 0.4J (diamonds, cyan online). [214]
11]. Knowing S2 for all the subsystems also allows us to calculate the mutual information
[172, 106], where the Sclass. contributions cancel.
4.5 Conclusion
In conclusion, we have shown that the simple BH model which is implemented
in current experimental measurements of S2 can be used as a quantum simulator for the
classical O(2) model with a chemical potential. We showed that the region of the phase
diagram near half-filling and small J/U offers rich possibilities that complement the existing
experiments at unity-filling and larger J/U [106, 118]. The changes in S2 due to the size
of the system or the subsystem show strong periodic oscillations which are of the same
order of magnitude as the average S2 for Ns ≤ 16. We provided complementary methods to
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estimate and subtract Sclass. from Sexp.2 . Existing experiments could immediately confirm
the periodic patterns found in the numerical calculations and fits. Accurate determination
of c would require larger statistics or a suitable use of the complete information about
the subsystems. Conformal symmetry connects disparate physical systems from condensed
matter and LGT. While this equivalence is usually apparent in theory in the thermodynamic
limit, we have shown that the basic equivalence between the BH model and the classical
O(2) model can already be identified in present cold-atom experiments. Our proposed
method could enable the first direct verification of conformal scaling in an experimentally
accessible system.
New directions should be pursued. Half-filling initial states can also be obtained
by a sudden expansion. The presence of additional approximate conserved charges makes
the thermalization non-trivial and interesting [173, 56, 195, 219]. The possibility of revivals
in the time-dependent S2(t) for time scales of the order of 200 ms for J/U = 0.1, a duration
about 10 times longer than current experiments [118], is under study. The techniques
discussed here for the bosonic case can also be applied to Fermi-Hubbard systems [172], for
which optical lattice experiments with single-site resolution are rapidly becoming available
[95, 168, 47, 170]. It would be desirable to develop specific procedures to study models with
other values of c (Ising, ZN clock, Potts) or with O(3) symmetry with a chemical potential,
which have a similar phase diagram [27], and could be quantum simulated [137]. More
insight on conformal symmetry could be gained by studying particle number fluctuations
[104, 177, 77]. The entanglement entropy can also be calculated in pure gauge theories using
standard Monte Carlo methods [28]. Methods for calculating the entanglement entropy in
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the presence of fermion determinants have been designed on the lattice [64] and in the
continuum [124].
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Chapter 5
Quantum Joule Expansion of
One-dimensional Systems
5.1 Introduction
A celebrated experiment in the context of classical statistical mechanics is the Joule
expansion. The free expansion of an ideal gas from an initial volume V to a final volume
2V does not change the temperature of the gas and the increase in entropy is nR ln 2. For
interacting gases, the temperature decreases for attractive interactions, such as for the van
der Waals gas, and increases for repulsive interactions. But what happens for quantum
systems? The Joule expansion of an isolated perfect quantum gas is discussed in [36],
where the time evolution of the particle number density displays periodicity with period
proportional to the square of the size of the system, consistent with the recurrence time for
free bosons and free fermions obtained in [114], and much smaller than the classical Poincare´
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recurrence time, which scales exponentially with the size of the system. For generic quantum
systems, the recurrence time [23] is much longer, typically scaling as a double exponential
of the system size [114, 163].
Sudden expansion of an initially confined thermal state for hard-core bosons was
studied in Ref. [235], where the dynamical fermionization and the quasi-condensation during
the expansion are observed. These studies focus on integrable systems where analytic tools
can be used. But discussions of the question of thermalization at long times are still missing,
which is a prerequisite to answer the Joule question in the quantum regime. In this article,
we discuss the sudden expansion of bosons and spinless fermions in one-dimensional lattice
system, from initially confined thermal states. As integrable quantum systems do not
thermalize, we focus on nonintegrable quantum systems and discuss their time evolution
and thermalization.
The paper is arranged as follows. In Section 5.2 we introduce the boson and spin-
less fermion models that we study and discuss the time evolution following the removal of
the barrier (expansion from size L/2 to size L), the diagonal and the canonical ensemble de-
scriptions for observables in the equilibrated regime, and the Re´nyi entropy. In Section 5.3,
the weights of the eigenstates for the diagonal ensemble (DE) and the canonical ensemble
(CE) descriptions are calculated and compared. We find that, above a certain initial tem-
perature, the final effective temperature obtained from the canonical ensemble description
is negative. Results for the von Neumann entropy and the second order Re´nyi entropy are
presented in Section 5.4. In Section 5.5 we investigate the full long-time evolved solution,
the diagonal ensemble description and the canonical ensemble with an effective final tem-
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perature at the level of the reduced density matrices and their eigenvalues and eigenstates in
these three cases. In Section 5.6, we calculate the momentum distribution function, which
at long times shows the expected population inversion for the negative effective temperature
cases. In Section 5.7 we present the answer to the Joule question, that is, the final effective
temperature after expansion from L/2 to L as function of the temperature of the thermal
state at t = 0. Finite-size analysis shows that effective negative temperatures survive in
the thermodynamic limit for the case of spinless fermions, suggesting that Joule expansion
can be used as a way to dynamically create negative temperature fermionic states. Finally,
Section 2.6 contains a summary and conclusions.
5.2 The Models
We consider two models: the one-dimensional Bose-Hubbard model and one-
dimensional spinless fermions with nearest-neighbor (NN) and next-nearest-neighbor (NNN)
hopping and interaction. Open boundary conditions are used for both models. The Hamil-
tonian for the Bose Hubbard model is:
Hˆb = −J
L−1∑
l=1
(a†l al+1 +H.c.) +
U
2
L∑
l=1
nbl (n
b
l − 1) , (5.1)
and the Hamiltonian for spinless fermions is:
Hˆf = −J1
L−1∑
l=1
(c†l cl+1 +H.c.) + V1
L−1∑
l=1
nfl n
f
l+1
−J2
L−2∑
l=1
(c†l cl+2 +H.c.) + V2
L−2∑
l=1
nfl n
f
l+2 , (5.2)
where L is the total number of sites, a†l (al) is the creation (annihilation) operator of
bosons at site l, satisfying the commutation relations [al, a
†
l′ ] = δll′ , and c
†
l (cl) is the
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creation (annihilation) operator of spinless fermions at site l, satisfying the anitcommutation
relations {cl, c†l′} = δll′. nbl = a†l al (nfl = c†l cl) is the particle number operators for bosons
(fermions) at site l. Repulsive interactions U, V1, V2 > 0 are considered for both systems.
For nonintegrable systems, the energy levels are repulsive and the level spacing distribution
is given by the Wigner-Dyson distribution, which has been found for both Hˆb [128] and Hˆf
[191]. The fermionic model Hˆf contains next-nearest-neighbor terms J2 and V2 that may
seem prohibitively difficult to achieve experimentally. We note, however, that this model
can also be realized with a zigzag ladder, with one leg containing the odd sites of Eq. (5.2)
and the other leg containing the even sites. The J1 and V1 in Eq. (5.2) are terms connecting
odd and even sites, and therefore are the inter-leg zig-zag terms in the ladder system. In
the ladder system, the J2 and V2 terms then become the intra-leg nearest-neighbor terms.
We set ~ = kB = 1 in the following and fix the hopping energy J1 = V1 = J = 1 in our
calculations. The results we present are for spinless fermions with J2 = V2 = 1 and bosons
with U = 3, unless otherwise specified.
In the Joule expansion, a volume of gas is initially prepared with a thermal state
inside one half of a container via a partition, with the other half of the container empty.
The partition is then suddenly removed and the gas is let to expand freely to occupy the
whole volume. For particles on a lattice, a similar initial setup can be achieved by adding
a high potential throughout the right half of the lattice, HˆW = W
∑L
l=L/2+1 nl, where
W  J, U, J1, J2, V1, V2. In the numerical calculations presented here, we set W = 106 to
make sure that βW  1 in all calculations, so particles won’t hop to the right half due to
high temperatures. At time t = 0, the high potential is suddenly removed (W is quenched
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to zero) and particles can then move on a twice bigger lattice. For fermions (bosons), we
consider the initial state to be a Np = L/4-particle (L = 20 unless otherwise specified)
thermal state ρˆf0 (ρˆ
b
0) at a finite temperature T
f
0 = 1/β
f
0 (T
b
0 = 1/β
b
0) in the left half of the
lattice. Using the method described in section 1.6, we can find the time-evolved state ρˆt,
the DE density matrix ρˆd and the corresponding CE density matrix ρˆc with an effective
inverse temperature βeff , and discuss their properties.
Like in a classical gas, the average energy of the initial Hamiltonian H0 (particles
confined to L/2) with repulsive interactions at a certain temperature is higher than that of
the final Hamiltonian HF (system size L) with the same temperature. So a higher effective
temperature is needed for Eq. (1.30) to be satisfied. Conversely, for attractive interactions
(such as in the classical van der Waals gas), the system is expected to cool down upon
expansion. For repulsive interactions, such as the systems studied here, an interesting
possibility can occur. If the initial average energy is higher than the infinite-temperature
energy for the final Hamiltonian, a negative temperature is needed to compensate for the
difference. It is convenient to describe this in terms of inverse temperature: the system is
prepared in some positive inverse temperature that decreases upon expansion for repulsive
interactions. There will be some initial positive inverse temperature for which it decreases
to zero (infinite temperature) after expansion. Any positive initial inverse temperature that
is smaller than that will then lead to even smaller final inverse temperatures, leading to
negative values.
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Figure 5.1: (Color online) Two-dimensional histograms for the weights of eigenstates in the
DE, W dn (a,c,e) and those in the corresponding CE, W
c
n (b,d,f). Results are for spinless
fermions with initial inverse temperatures β0 = 0.1 (a), β0 = 0.4 (c) and β0 = 1 (e). The
corresponding CE with effective inverse temperatures are shown in (b,d,f). The color scale
represents the number of states per unit area. The dashed lines in the left column are
translations of the lines from the right column, indicating the slopes in the right column.
5.3 Weights in Ensembles
In global quench protocols, the energy uncertainty ∆E/E¯, which only depends
on the DE, is algebraically small with the system size (1/
√
L) for pure initial states [179],
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Figure 5.2: (Color online) Same as Fig. 5.1, but for bosons with 20 sites, 5 particles and
U = 3.
which is also numerically verified for our case. The small energy window [E¯−∆E, E¯+ ∆E]
defines a microcanonical ensemble which is equivalent to the CE in the thermodynamic limit.
As our initial states already have the Boltzmann weights, it is interesting to explore and
compare the weights in the whole spectrum in the DE, W dn , and those in the corresponding
102
CE, W cn. Similar comparisons have been conducted in studies of global quantum quenches
from pure states [203] and thermal states [240, 96].
In Fig. 5.1, we show the 2-d histograms for logarithms of these weights in the
DE [Figs. 5.1(a), 5.1(c) and 5.1(e)] and the CE [Figs. 5.1(b), 5.1(d) and 5.1(f)]. We
choose 100 × 100 bins, and the color scale on each bin represents the number of states
inside it. The results are for spinless fermions expanding from thermal states with three
different initial temperatures. We see that in the DE, the weights lie in a narrow band for
all temperatures. There is a tail bending down for the spectrum at low energies, but with
a much smaller density of states. The weights in the CE are all straight lines as should be
the case by definition. We have included these as dashed lines in the left column of Fig.
5.1 to compare the slopes. At low initial temperature, e.g. β0 = 1, the slopes of the narrow
straight band in the DE and the line for the CE are very different. As we increase the initial
temperature, they match better and better. It can be understood in the following way. Note
that the summation in Eq. (1.30),
∑
mEmW
d
m, can be divided into two parts: one is the
summation in the bending tail of the weights in the DE which is close to the bottom of the
energy spectrum, the other one is the summation in the remaining narrow straight band.
Although the tail has small density of states, it can still dominate the summation at very
low initial temperatures, because the weight in the DE, W dm =
∑
i ρ
0
i 〈m|i〉 〈i|m〉, contains
the Boltzmann weight ρ0i = e
−β0ei/Z0(β0) given by the initial temperature. As the tail is
bending down, the line of the CE must rotate anticlockwise from the straight narrow band
of the DE to fit the data in it at low initial temperatures [see Fig. 5.1(e)]. For higher
initial temperatures, the narrow straight band dominates the summation, and Eq. (1.30) is
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effectively a linear fit for this band. Note that for the highest initial temperature β0 = 0.1,
the effective temperature is negative, and the weights in the DE and the CE match perfectly
in the densest part of the spectrum [see Fig. 5.1(a)]. This match between the DE and the
CE weights results in agreements for expectations of almost all equithermal operators [81] in
the two ensembles and the model has strong thermalization [7] in the negative temperature
regime.
The results for bosons are depicted in Fig. 5.2. The weights in the DE also lie
in a straight narrow band. The tail in the low energy spectrum only bends down slightly.
So the difference in slopes for the DE and the CE is much smaller than in the case of
fermions. We still see that the higher the temperature, the better is the match between the
DE and the CE. The slopes also agree accurately at very high initial temperature β0 = 0.01.
Note that a much higher initial temperature is needed for the effective temperature to be
negative. We will see that the negative effective temperature actually does not exist in the
thermodynamic limit for bosons, but it does for fermions. This is discussed in Section 5.7.
5.4 Entropy For Ensembles
In this section we investigate the entropy profiles for the initial state, the state
after long-time expansion, the DE density matrix and the CE density matrix. We calculate
the quantity in Eq. (1.34) for n = 1 (the von Neumann entropy) and n = 2 (the second order
Re´nyi entropy), and subsystems containing left lA = 1, 2, ..., 20 sites. We choose the time
evolved density matrix to be at a long time after expansion, tJ = 6000, where thermalization
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Figure 5.3: (Color online) The von Neumann entropy of the reduced density matrix contain-
ing left lA sites for the initial thermal state (blue circle), the state at long time tJ = 6000
(orange cross), the diagonal ensemble (green square) and the canonical ensemble (red in-
verted triangle). Results are for spinless fermions with initial inverse temperatures β0 = 0.1
(a), β0 = 0.4 (b), β0 = 1 (c) and β0 = 10 (d). The green dashed lines are linear fits of the
first 3 subsystems for the initial states. The black dotted lines are linear fits of the first 3
subsystems for the canonical ensemble density matrices.
has occured for a long time. Numeric results show the equilibration of entropy after tJ = 50
for all cases considered here. We compare the results for different temperatures for both
spinless fermions and bosons.
5.4.1 Von Neumann Entropy
Fig. 5.3 shows the von Neumann entropy of the reduced density matrix for the
subsystem containing left lA sites. The results are for spinless fermions expanding from
thermal states with four different initial temperatures. For initial thermal states, the par-
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Figure 5.4: (Color online) Same as Fig. 5.3 but for bosons with initial inverse temperatures
β0 = 0.01 (a), β0 = 0.1 (b), β0 = 1 (c) and β0 = 10 (d).
ticles are initially confined in the left half part, so the Re´nyi entropy is identical for all
subsystems bigger than half. We can clearly see from Fig. 5.3(a) the volume law in S1 for
up to six subsystems at high temperature β0 = 0.1, which is consistent with Eq. (1.36). In
Fig. 5.3(b) a lower temperature β0 = 0.4 results in five subsystems satisfying the volume
law. As we decrease the initial temperature further, there are only three subsystems sat-
isfying volume law in Fig. 5.3(c) for β0 = 1 and no sign of volume law in Fig. 5.3(d) for
β0 = 10. These results show the crossover from the volume law for subsystems at high tem-
peratures to the logarithmic scaling in the ground state. The CE density matrices all show
volume law for many subsystems. Because the effective temperature is always high even for
very low initial temperature (see Fig. 5.3(d)). Still, the higher the effective temperature
is, the more subsystems satisfying the volume law. The von Neumann entropy increases
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linearly up to 11 sites in Fig. 5.3(a) where the negative effective temperature should be
considered to be “larger” than the infinite temperature. And it increases linearly up to 6
sites in Fig. 5.3(d). Note that the deviation from the volume law for larger subsystems
at high temperatures does not contradict Eq. (1.36) because Eq. (1.36) is derived under
the condition that the system is infinitely long. Intuitively, as the Re´nyi entropy has con-
tributions from both entanglement and thermal mixture, the former increases at first with
increasing subsystem size, but decreases for subsystem sizes bigger than half of the whole
system. So it is reasonable that the entropy bends down from the linearly increasing line.
For a detailed study of properties of thermal Re´nyi entropy, see [25].
In Fig. 5.1 we have shown that the weights in the DE are very similar to the weights
in the CE for high initial temperatures. So the diagonal entropy and thermal entropy should
be very close. This is confirmed in Fig. 5.3(a), (b) and Fig. 5.5(a), (b), where the Re´nyi
entropy of reduced density matrices for ρˆd and ρˆc agrees for almost all subsystems. In Fig.
5.3(c) β0 = 1, S1A in the DE deviates from that for the CE for subsystems bigger than
15. On one hand, the deviation for the full systems is consistent with the results in Fig.
5.1(e)(f) where it shows that the distribution of weights is very different for the DE and
the CE. On the other hand, S1A still agrees for most subsystems even if the distribution of
weights is very different for the whole system. In Fig. 5.3(d) β0 = 10, the deviation between
the S1A in the DE and that in the CE is much bigger, but there are still 12 subsystems that
have the same von Neumann entropy. Note that it can be proved that S1 of the DE for the
whole system only has non-extensive difference from that of the microcanonical ensemble,
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no matter whether the initial state is pure or mixed [55]. And this non-extensive difference
can be decreased by increasing the initial temperature in our case.
Finally, we check the reduced von Neumann entropy for the time-evolved density
matrix in Fig. 5.3. We see that at the high temperature β0 = 0.1, the time-evolved density
matrix has the same S1 as the CE and the DE density matrices for subsystems up to eleven
sites. And ten-, eight- and six-site subsystems have the same von Neumann entropy for
temperatures β0 = 0.4, β0 = 1 and β0 = 10, respectively. So it is concluded that when
the temperature is higher, the maximum subsystem size that has the same von Neumann
entropy in ρˆt, ρˆd and ρˆc is bigger. Note that the reduced S1 increases first to the highest
point and then bends down until the full von Neumann entropy goes back to the initial full
von Neumann entropy. This is because the full von Neumann entropy is invariant under
the unitary change of basis, which is the unitary time evolution here.
The results for bosons depicted in Fig. 5.4 are similar to those for spinless fermions.
They are summarized as follows. For initial thermal state, there are six, six, five and three
sites having volume law von Neumann entropy at initial inverse temperature β0 = 0.01 [Fig.
5.4(a)], β0 = 0.1 [Fig. 5.4(b)], β0 = 1 [Fig. 5.4(c)] and β0 = 10 [Fig. 5.4(d)] respectively.
And for the canonical ensemble density matrix, the von Neumann entropy in the left eleven,
eleven, ten and seven sites show volume law at these four initial temperatures. The DE
von Neumann entropy is identical to the CE von Neumann entropy for all subsystems at
initial inverse temperatures β0 = 0.01, 0.1. They are equal in the left fifteen sites and left
eight sites at initial inverse temperatures β0 = 1 and β0 = 10, respectively. These results
are also consistent with those in Fig. 5.2. The time-evolved density matrix at tJ = 6000
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Figure 5.5: (Color online) Same as Fig. 5.3, but for the second order Re´nyi entropy.
has the same von Neumann entropy with both ρˆd and ρˆc in the left eleven, eleven, nine and
six sites in the four graphs respectively.
5.4.2 The second order Re´nyi entropy
Since the results for the two models are very similar, we only consider spinless
fermions in this section. As shown in Fig. 5.5, the second order Re´nyi entropy also has high
agreement for the CE and the DE, that is, nineteen, eighteen, eleven and eight sites have
the same value for β0 = 0.1, 0.4, 1, 10, respectively. And the time-evolved state has twelve,
eleven, ten and eight sites with St2A equal to them. The main difference from Fig. 5.3 and
Fig. 5.4 is that, unlike the von Neumann entropy where the higher the initial temperature
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is, the bigger the subsystems having linearly increasing entropy are, there are five, six,
twelve (sixteen for the DE) and six sites having linearly increasing S
d(c)
2A , respectively. We
find that the entropy bends up for high initial temperatures [the data of the DE and the
CE lie on or above the black dotted linear fit in Fig. 5.5(a)]. This convexity is weakened
by decreasing the initial temperature and finally the entropy becomes concave again [the
data of the DE and the CE lie on or below the black dotted linear fit in Fig. 5.5(d)]. In
Ref. [146], it is argued that SpA (p > 1) are convex functions of the subsystem size for
finite-energy density eigenstates of chaotic many-body Hamiltonians, linear at β = 0 and
more convex at bigger |β|. For our models with twenty sites and quarter filling, we verify
the above argument but just in a small energy window around the infinite temperature
eigenstate. Moreover, more obvious convexity is observed in high energy levels near the top
of the spectrum while the levels near the bottom of the spectrum are all concave, which
explains why S
c(d)
2A with negative effective temperature is more convex in Fig. 5.5 even if
|βeff | is smaller. Note that at low temperatures, the second order Re´nyi entropy of the DE
can be bigger than that of the CE for big subsystems, while the von Neumann entropy of
the DE is always no greater than that of the CE.
As the second order Re´nyi entropy can be measured experimentally by a beam-
splitter operation implemented via a controlled tunneling operation between the two copies
of a many-body state [57, 106], we investigate the details of time evolution of St2A in this
section. Note that for twenty sites and quarter filling, the numerical results show small
time fluctuations in Re´nyi entropy for all subsystems at long times, even for the lowest
temperature considered here β0 = 10, which indicates that the time-dependent terms are
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cancelled out due to dephasing. In Eq. (1.37), the only time-independent terms are those
with m = n,m′ = n′ or m = n′,m′ = n. So for long times,
St2A ≈ − ln
( ∑
m,m′
ρ0mmρ
0
m′m′ 〈m|iB〉
〈
i′B
∣∣m′〉 〈m′∣∣i′B〉 〈iB|m〉
+
∑
m 6=m′
ρ0mm′ρ
0
m′m
〈
m′
∣∣iB〉 〈i′B∣∣m′〉 〈m∣∣i′B〉 〈iB|m〉)
= − ln
( ∑
m,m′
ρ0mmρ
0
m′m′T
mm′
AB +
∑
m 6=m′
ρ0mm′ρ
0
m′mT
m′m
BA
)
(5.3)
where Tmm
′
AB = TrA [(TrB |m〉 〈m|)(TrB |m′〉 〈m′|)] and Tm
′m
BA = TrB [(TrA |m′〉 〈m′|)(TrA |m〉 〈m|)].
The second summation contributes to the difference between the equilibrated S2A and the
S2A for the DE. If it is negligible compared to the first summation, the time-evolved Re´nyi
entropy equilibrates to the value for the DE which agrees with the value for the CE. For
small subsystem sizes lA  lB, consider any m 6= m′, Tmm′AB traces out much more degrees of
freedom (exponentially more with the volume difference between A and B) of two orthogo-
nal eigenstates than Tm
′m
BA does, resulting in more reduction of orthogonality. So we expect
Tmm
′
AB  Tm
′m
BA and S
t
2A ≈ Sd2A for lA/L  1. Furthermore, as
∑
m,m′ ρ
0
mmρ
0
m′m′ = 1, the
first summation is equal to some typical value of Tmm
′
AB , denoted as T
0
AB, while the second
summation can be written as
T oBA
∑
m6=m′
ρ0mm′ρ
0
m′m = T
o
BA
(
e−S
β0
2 − e−Sd2
)
(5.4)
where T oBA is some typical value of T
m′m
BA , S
β0
2 is the second order Re´nyi entropy for the
initial state, Sd2 is the second order Re´nyi entropy for the DE. S
d
2 is extensive with L because
it is close to Sc2 (see Fig. 5.5), while S
β0
2 is extensive with L/2. Because the average entropy
per site for quarter filling is bigger than that for half filling and the effective temperature
is higher than the initial temperature after the expansion, the second term in Eq. (5.4)
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Figure 5.6: (Color online) The difference between time-averaged Re´nyi entropy S¯2A and
the DE Re´nyi entropy Sd2A as a function of initial second order Re´nyi entropy. The results
are for spinless fermions, three subsystems with lA = 9, 10, 11. The inset shows the initial
second order Re´nyi entropy as a function of initial temperature T0. The yellow markers
depict the results for tJ = 6000.
is negligible for large L. So as long as the initial state is thermal, Eq. (5.4) is at least
exponentially small with L/2.
Note that the dependence of Tmm
′
AB and T
m′m
BA on the initial temperature and the
system size also contributes to the difference between the time-evolved Re´nyi entropy and
the DE Re´nyi entropy. If Eq. (5.4) is small,
St2A ≈ Sd2A − T oBA eS
d
2A−S
β0
2 (5.5)
where T oBA < TrB
[
(TrA |mo〉 〈mo|)2
]
is also exponentially small with the subsystem size for
|mo〉 being a finite-energy density eigenstate of a chaotic system [146]. We plot Figs. 5.6 and
5.7 to quantitatively investigate the second term in Eq. (5.5). To plot Fig. 5.6, we calculate
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the time evolution of St2A for subsystems containing the left 9, 10, 11 sites respectively to
tJ = 200, with time step size τJ = 1. To avoid large deviations due to the fluctuations
in time and the short-time far-from-equilibrium states, we average St2A using only the last
120 steps of the time evolution data. In Fig. 5.6, we plot the difference between Sd2A for
the DE and the time-averaged value ∆S2A = S
d
2A − S¯2A as a function of the second order
Re´nyi entropy for the initial thermal state Sβ02 . Varying the number of long-time data
points in the time-average calculation does not change the plot. The exponential decay of
∆S2A with the initial thermal entropy can be clearly seen from these numerical results. The
decay rates are almost the same for three subsystems at least for β0 > 0.2. The results at
tJ = 6000 are also plotted, which are very close to the results for time-averaged entropy.
The inset of Fig. 5.6 shows Sβ02 as a function of initial temperature T0, where we see S
β0
2 is
firstly linear with T0 at low initial temperature and saturates at high initial temperature.
So ∆S2A also exponentially decays with the initial temperature when T0 < 1. In Fig. 5.7,
the same quantity for lA/L = 1/2 is plotted as a function of the system size, where we
see that ∆S2A is exponentially small with the system size. The decay rate is higher for
higher initial temperatures. The inset (a) confirms that Sβ02A is proportional to the size of
the system. So ∆S2A also exponentially decays with S
β0
2A across different system sizes. The
inset (b) shows the linearity of Sd2 with the system size, where the weak convexity is due
to the increase of effective temperature for larger system sizes. The two insets also confirm
that e−Sd2 is negligible in Eq. (5.4), at least for L ≥ 12 where the data of Sd2 is more linear
with L. The results at tJ = 6000 are not close to the time-averaged ones due to the large
time fluctuations for small systems.
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Figure 5.7: (Color online) The difference between time-averaged Re´nyi entropy S¯2A and the
DE Re´nyi entropy Sd2A for lA/L = 1/2 as a function of the system size. The results are for
spinless fermions, three initial inverse temperatures β0 = 0.1, 0.4, 1.0. The insets show the
initial second order Re´nyi entropy (a) and the diagonal second order Re´nyi entropy (b) as
a function of the system size. The yellow markers depict the results for tJ = 6000.
Finally, we investigate the time fluctuations of the Re´nyi entropy. We calculate
the variance of St2A in time,
V ar(St2A) = limτ→∞
1
τ
∫ τ
0
dτ
(
Sτ2A − S¯2A
)2
≈ 1
Nτ
Nτ∑
i=1
(
Sτi2A − S¯2A
)2
, (5.6)
where we take Nτ = 120 and {τi} = {81, 82, ..., 200}. The variance as a function of Sβ02 is
depicted in Fig. 5.8, where we see that the fluctuations also exponentially decay with Sβ02 ,
at least for not very high temperatures (β0 = 0.1 for the largest S
β0
2 in the figure). The
inset also shows that the variance is exponentially small with the system size, with a bigger
decay rate for higher temperatures.
114
1 2 3 4 5
S 02
10 5
10 4
Va
r(S
t 2A
)
lA = 9
lA = 10
lA = 11
8 12 16 20
L
10 5
10 4
10 3
10 2
Va
r(S
t 2A
)
0 = 0.1
0 = 0.4
0 = 1.0
Figure 5.8: (Color online) Variance of St2A in time for tJ = 81, 82, ..., 200, as a function
of Sβ02 . The results are for spinless fermions, subsystems with lA = 9, 10, 11. The inset
shows the same quantity with lA = 10 but as a function of system size at temperatures
β0 = 0.1, 0.4, 1.0.
5.5 Reduced Density Matrices
The above observations indicate that the reduced density matrices of ρˆt at long
time, ρˆd and ρˆc may be very similar, for not too large subsystems. In order to check this, we
calculate the eigenvalues of the reduced density matrices λA and plot log(λA) as a function
of the eigenenergy EmA of the Hamiltonian associated with the subsystem HˆA. Another
important question is to decide if these eigenvalues λA are equal to the weights in thermal
density matrix of the subsystem ρˆc(A) = e−βeff HˆA/ZA. In order to answer this question, we
consider subsystems containing more than five sites, for which the reduced density matrix
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Figure 5.9: (Color online) Logarithm of eigenvalues of reduced density matrices for the
canonical ensemble, the diagonal ensemble and the time-evolved state at tJ = 6000, com-
pared with the weights in the canonical ensemble constructed by the Hamiltonian for the
subsystem HˆA. The subsystem contains the left six sites of the lattice. The results are
for spinless fermions with the initial temperature β0 = 0.1 (a) and bosons with the initial
temperature β0 = 0.01 (b). In each subplot, from top to bottom, the linearly arranged
points represent zero, one, two, three, four and five particle states respectively.
can be divided into six sub-sectors which have zero, one, two, three, four and five particles
respectively. If the sub-sector contains p particles, the bath of the subsystem should have
5− p particles. To compare the weights with correct normalization factor ZA in each sub-
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Figure 5.10: (Color online) The same with Fig. 5.9 but only for spinless fermions. The
subsystem contains the left ten sites of the lattice. The initial temperatures are β0 = 0.1
(a) and β0 = 0.4 (b). Note that in (b), the point for the zero-particle state is very close to
the one-particle states line.
sector, the correct thermal density matrix of the subsystem A should be chosen as the
reduced density matrix of a thermal density matrix that contains two uncorrelated thermal
states with total particle number conservation of the whole system. To be specific, let
{∣∣EmpA 〉} be the eigenstates of HpA with p particles, {∣∣Em5−pB 〉} be the eigenstates of H5−pB
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Figure 5.11: (Color online) The same with Fig. 5.10, but for bosons with initial temper-
atures β0 = 0.01 (a), β0 = 1 (b). In (b), those points for zero, one, two, three and four
particle states are shifted up by constants for better view. The inset shows the actual
eigenvalues for the reduced density matrix of canonical ensemble without shift.
with 5− p particles, the whole thermal density matrix at temperature βeff is
ρˆc(AB) =
5∑
p=0
e−βeff (E
mp
A +E
m5−p
B )
ZAB
∣∣EmpA 〉⊗ ∣∣Em5−pB 〉 〈Em5−pB ∣∣⊗ 〈EmpA ∣∣ , (5.7)
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Figure 5.12: (Color online) Overlaps between eigenstates of reduced density matrices of ρˆt
(a, d, g, j), ρˆd (b, e, h, k), ρˆc (c, f, i, l) and those of HˆA. The subsystem contains the left
six sites in (a-c, g-i) and ten sites in (d-f, j-l). The results are for spinless fermions with
initial inverse temperature β0 = 0.1 (a-f) and β0 = 0.4 (g-l).
where ZAB =
∑5
p=0 Z
p
AZ
5−p
B is the partition function of the whole system. So the thermal
density matrix of A satisfying the total particle number conservation is
ρˆc(A) = TrB ρˆ
c(AB)
=
5∑
p=0
e−βeffE
mp
A Z5−pB
ZAB
∣∣EmpA 〉 〈EmpA ∣∣ . (5.8)
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Fig. 5.9 shows the results for the subsystem containing left six sites. Fig. 5.9(a)
is for spinless fermions with β0 = 0.1 and Fig. 5.9(b) is for bosons with β0 = 0.01. Fig.
5.10 depicts the results for spinless fermions with β0 = 0.1 [Fig. 5.10(a)] and β0 = 0.4
[Fig. 5.10(b)], where the subsystem contains left ten sites. And Fig. 5.11 shows the results
for bosons with β0 = 0.01 [Fig. 5.11(a)] and β0 = 1 [Fig. 5.11(b)], where the subsystem
also contains left ten sites. Fig. 5.9, Fig. 5.10(a) and Fig. 5.11(a) have negative effective
temperatures, so the slopes of the lines are positive, while the effective temperatures are
positive for Fig. 5.10(b) and Fig. 5.11(b), the slopes are negative. The points linearly
arranged belong to the same sub-sector with a certain particle number. From top to bottom,
they are zero, one, two, three, four, five particle states, respectively. First note that for
spinless fermions the spectrum of reduced CE, TrB (ρˆ
c), match perfectly with that of ρˆc(A)
for all cases shown here. However, there are two main deviations for bosons. First, there are
some ripples in the spectra of reduced CE around that of ρˆc(A) for sub-sectors containing
more than two particles. This effect is more obvious for the lower temperature β0 = 1 than
for the higher temperature β0 = 0.01 in the same subsystem, see Fig. 5.11. Second, there
are discontinuities near the top of the spectrum for sub-sectors containing more than two
particles. The states near the top of the spectrum in those sub-sectors jump higher from
the lines for the negative effective temperature but jump lower from the lines for the case
of positive effective temperature. But overall they still match well.
For spinless fermions, it can be seen that in Fig. 5.9(a), the four density matrices
have almost the same spectra, except that the line of the five-particle sector in the time-
evolved state rotates anti-clockwise a little. In Fig. 5.10(a), the initial temperature is
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the same, but the subsystem is bigger, then only the first two sub-sectors containing zero
and one particle have perfect match for all four density matrices. While for the sub-sector
containing two particles, the eigenvalues of TrB ρˆ
d and TrB ρˆ
t become smaller near the
bottom of the spectra, similar to Fig. 5.1 where the DE also has lower weights near the
bottom of the spectra. For sub-sectors with more particles, the reduced DE can always stay
around the reduced CE because the similarity of weights between DE and CE as shown in
Fig. 5.1, while TrB ρˆ
t has bigger and bigger deviations. In Fig. 5.10(b) where the initial
temperature is lower, the spectra in the first two sectors still match well. For the sub-sector
with two particles, the eigenvalues for TrB ρˆ
d and TrB ρˆ
t are smaller near both the top and
the bottom of the spectrum, also similar to the behavior of weights in Fig. 5.1. The fact
that the reduced DE have bigger deviations at lower initial temperature is also consistent
with the result in Fig. 5.1 that the DE has bigger difference from the CE at lower initial
temperature. The spectrum of TrB ρˆ
t is also very different from the other three for the
five-particle states. Note that the big deviations in the time evolved state is not due to time
fluctuations. We have checked the results for other ten different times and they behave
almost the same. So the eigenvalues of TrB ρˆ
t still equilibrate but not to those of reduced
DE.
For bosons, as shown in Fig. 5.11, we can still see the ripples and discontinuities in
TrB (ρˆ
d) and TrB (ρˆ
t) for the sub-sectors containing more than two particles. The spectrum
for reduced DE match well to the reduced CE for all three cases considered here, because
the DE and the CE for bosons are very similar for initial inverse temperature smaller than
1, as shown in Fig. 5.2. For β0 = 1, Fig. 5.2(c) shows that most of the weights in DE
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are a little smaller than those in CE, which also happens here for the reduced DE and
the reduced CE. TrB (ρˆ
t) have eigenvalues matching well to the other three for sub-sectors
containing no more than four particles, but big differences appear for five-particle states in
the subsystem with ten sites.
For all the cases considered here, most of the eigenvalues of all four density matrices
in at least the first four sub-sectors with no more than three particles agree with each other.
The contribution from these eigenvalues dominate the value of Re´nyi entropy, so the entropy
of the subsystem containing the left ten sites or fewer all have indiscernible difference in
Sec. 5.4. Another question is if the corresponding eigenstates, |λA〉, are the same with
the eigenstates of the Hamiltonian associated with the subsystem, |EmA 〉. If it is, then any
observables residing in this subsystem are expected to thermalize as long as they depend
little on the high energy eigenstates belonging to the sub-sectors with large number of
particles. To check this, we plot the overlaps between eigenstates of the three density
matrices and those of HˆA in Fig. 5.12. The results are for spinless fermions with β0 = 0.1
[Fig. 5.12(a-f)] and β0 = 0.4 [Fig. 5.12(g-l)]. Fig. 5.12(a-c)(g-i) are for the subsystem
containing the left six sites and Fig. 5.12(d-f)(j-l) are for the subsystem containing the left
ten sites. Fig. 5.12(a,d,g,j) are for the reduced time-evolved states, Fig. 5.12(b,e,h,k) for
the reduced DE and Fig. 5.12(c,f,i,l) for the reduced CE. For β0 = 0.1, we see from Fig.
5.12(c)(f) that most of the eigenstates of the reduced CE are the same with those of HˆA
(referred as “good” eigenstates here). And we have shown that the eigenvalues are very close.
So the reduced density matrix of a thermal state is still thermal with the same temperature.
This is the intensive property of temperature in quantum mechanics. The reduced DE for
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the subsystem containing six sites still have many good eigenstates, most of which are in
the sub-sectors with no more than two particles, while for the subsystem containing ten
sites it has only a small portion of eigenstates that are good. As the expectation value
of an observable depend on the diagonal ensemble, we conclude that nearly all obervables
thermalize as long as they reside in small subsystems and few-particle sub-sectors. The
reduced time-evolved state has much fewer good eigenstates. But it can be seen that for
the subsystem containing six sites, the first two sub-sectors containing no more than one
particle (first 7 states) still have good resutls. So for small subsystems and few-particle
sub-sectors, the time-evolved states becomes thermal at long enough time. The results
for the lower initial temperature β0 = 0.4 are better than those for β0 = 0.1, where it
is clear that there are more good eigenstates in both the reduced time-evolved state and
the reduced DE. Note that for the six-site subsystem, unlike the case with β0 = 0.1 where
most of the good eigenstates are in low particle number sub-sectors, β0 = 0.4 has most of
the good eigenstates in high particle number sub-sectors, which may due to the different
signs of effective temeprature. We also investigate the results for β0 = 1, which have
similar behaviors to β0 = 0.4 but are a little worse than β0 = 0.4. Note that more good
eigenstates does not mean that the density matrix is closer to thermal. As high particle
number eigenstates have much lower weights, the reduced time-evolved states for higher
initial temperatures may be still closer to the thermal states.
We conclude this section with a comment on the theory of equilibration and ther-
malization. Intuitively, few-particle sub-sectors have more degrees of freedom serving as
their bath, so they should behave more like the corresponding thermal states. For the sub-
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sector containing five particles, the bath only has one degree of freedom. But there still are
a large number of dephasing terms, which could result in the equilibration of eigenvalues
of reduced time-evolved states but not to those of reduced DE, similar to the behaviors of
Re´nyi entropy. In Ref. [141], a theorem states that the time averaged distance between
the reduced time-evolved density matrix and the reduced DE density matrix is bounded by
1/2
√
dA/deff (TrB (ρˆd)) ≤ 1/2
√
d2A/d
eff (ρˆd), where dA is the dimension of the subsystem,
deff (TrB (ρˆd)) is the effective dimension of the reduced DE and d
eff (ρˆd) is the effective
dimension of the DE. From the stronger bound we see that the subsystem must be smaller
than half in the sense lA/L < 1/2. For the weaker bound, the maximal d
eff (ρˆd) is the di-
mension of the Hilbert space for the whole system when the weights in the DE are constant.
In our case, the weights in the CE and the DE are very similar at high effective tempera-
tures, so for lA/L < 1/2, the subsystem equilibrates to the reduced DE density matrix in the
thermodynamic limit. When lA/L = 1/2 and large L, the dimension of the whole system for
spinless fermions ln dfw ≈ (2 ln 2 − 3/4 ln 3)L, and ln dfA ≈ L/2 ln 2. So (dfA)2/dfw ≈ e0.131L
is exponentially large with the size of the system. A careful calculation shows that we
need lA/L < 0.4175 for the weaker bound to be exponentially small at high tempera-
ture. Similarly for bosons, ln dbw ≈ (5/4 log(5) − 2 ln 2)L, ln dbA ≈ (3/4 ln 3 − 1/2 ln 2)L,
(dbA)
2/dbw ≈ e0.33L. And we need lA/L < 0.2045 for the weaker bound to be exponentially
small. The numeric results for lA/L = 1/2 show good agreement between eigenvalues but
not good agreement between eigenstates. Following the derivation in the Appendix A of
Ref. [141], replacing the coefficients by the matrix elements considered here, the average
distance is bounded by 1/2
√
dAe−S
β0
2 T oBA, where again T
o
BA is a typical value of T
mn
BA . For
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β0 = 0, dAe
−Sβ02 is at most an algebraically increasing function of system size, while T oBA is
typically exponentially small. So in our case, it is possible for subsystems bigger than half
of the system (lA/L > 1/2) to equilibrate to the corresponding reduced DE density matrix
in the thermodynamic limit.
Next, the DE is a weighted sum of eigenstate projectors. ETH in the strong sense
states that every eigenstate is thermal for few-body observables [121]. And the similarity
of reduced density matrices between the DE and the CE can be explained by the strong
form of ETH which states that the reduced density matrix of a single finite energy density
eigenstate of chaotic many-body quantum systems is equivalent to the thermal density
matrix of the subsystem as long as the subsystem is much smaller than its complement and
as long as lA/L < 1/2 for many observables [81]. The subsystem ETH [66] states that the
norm of the “off-diagonal” matrix ρˆmnA = TrB (|m〉 〈n|) (m 6= n) is exponentially small for
subsystems with lA/L < 1/2, which explains the similarity between reduced ρˆ
t and reduced
DE. Inside the small window where the energy density is peaked, all the reduced density
matrix of eigenstates give the same thermal states for the subsystem. We show that even
the full density matrix of the DE is close to the CE at high temperatures for the models
we study here. So at high temperatures, the size of the subsystem that thermalizes just
depends on the size of the subsystem that equilibrates to the reduced DE.
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Figure 5.13: (Color online) MDFs of the initial state, the time-evolved state at tJ = 6000,
the DE and the corresponding CE as a function of momentum k ∈ (−pi, pi). The results are
for spinless fermions, with different initial inverse temperatures β0 = 0.1 (a), β0 = 0.4 (b),
β0 = 1 (c) and β0 = 10 (d).
5.6 Momentum Distribution Function
In this section, we use the momentum distribution function (MDF) to test the
above conclusions. The MDF for fermions is
nfk =
1
L
∑
p,q
e−ik(p−q)〈c†pcq〉, (5.9)
where p, q = 1, 2, ..., L are the real-space locations. And the MDF for bosons is
nbk =
1
L
∑
p,q
e−ik(p−q)〈a†paq〉. (5.10)
The MDF is a few-body observable because it contains a summation of two-body observ-
ables, so it is expected to thermalize according to the above results. Regardless, we calculate
the MDF for the initial state ρˆ0, the time-evolved state ρˆt at long time tJ = 6000, the DE
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Figure 5.14: The same with Fig. 5.13 but for bosons. The initial inverse temperatures are
β0 = 0.01 (a), β0 = 0.1 (b), β0 = 1 (c) and β0 = 10 (d).
density matrix ρˆd and the CE density matrix ρˆc. If the MDF equilibrates, its expectation
value using ρˆt should be the same as that using ρˆd. And if the MDF thermalizes, all the
expectation values, using ρˆt, ρˆd and ρˆc should be the same.
Fig. 5.13 shows the results for spinless fermions with the same four initial temper-
atures as those in Fig. 5.3. Let’s first briefly describe the MDF in the initial state. At low
initial temperature β0 = 10 [Fig. 5.13(d)], there are plateaus around k = 0,±1.8. The mo-
menta around k = 0,±pi have the highest population, while the momenta around k = ±1.8
have the lowest population. These behaviors can be understood by Fourier transforming
the kinetic terms in Hamiltonian Eq. (5.2), −2(cos k+cos 2k), which has one global minima
k = 0, two local minima k = ±pi and two global maxima k ≈ ±1.8. At low temperature, the
global minimum k = 0 is occupied first, then the nearby levels, one particle per level, due
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to the Pauli exclusion principle. The height of the plateau is 0.5 because of normalization
by the full volume. If the surrounding levels have higher energy than the other two local
minima k = ±pi do, particles start to occupy k = ±pi and their surrounding levels. Very
few particles will occupy the two maxima k = ±1.8 and their surroundings. At higher
temperatures (Fig. 5.13(a)(b)(c)), the plateaus are smoothed out by thermal fluctuations.
Close to the infinite temperature limit, more and more particles occupy the high energy
levels, and eventually the MDF becomes flat.
The equilibration and thermalization of the MDF in Fig. 5.13 are very clear. In
Fig. 5.13(a), β0 = 0.1, the MDFs for ρˆt, ρˆd and ρˆc do not have a visible difference, indicating
strong thermalization of the MDF. The inversion of occupation is very interesting, and is
a result of the changing of sign of the temperature. The effective final temperature we
calculated for this case is indeed negative. The difference in three MDFs is still extremely
small in Fig. 5.13(b) where the initial temperature is lower β0 = 0.4. Further decreasing
the initial temperature results in bigger difference between the MDF for ρˆc and the other
two MDFs. This difference is clear in Fig. 5.13(d), where the MDF for ρˆc has lower
occupation around k = ±pi, higher occupation around k = ±1.8, lower occupation for
k ∈ (−1.1,−0.7) and higher occupation for k ∈ (−0.7, 0). These differences are probably
finite size effects because they are much smaller than those in smaller systems with the
same particle filling. Since these differences are overall relatively small, the MDF in the CE
is still a good approximation for the real MDF at long times. It should be emphasized that
although there are three slightly asymmetric points for k ∈ (0, 0.5) in Fig. 5.13(d), which
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is due to time fluctuations, the MDFs for DE and time-evolved state are the same for all
four initial temperatures.
Fig. 5.14 shows the results for bosons. As the model we consider for bosons only
has nearest-neighbor hopping, the hopping energy only have a single minimum at k = 0
and maxima at k = ±pi. So for positive effective temperatures [Fig. 5.14(b)(c)(d)], the
occupation is peaked at k = 0, while for negative effective temperatures [Fig. 5.14(a)], the
occupation is the lowest at k = 0. Note that the MDF for ρˆt and ρˆd has little difference in
Fig. 5.14(a)(b)(c), and the small difference around k = 0 in Fig. 5.14(d) comes from time
fluctuations. While they have obvious deviations from that of the CE for all cases, we can
see that the MDF of the CE is more peaked at k = 0 for positive effective temperatures in
Fig. 5.14(c)(d), while its value around k = 0 is smaller than that of the DE for negative
effective temperature in Fig. 5.14(a). In Fig. 5.14(b), the effective temperature is close to
infinity, MDF of the CE is flatter than that of the DE. Again these deviations are much
smaller than those in smaller systems, so we believe they are finite-size effects.
From the above results we conclude that equilibration is much easier than thermal-
ization. The intuitive reason is that the time-dependent terms are expected to cancel out
due to dephasing. And it can also be partially understood from the similarity of TrB (ρˆ
d)
and TrB (ρˆ
t) discussed in the last section. To see it more rigorously, we follow the derivation
in Ref. [55, 240] and calculate the variance of an observable in time
42O =
∑
m 6=n
|ρ0,mn|2|Omn|2 < M
∑
m 6=n
|ρ0,mn|2, (5.11)
where M is the maximal off-diagonal matrix element of Oˆ, then similar to Eq. (5.4),
42O < M
(
e−S
β0
2 − e−Sd2
)
(5.12)
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Figure 5.15: The finite size scaling of the effective inverse temperature for spinless fermions.
The lines from top to bottom, the initial inverse temperatures are β0 = 0.2, 0.1, 0,−0.1,−0.2
respectively. The system sizes used are L = 12, 16, 20, 24, 28. The inset shows the effective
inverse temperature as a function of the initial inverse temperature extrapolated to the
thermodynamic limit.
From the same arguments for Eq. (5.4) we conclude that as long as the initial state is at a
finite temperature, the variance exponentially decays with the volume of the system, as long
as the off diagonal elements are not exponentially large as eS
β0
2 . Moreover, even at T = 0,
ETH asserts that the off diagonal elements of few-body observables are exponentially small
with the size of the system. So initial thermal states substantially decrease the fluctuations
in time.
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Figure 5.16: The same plot with Fig. 5.15 for bosons. The system sizes used are L =
8, 12, 16, 20, 24.
5.7 The Effective Temperature
We have seen that the effective temperature obtained by Eq. (1.30) can be nega-
tive. It is interesting that the negative temperature state can be created simply by sudden
expansion to a larger volume. The numerical results presented in the previous sections are
for finite system sizes. An important question is whether this negative temperature survives
in the thermodynamic limit. To answer this question, we do a finite size analysis of the
effective inverse temperature βeff . In order to go to larger system sizes, we consider a con-
figuration where L/4 particles expand inside a ring of L sites. Making use of the translation
invariance [189], we can then calculate the spectrum of the final Hamiltonian up to 28 sites
with 7 particles for spinless fermions (the dimension of Hilbert space is 1, 184, 040) and 24
sites with 6 particles for bosons (the dimension of Hilbert space is 475, 020).
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The results for spinless fermions are depicted in Fig. 5.15. We see for all initial
temperatures shown in the figure, the effective inverse temperature βeff is a linear function
of 1/L. Linear fits can be extrapolated and the value of βeff in the thermodynamic limit
can be extracted. Note that for spinless fermions, βeff decreases as we increase the size
of the system. For L → ∞, an initial inverse temperature β0 = 0.2 results in an infinite
temperature state, and higher initial temperatures result in negative temperature states
after expansion. The inset of Fig. 5.15 shows βeff as a function of β0 in the thermodynamic
limit, which exhibits slight concavity. The same plot for bosons is shown in Fig. 5.16.
We see that for bosons, βeff increases with the system size at initial inverse temperature
β0 = 0.2, 0.1. For smaller initial inverse temperatures, βeff decreases at first and then
increases rapidly for larger systems. The linear fits are not convincing there. In fact, as
the highest eigenenergy density diverges, for any positive initial temperature which has
extensive total energy, we expect that the negative temperature should not survive in the
thermodynamic limit for bosons with repulsive interactions.
5.8 Conclusion
We studied the Joule expansion for one-dimensional nonintegrable quantum lattice
systems containing bosons or spinless fermions. We calculated and compared the weights of
the eigenstates in the DE and the CE, for different initial temperatures, for the two models.
The effective final temperature for the CE is obtained by matching the total energy of the
system before and after the expansion. The effective temperature can be negative when the
initial temperature is high enough, where the weights of the DE and the CE can match very
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well. As the DE determines the equilibrated expectation values of observables, it is expected
that extensive observables can thermalize at high initial temperatures. We analyzed the von
Neumann and second order Re´nyi entropies in the DE, the CE and for the exact numerical
time-evolved state at long times. The agreement between the DE and the CE can extend to
the whole system for high initial temperatures because of the similarity in weights. And the
agreement between the time-evolved states and the other two can extend beyond lA = L/2
at high temperatures. We provided analytical arguments and numerical confirmation that
∆S2A, the difference between the second-order Renyi entropy calculated in the DE and the
fully time-evolved time-averaged one at long times, around lA = L/2 is exponentially small
in system size L (Fig. 5.7). We examined the eigenvalues and the eigenstates of the reduced
density matrices directly and found that the reduced time-evolved density matrix at long
times can be thermal for small subsystems. The momentum distribution functions have
strong thermalizations at high initial temperature, and show population inversion after the
expansion if the effective temperature is negative.
Note again that for initial temperatures larger than a certain value, the system
thermalizes in a negative-temperature state. Negative temperature states have been cre-
ated in cold atoms in spin systems[155] and for motional degrees of freedom of a fermionic
system[26], and are of interest for a number of exotic phenomena that can be realized with
them[149]. We propose that negative temperature states can be created by sudden expan-
sion to a larger system size. In this paper we only considered repulsive interactions. For
fermions, the negative temperature is a feature that remains in the thermodynamic limit.
For bosons with repulsive interactions, there can be no negative temperature state in the
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thermodynamic limit since the energy spectrum is unbounded. For finite, experimentally re-
alistic system sizes, there can be negative-temperature states and these can also be obtained
through Joule expansion.
There are still a number of unanswered questions. For example, what is the max-
imal size of the subsystem whose Re´nyi entropy can equilibrate to those of the reduced DE
and the reduced CE for a certain initial temperature? And what is the biggest subsystem
whose reduced time-evolved density matrix is thermal for a given initial temperature? Why
do the eigenvalues of reduced time-evolved states in high-particle-number sub-sectors equi-
librate to different values than the reduced DE? Answering these questions needs further
detailed study of the diagonal and off-diagonal matrix elements of initial states in the basis
of final Hamiltonian and the reduced density matrix of projector operators |m〉 〈m| and
“off-diagonal” operators |m〉 〈n| (m 6= n), which can be the subject of future work.
In terms of experimental realization of the models studied, the bosonic model is
a simple Bose Hubbard model that can be created with cold atoms on optical lattices.
Creating the wall that initially confines the particles to the left half of the system requires
local manipulation of the optical potential and may be realized using holographic techniques
[106]. The spinless fermions model we studied contains nearest-neighbor and next-nearest-
neighbor hoppings and interactions. As discussed in Sec. 5.2, it is equivalent to a zig-zag
two-leg ladder with only nearest-neighbor terms (inter and intra-leg). Nearest-neighbor
interactions may be created and tuned via Rydberg-dressed potentials[100, 176, 239]. The
inter and intra-leg nearest-neighbor interactions and hopping can be tuned to different
values by varying the lattice spacing on the rung and along the legs to different values
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and exploiting the range and shape of the Rydberg-dressed potential, as was done in Ref.
[241]. Multi-mode cavity photon-mediated interactions [217] may also be used to create the
needed interactions.
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Chapter 6
Conclusions
In this thesis, we obtain the Hamiltonian formulation of the Abelian Higgs lattice
gauge theory by using the duality method with TRG reformulation in Chapter 2. The
method can be applied to observables like the Polyakov loop and other lattice gauge models.
We found universal finite size scaling behavior of the energy gap between the ground states
with and without an insertion of the Polyakov loop. The scaling function does not change
by deforming the lattice to time continuum limit.
An interesting feature (not included in the thesis, see [213]) found in our study
is that at finite space-time volume and weak gauge coupling, there is a sudden increase of
the Polyakov loop when we increase κ beyond the critical value corresponding to the BKT
transition. Since the primary scope of this work is to explore results at finite volume and
finite lattice spacing in order to move the prospect of quantum simulating gauge theories
using cold atoms in optical lattices forward, understanding this sudden increase in the
context of the continuum limit and the infinite volume limit is left for future work.
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In Chapter 3, we propose two schemes to quantum simulate the Abelian Higgs
model. One is to use the two-species Bose-Hubbard model which can be mapped to an
effective spin Hamiltonian. By tuning the parameters, we can realize the Abelian Higgs
model. But this only works for spin-1 truncation which only reflects some limiting cases
of the Abelian Higgs model, or very large spin truncation which would waste a lot of
experimental resources. The other one is to use a multi-leg ladder of atoms trapped in
optical lattices interacting with Rydberg dressed interactions. This method can mimic any
spin truncation, and the positive quadratic interactions can be realized approximately in a
squeezed multi-leg ladder where the lattice spacing along the rung is much smaller than that
along the leg. The results measured in the multi-leg ladder are stable to experimental defects
or can be easily corrected by measuring the density-density correlations. The feasibility
of this experimental proposal for the quantum simulation of the Abelian Higgs model in
1+1 dimension provides a proof of principle that High Energy physics can be simulated in
low energy cold atom systems. Experimental study of the phase diagram and the out-of-
equilibrium dynamics following a quantum quench for the LGT is also possible as long as
the quantum simulator has been realized in optical lattices.
In Chapter 4, we show that, taking the large sub-leading corrections into account,
the Calabrese-Cardy conformal field theory (CFT) predictions for the leading logarithmic
scaling of these entropies are consistent with a central charge c = 1 and this scaling survives
the time-continuum limit and truncation of the microscopic degrees of freedom, modifica-
tions which allow us to connect the Lagrangian formulation to quantum Hamiltonian. In
the limit where the product of the spatial and temporal couplings is close to zero, the
137
model with half-filled charges has the same phase diagram as the half-filled single-species
Bose Hubbard model in the corresponding parameter region, where they also have the same
entanglement entropy. This paves the way for using current experimental techniques of
cold bosonic atoms trapped in one-dimensional optical lattices and designed to measure
the second-order Re´nyi entanglement entropy S2 between two partitions to verify detailed
predictions of CFT and estimate the central charge c. We show that the ground state of
Bose Hubbard systems at half-filling can be prepared by adiabatically removing the ini-
tial harmonic confinement. The S2 can be measured by preparing two copies of a quantum
state, letting them interfere under a beam-splitter operation, and measuring the local parity
[57, 106]. We show that the measurement of central charge can have accuracy better than
5% for up to 16 sites and the number of measurements needed within a statistical error is
estimated.
Finally in Chapter 5, we discuss the sudden expansion of bosons and spinless
fermions initially prepared in thermal states. To answer the question of the Joule expan-
sion in quantum systems, we compare the density matrices of all subsystems at long times
to those in a canonical ensemble with an effective temperature found by total energy con-
servation. There are good agreements for density matrices in small subsystems and all
observables in these subsystems are expected to thermalize. A negative temperature state
can be prepared by the sudden expansion of a high temperature thermal state of fermions.
Future work in this direction could be the study of different expansion rates of singlons and
doublons, where doublons going through the early thermalized singlons is possible. Sudden
expansion of coupled heavy and light particles are still interesting to study.
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Appendix A
Experimental implementations for
the two-species Bose-Hubbard
model
In this appendix, we discuss a few not fully developed proposals for the practical
experimental implementations for the two-species Bose-Hubbard model. It contains ques-
tions we we still need to confirm. We consider Vab = 0 in the following discussion. We
propose to use three candidate systems for realizing the effective Hamiltonians: (A) two
different atomic species, such as 87Rb and 41K, (B) a single atomic species in two different
hyperfine states, and (C) a ladder system, so that the two species of bosons correspond to a
single boson species being in either of the two legs of the ladder. We conclude this section
with a discussion of the best option for each case (O(2) and Abelian Higgs).
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A.1 87Rb - 41K mixtures on an optical lattice
For quantum simulating the O(2) model, a 87Rb and 41K Bose-Bose mixture can
be used. Due to the physical nature of the different atoms, the hopping amplitudes (ta, tb)
are different to begin with, as well as the intraspecies interactions (Ua, Ub). In addition,
species-dependent optical lattices [139, 3, 154, 202, 15] are widely used in boson systems,
which allows the hopping amplitudes of each individual species to be further tuned to
some extent. An interspecies Feshbach resonance is accessible [41, 209] and can be used to
vary the interspecies interaction (W ). The most difficult parameter to achieve may be the
extended repulsion, Vα. A nearest-neighbor repulsion is however present, albeit small, when
we consider Wannier Gaussian wave functions centered on nearby lattice sites according to
previous study [152]. Other proposals may be explored, such as by using dipolar bosons
[210], or by pumping bosons to higher Bloch bands [194] in order to engineer the nearest
neighbor interaction. An schematic of this set-up is illustrated in Fig. A.1. It is important to
have the on-site interactions Uα significantly larger than the temperature. For the mixture
considered here the temperature and recoil energies are of the order of 100nK and values of
U 10-20 times larger can typically be reached [209, 42, 22]. This implementation can not
be used to quantum simulate the Abelian Higgs model since the on-site species conversion
term tab can not be created.
The requirement of small repulsive nearest-neighbor intra-species repulsions Va and
Vb seems to be the main challenge for implementing the effective Bose-Hubbard Hamiltonian.
Ref. [152] considers atoms with contact interactions in the presence of the lattice and the
overall trap potentials and the Wannier functions, and calculates that the nearest-neighbor
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tatb
Ub UaW
Vb Va
Figure A.1: (Color Online) Two-species (green and red) of bosons on species-dependent
optical lattices (with the same color), taken from [248].
interaction strength goes as 2U , where U is the on-site interaction and  is called lattice
attenuation factor, also referred to as direct exchange or overlap.
For our mapping from the Bose-Hubbard Hamiltonian to the spin-1 Hamiltonian
to work, we need to be in the strong coupling limit. It seems an 8 recoil-energy lattice
(about the point insulator physics starts),  = 10−3, and therefore V ' 2U ' 10−6U . Now,
for O(2), we need tα =
√
VαU/2, so this would give t ' 10−3U , or U ' 1000t. This is
probably problematic: It seems like once one fixes the depth of the lattice, all parameters
(U , V , and t) are already fixed, so one may not be able to additionally tune things so that
tα =
√
VαU/2. If we had only one species of bosons, then one could maybe additionally
tune U via a Feshbach resonance, but we can not tune it for both species at the same
time. If we want larger V , then we would need to have shallower lattices. It seems a 3.5
recoil lattice would give  ' 10−2 which is so shallow that one is typically working with a
superfluid. At 3.5 recoil one might even doubt the single-band approximation.
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Another possible route for having a nearest-neighbor interaction V would be by
using dipolar atoms or molecules. Experiments with ultra cold dipolar quantum gases have
been performed with chromium [91], erbium [2, 1], and dysprosium [145, 144, 208], which
have magnetic moments 6µB, 7µB and 10µB, respectively, and with polar molecules, such
as 40K 87Rb and 23Na 40K [166, 49, 231].Dipolar atoms and molecules tend to have very
small dipole moments, the best case to date in K-Rb molecules in their molecular ground
state. We think this is less than 0.01U , but we would need to verify. A nearest-neighbor
interaction V = 0.01U would give t =
√
V U/2 = 0.07U .
A final possible route for generating V would be to use atoms in higher orbitals[194].
Need to be looked into in more detail. Other atomic species to be considered for the two-
species mixture include 7Li, 133Cs, 23Na, and 39K. This implementation, where the two
species of bosons are two different types of atoms, does not allow for going between the
O(2) and Abelian Higgs model within the same set-up, since it can not create the effective
Hamiltonian for the Abelian Higgs.
A.2 Bosons in two hyperfine states
Mixtures of 87Rb in |F = 2,mF = −1〉 and |F = 1,mF = −1〉 states have
been produced in the quantum degenerate regime[94], and also |F = 2,mF = 2〉 and
|F = 1,mF = −1〉 mixtures. When the Hamiltonian also possesses SU(2) symmetry, this
system has been referred to as spin-half bosons[4]. Use of several hyperfine states and
Raman laser couplings have been used to generate synthetic dimensions[43]. The use here
of two internal states would correspond to a synthetic ladder[43].
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For the Abelian Higgs model, the usual hopping terms ta and tb can be tuned to
be negligibly small by increasing the optical lattice potential amplitude since the dependence
is exponential. The on-site interactions (Ua, Ub, and W ) are then the largest energy scales.
The on-site conversion term tab can be achieved by direct microwave (“RF”) coupling.
For the O(2) model, tab is not needed and ta and tb can be small and tuned to
be tα =
√
VαU/2.
For the |F = 2,mF = −1〉 and |F = 1,mF = −1〉 mixture, the on-site interac-
tion strengths are not exactly the same. They are found to be [94] Ua:W :Ub ratio equals
1.03:1:0.97. This is fine for us although having a/b symmetry in the model would have
been nice. Other bosonic atoms for which mixtures of atoms in two hyperfine states can be
prepared should also be considered, including particularly 23Na.
A species-dependent potential can be used for each hyperfine state so that Ua and
ta can be tuned independently of Ub and tb, and then the inter-species (W ) can be further
tuned by shifting the relative distance between the two lattices after the other parameters
are fixed. One can imagine starting with a 3D lattice potential, with two directions (call
them X and Y) very strong, to give a series of 1D lattices along Z with strong hopping
strengths. Along X and Y, the hopping strength can be made negligible. Now one could
allow atoms to be in two hyperfine states (e.g. for 87Rb, F = 1, mF=-1,+1) - to separate
sites along, say, X, one can make the lattice beams along that direction have an angle
between their polarizations - this makes the light have a weak modulation of its polarization
along X, going back and forth between more circular with one handedness, than the other.
The two internal states’ light shifts are differently sensitive to the two polarizations, and
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this gives a weak physical separation between the potential minima. If the separation is
made comparable to the Wannier wavepacket size (harmonic oscillator length), W can be
tuned. V would naturally be much smaller. This candidate system also in principle allows
for simulating both models (O(2) and Abelian Higgs) with the same set-up by tuning the
parameters accordingly.
Also here there is the issue of the small nearest-neighbor interaction V that is
needed. Again, this seems to be the main problem. For O(2) it needs to be repulsive and
the hopping tuned such that t =
√
V U/2. For the Abelian Higgs, it needs to be attractive,
but no further fine-tuning is required.
A.3 Ladder systems with double-well potentials
The two-species Bose-Hubbard model could be realized with a single type of
bosonic atom loaded on a ladder structure with a and b corresponding to the two legs
of the ladder. Ladder systems have been realized experimentally by using lattices of double
wells [198, 74, 45, 88, 5].
For the Abelian Higgs model, ta = tb = 0 and tab 6= 0 is required. The hopping
amplitudes can be tuned such that the hopping in the direction along the ladder is negligible,
but finite along the rungs, thus exchanging a, b species index at the same rung.
The problem of V . An attractive intraspecies nearest-neighbor interaction (Va = Vb =
−Y˜ /2) is also needed for the Abelian Higgs model, favoring having two atoms in neighboring
sides on the same leg of the ladder. This acts as a nearest-neighbor ferromagnetic coupling in
the effective one-dimensional spin chain Hamiltonian. For the experimental implementation,
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an attractive nearest neighbor interaction may be obtained by using cold dipolar atoms or
molecules, with dipole moments aligned along the ladder and with inter-rung distance such
that the rapidly decaying dipole-dipole interaction between next-nearest-neighbors can be
neglected. With this alignment of the moments, the inter-species interaction in the same
rung (W ) is repulsive, which is also what we need for our perturbation expansion.
For the O(2) model, the requirement is tα =
√
VαU/2 U and tab = 0. Exper-
imentally, this corresponds to increasing the barrier of the individual double well potential,
but allowing weak hopping along the ladder. The nearest-neighbor interaction V would be
either from small contribution from expansion in terms of Wannier functions as claimed
in Ref. [152], or using a dipolar gas with the dipole moments all aligned perpendicular
to the direction of the ladder so that the interaction is repulsive. The spatial separations
would have to be such that dipole-dipole interaction does not give significant next-nearest-
neighbor interactions, which are not present in our study. There may be a major challenge
here which is that in our perturbation expansion we consider also a strong inter-species
on-site interaction W , besides the strong intra-species on-site interaction U . In this set-up,
W corresponds to interaction of particles sitting in different minima of the same double
well potential, so their interaction is going to be much weaker than the intra-species on-site
interaction U for particles in the same minimum.
The rung length (distance between the two minima in the same double well poten-
tial) may be tuned to be much smaller than the inter-site distance (distance between two
sites along the ladder) to minimize this problem but W would still be much smaller than
U . Since the species index simply corresponds to the atoms being in one leg of the ladder
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versus the other, some mapping techniques would be needed to make species-sensitive mea-
surements, for example, the left well could be resonantly transferred to a separate internal
state, and then a Stern-Gerlach field applied during time-of-flight. This candidate system
also in principle allows for simulating both models (O(2) and Abelian Higgs) with the same
set-up by tuning the parameters accordingly.
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Appendix B
Perturbation theory for the
two-species Bose-Hubbard model
In this appendix, we derive the effective spin Hamiltonian (3.2) from the original
two-species Bose-Hubbard Hamiltonian (3.1) by the second order degenerate perturbation
theory. A portion of these notes was initially written by Chen-Yen Lai, then our collabora-
tors and I checked and generalized the results.
B.1 Some preliminaries
Here we collect some definitions to avoid confusion on summation notation, oper-
ator definitions, etc.
• A sum over nearest neighbors ∑〈ij〉 is understood as the first index, i, running over
all sites and the second index, j, running over all neighbors (i.e. in the forward and
backward directions) of the site i (here we consider a cubic lattice). Let d be the
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number of dimensions and µˆk is a unit vector in direction k, then
∑
〈ij〉
Oˆij ≡
∑
i
d∑
k=1
j=i+µˆk∑
j=i−µˆk
Oˆij , (B.1)
where Oˆij is some object associated with a link, for instance, Oˆij = a
†
iaj or a gauge
field, living directly on the link. With such a convention each link enters in the sum
twice, in positive and negative direction. For example, for sites 1 and 2 the sum
contains Oˆ12 + Oˆ21.
In the lattice gauge theory community it is customary to sum over links only in the
forward direction, so the summation is typically:
∑
i
d∑
k=1
Oi,i+µˆk . (B.2)
• Let Lx, Ly, Lz be the components of the angular momentum operator. We define the
raising and lowering operators as:
L± = Lx ± iLy (B.3)
Then the matrix element of the raising operator is defined as
〈l,m|L+|l,m− 1〉 =
√
(l +m)(l −m+ 1). (B.4)
This matches the convention of, for instance, Landau, Lifshitz, “Quantum Mechanics”.
Then
L+L− = L2x + L
2
y, L
2 = L+L− + L2z. (B.5)
Also
L+i L
−
j + L
−
i L
+
j = 2(L
x
i L
x
j + L
y
iL
y
j ). (B.6)
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B.2 Two-species Bose-Hubbard model under strong coupling
expansion
In order to simulate a rotor model with positive and negative eigenvalue states, we
consider a two-species Bose-Hubbard model with commensurate filling fraction
∑
α n
α = n
on each lattice site. The two-species Bose-Hubbard Hamiltonian (α = a, b indicates two
different species, respectively) on square optical lattice reads
H = −
∑
〈ij〉
(taa
†
iaj + tbb
†
ibj + h.c.) +
∑
i,α
∆αn
α
i
+
U0
2
∑
i
nαi (n
α
i − 1) +W
∑
i
nai n
b
i +
∑
〈ij〉α
Vαn
α
i n
α
i , (B.7)
with the number operator nai = a
†
iai and n
b
i = b
†
ibi. The first term represents the kinetic
energy (hopping). The second term is chemical potential and energy off-set of each species.
The U0(W ) is the on-site intra-species (inter-species) interaction, and V term is nearest
neighbor interaction.
In the strong coupling limit, |U0|, |W |  tα, the local interaction U0(W ) allows
us to choose the basis |nai , nbi〉 with nai + nbi = n, and treat the hopping terms as perturba-
tion. Therefore, only a virtual process by exchanging particles between neighboring sites is
allowed at second order.
H0 =
∑
i,α
∆αn
α
i +
U0
2
∑
i
nαi (n
α
i − 1) +W
∑
i
nai n
b
i +
∑
〈ij〉α
Vαn
α
i n
α
i , (B.8)
HI = −
∑
〈ij〉
(taa
†
iaj + tbb
†
ibj + h.c.). (B.9)
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Our vacuum on a pair is defined as |nai , nbi , naj , nbj〉 under constraint nai + nbi = naj + nbj = n.
Therefore, we have [2(n2 ) + 1]
2 basis states on a single link. We are going to show that this
can be mapped onto a spin-n/2 model.
For simplicity, we use n = 2 in the following calculation. Of course, it can be
generalized for arbitrary n. The nearly degenerate basis states are the following:
|2, 0; 2, 0〉, |2, 0; 1, 1〉, |2, 0; 0, 2〉, |1, 1; 2, 0〉, |1, 1; 1, 1〉, |1, 1; 0, 2〉, |0, 2; 2, 0〉, |0, 2; 1, 1〉, |0, 2; 0, 2〉.
(B.10)
Later we will map these states onto the eigenstates of the angular momentum L = 1,
respectively: 
|l1 = 1,m1 = 1; l2 = 1,m2 = 1〉
|l1 = 1,m1 = 1; l2 = 1,m2 = 0〉
|l1 = 1,m1 = 1; l2 = 1,m2 = −1〉
|l1 = 1,m1 = 0; l2 = 1,m2 = 1〉
|l1 = 1,m1 = 0; l2 = 1,m2 = 0〉
|l1 = 1,m1 = 0; l2 = 1,m2 = −1〉
|l1 = 1,m1 = −1; l2 = 1,m2 = 1〉
|l1 = 1,m1 = −1; l2 = 1,m2 = 0〉
|l1 = 1,m1 = −1; l2 = 1,m2 = −1〉

(B.11)
168
At the leading order, the energy spectrum is, H0|vaclink〉 = E0|vaclink〉:
E0 = Diag

4∆a + 2U0 + 4Va
3∆a + ∆b + U0 +W + 2Va
2∆a + 2∆b + 2U0
3∆a + ∆b + U0 +W + 2Va
2∆a + 2∆b + 2W + Va + Vb
∆a + 3∆b + U0 +W + 2Vb
2∆a + 2∆b + 2U0
∆a + 3∆b + U0 +W + 2Vb
4∆b + 2U0 + 4Vb

, |vaclink〉 =

|2, 0; 2, 0〉
|2, 0; 1, 1〉
|2, 0; 0, 2〉
|1, 1; 2, 0〉
|1, 1; 1, 1〉
|1, 1; 0, 2〉
|0, 2; 2, 0〉
|0, 2; 1, 1〉
|0, 2; 0, 2〉

(B.12)
Let’s leave it here for now, and calculate the second order part.
The effective Hamiltonian on single link can be calculated as 〈vaclink|HI(E0 −
H0)−1HI |vaclink〉. Therefore, from (E0 −H0)−1HI |vaclink〉 =
−ta
√
6
−U0+Va |3, 0; 1, 0〉+ −ta
√
6
−U0+Va |1, 0; 3, 0〉
−ta
√
3
−U0−(U0−W )+2Va |3, 0; 0, 1〉+
−tb
−U0+(U0−W ) |2, 1; 1, 0〉+ −ta−U0+(U0−W )
√
4|1, 0; 2, 1〉
−tb
√
2
−U0+2(U0−W )−Vb |2, 1; 0, 1〉+
−ta
√
2
−U0+2(U0−W )−Va |1, 0; 1, 2〉
−ta
√
4
−U0+(U0−W ) |2, 1; 1, 0〉+ −ta
√
3
−U0+(U0−W )+2Va |0, 1; 3, 0〉+
−tb
−U0+(U0−W ) |1, 0; 2, 1〉
−ta
√
2
−U0+Va |0, 1; 2, 1〉+
−tb
√
2
−U0+Vb |1, 0; 1, 2〉+
−ta
√
2
−U0+Va |2, 1; 0, 1〉+
−tb
√
2
−U0+Vb |1, 2; 1, 0〉
−tb
√
4
−U0+(U0−W ) |1, 2; 0, 1〉+ −ta−U0+(U0−W ) |0, 1; 1, 2〉+
−tb
√
3
−U0+(U0−W )+2Vb |1, 0; 0, 3〉
−tb
√
2
−U0+2(U0−W )−Vb |0, 1; 2, 1〉+
−ta
√
2
−U0+2(U0−W )−Va |1, 2; 1, 0〉
−tb
√
4
−U0+(U0−W ) |0, 1; 1, 2〉+ −ta−U0+(U0−W ) |1, 2; 0, 1〉+
−tb
√
3
−U0+(U0−W )+2Vb |0, 3; 1, 0〉
−tb
√
6
−U0+Vb |0, 3; 0, 1〉+
−tb
√
6
−U0+Vb |0, 1; 0, 3〉

(B.13)
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Furthermore, we assume U0  (U0 −W ), Vα to first order, thus the virtual process has a
contribution proportional to −tαt′α/U0. Also, we separate the total effective Hamiltonian of
single link into diagonal (Dia) and off-diagonal (Off) part. The off-diagonal part contains
only 8 elements:
HOffeff = −4
tatb
U0

0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0

= −2 tatb
U0

0 0 0 0 0 0 0 0 0
0 0 0 2 0 0 0 0 0
0 0 0 0 2 0 0 0 0
0 2 0 0 0 0 0 0 0
0 0 2 0 0 0 2 0 0
0 0 0 0 0 0 0 2 0
0 0 0 0 2 0 0 0 0
0 0 0 0 0 2 0 0 0
0 0 0 0 0 0 0 0 0

(B.14)
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and the diagonal part results in, up to a constant −4 t2aU0 − 4
t2b
U0
, HDiaeff =
Diag

−8 |ta|2U + 4 |tb|
2
U
−3 |ta|2U + 3 |tb|
2
U
2 |ta|
2
U + 2
|tb|2
U
−3 |ta|2U + 3 |tb|
2
U
0
3 |ta|
2
U − 3 |tb|
2
U
2 |ta|
2
U + 2
|tb|2
U
3 |ta|
2
U − 3 |tb|
2
U
4 |ta|
2
U − 8 |tb|
2
U

= −3
( |ta|2
U
− |tb|
2
U
)

2
1
0
1
0
−1
0
−1
−2

− 2
( |ta|2
U
+
|tb|2
U
)

1
0
−1
0
0
0
−1
0
1

(B.15)
The total effective Hamiltonian can be written as Hlinkeff = HOffeff +HDiaeff +Hlink0 .
Now, we need to go back to the H0, and check its matrix elements from Eq. (B.12). By
pulling out a constant term, 2∆a + 2∆b + 2W + Va + Vb, we arrive at
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
2∆a − 2∆b + 2U0 − 2W + 3Va − Vb
∆a −∆b + U0 −W + Va − Vb
2U0 − 2W − Va − Vb
∆a −∆b + U0 −W + Va − Vb
0
−∆a + ∆b + U0 −W − Va + Vb
2U0 − 2W − Va − Vb
−∆a + ∆b + U0 −W − Va + Vb
−2∆a + 2∆b + 2U0 − 2W − Va + 3Vb

, (B.16)
which can de re-written as
(∆a −∆b)

2
1
0
1
0
−1
0
−1
−2

+ (U0 −W )

2
1
2
1
0
1
2
1
2

+ (Va + Vb)

1
0
−1
0
0
0
−1
0
1

+ (Va − Vb)

2
1
0
1
0
−1
0
−1
−2

(B.17)
From the explicit forms of matrices in Eqs. (B.14) and (B.17) we can deduce the
angular momentum operators we can have. First, the off-diagonal part of the Hamiltonian
connects only the states that differ by one unit of m for both sites. This can be achieved by
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an operator L+1 L
−
2 + L
−
1 L
+
2 . By explicit calculation (here l1 = l2 = 1, so we do not specify
the l quantum number to save space) one can check, for instance, using Eq. (B.4):
(raw = 2, col = 4) = 〈m1 = 1;m2 = 0|L+1 L−2 + L−1 L+2 |m1 = 0;m2 = 1〉
= 〈m1 = 1|L+1 |m1 = 0〉〈m2 = 0|L−2 |m2 = 1〉 = 2. (B.18)
Next, the diagonal matrix (2, 1, 2, 1, 0, 1, 2, 1, 2) results from acting with L21 + L
2
2,
(2, 1, 0, 1, 0,−1, 0,−1,−2) with Lz1 + Lz2 and (1, 0,−1, 0, 0, 0,−1, 0, 1) with Lz1Lz2.
Finally, we can write the effective Hamiltonian on single link with spin-1 operators
as
Hlinkeff = (Va −
2t2a
U0
+ Vb − 2t
2
b
U0
)Lz1L
z
2 +
−2tatb
U0
(L+1 L
−
2 + L
−
1 L
+
2 ) (B.19)
+ [(Va + ∆a − 3t
2
a
U0
)− (Vb + ∆b − 3t
2
b
U0
)](Lz1 + L
z
2) + (U0 −W )[(Lz1)2 + (Lz2)2].
Then, we extend it to a lattice
Heff = (Va
2
− t
2
a
U0
+
Vb
2
− t
2
b
U0
)
∑
〈ij〉
LziL
z
j +
−tatb
U0
∑
〈ij〉
(L+i L
−
j + L
−
i L
+
j ) (B.20)
+ [(pVa + ∆a − 3pt
2
a
U0
)− (pVb + ∆b − 3pt
2
b
U0
)]
∑
i
Lzi
+ (U0 −W )
∑
i
(Lzi )
2.
where p is the number of neighbors. From here, we are also able to generalize to arbitrary
n, saying
Heff = (Va
2
− t
2
a
U0
+
Vb
2
− t
2
b
U0
)
∑
〈ij〉
LziL
z
j +
−tatb
U0
∑
〈ij〉
(L+i L
−
j + L
−
i L
+
j ) (B.21)
+ [(
pn
2
Va + ∆a − p(n+ 1)t
2
a
U0
)− (pn
2
Vb + ∆b − p(n+ 1)t
2
b
U0
)]
∑
i
Lzi
+ (U0 −W )
∑
i
(Lzi )
2.
173
To remove the LziL
z
j term, the hopping amplitude can be chosen as tα =
√
VαU0/2.
Thus, the effective Hamiltonian can be written in terms of S = n/2 spin operators
for the case n = 2:
Heff = U
2
∑
i
(Lzi )
2 − µ˜
∑
i
Lzi − J
∑
〈ij〉
(Lxi L
x
j + L
y
iL
y
j ), (B.22)
where the coefficients are given by U = 2(U0 −W ), µ˜ = −(∆a − p2Va) + (∆b − p2Vb), and
J =
√
VaVb.
174
Appendix C
Finite temperature effects in
entanglement entropy of the
Bose-Hubbard model
We consider the thermal entanglement entropy of Bose Hubbard at half-filling. In
our published work [214, 11], we used the following equation to fit the ground state 2nd
order Re´nyi entropy (S2),
S2(Ns) = K +A ln(Ns) +
Bcos(piNs2 )
(Ns)p
+
D
ln2(Ns)
. (C.1)
And we added a term linear with Ns to Eq. (C.1) to fit thermal S2.
There is another way to fit the data. As discussed in Ref. [40], the thermal
corrections for entanglement entropy scale as e−βmgap , where mgap is the mass gap of the
many-body system, which generally scale as 1Ns . We conjecture that the corrections also
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contain 1
ln2(Ns)
term, and an oscillation term for systems with OBC (need analytical check-
ing). So we have the thermal correction for S2:
δSpbc2 (Ns) = ae
− b
Ns +
c
ln2(Ns)
+ o(e−
2b
Ns ), (C.2)
δSobc2 (Ns) = ae
− b
Ns (1 +
dcos(piNs2 )
N es
) +
c
ln2(Ns)
+ o(e−
2b
Ns ). (C.3)
where b = 2pi∆β, ∆ is the smallest scaling dimension among the set of operators including
the stress tensor and all primaries not equal to the identity. We compare the two methods
in the follow discussion (See Fig. C.4 for final compare).
C.1 BH with OBC, J/U = 0.05, 0.2, T = 0.02, 0.04
In Fig. C.1, we fit S2 at finite temperature with Eq. (C.1) plus a term linear with
Ns. For J/U = 0.05 (Fig. C.1 left), the fitting results are
1. S2(Ns) = 0.26265 + 0.12713 ln(Ns) +
0.0943
ln2(Ns)
− 0.43697cos(
piNs
2
)
(Ns)0.47645
(T = 0),
2. S2(Ns) = −0.24402+0.09988 ln(Ns)+ 0.73555ln2(Ns)−
2.68511cos(piNs
2
)
(Ns)1.65834
+0.08116Ns (T = 0.02),
3. S2(Ns) = 0.06195− 0.07591 ln(Ns) + 0.16775ln2(Ns) −
5.68978cos(piNs
2
)
(Ns)2.67739
+ 0.1812Ns (T = 0.04).
And for J/U = 0.2 (Fig. C.1 right), the fitting results are
1. S2(Ns) = 0.3857 + 0.12932 ln(Ns) +
0.04508
ln2(Ns)
− 0.36267cos(
piNs
2
)
(Ns)0.67853
(T = 0),
2. S2(Ns) = 0.58531− 0.02843 ln(Ns)− 0.03437ln2(Ns) −
0.50448cos(piNs
2
)
(Ns)0.85452
+ 0.01816Ns (T = 0.02),
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Figure C.1: S2 at half-filling for BH with J/U = 0.05 (left) and J/U = 0.2 (right) v.s.
ln(Ns). The solid lines corresponding to the fits with Eq. (C.1) plus a term linear with Ns.
3. S2(Ns) = 0.45968− 0.09723 ln(Ns) + 0.20719ln2(Ns) −
1.27373cos(piNs
2
)
(Ns)1.40295
+ 0.0497Ns (T = 0.04).
The fits are generally good, but for thermal S2, the coefficient of ln(Ns) term is far from
the theoretical prediction (0.125).
We then subtract the ground state S2 from finite temperature S2 to obtain δS2, and
check Eq. (C.3) by fitting δS2 with it. The results are shown in Fig. C.2. For J/U = 0.05
(left),
1. δSobc2 (Ns) = 3.9189232e
− 25.3303383
Ns (1 +
8.4209731cos(piNs
2
)
N1.5200314s
) + 0.1535101
ln2(Ns)
,∆ = 0.080629 (T =
0.02),
2. δSobc2 (Ns) = 8.0419444e
−21.212678
Ns (1 +
5.4782825cos(piNs
2
)
N1.6008824s
) + 0.70218
ln2(Ns)
,∆ = 0.135044 (T =
0.04).
And for J/U = 0.2 (right),
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Figure C.2: δS2 at half-filling for BH with J/U = 0.05 (left) and J/U = 0.2 (right) v.s.
ln(Ns). The solid lines corresponding to the fits with Eq. (C.3).
1. δSobc2 (Ns) = 1.1574741e
−53.319947
Ns (1 +
4.0848308cos(piNs
2
)
N1.1364486s
) − 0.0003946
ln2(Ns)
,∆ = 0.169723 (T =
0.02),
2. δSobc2 (Ns) = 2.3766018e
−35.1676544
Ns (1 +
4.7709737cos(piNs
2
)
N1.3249548s
) + 0.0183696
ln2(Ns)
,∆ = 0.223884 (T =
0.04).
We also plot ∆S2 v.s. Ns in Fig. C.3. We see that the thermal corrections of en-
tanglement entropy for J/U = 0.05 is approximately linear with Ns, but not for J/U = 0.2.
The second derivative of the function f(x) = e−
c
x , ∂
2f
∂2x
= e−
c
x
c
x3
( cx − 2). Its value for
x = 4, 6, ..., 24 is
0.003342, 0.003941, 0.002395, 0.000985, 0.00011, -0.000361, -0.000586, -0.000673, -0.000686,
-0.000661, -0.000619 for c = 24.7215717 (J/U = 0.05, T = 0.02),
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Figure C.3: δS2 at half-filling for BH with J/U = 0.05 (left) and J/U = 0.2 (right) v.s. Ns.
The thermal corrections of entanglement entropy for J/U = 0.05 is approximately linear
with Ns, but not for J/U = 0.2.
0.005717, 0.004409, 0.001817, 0.000215, -0.000562, -0.000878, -0.000966, -0.000946, -0.000881,
-0.000799, -0.000716 for c = 20.8286787 (J/U = 0.05, T = 0.04),
1.7e-05, 0.000249, 0.000642, 0.000879, 0.000899, 0.000784, 0.000618, 0.00045, 0.000302,
0.000181, 8.6e-05 for c = 52.8658659 (J/U = 0.2, T = 0.02),
0.000608, 0.001855, 0.002062, 0.001587, 0.000997, 0.000513, 0.000168, -5.8e-05, -0.000199,
-0.000281, -0.000325 for c = 34.7923985 (J/U = 0.2, T = 0.04).
We see that for J/U = 0.05, the function is convex for 4 ≤ x ≤ 12 and concave for
14 ≤ x ≤ 24. For J/U = 0.2, however, the function is always convex for 4 ≤ x ≤ 24. This
explains why δS2 looks linear with Ns for the former case and does not for the latter case.
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Figure C.4: S2(T = 0) + δS2 at half-filling for BH with J/U = 0.05 (left) and J/U = 0.2
(right) v.s. ln(Ns). Fits with Eq. (C.1) plus a term linear with Ns are also plotted.
In Fig. C.4, we add the fitted function of δS2 to the fitted function of ground state
S2, and compare them with the ones in Fig. C.1. We see that they both fit well.
C.2 J/U = 0.1
For J/U = 0.1, pbc (Fig. C.5 left), the fitting results are
1. S2(Ns) = 0.31712 + 0.25428 ln(Ns) +
0.06616
ln2(Ns)
− 0.3396cos(
piNs
2
)
(Ns)1.20767
(T = 0),
2. S2(Ns) = 1.05388− 0.18746 ln(Ns)− 0.48539ln2(Ns) −
0.26328cos(piNs
2
)
(Ns)1.1161
+ 0.03863Ns (T = 0.02),
3. S2(Ns) = 0.52437− 0.15052 ln(Ns) + 0.03122ln2(Ns) −
0.11735cos(piNs
2
)
(Ns)0.60743
+ 0.0907Ns (T = 0.04).
And for J/U = 0.1, obc (Fig. C.5 right), the fitting results are
1. S2(Ns) = 0.2987 + 0.12985 ln(Ns) +
0.07883
ln2(Ns)
− 0.41286cos(
piNs
2
)
(Ns)0.53778
(T = 0),
2. S2(Ns) = 0.31116− 0.04517 ln(Ns) + 0.2836ln2(Ns) −
0.98767cos(piNs
2
)
(Ns)1.03141
+ 0.04159Ns (T = 0.02),
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Figure C.5: S2 at half-filling for BH with J/U = 0.1, pbc(left) and obc (right) v.s. ln(Ns).
The solid lines corresponding to the fits with Eq. (C.1) plus a term linear with Ns.
Figure C.6: δS2 at half-filling for BH with J/U = 0.1, PBC (left) and OBC (right) v.s.
ln(Ns).
3. S2(Ns) = −0.17092+0.08458 ln(Ns)+ 0.65904ln2(Ns)−
3.01774cos(piNs
2
)
(Ns)1.85041
+0.08447Ns (T = 0.04).
The results of δS2 are shown in Fig. C.6. For PBC (left),
1. δSpbc2 (Ns) = 3.6026959e
− 66.825127
Ns + 0.0006439
ln2(Ns)
,∆ = 0.212711 (T = 0.02),
2. δSpbc2 (Ns) = 3.7298287e
−30.9684317
Ns + 0.0013127
ln2(Ns)
,∆ = 0.197151 (T = 0.04).
And for OBC (right),
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Figure C.7: S2(T = 0) + δS2 at half-filling for BH with J/U = 0.1, PBC (left) and OBC
(right) v.s. ln(Ns). Fits with Eq. (C.1) plus a term linear with Ns are also plotted.
1. δSobc2 (Ns) = 1.8008392e
−33.7040333
Ns (1 +
2.8849524cos(piNs
2
)
N0.9874958s
) + 0.0104963
ln2(Ns)
,∆ = 0.107283 (T =
0.02),
2. δSobc2 (Ns) = 3.4955867e
−22.9785444
Ns (1 +
6.1827109cos(piNs
2
)
N1.4742712s
) + 0.1228711
ln2(Ns)
,∆ = 0.146286 (T =
0.04).
C.3 Scaling Dimension ∆
The formula of δS2 also can be used to extract the smallest scaling dimension ∆ of
the system. We already calculate ∆ each time when we fit our δS2 data. As a comparison,
we drop the high order corrections and determine ∆ by linearly fitting ln(δS2) v.s.
1
Ns
.
Also, we calculate the energy gap to extract ∆. We use the following equation to
fit energy gaps,
δE = B
1
N3s
+ C
1
N2s
+As
1
Ns
+D, (C.4)
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Figure C.8: Linear fit on ln(δS2) at half-filling for BH with J/U = 0.1, PBC (left) and OBC
(right) v.s. 1Ns . The results from previous sections are ∆ = 0.212711 (T = 0.02, PBC),
∆ = 0.197151 (T = 0.04, PBC), ∆ = 0.105331 (T = 0.02, OBC), ∆ = 0.141869 (T =
0.04, OBC)
where As = 2pi∆. We also tried equations with higher oder of
1
Ns
, the value of As changes
a order of 1E − 4 for OBC, 1E − 3 for PBC.
We also use the Shanks transformation [199] to find the more accurate fitting
parameter As, assuming it converges for infinite number of fitting systems.
We summarize all scaling dimension values in the following table. We see that the
scaling dimension of OBC is half that of PBC.
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Figure C.9: Linear fit on ln(δS2) at half-filling for BH with J/U = 0.1, PBC (left) and OBC
(right) v.s. 1Ns . The results from previous sections are ∆ = 0.078691 (T = 0.02, J/U =
0.05, OBC), ∆ = 0.132599 (T = 0.04, J/U = 0.05, OBC), ∆ = 0.168277 (T = 0.02, J/U =
0.2, OBC), ∆ = 0.221495 (T = 0.04, J/U = 0.2, OBC)
Figure C.10: (Left) Energy gaps of Bose Hubbard chain with J/U = 0.05, OBC. (Right)
The fit parameter As as a function of the number of fitting points. The last value of As is
0.309644, which gives ∆ = 0.04928.
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Figure C.11: (Left) Energy gaps of Bose Hubbard chain with J/U = 0.1, OBC. (Right)
The fit parameter As as a function of the number of fitting points. The last value of As is
0.595647, which gives ∆ = 0.09480.
Figure C.12: (Left) Energy gaps of Bose Hubbard chain with J/U = 0.2, PBC. (Right)
The fit parameter As as a function of the number of fitting points. The last value of As is
0.840813, which gives ∆ = 0.13382.
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Figure C.13: (Left) Energy gaps of Bose Hubbard chain with J/U = 0.2, OBC. (Right)
The fit parameter As as a function of the number of fitting points. The last value of As is
1.062028, which gives ∆ = 0.16903.
Item J/U =
0.05, obc
J/U =
0.05, pbc
J/U =
0.1, obc
J/U =
0.1, pbc
J/U =
0.15, obc
J/U =
0.15, pbc
J/U =
0.2, obc
J/U =
0.2, pbc
From
δS2
v.s.
ln(Ns)
0.080629 0.107283 0.212711 0.169723
From
ln(δS2)
v.s. 1Ns
0.0646 0.0952 0.2012 0.1669
From
mgap
v.s. 1Ns
0.04928 0.09854 0.09480 0.18856 0.13382 0.26598 0.16903 0.33124
Table C.1: Values of scaling dimension ∆ from fits of δS2 v.s. ln(Ns), ln(δS2) v.s. 1/Ns
and mgap v.s. 1/Ns
.
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Appendix D
The Abelian Higgs model with a
topological term
The Abelian Higgs model with a topological term in two dimensions has been
studied in Ref. [82]. The action of the model reads
S = Sg + Sh + Sλ + St, (D.1)
where the first three parts are the same as Eq. (2.1). The topological part is
St =
iΘ
2pi
∑
x
Im [Upl,x] , (D.2)
The easiest way to derive the expression of the partition function in term of the dual
variables is to notice that
eβpl cosA

x−i Θ2pi sinAx = e2
√
a2−b2 cos(Ax+∆)
=
∑
px
Ipx(2
√
a2 − b2)eipx(Ax+∆), (D.3)
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where a = βpl/2, b = Θ/4pi, tan ∆ = ib/a. Moreover, e
−i∆ =
√
a+b
a−b . So
eβpl cosA

x−i Θ2pi sinAx =
∑
px
(
η
η¯
)pxIpx(2
√
ηη¯)e−ipxA

x , (D.4)
where
η ≡ β
2
− θ
4pi
, η ≡ β
2
+
θ
4pi
. (D.5)
Then the other derivations are the same. We can also obtain the Hamiltonian for this model
and quantum simulate it in the optical lattices. This is left for a future work.
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