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In this paper, we present an approach to term classiﬁcation based on verb selectional patterns (VSPs), where such a pattern is
deﬁned as a set of semantic classes that could be used in combination with a given domain-speciﬁc verb. VSPs have been automat-
ically learnt based on the information found in a corpus and an ontology in the biomedical domain. Prior to the learning phase, the
corpus is terminologically processed: term recognition is performed by both looking up the dictionary of terms listed in the ontology
and applying the C/NC-value method for on-the-ﬂy term extraction. Subsequently, domain-speciﬁc verbs are automatically identi-
ﬁed in the corpus based on the frequency of occurrence and the frequency of their co-occurrence with terms. VSPs are then learnt
automatically for these verbs. Two machine learning approaches are presented. The ﬁrst approach has been implemented as an iter-
ative generalisation procedure based on a partial order relation induced by the domain-speciﬁc ontology. The second approach
exploits the idea of genetic algorithms. Once the VSPs are acquired, they can be used to classify newly recognised terms co-occurring
with domain-speciﬁc verbs. Given a term, the most frequently co-occurring domain-speciﬁc verb is selected. Its VSP is used to con-
strain the search space by focusing on potential classes of the given term. A nearest-neighbour approach is then applied to select a
class from the constrained space of candidate classes. The most similar candidate class is predicted for the given term. The similarity
measure used for this purpose combines contextual, lexical, and syntactic properties of terms.
 2004 Elsevier Inc. All rights reserved.
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Breakthrough technologies often give rise to large
production of data in some scientiﬁc disciplines, where
the production rate can even exceed that of their analy-
sis. Such a phenomenon is currently most evident in the
family of bio-sciences, where the new advances in bio-
technology have enabled scientists to experiment at the
gene level. New discoveries result in new concepts and
their relations being identiﬁed, which are described in1532-0464/$ - see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jbi.2004.08.002
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E-mail address: i.spasic@umist.ac.uk (I. Spasic´).scientiﬁc papers (most often electronically available)
with the intention of sharing the new discoveries with
the scientiﬁc community. However, the corresponding
expansion of the bio-literature makes it increasingly dif-
ﬁcult for domain experts to access the right information
at the right time. For example, the MEDLINE database
[1] currently contains approximately 12 million refer-
ences to journal articles, expanding for more than
10,000 references weekly. Over 460,000 references were
added in 2003. The sheer volume of the bio-literature
could eventually result in a paradox of having too much
information causing similar eﬀects as having too little
information. In extreme cases locating the information
of interest could consume more time than repeating
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repetitive ﬁndings instead of progressively founding
new discoveries on the existing results.
Clearly, in order for biomedical experts to experience
the full beneﬁts of electronically accessible literature, the
domain-speciﬁc knowledge needs to be organised so as
to provide eﬀective means of communication within
the domain. The eﬃcient communication should be sup-
ported not only between experts, but between computer
systems or between experts and computer systems as
well. Ontologies describe domain-speciﬁc knowledge
and facilitate information exchange, and as such are a
particularly suitable solution for tackling the problem
of information overload in biomedicine. Ontologies
are scientiﬁc models that support clear communication
between users, and, on the other hand, store informa-
tion in a structured form, thus providing support for
automatic processing [2]. In particular, ontologies in
the biomedical domain model biomedical concepts by
providing a semantic framework for bioinformatics
tasks such as systematic annotation of domain-speciﬁc
data or querying heterogeneous language resources [3].
Ontologies can be coupled with natural language pro-
cessing (NLP) techniques (such as information retrieval,
information extraction, etc.) to facilitate the navigation
through huge volumes of scientiﬁc documents. How-
ever, ontologies organise concepts and in order for them
to be utilised eﬀectively in NLP applications, they need
to link concepts to terms as their linguistic realisations
[4]. Moreover, terminological information stored in the
ontologies in a structured form needs to be up-to-date
to support access to up-to-date information described
in new documents. Particularly, the newly published
articles in biomedicine are swamped by newly coined
terms denoting newly identiﬁed or created compounds,
genes, drugs, reactions, etc. The biomedical knowledge
sources (such as UMLS [5]) need to integrate and dis-
seminate the new information eﬃciently to allow the ex-
perts easy access to new discoveries. Due to an
enormous number of terms and the complex structure
of biomedical terminologies (e.g., UMLS currently con-
tains over one million concepts named by 2.8 million
terms, organised into a hierarchy of 135 classes and
interconnected by 54 diﬀerent relations), manual update
approaches are inevitably inﬂicted by ineﬃciency and
inconsistency. This requires means of automatic extrac-
tion of terms, their properties and mutual relations from
a corpus of domain-speciﬁc documents. At the very
least, term recognition, clustering, and classiﬁcation
need to be implemented as support for eﬃcient term
management and their incorporation into the existing
knowledge repositories.
Automatic term recognition (ATR) methods identify
isolated pieces of domain-speciﬁc knowledge (i.e., con-
cepts represented by terms) and as such are not suﬃcient
when it comes to organising newly acquired knowledge.Concepts are natively assorted into groups and a
well-formed model of the domain, represented by an
ontology, needs to reﬂect this property consistently. A
dynamic domain model should be able to eﬃciently
adapt to the advent of new terms. In other words, newly
extracted terms need to be incorporated into an existing
ontology by associating them with one another and with
already established terms preferably in an automated
manner. Term clustering (the process of linking semanti-
cally similar terms together) can be used to detect do-
main-speciﬁc associations between terms, while term
classiﬁcation (the process of assigning terms to classes
from a pre-deﬁned classiﬁcation scheme) can be used
to place new terms into an existing structure through
semantic typing of newly recognised terms.
In this paper, we compare some of the term classiﬁca-
tion approaches and suggest two new approaches to this
problem. The paper is organised as follows. In Section 2
we provide an overview of term classiﬁcation ap-
proaches. Section 3 introduces the basic idea of our ap-
proach, which uses domain-speciﬁc verbs as contextual
features for classiﬁcation of co-occurring terms. Section
4 gives details on the pre-learning phase in which the rel-
evant terminological information is extracted from the
corpus. Section 5 describes the learning phase in which
domain-speciﬁc verb selectional preferences are ac-
quired. Further, Section 6 overviews the main character-
istics of a term similarity measure that can be used in a
nearest-neighbour approach to term classiﬁcation. Sec-
tion 7 describes the classiﬁcation phase, which combines
verb selectional preferences and a nearest-neighbour
method. Finally, in Section 8 we describe the evaluation
strategy and provide the results, after which we conclude
the paper.2. Related work
Term classiﬁcation (as a speciﬁc task of text mining)
in the biomedical domain is by no means straightfor-
ward to implement, because the naming conventions
usually do not systematically reﬂect particular func-
tional properties or relations between biomedical con-
cepts. For example, there is no exact consensus on
what constitutes a term even when it is restricted to
e.g., proteins and genes [6], although the naming con-
ventions do exist for such concepts [7]. Recently, much
of the attention in the biomedical ﬁeld has been given
to identiﬁcation of protein–protein interactions [8]. To
extract information about these interactions, the ﬁrst
step is to extract terms belonging to the class of proteins.
Therefore, much of the work has aimed at recognition of
speciﬁc classes of terms. The process of identifying terms
belonging to the set of prespeciﬁed classes and their
mapping to the corresponding classes is called named en-
tity recognition (NER). On the other side, term classiﬁ-
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cisely, term classiﬁcation is performed after term recog-
nition, while classiﬁcation is performed as part of named
entity recognition.
With that respect, the NER problem can be consid-
ered more complex, because it involves two diﬀerent
tasks. However, NER is restricted to speciﬁc classes of
terms (usually a small number of classes), which allows
such methods to focus on a small set of speciﬁc features
that characterise such terms. On the other hand, term
classiﬁcation has a diﬃcult task of dealing with terms
in general, where terms are not restricted to speciﬁc clas-
ses of concepts, but instead correspond to arbitrary con-
cepts in the domain. This fact makes it more diﬃcult to
develop good-performing term classiﬁcation methods,
because the usual approaches taken in the NER meth-
ods, which manually identify typical features of terms
from the observed classes, are simply not feasible when
a broad set of classes is considered (e.g., UMLS [5] con-
sists of 135 classes). Most of the methods developed for
classiﬁcation of biomedical terms are in fact NER meth-
ods. There are very few general term classiﬁcations
methods. In this section, we review both term classiﬁca-
tion and NER. In the latter case, we focus on the classi-
ﬁcation aspects of the NER methods, rather than term
recognition.
Fukuda et al. [9] developed one of the ﬁrst NER
methods for the recognition of protein names. In their
approach, Fukuda et al. explored orthographic and lex-
ical features of protein names. The core features corre-
spond to the distinctive orthographic characteristics of
protein names such as capital letters, digits, special char-
acters (e.g., p54 SAP kinase). In addition, they deﬁne
function terms (or f-terms) as keywords (e.g., protein,
receptor, etc.) describing the protein function. Func-
tion terms are used to recognise multi-word protein
names (e.g., Ras GTPase-activating protein
(GAP), EGF receptor). These features are used in a
rule-based approach to detect protein names in a free
text. Focusing on speciﬁc types of terms and their fea-
tures resulted in high precision (94.70%) and recall
(98.84%).
A series of other NER methods have been imple-
mented following the original idea of Fukuda et al.
For example, Narayanaswamy et al. [6] extended Fuk-
udas idea to six classes of biomedical entities: gene or
protein, gene or protein part, chemical, chemical part,
source, and general (i.e., all other types of biomedical
entities). Analogously to Fukuda et al., Narayanasw-
amy et al. used the idea of core features and function
terms dividing speciﬁc features between the classes.
For example, chemical root forms based on the IUPAC
[10] conventions in naming chemicals are used as the
core features for the class of chemicals (e.g., -ic acid
as in suberoylanilide hydroxamic acid). Simi-
larly, function terms are assigned to classes of entitieswhich they denote. In addition, Narayanaswamy et al.
examine contextual features (called help words or
h-terms) when there are no inner features that can be
used for classiﬁcation. For example, expression,
homolog, recombinant are context words associ-
ated with proteins.
To overcome the problem of manually deﬁning clas-
siﬁcation rules, many classiﬁcation approaches resort to
machine learning (ML) techniques. These techniques
are most often statistically based (e.g., hidden Markov
models, naive Bayesian learning, etc.). Other techniques
include decision trees, inductive rule learning, support-
vector machines, genetic algorithms, etc. Currently, the
ML term classiﬁcation systems exploit little or no do-
main-speciﬁc knowledge for guided learning. Usually,
general-purpose ML algorithms are used with shallow
representation of text [11]. For instance, Stapley et al.
[12] used a support-vector machine (SVM) approach
with a non-structured representation of text to classify
gene names with respect to their sub-cellular location
(11 location classes were used). Gene names have been
recognised in a dictionary-based approach. Each gene
name is represented as a vector of its contextual fea-
tures, deﬁned as words co-occurring in the same ab-
stract. An SVM approach has been applied to learn
the textual features that correspond to particular sub-
cellular locations from the labelled training data. This
method achieved 60.36% for the macro-averaged F
measure.
Recently, there have been a number of other applica-
tions of SVMs for classiﬁcation of biomedical terms.
These approaches diﬀer from that of Stapley et al. with
respect to the features used. Mostly, the features used
resemble those proposed by Fukuda et al. [9]. In addi-
tion, such methods are used for NER rather than term
classiﬁcation (as is the case in [12]). For example, Kaz-
ama et al. [13] used an SVM for the recognition of six
types of biomedical entities (e.g., protein, DNA,
etc.). Various types of features are considered including
lexical, morphologic and orthographic properties. For
example, there is a feature for each word in a given
vocabulary, POS that can be assigned by the tagger, pre-
ﬁx and suﬃx in a ﬁxed list, substring from a ﬁxed list,
and class that can be assigned to an individual word.
All these features are considered for both terms and
their contexts. The F measure of the corresponding clas-
siﬁcation method reached 54.4%. Lee et al. [14] also used
an SVM approach for NER. They relied on the same
features as Kazama et al. However, they explicitly di-
vided the recognition and classiﬁcation tasks of NER.
Each of these tasks is dealt with by separate SVMs.
The recognition of named entities is performed by an
SVM analogous to that of Kazama et al. A separate
SVM is developed for each class using class-speciﬁc fea-
tures similar to those proposed in [9] and contextual fea-
tures such as the presence of a certain noun/verb in the
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obtained through a voting procedure, where each
class-speciﬁc SVM is allowed to vote. The classiﬁcation
performed in this manner achieved 66.50% for F mea-
sure. In another SVM-based approach to NER, Takeu-
chi and Collier [15] used similar features deﬁned for 10
biomedical classes including protein, DNA, RNA, and
seven types of biological sources. Unlike other previ-
ously described SVM approaches, which used linear
classiﬁcation function (kernel), Takeuchi and Collier
used a polynomial kernel function and achieved 74%
for F measure.
The current popularity of SVMs for classiﬁcation of
biomedical terms is due to their simplicity and robust-
ness with respect to high-dimensional feature spaces.
However, they need large amounts of training data to
perform well. They also underperform for minority clas-
ses due to the sparse data problem. In addition, they
may be impractical when the classiﬁcation is performed
against a large number of classes. Alternatively, proba-
bilistic methods such as naive Bayes classiﬁcation have
been used widely. For example, Nobata et al. [16] imple-
mented such method for term classiﬁcation. The goal of
naive Bayes classiﬁcation is to maximise the conditional
probability of a given term being assigned to a speciﬁc
class based on the features used to represent a term. This
probability can be estimated as the product of the class
probability and the conditional probabilities of features
given the class, based on the hypothesis that these
features are independent. The features used by Nobata
et al. include individual words used to build terms.
The independence assumption implies that each word
occurrence is independent of its context and position
in the text. This restriction may seem to strong, but it
has been successfully employed in text classiﬁcation
[17]. A shortcoming of the speciﬁc choice of features
in this approach is its inapplicability to unknown terms,
namely the ones consisting only of ‘‘unknown’’ words
(the ones for which no classiﬁcation probabilities have
been pre-determined).
While Nobata et al. statistically processed informa-
tion found inside terms, Hatzivassiloglou et al. [18] ap-
plied the same approach to information found outside,
i.e., the contexts in which term occurrences were found.
The context is represented as a bag of words. The fea-
tures used to represent an individual context word in-
clude its stem (to neutralise inﬂectional and
derivational variations), part-of-speech and position rel-
ative to the term being classiﬁed. F measure obtained by
this approach dropped from 84 to 73% when going from
two to three classes. The precision is expected to drop
even further in general classiﬁcation with a high number
of classes.
Collier et al. [19] also applied statistical techniques to
contextual information. Their classiﬁcation method is
theoretically founded on the hidden Markov models(HMMs), which implement stochastic ﬁnite state auto-
mata and have been widely used in NLP for POS tag-
ging. Collier et al. based a HMM for term
classiﬁcation on n-grams assuming that terms class
may be induced from previous n  1 lexical items (e.g.,
terms) and their classes. In their implementation, a word
was deﬁned as an ordered pair consisting of a words
surface form and its features. They relied on ortho-
graphic features as, in biomedicine, these often provide
hints regarding a class of a speciﬁc term. The F measure
achieved for 12 classes of genes and their products was
73%.3. Term classiﬁcation using term-verb co-occurrence pairs
In the previous section, we discussed some of the
state-of-the-art approaches to classiﬁcation of biomedi-
cal terms. There are two basic choices that characterise
each of these approaches, which concern features and
a method to be used. Features can be divided into inter-
nal and contextual features with respect to their position
relative to the term being classiﬁed. There is also a
choice of the types of features to be used, e.g., ortho-
graphic, morpho-syntactic, etc. We chose to rely on con-
textual features rather than internal ones, because the
naming conventions in biomedicine usually do not sys-
tematically reﬂect particular functional properties or
relations between concepts. In addition, we wanted to
avoid manual identiﬁcation of speciﬁc features. Further,
the methods used for classiﬁcation typically belong
either to rule-based approaches or machine learning
family. We opted for machine learning rather than a
rule-based approach again to minimise the need for
handcrafted knowledge.
This leads us to the speciﬁc choice of features and
methods to be used for classiﬁcation. The basic hypoth-
esis governing our choice of features is that the meaning
of linguistic elements (e.g., represented by their semantic
classes) is related to the restrictions according to which
these elements may be combined [20]. In other words,
this distributional hypothesis states that speciﬁc linguis-
tic relations apply to semantically similar words. For
example, only words from restricted semantic classes
can appear in certain predicate–argument structure. In
particular, nouns can be used as a subject or object of
a restricted set of verbs. It follows that each noun can
be characterised by the set of co-occurring verbs. For
example, Hindle [21] based his work on noun classiﬁca-
tion on this hypothesis. Similarly, in the biomedical sub-
language, Hatzivassiloglou et al. [18] used this
hypothesis to automatically discover the facts such as
the one that speciﬁes that proteins activate
genes, and not vice versa. The patterns describing acti-
vation relation were matched against a text to extract
facts that ‘‘x activates y.’’ Terms found to be in this
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tistically processed, which resulted in the fact that x
was a protein in the majority of cases, while y was
a gene.
In this work, we modify (or specialise) the distribu-
tional hypothesis in terms of a speciﬁc sublanguage:
each term can be characterised by the set of co-occurring
verbs, or, conversely, each domain-speciﬁc verb (DSV)
can be used in combination with a restricted set of
semantic classes. We will, therefore, use DSVs as fea-
tures for classiﬁcation of the co-occurring terms. When
we know the classes that can be used to complement a
ﬁxed DSV, then the above assumption can be used to in-
fer possible classes for the co-occurring terms. The nec-
essary step in this approach is to identify DSVs and
acquire selectional preferences for each identiﬁed verb.
DSVs can be acquired automatically by using statisti-
cal information including frequency of occurrence com-
bined with frequency of co-occurrence with terms.
Namely, similarly to terms denoting domain-speciﬁc
concepts, DSVs are used to linguistically describe rela-
tions speciﬁc in the domain. They will naturally have a
high frequency of occurrence. In addition, as they de-
scribe relations between concepts, they will consequently
co-occur with terms denoting the concepts involved.
Further, once DSVs are identiﬁed, we need to acquire
their selectional preferences in the form of classes whose
terms can be meaningfully used with them. Given a DSV,
the simplest approach to acquiring ‘‘compatible’’ seman-
tic classes would be to map each co-occurring term to its
classes and use the frequency information obtained for
these classes (e.g., [22]). In this work we extend this ap-
proach by further generalising these classes by climbing
the hierarchy of classes. In an alternative ML approach
based on genetic algorithms, we learn an ‘‘optimal’’ set
of classes to be combined with a given verb, optimal in
the sense that it minimises the number of false positives
and false negatives. Once the selectional preferences are
available, this information is used to classify newly
recognised terms used in combination with the DSV. A
term is linked to a speciﬁc class by estimating the similar-
ity between the term and the classes typically selected by
the co-occurring verb. A term similarity measure that
combines lexical, syntactic and contextual properties of
terms [23,24] is used for this purpose.1 The corpus was annotated by the LEXIE tool during the
BioPATH project. LEXIE is an NLP software package, which uses a
HMM-based POS tagger and performs shallow parsing based on ﬁnite
state automata. It was developed at the Text Mining Group, LION
BioScience (Heidelberg, Germany) as part of the EUREKA BioPATH
project.4. Corpus processing and analysis
We used a domain-speciﬁc corpus consisting of
2072 abstracts on nuclear receptors retrieved from the
MEDLINE database [1]. Each abstract consists of a
single title and a number of sentences. The total number
of sentences in the corpus (not counting the titles)
is 19,449, while the total number of word tokens
is 558,556.The linguistic and domain-speciﬁc information has
been annotated in the corpus by using XML. This infor-
mation has been obtained automatically and no manual
intervention has been used. First, each word has been
tagged1 with the information about its lexical class, mor-
phological description and lemmatised form. The corpus
was terminologically processed to recognise term occur-
rences. Terms were recognised by the C/NC-value meth-
od [25] and an ontology derived from UMLS [5]
(namely, a six-level deep subtree of the UMLS ontology
whose root corresponds to biochemical substances,
which is further reﬁned into 28 classes) was used to lo-
cate classiﬁed terms in the corpus. A total of 2757 term
and 28,935 of their occurrences were recognised by the
C/NC-value method in addition to 2609 terms and
29,636 of their occurrences recognised from the
ontology.
The terminological information was annotated by the
LEXIE tool during the shallow syntactic parsing used to
identify the syntactic categories of interest (e.g., noun
phrases, auxiliary verb phrases, etc.). The annotated
corpus was analysed to recognise domain-speciﬁc verbs.
Once both terms and DSVs have been obtained, their
co-occurrences are extracted to be used for learning verb
selectional preferences. Let us describe how domain-spe-
ciﬁc information is extracted in more details.
4.1. Term recognition
First, the corpus is terminologically processed: both
terms present in the ontology and the terms recognised
automatically are tagged. Terms already classiﬁed in
the ontology will be later used to learn the classes
allowed by the DSVs, while the new terms are yet to
be classiﬁed based on the learnt classes. New terms
are recognised by the C/NC-value method [25], which
extracts multi-word terms (more than 85% of domain-
speciﬁc terms are multi-word terms [26]). This method
recognises terms by combining linguistic knowledge
and statistical analysis. Linguistic knowledge is used to
propose term candidates through general term forma-
tion patterns. The proposed candidates are then statisti-
cally processed. Each term candidate t is quantiﬁed by
its termhood, denoted as C-value (t), calculated as a
combination of the terms numerical characteristics:
length |t| as the number of words, absolute frequency
f (t) and two types of frequencies relative to the set
S (t) of candidate terms containing a nested candidate
term t (frequency of occurrence nested inside other can-
::= antic
j con
onst
mine
j exp
fied
j kno
sume
port
nize
j sho
j sus
Table 1
Domain-speciﬁc verbs
Activate Mediate
Bind Modulate
Block Regulate
Inhibit Repress
Interact Stimulate
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C-valueðtÞ ¼
ln jtj  f ðtÞ if SðtÞ ¼ ;;
ln jtj  f ðtÞ 1jSðtÞj
P
s2SðtÞ
f ðsÞ
 !
if SðtÞ 6¼ ;:
8><
>:
Obviously, the higher the frequency of a candidate term
the greater its termhood. The same holds for its length.
On the other side, the more frequently the candidate
term is nested inside other term candidates, the more
its termhood is reduced, because it is assumed to be only
a building block for other terms rather than an indepen-
dent term itself. However, this reduction decreases with
the increase in the number of diﬀerent host candidate
terms as it is hypothesised that the candidate term is
more independent if the set of its host terms is more
versatile.
Term distribution in top-ranked candidate terms is
further improved by taking into account their contexts,
because terms tend to co-occur with certain lexical cate-
gories [4]. The relevant context words, including nouns,
verbs and adjectives, are extracted from the corpus, and
assigned weights based on how frequently they co-occur
with top-ranked term candidates. Subsequently, context
factors are assigned to the candidate terms according to
their co-occurrence with top-ranked context words. Fi-
nally, new termhood estimations (NC-values) are calcu-
lated as a linear combination of the C-values and
context factors.
Nenadic et al. [27] modiﬁed the C/NC-value method
to recognise acronyms as a special type of single-word
terms, and, thus, enhanced the recall of the method.
On the other hand, the modiﬁed version incorporates
the uniﬁcation of term variants into the linguistic part
of the method, which also improved the precision, since
the statistical analysis proved to be more reliable when
performed over classes of equivalent term variants in-
stead of separate terms.
4.2. Domain-speciﬁc verb recognition
We used a simple method to extract domain-speciﬁc
verbs from the corpus though we are well aware that
more sophisticated methods should be used in future
experiments. First, 55,576 verb occurrences were ex-
tracted and mapped to their inﬁnitive form by using
morphological information annotated in the corpus dur-
ing POS tagging. As a result, these occurrences were
mapped to 1008 diﬀerent verbs, which were ranked
according to their frequency of occurrence. Some of
the highest ranked verbs were general verbs (e.g., the
verbs be and have occurred 14,171 and 2453 times,
respectively). A manually assembled stop-list was used
to ﬁlter out such verbs. A frequency threshold was used
to eliminate less frequently occurring verbs. A total of88 verbs occurring more than 100 times were retained.
These verbs were re-ranked according to their frequency
of co-occurrence with terms. Table 1 provides a list of
10 high-ranked verbs, which were later used in the
experiments. The selected verbs are considered to be do-
main-speciﬁc. Moreover, these verbs are also corpus-
speciﬁc.
4.3. Term-verb co-occurrence pairs
We adopted a heuristic approach to extracting terms
used as subject, object or object of a preposition for the
given DSVs. First, we noted that transitive verbs domi-
nated the given list of DSVs (only interact is an
intransitive verb). Table 2 provides the most frequent
syntactic patterns in which terms are combined with
the given verbs. Such patterns typically denote the exis-
tence of a certain relationship between two terms. We
thus expected for most of the analysed verbs to co-occur
with a term in both left and right context. However, it is
not obligatory for a term to be a direct neighbour of a
given verb. Consider, for example: SF-1 was re-
cently shown to interact with DAX-1. We,
therefore, did not limit ourselves only to extraction of
terms immediately preceding or following a verb. In-
stead, we used co-occurrence in a text window of a ﬁxed
length. In our approach, we extracted the closest terms
occurring at most three positions away (without cross-
ing the sentence boundary) from the verb considered,
where the positions refer to syntactic chunks annotated
during the shallow parsing rather than individual to-
kens. In the previous example, the following rules were
applied:
<report-VP>
j have) been] <adv> <report> [that j to]::= [(has
<report>
ipated j assumed j believed j claimed
cluded j confirmed j considered j dem-
rated j deduced jdescribed j deter-
d j discussed j envisaged j envisioned
ected j found j hypothesized j identi-
j inferred j interpreted j judged
wn j noted j observed j predicted j pre-
d j proposed j proven j proved j pur-
ed j postulated j predisposed j recog-
d j reported j revealed j said j seen
wn j speculated j suggested j supposed
pected j thought j tended jused
Table 2
Patterns combining terms and domain-speciﬁc verbs
Verb Pattern Example
Intransitive <Term> <Verb> with <Term> Aryl hydrocarbon receptor interacts with estrogen receptor a
Transitive, active <Term> <Verb> <Term> C terminal tail inhibits the Pitx2 protein
Transitive, passive <Term> <Verb> by <Term> Chain promoters were inhibited by C/EBPb isoforms
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classes: term/class t1 is in relation with t2, if there is a path in the
ontology from t2 to t1. In that case, we say that t2 is more general than
t1.<TERM>SF-1</TERM> <report-VP>was
recently shown to</report-VP>
<VERB>interact</VERB> <PREP>with</
PREP> <TERM>DAX-1</TERM>.
in which term SF-1 is only two positions away from the
verb interact instead of ﬁve positions had the above
rules not been used.
A small distance between a term and the co-occurring
verb is used to indicate that there may be a syntactic
relation between them. Namely, if a term co-occurs clo-
sely with verb, then we assume that it is its subject, ob-
ject or object of a preposition. Some of the relations
denoted by DSVs are symmetric (e.g., verb interact).
In other words, if COUP-TF II interacts with
p300, then it is also true that p300 interacts with
COUP-TF II. This means that these terms, when used
in combination with the given verb, can freely exchange
the functions of a subject or an object of the preposi-
tion with without aﬀecting the overall meaning. There-
fore, in this example, there is no need to analyse the
syntactic function of the co-occurring terms, since the
classes inferred for the subject of the given verb would
be the same for the corresponding object of the prepo-
sition. However, there are verbs for which diﬀerent
classes apply to diﬀerent syntactic relations. For exam-
ple, let us recall that proteins activate genes and not
vice versa. This means that terms belonging to the
class of proteins may act as a subject of the verb
activate, but not its object, and, conversely, terms
from the class of genes can act as an object of the given
verb, but not its subject. In our approach, the general-
isation of this fact would be that genes and pro-
teins are semantic classes that can be combined
with the verb activate. So both classes can be used
as potential classes for the terms co-occurring with
the given verb.
We use a similarity measure between a term and these
classes to resolve such an ambiguity. Namely, given a
verb, even a single syntactic function could typically
be generalised into multiple semantic classes. This means
that for the purpose of term classiﬁcation, additional
processing would typically be needed even when the syn-
tactic function is resolved. This could be done in a pre-
viously described similarity-based approach. Still, to
distinguish diﬀerent syntactic roles may improve the per-
formance by further constraining the set of potentialclasses (as is the case with the verb activate), which
is one of the future research topics.5. Learning phase: acquisition of selectional patterns for
domain-speciﬁc verbs
As we have discussed, domain-speciﬁc verbs impose
selectional restrictions (or preferences) on the terms that
co-occur with them. The goal of the learning phase of
our term classiﬁcation approach is to acquire these pref-
erences automatically from a domain-speciﬁc corpus.
We deﬁne a verb selectional pattern (VSP) as a set of
semantic classes that could be used in combination with
a given DSV. More precisely, a VSP represents a
hypothesis about the classes of terms used with the cor-
responding DSV. We say that a VSP applies to a term if
it is a member of at least one class present in the VSP. In
this paper, we suggest two possibilities to learn VSPs
automatically. In the ﬁrst approach, we use a simple
generalisation procedure based on the hierarchical orga-
nisation of the UMLS ontology. Second approach uses
a genetic algorithm to optimise a VSP so that the num-
ber of terms co-occurring with the corresponding DSV
to which the VSP applies is maximised, while minimising
the number of classes in the VSP that do not apply (or
rarely do) apply to the co-occurring terms. The follow-
ing two subsections describe two speciﬁc implementa-
tions for acquiring VSPs from a domain-speciﬁc corpus.
5.1. First learning method: class generalisation
In this approach, we use a simple generalisation pro-
cedure in order to generate a VSP for each DSV sepa-
rately. The generalisation method is based on a partial
order relation induced by the domain-speciﬁc ontology.2
We used a subtree of the UMLS ontology whose root
corresponds to biochemical substances, which is further
reﬁned into 28 classes.
In the initial phase, all terms co-occurring with a gi-
ven DSV are collected from the corpus (see Section
4.3) and mapped to the classes assigned to them in the
ontology. These classes are used as initial generalisation
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quency of co-occurrence of each class with the given
verb. The tree number3 is retrieved from the ontology
for each class. All initially obtained classes are sorted
in the descending order based on their tree numbers
and processed iteratively in that order. This means that
the most speciﬁc classes (i.e., the ones corresponding to
the deepest nodes in the hierarchy) are processed ﬁrst.
Each class is compared pair-wise to all classes following
it in the speciﬁed order. Let C1 denote currently pro-
cessed class and let C2 be a class it is compared to. If
C2 is a parent of C1, then C1 is ‘‘generalised’’ into C2.
4
This operation means that C1 is removed and its fre-
quency is added to that of C2. This process is repeated
until all classes are processed. The remaining classes rep-
resent a hypothesised VSP. Each class Ci in the VSP has
the frequency feature fi, which aggregates the frequency
of co-occurrence with the given verb. The frequency
information is used to estimate the class probabilities gi-
ven a verb, P (Ci|v):
pi ¼
fiP
Cj2VSP fj
: ð1Þ5.2. Second learning method: a genetic algorithm
Before describing the speciﬁc properties of our imple-
mentation of a genetic algorithm (GA) for learning
VSPs, we provide a brief overview of GAs in general.
GAs are meta-heuristics incorporating the principles of
natural evolution and the idea of ‘‘survival of the ﬁttest’’
[28]. An individual encodes a solution as a sequence of
genes. In the initial phase of a GA a number of solutions
is generated, usually at random. Selection, crossover,
mutation, and replacement are applied in this order aim-
ing to gradually improve the quality of the solutions and
the possibility of ﬁnding a suﬃciently good solution.
Selection is usually deﬁned probabilistically: the better
the solution, the higher the probability for that solution
to be selected as a parent. Selected individuals are
recombined by applying the crossover between pairs of
individuals. The oﬀspring is expected to combine the
good characteristics of their parents, possibly giving
way to better solutions. The mutation operator intro-
duces diversity into a population by modifying a solu-3 Given a node in a hierarchy, the tree number records the relative
numbers of the nodes in a hierarchy starting from the root node
through each node in the path leading to the given node. Based on this
information, two nodes can be easily compared for the existence of the
general-speciﬁc relation between them.
4 Iterative application of this rule may cause overgeneralisation. To
prevent this, the classes placed close to the root of the ontology should
be either removed from the input set or prevented from substituting
less general classes. The depth up to which the classes are to be blocked
may be empirically determined. In our approach, we prevented
generalisation for the root classes and its direct children.tion, possibly introducing previously unseen good
characteristics into the population. Fitness function
quantiﬁes the quality of individuals. The ones with the
best ﬁtness values replace less ﬁt individuals. Once a suit-
able solution has been found or the number of iterations
exceeds some threshold, the iterations of the GA are
stopped.
In our approach, each individual corresponds to a
VSP. It is represented as a sequence of genes, where each
gene encodes whether the class corresponding to its po-
sition is a member of the given VSP or not (so-called bit
representation). The concrete problem we aim to solve
by the GA is to optimise VSPs so as to minimise the
number of classes in a VSP while maximising the num-
ber of training terms (co-occurring with the given verb)
to which a VSP applies (i.e., the number of terms
belonging to at least one class from a VSP). In other
words, if we treat each class in a VSP as a class predicted
for all terms co-occurring with a given verb, then we are
basically optimising precision and recall of such classiﬁ-
cation, where these measures are calculated as follows:
P ¼ A
Aþ B ; R ¼
A
Aþ C ;
where A is the number of true positives (correctly classi-
ﬁed positive instances), B is the number of false positives
(incorrectly classiﬁed negative instances), and C is the
number of false negatives (incorrectly classiﬁed positive
instances).
The ﬁtness is then calculated by estimating precision
and recall of the VSP on the training set (the same as
in the ﬁrst learning method) by using the ontology as
a gold standard. Namely, for each individual training
term co-occurring with the given verb, we compare the
classes in the VSP to those assigned to the given term
in the ontology. The ﬁtness of each solution corresponds
to the discrepancy between the classes predicted by the
VSP and the actual classes. Given a term t from the
training set T, let Ot denote a set of classes assigned to
that term in the ontology. The ﬁtness f of a VSP, de-
noted shortly as V, is then calculated as follows:
f ðV Þ ¼
X
t2T
xR  jOt n V j þ xP  jV n Otj
 
; ð2Þ
where xR and xP are the weights used to model the per-
formance preferences towards the precision and recall.5
Each time an actual class has not been suggested by
the system the solution is ‘‘ﬁned’’ by adding the recall
weight xR to its ﬁtness, and vice versa, each time an
incorrect class is suggested the solution is ‘‘ﬁned’’ by
adding the precision weight xP to the ﬁtness. In extreme
cases, one of the weights may be set to zero. For exam-
ple, the precision weight may be discarded in applica-
tions, where recall is of the utmost importance (e.g., in5 In our experiments we used equal weights for precision and recall.
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recall weight may be set to zero where precision is cru-
cial (e.g., automatic ontology update). In general, posi-
tive values should be used, and the ratio between the
recall and precision weight should reﬂect the importance
of these characteristic in the overall performance of the
system. The objective of the GA in this case is to mini-
mise the ﬁtness function, that is—to ﬁnd a solution with
a (near) minimal ﬁtness value.
The initial population is formed by generating ran-
dom solutions (VSPs). The crossover between the solu-
tions is uniform: genes at each ﬁxed position are
exchanged with 50% probability. Solutions are mutated
with 1% probability, and this operation involves a ran-
dom change of a randomly chosen gene. Fitness is calcu-
lated for all solutions in the current generation and all
newly generated solutions. The ﬁttest newly generated
solutions replace the least ﬁt solutions in the current
generation. The process of crossing over the solutions,
mutating them, and replacing the least ﬁt solutions by
ﬁtter new solutions is repeated until a solution with an
acceptable ﬁtness is found, or the number of generations
reaches a certain threshold.
The presented GA optimises the recall and precision
in general, or, more precisely, the microaveraged recall
and precision in which all classes are treated equally.
It is also possible to have diﬀerent preferences towards
diﬀerent classes (for example higher recall for identiﬁca-
tion of toxic substances), in which case the ﬁtness func-
tion given in formula (2) needs to be reformulated. For
example, the ﬁtness function that incorporates this
property can be formulated in the following way:
f ðV Þ ¼
Xm
i¼1
Xn
j¼1
xRj  jðOi n V Þ \ fCjgj

þxPj  jðV n OiÞ \ fCjgj

;
where n is the number of classes,xRj andx
P
j are theweights
used to model the performance preferences towards the
precision and recall for the class Cj. In our experiments,
we have used the ﬁtness function described in formula (2).6 We used equal weights for all patterns.6. Nearest-neighbour approach to term classiﬁcation
A verb complementation pattern typically contains
multiple classes. To link the newly recognised terms to
speciﬁc candidate classes, we used a similarity-based ap-
proach. In this section we review the CLS term similar-
ity measure, and adapt it to be used for term to class
comparison.
6.1. Term similarity
Nenadic et al. [29] used the Dice coeﬃcient to com-
pare lexical, syntactic, and contextual term features sep-arately, and then combined the calculated values into a
hybrid contextual, lexical, and syntactic (CLS) term sim-
ilarity measure. Lexical features used in the CLS mea-
sure refer to lexical constituents shared by the
compared terms. The rationale behind the lexical term
similarity involves the following assumptions [30]: (1)
Terms sharing a head are likely to be hyponyms of the
same term (e.g., progesterone receptor and oestrogen
receptor). (2) A term derived by modifying another
term is likely to be its hyponym (e.g., nuclear receptor
and orphan nuclear receptor). The similarity between
two terms t1 and t2 is measured by combining informa-
tion on having a common head and/or modiﬁer(s):
LSðt1; t2Þ ¼ 2  wh  jH 1 \ H 2jjH 1j þ jH 2j þ wm 
jM1 \M2j
jM1j þ jM2j
 
;
where H1 and H2 represent the heads of terms t1 and t2,
respectively,M1 andM2 are the sets of the stems of their
modiﬁers, and wh and wm (0 6 wh, wm 6 1, wh + wm = 1)
are the weights giving diﬀerent preferences toward
shared heads and modiﬁers (we treated heads as three
times more important than modiﬁers). This measure is
simple and eﬀective for comparing multi-word terms,
but it falls short when it comes to single-word terms
(acronyms in particular) and those introduced in an
ad-hoc manner.
Hyponymy relation can be inferred not only from
terms themselves (by exploring their lexical features),
but also from the contexts in which they occur (by rely-
ing on their syntactic features) [31,32]. Nenadic et al.
further deﬁned lexico-syntactic patterns that can be used
not only to extract hyponymy relation, but general sim-
ilarity relation (see Table 3 for examples), assuming that
terms that share the same syntactic function within the
sentence (e.g., object or subject) in combination with
other sentence constituents (e.g., verbs or prepositions)
are similar. Namely, the parallel usage of terms within
the same context more strongly associates the terms in-
volved than other types of co-occurrence. The value of
syntactic similarity for terms t1 and t2 depends on the
type of patterns in which the terms co-occur and the fre-
quency of co-occurrence of the given terms in these pat-
terns, and is calculated as follows:
SSðt1; t2Þ ¼
Xn
i¼1
wi  SSi t1; t2ð Þ;
where n is the total number of lexico-syntactic patterns
considered, wi (0 6 i 6 n) is the weight given to the ith
pattern (w1 +    + wn = 1).6 The similarity between
two terms with respect to the ith pattern, denoted as
SSi(t1, t2), is calculated by the following formula:
Table 3
Examples of parallel lexico-syntactic patternsa
<Term> [(] <EG> <Term> (,<Term>)* [<CC> <Term>] [)]
<Term> (, <Term>)* [,] <CC> other <Term>
<Term> [,] (including j especially) <Term> (,<Term>)* [[,] <CC>
<Term>]
both <Term> and <Term>
either <Term> or <Term>
neither <Term> nor <Term>
a Non-terminal symbols <EG> and <CC> are described by the
following regular expressions, respectively: (such as) j like j (e.g., [,])
and (as well as) j (and[/or]) j (or[/and]).
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0 if f iðt1Þ þ fiðt2Þ ¼ 0;
2fiðt1;t2Þ
fiðt1Þþfiðt2Þ otherwise;
(
where fi (tj) is the frequency of occurrence of term
tj (j = 1,2) inside the ith pattern, while fi (t1, t2) is the fre-
quency of simultaneous occurrence of terms t1 and t2 in
the ith pattern.
While the precision of the syntactic measure is ex-
pected to be high due to speciﬁc nature of patterns used
and the semantic similarity that they strongly imply, the
recall of this measure may be low, since not all similar
terms are bound to appear in parallel structures. In order
to provide higher recall a large-size corpus is required.
To remedy for small-size corpora, other contextual pat-
terns (CPs) in which terms appear are used as additional
features for term comparison. CPs represent abstracted
term contexts consisting of the syntactic categories and
other grammatical and lexical information (e.g., PREP
NP V:stimulate). They are ranked according to a
measure called CP-value (analogue to C-value for ATR
[25]). CPs with high CP-values are usually general
patterns, the ones with low CP-values typically are rare
patterns, while the middle-ranked CPs represent relevant
domain-speciﬁc patterns. Therefore, the ones whose
CP-value is inside the chosen boundaries are deemed
signiﬁcant for term comparison (20% of the top-ranked
CPs and 30% of the bottom-ranked CPs have been dis-
carded). Each term is associated with a set of the CPs
with which it occurs, and contextual similarity between
terms t1 and t2 is then measured by comparing the corre-
sponding sets C1 and C2 by the Dice coeﬃcient:
CSðt1; t2Þ ¼ 2jC1 \ C2jjC1j þ jC2j :
Finally, the three similarity measures (lexical, syntac-
tic, and contextual) are linearly combined into a hybrid
similarity measure:
CLSðt1; t2Þ ¼ a  LSðt1; t2Þ þ b  SSðt1; t2Þ þ c  CSðt1; t2Þ:
The choice of the weights a, b, and c is not a trivial prob-
lem. Spasic et al. [24] chose to ﬁne-tune the above mea-
sure automatically rather then experimenting with
manually determined weights. They implemented a
supervised learning method based on the ontology.The similarity measure used as a gold standard was cal-
culated by applying the Dice coeﬃcient to the features
extracted from a domain speciﬁc ontology. The hybrid
similarity measure was evaluated according to the
Euclidean distance:
f ða; b; cÞ ¼
X
ti;tj2T
ti 6¼tj
CLSabcðti; tjÞ  Oðti; tjÞ
 2
;
where the set T is the intersection between two sets of
terms, one derived from the ontology and the other
automatically recognised terms, CLSabc (ti, tj) is the hy-
brid similarity measure calculated for the given weights
a, b, and c, and O (ti, tj) is the similarity measure derived
from the ontology. The goal was to ﬁnd a combination
of weights that minimises the value of evaluation func-
tion. In other words, the deviation from the similarity
values derived from the ontology needs to be minimised.
For this purpose, a genetic algorithm was used. As a re-
sult, the following values have been obtained: a = 0.72,
b = 0.11, and c = 0.17. The reason for the syntactic sim-
ilarity to be assigned the lowest weight is due to the spar-
sity of data. As mentioned earlier, this measure requires
a large-size corpus toprovide a reliable recall.
6.2. Term-to-class similarity
The CLS similarity measure applies to pairs of terms.
However, in case of multiple choices provided by the
VSPs, we need to compare terms to classes. To do so,
we use the similarity between the given term and the terms
belonging to the suggested classes. The selection of terms
to be compared is another issue. For each class, we have
used k (15 in our approach) randomly chosen terms that
occur in the corpus as class ‘‘representatives.’’ More for-
mally, if c is a class, e1,e2, . . . ,ek are terms representing the
class, and t is a term, then the similarity between the term t
and the class c is calculated in the following way:
Exðt; cÞ ¼ max
i2f1;...;kg
CLSðt; eiÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPk
j¼1CLS
2ðt; ejÞ
q : ð3Þ
This example-based similarity measure maximises the
value of the CLS measure between the term and the in-
stances representing the class. In addition, the values of
the CLS measure are mapped into the interval (0,1) by
performing vector normalisation tomake them compa-
rable to the class probability estimations.7. Classiﬁcation phase
Let us now describe the classiﬁcation procedure in
more detail. Let V = {v1,v2, . . . ,vn} be a set of automat-
ically identiﬁed domain-speciﬁc verbs. During the phase
of learning the VSPs, each of these verbs is associated
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{ci, 1, . . . ,ci,mi} denote a set of classes assigned automat-
ically to the verb vi (1 6 i 6 n) by a learning algorithm
based on the information found in the corpus and the
ontology. When classifying a speciﬁc term, its frequency
of co-occurrence with selected DSVs is used to chose the
verb (i.e., its VSP) based on which the term will be clas-
siﬁed. Precisely, the verb the given term most frequently
co-occurs with is chosen, as it is believed to be the most
indicative one for the classiﬁcation purpose. The actual
classiﬁcation procedure varies slightly depending on the
method used for learning the VSPs.
In the ﬁrst case, that is—when the VSPs are obtained
by the ﬁrst learning algorithm, given the term t and the
verb vi it most frequently co-occurs with, a score is cal-
culated for each class ci, j from the set Ci according to the
following formula:
Cðt; ci;jÞ ¼ a  pi;j þ ð1 aÞ  Exðt; ci;jÞ; ð4Þ
where the factors pi, j and Ex(t,ci, j) are calculated
according to formulas (1) and (3), while a (0 6 a 6 1)
is a parameter that balances the impact of the class
probabilities and the similarity measure.7 A class with
the highest C(t,ci, j) score is used to classify the term t.
Alternatively, multiple classes may be suggested by set-
ting a threshold for C (t,ci, j).
In the second case, that is—when the VSPs are ob-
tained by the second learning algorithm, given the term
t and the verb vi it most frequently co-occurs with, a
score is calculated for each class ci, j from the set Ci
according to the following formula:
Cðt; ci;jÞ ¼ Exðt; ci;jÞ: ð5Þ
The probability factor is apparently missing in formula
(5) compared to formula (4). However, the probability
factor is implicitly encoded into the VSP itself. Namely,
recall that the second approach optimises the VSPs so as
to optimise precision and recall (assuming that each
class from the VSP is predicted) given a training set of
terms. The more frequently a certain class co-occurs
with the given verb the more likely it will be present in
the VSP.
Note that terms can be compared directly to all clas-
ses in the classiﬁcation scheme to perform the nearest
neighbour classiﬁcation directly instead of using VSPs
as mediators. However, the class pruning approach
has been adopted to enhance the computational eﬃ-
ciency of the classiﬁcation process itself. Namely, VSPs7 Note that when a = 0, the classiﬁcation method resembles the
nearest neighbour classiﬁcation method, where the examples are used
as a training set. On the other hand, when a = 1, the method is similar
to naive Bayesian learning. However, in both cases the method
represents a modiﬁcation of the mentioned approaches, as the classes
used in formula (1) are not all classes, but the ones learned by the GA.
The experimental results presented in the following section we used 0.5
as the value of this parameter.are used to constrain the search space aiming to reduce
the number of classes a term needs to be compared to.
Once learned, VSPs can readily be used during classiﬁca-
tion, requiring no processing during this phase. The
search space constraining is very important for broad
classiﬁcation schemes. For example, UMLS has 135
classes and it would not be eﬃcient to apply the nearest
neighbour approach and compare a given term to all
classes.8. Experiments and evaluation
In this section, we describe the results of the classiﬁ-
cation experiments. First, we provide details on the
experimental set-up and the evaluation framework. To
evaluate our classiﬁcation methods automatically, only
terms classiﬁed in the ontology were used in the experi-
ments. Namely, it can be checked in the ontology
whether such terms were correctly classiﬁed by compar-
ing the predicted classes to the classes assigned to them
in the ontology. During the phase of retrieving the verb-
term co-occurrences (see Section 4.3), some of the clas-
siﬁed terms were singled out for testing, while the
remaining terms were used for training (see Section 5).
Namely, for each verb, approximately 10% of the re-
trieved terms were randomly selected for testing, and
the union of all such terms formed a testing set (217
terms) for the classiﬁcation task. The remaining terms
constituted a training set (2392 terms) and were used
for the learning of VSPs. Based on the training set, do-
main-speciﬁc verbs were associated with their VSPs (see
Table 4 for examples). Then, each term from the train-
ing set was associated with the verb it most frequently
co-occurred with. The VSP learnt for that verb was used
to classify the term in question. Table 5 shows the results
for some of the terms from the testing set and compares
them to the correct classiﬁcations obtained from the
ontology.
Note that in UMLS one term can be assigned to mul-
tiple classes. We regarded a testing term to be correctly
classiﬁed if the predicted class was among these classes.
Also, we accepted parents of correct classes as correct
predictions. The reason for this is that such predictions
are usually accepted when evaluation is performed man-
ually. For example, glucose is classiﬁed in the ontol-
ogy as a carbohydrate (a class subsumed by the
class of organic chemicals), which would be a per-
fect prediction. However, the classiﬁcation of glucose
as an organic chemical would generally be accepted
as a correct classiﬁcation, because glucose as a car-
bohydrate is also an organic chemical. The same
evaluation strategy has been applied to the baseline
method. We used a naive Bayes classiﬁer whose goal is
to maximise the conditional probability of a given term
being assigned to a speciﬁc class based on the features
Table 4
Learnt verb complementation patterns
Verb VSP—method 1 VSP—method 2
Activate Receptor Pharmacologic
substance
Hormone Receptor
Organic chemical Enzyme
Enzyme Hormone
Immunologic factor Organic chemical
Hazardous or poisonous substance Amino acid,
peptide, protein
Pharmacologic substance
Bind Organic chemical Pharmacologic
substance
Hormone Receptor
Receptor Enzyme
Enzyme Hormone
Hazardous or poisonous substance Organic chemical
Immunologic factor Nucleic acid,
nucleoside, or
nucleotide
Pharmacologic substance Amino acid,
peptide, protein
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bag of co-occurring words, i.e., all single words occur-
ring with the given term within a sentence. The afore-
mentioned conditional probability is then estimated as
the product of the class probability (estimated as the
ratio between the number of all terms labelled with
the given class and the total number of terms) and the
conditional probabilities of features given the classTable 6
The performance of the classiﬁcation method
Verb Method 1
Recall Precision F meas
Activate 19.28 66.59 29.90
Bind 29.30 66.53 40.68
Block 5.17 62.98 9.56
Inhibit 16.62 62.81 26.28
Interact 13.16 64.31 21.85
Mediate 11.68 62.75 19.69
Modulate 10.44 64.13 17.96
Regulate 4.83 61.08 8.95
Repress 6.18 62.91 11.25
Stimulate 9.39 63.25 16.35
Average: 12.61 63.73 20.25
Combined: 49.92 64.17 56.16
Baseline: 42.81 55.32 48.27
Table 5
Examples of the classiﬁcation results
Term Verb Suggested class—method 1 Sug
4-Hydroxytamoxifen Bind Organic chemical Org
Benzoic acid Activate Organic chemical Pha
Testosterone Inhibit Pharmacologic substance Hor(estimated as the ratio between the number of times a gi-
ven single word co-occurs with terms from the given
class and the number of all single words co-occurring
with terms from the given class).
Table 6 provides information on the performance of
our classiﬁcation methods for each of the considered
verbs separately and for the combined approach in
which the verb most frequently co-occurring with a gi-
ven term was used for its classiﬁcation. For both classi-
ﬁcation methods, the combined approach provided
considerably higher recall and a slight improvement in
precision compared to average values obtained with
the same method for each of the verbs separately. The
classiﬁcation precision did not tend to vary consider-
ably, and was not aﬀected by the recall values. The recall
could be improved by taking into account more domain-
speciﬁc verbs, while the improvement of precision de-
pends on proper tuning of: (1) the module for learning
the VSPs, and (2) the similarity measure used for the
classiﬁcation. Another possibility is to generalise the
classiﬁcation method by relying on domain-speciﬁc lex-
ico-syntactic patterns instead of verbs. Such patterns
would have higher discriminative power than verbs
alone. Moreover, they could be acquired automatically.
For instance, the CP-value method can be used for their
extraction from a corpus [29].
The diﬀerence in the performance of our two classiﬁ-
cation is insigniﬁcant. Although the learning strategies
diﬀer signiﬁcantly, this diﬀerence is largely neutralised
by the use of a probability factor either explicitly or
implicitly (see Section 7). Namely, the ﬁrst methodMethod 2
ure Recall Precision F measure
19.79 66.31 30.48
27.98 66.72 39.43
9.19 61.42 15.99
16.58 62.76 26.23
13.40 63.89 22.15
10.17 63.02 17.51
10.47 64.08 18.00
5.73 62.58 10.50
7.09 63.14 12.75
12.24 62.63 20.48
13.26 63.66 21.35
52.78 63.84 57.79
42.81 55.32 48.27
gested class—method 2 Correct classes
anic chemical Organic chemical
rmacologic substance Organic chemical pharmacologic substance
mone Steroid pharmacologic substance hormone
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them during the actual classiﬁcation. These probabilities
explicitly encode a bias towards certain classes during
the classiﬁcation phase. In the second method, this bias
is encoded during the learning phase by not accepting
classes causing a high number of false positives and false
negatives, and these classes are never compared by the
similarity measure. The baseline method also encodes
both general class probabilities and conditional proba-
bilities of a class given context words. We believe that
this method has been outperformed in both cases, be-
cause verbs (including their learnt selectional prefer-
ences) in combination with the CLS similarity measure
are better class discriminators than are individual words
in combination with word-class probabilities.
The values for precision and recall provided in Table
6 refer to the classiﬁcation methods themselves. If they
were to be used for the automatic ontology update, then
the success rate of such update would also depend on the
performance of the term recognition method, as the clas-
siﬁcation module would operate on its output. We used
the C/NC-value method for ATR; still any other meth-
od may be used for this purpose. We have chosen the C/
NC-value method because it is constantly improving
and is currently performing around 72% recall and
98% precision [27].
Currently, it is diﬃcult to compare diﬀerent term
classiﬁcation approaches reported in literature due to
the lack of common evaluation for diﬀerent systems
and technologies [8,33]. For example, the corpora used
for testing diﬀer signiﬁcantly in content and size, terms
are treated diﬀerently, classiﬁcation focuses on diﬀerent
classes, errors are not treated uniformly, etc. A fair com-
parison of two term classiﬁcation methods would re-
quire the usage of the same classiﬁcation scheme and
the same testing corpus. Many of alternative term clas-
siﬁcation approaches were either unavailable or de-
signed for speciﬁc classes. Nonetheless, most of the
results were reported for fewer number of classes, while
the probability of missing a correct class increases withTable 7
A comparison of related approaches
Ref. Approach Features
Internal External Doma
This GA + NN X X
[9] Rules X X
[6] Rules X X X
[12] SVM X
[13] SVM X X
[14] SVM X X
[15] SVM X X
[16] Naive Bayes X X
[18] Naive Bayes X
[19] HMM Xthe higher number of classes available. It is then natural
for the performance measures to provide ‘‘poorer’’ val-
ues when tested on broader classiﬁcation schemes. Also,
methods targeted at speciﬁc classes are able to explore
their characteristics in more detail and incorporate them
manually into the method, which usually results in bet-
ter performance. Still, they are limited to speciﬁc classes
and cannot be applied in general case.
With these points in mind, let us discuss our ap-
proach in relation to some of the recently reported term
classiﬁcation in the biomedical domain. In Table 7, we
compare the classiﬁcation methods described earlier in
Section 2 with respect to:
 the methodological approach taken,
 the types of features used,
 the number of target classes and dependence of the
method on these classes,
 the classiﬁcation performance evaluated by F
measure.
Most frequently, a ML approach is adopted as op-
posed to rule-based approaches. Still, even in the ML
approaches, the utilised features are usually hand-
crafted and targeted towards speciﬁc classes (e.g., meth-
ods described in [13–15]), which reduces the ﬂexibility of
such methods in the same way rules do (e.g., [9]). With
that respect, our method belongs to the minority of
ML classiﬁcation approaches together with [12,18,19],
which are able to infer class speciﬁc features rather than
simply make use of manually extracted features.
Finally, our method achieved 58% for F measure
when tested on 28 classes, while the average value of F
measure is 72% for the average number of 7 classes.
Bearing in mind that the probability of missing a correct
class generally increases with the number of target clas-
ses (e.g., F measure in [18] dropped from 84 to 73%
when going from two to three classes), we can say that
our method is in line with state-of-the-art methods for
classiﬁcation of biomedical terms.Classes F measure
in Linguistic No. Fixed
X 28 58
2 X 97
X 6 X 83
11 60
6 X 54
X 6 X 67
X 10 X 74
5 X 66
X 3 76
X 12 73
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Eﬃcient update of the existing knowledge reposito-
ries in the rapidly expanding domain of biomedicine is
a burning issue. Due to an enormous number of terms
and the complex structure of the terminology, manual
update approaches are prone to be both ineﬃcient,
and inconsistent. Thus, it has become absolutely essen-
tial to implement eﬃcient and reliable term recognition
and term classiﬁcation methods as means of maintaining
the knowledge repositories. In this paper, we have sug-
gested two term classiﬁcation methods. For the preli-
minary experiments, we used the UMLS ontology in
the domain of biomedicine, but the method can be easily
adapted to use other ontologies.
The classiﬁcation method makes use of the contextual
information. Not all word types found in the context are
of equal importance in the process of reasoning about
the terms: the most informative are verbs, noun phrases
(especially terms), and adjectives [4]. The presented term
classiﬁcation approach revolves around domain-speciﬁc
verbs. These verbs are automatically identiﬁed and used
to collect unclassiﬁed terms and to suggest their poten-
tial classes based on the automatically learnt verb com-
plementation patterns deﬁned as collections of terms
and classes that could be used in combination with do-
main-speciﬁc verbs.
We presented two machine learning methods, to ob-
tain selectional preferences representing the hypotheses
about the classes of terms used with the corresponding
domain-speciﬁc verbs. The ﬁrst method is a simple gen-
eralisation algorithm based on the partial order between
classes induced by the ontology. The second method is a
standard genetic algorithm designed to optimise verb
selectional patterns in terms of their precision and recall.
The ﬁrst method also produces the estimation of the
conditional probability of a class given the verb. This
information is used to rank classes according to their
probability. In the second method, all classes in a pat-
tern are treated equally, i.e., there are no preferences to-
wards speciﬁc classes in a pattern. However, the very
presence of a class in a pattern suggests it as a highly
probable class for the given verb.
Once the verb selectional patterns are available, they
are used to propose classes for the terms co-occurring
with domain-speciﬁc verbs. Note that not every term
appearing in a corpus is guaranteed to be classiﬁed by
the proposed classiﬁcation method due to the fact that
a term need not occur as a complement of a domain-spe-
ciﬁc verb. However, the generality of the method can be
improved by applying the same approach to other types
of linguistic or terminological elements. For example,
terms from certain classes tend to co-occur with terms
from a restricted set of classes (e.g., genes with proteins,
hormones with receptors, etc.). Even more, the method
can be further generalised to use a combination of lexi-cal classes, which can be speciﬁed as a set of lexico-syn-
tactic patterns. Further experiments with the
generalisation of the classiﬁcation methods by basing
them on a set of domain-speciﬁc lexico-syntactic pat-
terns instead of domain-speciﬁc verbs are expected to
demonstrate better performance in terms of recall and
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