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The term vocoder, which refers to the coding of a voice’s features in order to
reproduce it synthetically, was introduced in a work by Dudley [Dud39]: there, a
first system of speech analysis and re-synthesis was presented, together with the first
technical implementation of sound models that have been later improved and largely
exploited (see section 2.1).
Then, the phase vocoder was originally introduced in 1966 by Flanagan [FG66],
working at the Bell Labs. This technique is based on the STFT (Short Time Fourier
Transform, see section 1): it began to be widely exploited when the dedicated
algorithms were made computationally fast enough (see [CT65] for the Fast Fourier
Transform original algorithm, and [Por76] for an implementation of STFT taking
advantage of the FFT). The input of the STFT is a generic sound, the output is a
set of coefficients that allow a perfect reconstruction of the original sound in terms
of atomic signals, which are weighted modulated sinusoids. A main advantage,
in relation to previous techniques such as the Heterodyne filter (see the dedicated
chapter in [Moo75]), is that no knowledge about the fundamental frequency is nee-
ded, thus making the method well suited for a broad range of sounds. On the other
hand, the representation is not related to a sinusoidal decomposition, so that the
sound’s sinusoidal components have to be deduced from the coefficients by means
of sinusoidal modeling techniques (see section 2.1). Despite of some drawbacks,
namely a given unavoidable small latency, as well as artifacts that in certain cases
are introduced in the transformed sound, an increasing range of high-quality sound
processing techniques are currently based on the phase vocoder and its improvemen-
ts (see [LD99a; LD99b] and the related bibliographies): among the most popular,
the variation of a sound’s duration without affecting its pitch (also known as time
stretch) and the shift of a sound’s pitch without changing its duration.
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1 Basic concepts about the phase vocoder
Time-frequency representations (often indicated as time-frequency distributions,
see [Coh95; Coh89; Mal99] for the theory and the motivations beyond this ap-
proach), briefly indicated as TFR, are employed for several different signals: sound,
light, image, video, and other phenomena that are interpretable as a function with
finite energy on a real or complex space. The starting point of this prolific field is the
work of the french mathematician and physicist Jean Baptiste Fourier, together with
the improvements of computer science techniques for the fast application of models
and tools stemming from his results. The first goal of a signal representation is to
increase its readability: the spectrum of a sound is a fundamental characterization of
its features in the frequency domain, but it is not enough to have a complete local
information. If we consider a signal and its Fourier transform separately, we cannot
observe the evolution of its spectral content over the time. With TFRs, a further
characterization is provided, increasing the dimension of the representation domain:
for a mono-dimensional signal, a TFR is a two-dimensional set that jointly describes
its time and frequency content. In the case of STFT, which is the TFR directly related
to the phase vocoder, the time localization is obtained by means of the so-called
window function, which selects a small slice of signal before computing the FFT.
Whereas most of the concepts in this work are treated without mathematical
rigor, here some fundamental mathematics are recalled, adopting the notation used
by Laroche in [LD99a]: they are needed to precisely describe the phase vocoder
scheme, composed of the three steps analysis/transformation/re-synthesis. Let x
be a real-valued discrete signal, x 2 R[Z], and h a symmetric real-valued discrete
signal composed of N samples, h 2 RN . In the analysis stage, the time step (the
hop size) is Ra 2 N while the time index is indicated as ta; having u 2 Z, the u-th
time position corresponds to tua = Rau. The discrete STFT of x with window h is a




h(n) x(tua + n) e
 j⌦kn , (1)
where k = 0, ..., N 1 and⌦k = 2⇡kN is the frequency variable. The above definition
shows that X is a two-dimensional complex-valued representation; as such, its
coefficients can be expressed in terms of real and imaginary part, or amplitude
and phase: this second form provides an interpretation of the coefficients that is
well-suited for sinusoidal signal models, and is therefore adopted. The amplitude of
the coefficient at time position a and frequency bin k is given by |X(tua,⌦k)|, while
its phase is \X(tua,⌦k) = arg(X(tua ,⌦k)).
In order to analyze the characteristics of a sound, and to modify them introducing
different desired qualities, the coefficients of a time-frequency representation need to
be interpreted within an appropriate sound model (see section 2.1). A transformation
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T(X) = Y may then be performed in the time-frequency domain, leading to a
complex-valued representation Y of the same dimension as X . Finally, a signal y
can be synthesized from the transformed TFR using the inverse procedure of the one
described above: as done for analysis, let Rs 2 N be the synthesis hop size, ts the






Y (tus ,⌦k) e
j⌦kn , (2)




h(n  tus ) yu(n  tus ) . (3)
2 Improvements and extensions
The possibility to shift between the signal and its STFT, that is between the
time domain and the time-frequency domain, is a first advantage of the framework
described above: replacing Y by X in (2) with tus = tua , equation (3) provides
a perfect reconstruction of the original signal x using its STFT, under certain
constraints for the analysis parameters [GL84]. Nevertheless, a given representation
Y is not necessarily the STFT of any sequence y 2 R[Z] (see [Mal99], Proposition
4.1 for a necessary and sufficient condition in the case of continuous signals): this
means that, given a complex-valued representation Y of the appropriate dimension,
by computing y according to equation (3), the STFT of y does not necessarily
coincide with Y .
A direct consequence of the previous remark is that a modified STFT Y = T(X)
of an original sound x may not coincide with the STFT of any existing sound; in
this sense, equation (3) provides a signal y whose STFT is an approximation of
Y . An alternative reconstruction formula is proposed in [GL84], which guarantees
that the STFT of the reconstructed signal y gives the best approximation of the
initial representation Y , in the sense of the mean squared error. This formula is now
commonly adopted within high-quality phase vocoders. Moreover, it shows impor-
tant analogies with the reconstruction formulas known as painless non-orthogonal
expansions (see [DGM86] for the original formulation), in the context of Gabor
frames theory (see [Grö01] for a complete survey, and section 3.1 for some links
with the phase vocoder).
2.1 Sound models
As pointed in [Röb10a], an efficient signal model should use perceptually
relevant components, that have a simple relation with the physical properties of the
sound sources. The simpler the relation between the perceptually relevant properties
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of the physical sound source and the signal model, the easier it should be to provide
controls that reflect our intuition, that is built on physical interaction.
This kind of relations exist for example for models that are represented in terms
of the vibration modes; these individual modes can be represented in a rather simple
manner, as a sinusoid with time-varying amplitude and frequency. In the case of
analysis/re-synthesis systems the modal representation is achieved by means of the
sinusoidal model [SS90; Ser97; RS07]. The vibrating modes, however, are generally
not sufficient to describe a given sound signal. Noise sources are present in nearly
all cases, for example as a side effect of the excitation. Generally one assumes that
the noise is independent from the sinusoidal components and a noise component is
added into model without destroying the simplicity of the transformation.
A mathematical formulation of the sinusoids plus noise model that has been
discussed is
pk(n) = ak(n) cos(⇥k(n))
s(n) =
P
k pk(n) + r(n).
(4)
Here pk is a sinusoid with time varying amplitude ak(n) and phase ⇥k(n) and s(n)
is the signal that consists of a superposition of sinusoids and a noise component r(n).
Because all components of the sinusoidal model can independently vary amplitude
and frequency over time, the model allows representing onsets, vibrato and other
signal modulations.
2.1.1 Sinusoids plus noise model
The sinusoidal models have their origin in the vocoder developed by Dudley
in 1939 [Dud39]: his ideas evolved with the invention of computers and digital
signal processing into early versions of the phase vocoder [FG66]. These phase
vocoders used very low number of bands (30 bands with 100Hz bandwidth) such
that the resolution of the individual sinusoids could not be guaranteed. With further
increasing computing capacities and the use of FFT algorithms the number of bands
(today bins) increased and as a next step explicit harmonic sinusoidal models were
developed [MQ86]. The use of the sinusoidal modeling techniques for musical
applications also started with the early phase vocoder [Moo78] and evolved into
an explicit sinusoidal model [SS87]. The main advantage of the explicit sinusoidal
model compared to the phase vocoder was the peak picking that was part of the ana-
lysis for the explicit sinusoidal models. The peak picking and subsequent parameter
estimation did allow to increase frequency resolution and improved the tracking of
time varying sinusoids. As a next step the sinusoidal model was extended by means
of a dedicated noise model [SS90] so that the sinusoidal model in (4) was completed.
After the introduction of the intra-sinusoidal phase synchronization ([LD99a], see
section 2.2) the phase vocoder has evolved into an implicit implementation of a
sinusoidal model that generally is computationally more efficient than the explicit
sinusoidal model. Due to the fact that the phase vocoder representation achieves
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a better representation of potential structure in the aperiodic (noise) component, it
often achieves better quality than the explicit sinusoidal model.
The main problem with the sinusoids plus noise model is related to finding the
model parameters from the original signal. This problem has triggered numerous
research efforts over the last decades. Despite the many interesting and powerful
methods that have been developed, and that extended the boundaries of the signal
representation that can be obtained using this model, there are still open problems
(noise models are discussed in section 3.2).
2.1.2 Source-filter model
The source-filter model is another important signal model that is widely used for
signal transformation algorithms. It has the same origins as the sinusoids plus noise
model [Dud39]. In its first application, the excitation source had been represented by
either an impulse train parametrized by the fundamental frequency, or by means of
white noise. In both cases, the filter part has been achieved by means of modulating
the energy of the excitation signal in bands of constant bandwidth (=250Hz). This
basic setting is still in use today. The band wise filtering will in most cases be
replaced by a continuous filter function that is called the spectral envelope [MG82;
RS07].
The source filter model has many applications for signal transformations. Cross
synthesis for example can be achieved by means of using the excitation signal
(source) from one signal and the resonator (filter) from another. Other applications
are transformations that require independent transposition of pitch and formant
structure.
An important precondition for the source filter model is that the distinct source
and filter parts can be estimated from the original signal. One of the first techni-
ques that has been used for spectral envelope estimation is linear prediction (LPC)
[Mak75]. This method assumes an autoregressive filter function. It has been used
especially for speech signals, for which the autoregressive filter model has a physical
justification, at least for some configurations of the vocal tract [MG82]. A problem
of the LPC estimate is the fact that it is strongly biased if the excitation spectrum
contains sinusoids. This problem has been addressed in the discrete all pole model
[EJM91]. Alternative spectral envelope estimators use the cepstral representation
to derive the spectral envelope. An early rather costly and complex method is
the discrete cepstrum [CM96]. Later a more efficient method has been developed
[RR05; RVR07] that is using the same envelope representation but makes use of a
rediscovered proposal of an iterative cepstral envelope estimator [IA79]. The method
is referred to as True Envelope Estimator. It has proven to provide nearly optimal
estimates given that the spectral envelope can only be observed in a strongly sub
sampled version that is produced by the sinusoidal components sampling the filter
transfer function [VRR06].
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The estimation of the noise envelopes of the background noise that is part of a
complex sound consisting of sinusoidal and noise components is a problem that has
received relatively few interest. The estimation of the sinusoidal parameters and
estimation of the noise level from the residual is a possible procedure, but if the
sinusoidal components are superimposed as for example in polyphonic music this
procedure will not provide robust results. There exist only a few methods that allow
to establish a background noise estimate for complex polyphonic sounds [MHM06;
YR06].
The source-filter model can take advantage of a sound decomposition in sinu-
soidal and noise components: two different filters can be estimated for the two
parts, allowing a refined controls of the appropriate parameters. In the context of
instruments modeling, for instance, such an extension has been developed in models
that represent an instrument by means of time-varying source and filter [Kla07]; or
by means of source and filter depending on the pitch and the intensity of the played
note, ideal for extended samplers [HR12].
2.2 Phase coherence and transient preservation
The standard phase vocoder performs signal transformation by means of mo-
difying and moving the spectral frames of an STFT analysis of the sound to be
transformed [Ser97; LD99a]. During transformation, the spectral frames yu(n) in
equation (2) are modified in content and position [LD99a; Röb03], yielding a se-
quence eyu(n) that is then synthesized using the reconstruction formula in (3), or
other overlap-add techniques as the one in [GL84], discussed in section 2. Whenever
the STFT frames are time-shifted, which means that the synthesis frame position tus
is different from tua , the phases of the STFT have to be adapted to achieve coherent
overlap-add of the sinusoidal components. Within the phase vocoder this phase
adaptation is based on the observed phase evolution in all the bins of the original
signal frames. Phases at position tus are obtained from phases at position tu 1s : being
based on the evolution of the phase of individual bins along time, this feature is
referred as horizontal phase synchronization.
The phase synchronization along time alone does not guarantee that the features
of the sound components are correctly preserved in a transformation: for instance,
the different bins involved in the representation of a single stationary sinusoid
could be not synchronized after a time-stretch, causing the transformed sound to
be different from a sinusoid. The extension of this basic example to the different
components of a sound makes clear that its timbre may not be necessarily preserved
with such a transformation. In [Puc95], a first trial addressing this problem was
made. A major improvement in this sense has been the introduction of a method to
preserve vertical phase synchronization [LD99a].
Even with the phase update just discussed, the phase vocoder does not take into
account the phase relations between the different sinusoids. Therefore, frequen-
cy estimation errors will result in a desynchronization of the different sinusoidal
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components. While the vertical de-synchronization of the sinusoidal components
is perceptually uncritical for most musical signals, for speech signals it affects
the perception of the underlying excitation pulses, and leads to an artifact that is
generally described as missing clarity (phasiness) of the transformed voice. To
overcome this problem, different strategies for shape invariant processing have been
introduced [QM92; Röb10b], denoting transformation algorithms that preserve these
inter-partial phase relations.
If the amplitude of a sinusoid changes abruptly, a situation that arises for example
during attack transients or note onsets, the prerequisites of the phase correction are
no longer valid. Consequently, the results obtained with the phase vocoder have
poor quality. Time stretching attack transients, with the phase vocoder, results in less
severe cases in softening of the perceived attack. In more severe cases a complete
change of the sound characteristics may take place.
Influenced in part by the sinusoids with noise and transients model proposed in
[LSI98], some solutions have been tried, based on detecting transient time positions,
and reinitializing the phase at these transient positions [Bon00; DDS02]. The argu-
mentation is straightforward: the phase update algorithm of the phase vocoder tries
to ensure phase coherence between the current and previous frame, which in case of
an onset or other transient events is not appropriate. In the transient aware phase
vocoder algorithms, this had been accomplished by means of detecting transients,
reinitializing the phase for the detected regions and forcing the time stretching factor
to be one during the transient regions. The transient detection is usually based on
energy change criteria in rather broad bands and the phase is reinitialized for all bins
in the frequency band detected as transient.
Unfortunately there exist fundamental problems with these approaches. Reini-
tialization of all phases in a transient segment would certainly destroy the phase
coherence of stationary partials from other sound sources that might exist in the
segment tht is considered to be transient. Moreover, fixing the delay factor to one
in the transient regions requires automatic compensation in non transient regions
to achieve the overall requested stretch factor. For a dense sequence of transients
this may be difficult to achieve. Accordingly, an improvement of the mentioned
approaches is proposed in [Röb03], such that an existing transient or onset event
could be handled in a more local manner. The goal of the refined determination of
transients is to be able to reset the phase only for these spectral peaks and to achieve
the transient reinitialization, without requiring a local change of the time stretching
factor.
3 Perspectives and ongoing research
The quality of techniques based on the phase vocoder is deeply linked to the
representation and sound model adopted. In this section, two main research topics
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are detailed, whose results may contribute to the improvement of the existing sound
processing methods that are based on the phase vocoder: some extensions of the
STFT are considered, which extend the class of TFRs that the phase vocoder refers
to, as well as an insight into the noise part of the sinusoidal sound model.
3.1 Variable resolution and adaptivity
STFT closely reflects the concept of time-varying spectrum: its coefficients
allow a direct interpretation in terms of amplitude and frequency of the sound
components they refer to. Nevertheless, the need to define a window function
introduces a dependance of the transform on the window used; in particular, since
the window is fixed, the STFT has constant resolution over the whole time-frequency
plane. This is a limit, as the precision needed to separate the information coming
from different components of complex sounds may vary significantly.
As a basic example, a percussion sample with fast sequences of transients can
be considered, that one may want to fit for a different tempo than the original one. If
the support of the analysis window is too large, it is possible that a given time-shift
includes several transients. From the analysis point of view, these components
are indivisible, which means that every treatment concerning their analysis frame
applies to them all: in the case of a time-stretch of the original sample, this is
particularly inappropriate, because it makes impossible to situate different transients
independently.
A symmetric basic example is the case where a small analysis window is used
with instruments having close partials: as the frequency resolution of a window
function is directly proportional to the size of its support, in this case the value of a
frequency bin in the analysis may be influenced by different partials. This degrades
the accuracy of spectral processing techniques, like a pitch-shift.
The problem of conceiving TFRs with variable time-frequency resolution is
fundamental for many different domains: analyses with a non-optimal resolution
lead to a blurring, or sometimes even a loss of information about the original signal,
which affects every kind of later treatment. This motivates the research for adaptive
methods, currently conducted in both the signal and the applied mathematics com-
munities: they lead to the possibility of analyses whose resolution locally changes
according to the signal features. Here, some approaches providing a direct applica-
tion to the phase vocoder are considered.
Going back to the previous examples, the size of the window function is shown
to be peculiar for two main reasons: it determines the time precision of the transform,
as well as its frequency resolution, the two being inversely proportional; therefore,
an STFT highly localized in time could not have a high frequency resolution, and
vice versa. A possible strategy to partially overcome this drawback is to consider
analyses with variable window size: a better time or frequency resolution can be
privileged at different time positions within a same sound analysis. This adaptation
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can be made automatically, by the choice of a specific window within a given set,
according to appropriate rules, or measures [RBW10; Liu+10; Bal+11].
The referenced approaches can be interpreted in the context of Gabor frames
theory (see [Grö01] for a complete survey): for all of them, there exist reconstruction
formulas extending the one in equation (3), that provide perfect reconstruction of
the original signal. Moreover, if certain conditions about the density of the analysis
discretization and the windows used are fulfilled, these formulas reduce in a highly
efficient form: that is, the principal computational cost of the related algorithms are
due to the number of FFTs that are performed.
IRCAM’s SuperVP1 library is the only software, to the authors’ knowledge,
allowing the variable-window extension to the standard phase vocoder. A recent
perceptive test (to appear in [Liu+13]), conducted by the authors, has compared
the quality of standard time-stretches of several sound files, to that obtained with
the automatic adaptation of the window size proposed in [Liu+10]: for most of
the sound files, this test has shown a significant increase of the quality given by a
variable adaptive window, in relation to the one achieved by choosing a different
fixed window for each sound file.
The variable-window approach extends the STFT in the direction of a non-
uniform sampling in time: that is, the time index tua in equation (1) (and tus , accor-
dingly) does not vary linearly, but is linked to the window size used at each specific
time location. A symmetric approach, still providing perfect reconstruction of the
original signal with efficient algorithms, consists in extensions of the STFT that
allow non-uniform sampling of the frequency dimension: that is, the STFT bins’
frequencies, ⌦k in equation (1), are not equally spaced, and the modulation of the
analysis window as well as the hop size are frequency-dependent. This approach
allows the design of phase vocoders with arbitrary frequency band selection (see
[EDM12], which generalizes previous works mentioned within the references).
A further step consists in the local adaptation of the STFT resolution depending
on both the time and frequency positions of the coefficients [JT07; Dör11; LBR11]:
with such methods, time or frequency precision of the analysis can be independently
specified, according to the local features of the input sound. Currently, the main
open problems concern two aspects: first, for this case, algorithms providing perfect
reconstruction are in general not efficient. Therefore, to guarantee a low computatio-
nal cost of the global analysis/re-synthesis stage, an approximation error has to be
considered. Moreover, while traditional processing techniques can be extended to
the case of time-adapted window with limited efforts, if a single analysis frame is
obtained by the modulations of different window functions and variable spacing of
the frequency bins, then a global re-definition of the sinusoidal modeling and the
processing within such an extended phase vocoder is needed.
1SuperVP is a library providing an extended phase vocoder; see <http://anasynth.ircam.fr/home/en-
glish/software/SuperVP>.
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3.2 Preserving statistical properties of a sound texture
Being based on sinusoidal models, the phase vocoder does not provide satisfying
results when applied to non-sinusoidal signals, or sound textures like passing cars,
wind blowing, or applauses: these are sounds that are hard to represent with a
sinusoidal model, and are better described by means of statistical descriptors of the
signal spectrum. The perceptual relevance of a number of statistical descriptors for
the recognition of sound textures has recently been shown in [MS11]. These results
are highly interesting for the present topic because they indicate that similar to
the parameters amplitude and frequency, that characterise the perceptually relevant
properties of a sinusoidal component, for noises there exist perceptually relevant
parameters as well. Similar as for sinusoidal components, these statistical descriptors
have to be preserved during time stretching for the texture to remain the same.
These ideas have triggered initial investigations to test the use of these statistical
descriptors in STFT-based signal transformation algorithms. In [LRWS12], some
relevant statistical properties of the time-frequency representation of white noise
have been investigated: an algorithm is proposed, that performs time-stretch of
noise preserving essentially the autocorrelation of the complex signal in the STFT
bins: this is shown to be one of the quantities, that are needed for the result to
be perceived as a noise of the same type. There are only rather few statistical
parameters that are relevant for the perception of white noise, and those can be
preserved relatively easily. But for the more general case of time stretching sound
textures, the appropriate selection of statistical descriptors, as well as the algorithms
that should be used to preserve them, are subject of ongoing research.
4 The phase vocoder in Marco Stroppa’s Zwielicht (1994-
99)
Time-frequency analysis is a natural context for the modeling of time-evolving
spectra, thus in particular for sounds and music. One of the interest of time-frequency
analysis and processing is to establish relations between sounds themselves: a sound
representation makes it easier to define and work with classes of timbre, and to
visualize sound components. Once defined a target sound or effect to realize, such
knowledge is a useful tool for the orientation among the large range of processing and
re-synthesis methods available. Several composers have developed a deep musical
experience of these techniques. Among them, the approach of Marco Stroppa (this
section is based on an interview with the composer, some of his sentences are quoted)
gives a special outlook on the musical potential offered by a complete framework
for sound analysis, manipulation and re-synthesis: “Ho appreso SuperVP come se
fosse uno strumento; ho imparato ad usarlo, e questo mi ha dato la coscienza di cosa
poterci fare”2.
2“I’ve learned SuperVP like an acoustic instrument; I’ve learned how to use it, and this gave me
the knowledge about what I can do with it.”
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In his work Zwielicht (1994-99, for double bass, two percussions, electronics
and 13-D sound projection), most of the electronic material is obtained with Au-
dioSculpt3, in the 1.2 beta 1 version available in 1996, and with the command line
SuperVP when the parameters of the transformation had to vary dynamically.
Zwielichtmeans “between two lights”, and the title refers to sounds staying at the
frontier of the cognitive world of an instrument, without leaving it. The work lasts
35 minutes, and is composed of 13 tracks for a 13-loudspeakers sound projection,
one being hidden above the ceiling. The electronic sounds, which are uniquely
obtained by processing samples of metallic percussions and double bass, are divided
in families that represent cognitive units. Such units refer to the capability of
recognizing that a given sound profile belongs to the same family, even when its
generating event is altered: “Il processo cognitivo si fonda sulle emergent properties,
che risultano dai rapporti tra parametri, oltre che dai valori dei parametri in sé”4.
The sounds that are used are at the frontier of cognition in two senses: on one
side there are those with minimal intensity, so weak sounds that they cannot be heard
a few centimeters away from their source, like a knitting needle gently scrubbing the
edge of a crotale. For those sounds, the recording method is itself a compositional
choice, as different methods can lead to completely distinct results. And still, no
matter which method is adopted, an extreme pre-amplification is needed for the
sound to become audible, introducing a strong noise that has to be processed further.
With a different meaning of frontier, there are events whose production is made
through an unstable process, that are therefore not systematically reproducible,
without being necessarily weak: for example, the harmonic of a cymbal held with
the fingers, and scrubbed with a bow. Such a sound is unstable, and recording is a
way to set it, making it stable.
Some of the treatments conceived by the composer are detailed here, those in
particular where the potential of an advanced phase vocoder is made clear. A first
example is transposition, with or without altering the original duration: it is applied
to the unstable sounds, where the pitch is constant once the fundamental gets stable.
They are transposed in order to have the same profile at desired pitches, as the sound
event itself cannot be mechanically tuned. The composer reports that transposing
at intervals larger than a fourth-fifth did not provide a satisfying quality, with the
SuperVP version available at that time: the advancing concerning the vertical phase
synchronization of the STFT (detailed in section 2.2) as well as the transformation
with spectral envelope preservation (see section 2.1.2) have been introduced later,
and currently allow transpositions that sound natural even at larger intervals.
Another example shows how the composer adapted his musical ideas to a special
feature of SuperVP, in order to find their most suitable realization. This feature
implements a spectral binary mask, that is a particular filter bank made of alternating
3AudioSculpt is a software for viewing, analysis and processing of sounds, based on the SuperVP
library; see <http://anasynth.ircam.fr/home/english/software/audiosculpt>.
4“The cognitive process is based on the emergent properties, that issue from the relations between
parameters, and also on the parameters’ values themselves”.
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band-pass and band-stop filters with an almost vertical slope. After specifying
whether the first band is stopped or passed, a simple list of frequencies defines
the borders of successive bands. In one case, the composer chose to compute
narrow pass-bands centered around the spectral components of a given fundamental
frequency. When this filter is applied to sounds with the same fundamental frequency,
it highlights their spectral characteristics, thus producing a sort of noise reduction.
However, when it is applied to sounds with a different fundamental frequency, the
filter bank tends to fall on low-energy parts of the spectrum, outside of the main
peaks. In this case, the floating-point precision of SuperVP allows to normalize the
result, in order to make it audible without loosing sound quality. One has a sort of
“hollow” shadow of the original sound. This process was also used dynamically: the
frequencies of a filter bank are interpolated over time, according to data specified
in a text file written by the composer and passed to SuperVP as an argument. The
only limitation is that the overall amount of bands and the nature of the first band
cannot change during one process. When applied to a sound with a single pitch, this
allows to explore its spectral contents and to cross regions of different amplitude,
thus generating a lively spectral glissando effect with amplitude swells.
A last treatment, which is detailed here, is based on the principle of altering
the internal rhythm of a sound, imposed on it through the recording technique: for
instance, a triangle hung up with wrapped support, which is hit, then released and
sampled while it unwraps, obtaining a slowed down flanger effect. This sound has
been reversed, to realize an accelerando and a crescendo, then transposed 6 times,
changing the duration too, so that the transposition interval and the rhythm are
correlated. The result has finally been synchronized with a temporal pivot [DS90],
in order to temporally align the climax of the crescendo.
Stroppa reports that, when using treatments based on the phase vocoder, “appren-
distato e composizione sono due fasi diverse”5: the instrument exploration stage,
in relation with the sound material, needs ergonomic interfaces, and the possibility
to listen quickly to the results of the processing. But those needs may reduce the
results’ quality, since the parameters for analysis and processing are set in order to
give priority to the computational speed. In the following stage of composition, once
the treatments have been selected, priority has to be given to the highest expressive
power of processing, and precision in following the changes of parameters that vary
dynamically. In this sense, his choice for the appropriate software for his work is
driven by two criteria: quality first, but also the possibility to control the engine
dynamically, according to the score he conceived, and evaluating its results.
5“Training and composition are two different stages”.
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