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Resumen En la teor´ıa de cambio de creencias, uno de los problemas
claves es la implementacio´n computacional en cuanto a operaciones de
contraccio´n mu´ltiple en bases de creencias. Algunas aproximaciones pue-
den basarse en construcciones de tipo kernel o en construcciones de tipo
partial meet. En este paper, pretendemos resolver este problema median-
te el estudio de algoritmos para aplicar estas construcciones en cla´usulas
Horn. Las semejanzas observadas entre estos algoritmos sugiere que esta´n
sensiblemente relacionados. Mostramos su funcionalidad con ejemplos
para el ca´lculo de los conjuntos de restos (remainder set) y los conjuntos
kernel (kernel set) con cla´usulas Horn. La ventaja de elegir cla´usulas de
Horn es que su estructura simple y propiedades u´nicas se pueden utilizar
para mejorar la eficiencia del algoritmo.




Para implementar las operaciones de cambio, normalmente es necesario re-
presentar el conocimiento mediante bases de creencias puesto que si contamos
con un lenguaje (al menos proposicional) lo suficientemente declarativo, no es
posible tratar con conjuntos clausurados. Sabemos que el modelo AGM asume
una lo´gica subyacente que es al menos tan expresiva como la lo´gica proposicio-
nal. Debido a este supuesto, esta teor´ıa no puede ser aplicada a los sistemas con
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lo´gicas subyacentes declarativamente ma´s ricas que la lo´gica proposicional (e.g.,
los sistemas de Inteligencia Artificial). Como muchos sistemas operan bajo lo´gi-
cas no cla´sicas, el marco AGM no puede ser directamente aplicado a los mismo
y, por ello, se impone la necesidad de estudiar la adaptacio´n del marco AGM a
estas lo´gicas no cla´sicas. Diversas investigaciones estudiaron las operaciones de
cambio introducidas en AGM, pero no necesariamente bajo lo´gica proposicional,
y entre ellas se destacan las lo´gicas Horn.
El problema de calcular todos los conjuntos ya sea maximales o minimales que
no impliquen o impliquen respectivamente a un conjunto de fo´rmulas arbitrarias
es muy complejo. En este trabajo, elegimos cla´usulas de Horn, un subconjunto
especial de lenguaje de primer orden como objetivo de la investigacio´n. Una
cla´usula de Horn es una sentencia del lenguaje de primer orden de la forma:¬a1 ∨ ...∨¬an ∨ b o ¬a1 ∨ ...∨¬an, donde a1, ..., an, b son sentencias ato´micas. La
ventaja de elegir cla´usulas de Horn es que su estructura simple y propiedades
u´nicas se pueden utilizar para mejorar la eficiencia del algoritmo. Y puesto que
la cla´usula Horn es la base del lenguaje PROLOG, las bases de conocimientos
escrito en PROLOG puede ser visto como un conjunto de cla´usulas de Horn, por
lo que es posible utilizar un algoritmo para calcular una contraccio´n en la base
y mantener la consistencia en la misma.
1.2. Extensio´n de Contraccio´n de Creencias Horn de Una Sentencia
a Mu´ltiples Sentencias
Por cuestiones de espacio en este paper, obviaremos aspectos teo´ricos rela-
cionados a operaciones de contraccio´n de creencias Horn de una sentencias para
enfocarnos en las contracciones de sentencias mu´ltiples. Para ampliar su lectura
sugerimos considerar la publicacio´n [7].
En cuanto a una representacio´n de resultados para el tipo de contraccio´n
mu´ltiple denominada package contraction bajo lo´gicas Horn, existen diversas
maneras en que la contraccio´n Horn (simple y mu´ltiple) se diferencia de la
contraccio´n AGM. Una de ellas es la ausencia del postulado de recovery. Es-
to podr´ıa deberse a que, al menos para cla´usulas Horn, el postulado recovery
resulta inapropiado. Otra manera, es que en la contraccio´n Horn, el resultado
de la misma puede ser definido mediante un conjunto de restos. Otra diferencia
es que con cla´usulas Horn uno tiene dos clases de operadores de contraccio´n:
entailment-based contraction (e-contraction) e inconsistency-based contraction(i-contraction).
1.3. Preliminares
Consideramos un lenguaje proposicional L, sobre un conjunto de literales
P = {p, q, . . .}, con sema´nticas de un modelo teo´rico esta´ndar. Los caracteres
griegos en minu´sculas ϕ,ψ, . . . denotan fo´rmulas y los caracteres en mayu´sculas
X,Y, . . . denotan conjuntos de fo´rmulas. Una cla´usula Horn es una cla´usula con
a lo sumo un literal positivo. Una fo´rmula Horn es una conjuncio´n de cla´usulas
Horn. Una teor´ıa Horn es un conjunto de fo´rmulas Horn. El lenguaje Horn
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LH es una restriccio´n de L para fo´rmulas Horn. La lo´gica Horn obtenida deLH tiene la misma sema´ntica que la lo´gica proposicional obtenida de L, pero
restringida para fo´rmulas Horn y sus derivables. La consecuencia lo´gica cla´sica y
su equivalencia lo´gica se denota por ⊢ y ≡ respectivamente. Cn es el operador de
consecuencia tal que Cn(X) = {ϕ ∣ X ⊢ ϕ}. La consecuencia lo´gica bajo lo´gica
Horn se denota por ⊢H y as´ı el operador de consecuencia CnH bajo lo´gica Horn
es tal que CnH(X) = {ϕ ∣X ⊢H ϕ}. Los conjuntos clausurados se representara´n
mediante letras en negrita. Por ejemplo, si K es un conjunto de creencias entonces
K = Cn(K).
Este paper esta´ organizado de la siguiente manera: en la Seccio´n 2 se presen-
tan dos modelos ba´sicos de construccio´n de contracciones mu´ltiples, los que han
motivado esta investigacio´n. En las secciones 3 y 4 presentamos lo que constituye
las contribuciones de este art´ıculo: un algoritmo y su heur´ıstica para encontrar
un elemento del kernel; la definicio´n de un corte minimal y presentamos el algo-
ritmo de Reiter; y la presentacio´n de los algoritmos para encontrar los conjuntos
kernel y de restos respectivamente. Estos algoritmos esta´n claramente relaciona-
dos uno con otro. Finalmente, en la u´ltima seccio´n presentamos las conclusiones
y trabajos futuros.
2. Modelos de Construccio´n de Contraccio´n Mu´ltiple
2.1. Partial Meet Multiple Contraction
Teniendo en mente los conceptos ba´sicos de funciones partial meet contrac-
tion referido a una u´nica sentencia [1], presentaremos los conceptos fundamen-
tales de las partial meet multiple contractions.
Definicio´n 1 [5] [4] Dado un conjunto de creencias K y un conjunto de sen-
tencias B, segu´n la definicio´n indicada anteriormente, los restos remainders de
K por B son los subconjuntos maximales de K que no implican algu´n elemento
de B. Adema´s, el conjunto formado por todos los restos remainders (de K por
B) es el conjunto de restos de K por B y es denotado por K ⊥ B.
Definicio´n 2 [5] [4] Sea K un conjunto de creencia, B un conjunto de senten-
cias y K ⊥ B el conjunto de restos de K con respecto a B. Una package selection
function para K es una funcio´n γ tal que para todos los conjuntos de sentencias
B:
1. Si K ⊥ B es no-vac´ıo, entonces γ(K ⊥ B) es un subconjunto no vac´ıo de
K ⊥ B, y
2. Si K ⊥ B es vac´ıo, entonces γ(K ⊥ B) = {K}.
Entonces, la definicio´n de partial meet multiple contraction producto de la gene-
ralizacio´n de partial meet contraction para el caso de contracciones por conjuntos
de sentencias es:
Definicio´n 3 (Partial meet multiple contraction [5] [4] Sea K un con-
junto de sentencias y sea γ una package selection function para K. La partial
meet multiple contraction de K generada por γ es la operacio´n ÷γ tal que para
cualquier conjunto de sentencias de B:
K ÷γ B =⋂γ(K ⊥ B)
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Una multiple contraction function ÷ de K es una partial meet multiple con-
traction si y solamente si existe alguna package selection function γ tal que
K ÷B = K ÷γ B para cualquier conjunto de sentencias B.
Las definiciones de los dos casos l´ımites particulares de partial meet contrac-
tions son:
Definicio´n 4 Sea K un conjunto de creencias.
1. Una multiple contraction function ÷ en K es una maxichoice multiple con-
traction si y solamente si es una partial meet multiple contraction generado
por un package selection function γ tal que para todos los conjuntos B, el
conjunto γ(K ⊥ B) tiene exactamente un elemento.
2. La full meet multiple contraction en K es el partial meet multiple contraction≑ que es generado por la package selection function γ tal que para todos los
conjuntos B, si K ⊥ B es no-vac´ıo, entonces γ(K ⊥ B) = K ⊥ B, i.e., la
multiple full meet contraction ≑ es la operacio´n de contraccio´n en K definido
por:
K ≑B = {⋂K ⊥ B si B⋂Cn(∅) = ∅
K en caso contrario
para cualquier conjunto B.
2.2. Kernel Multiple Contraction
Se presenta a continuacio´n la definicio´n de contraccio´n mu´ltiple kernel que
resulta ser una generalizacio´n de la operacio´n de contraccio´n kernel para una sola
sentencia, pero que se refiere para contracciones por conjuntos de sentencias.
Definicio´n 5 [3] Sea A y B dos conjuntos de sentencias. El package kernel set
de A con respecto a B, denotado A upmodels B es el conjunto tal que X ∈ A upmodels B si y
solamente si:
1. X ⊆ A.
2. B ∩Cn(X) ≠ ∅.
3. Si Y ⊂X, entonces B ∩Cn(Y ) = ∅.
Esta definicio´n es ma´s general, pues A no necesariamente es un conjunto de
creencias. La definicio´n de package incision function para un conjunto A, que
resulta en una funcio´n que selecciona al menos un elemento de cada uno de los
conjuntos en A upmodels B, para cualquier conjunto B.
Definicio´n 6 [3] Una funcio´n σ es una funcio´n de incisio´n para A si y sola-
mente si, para cualquier B:
1. σ(A upmodels B) ⊆ ⋃A upmodels B.
2. Si ∅ ≠X ∈ A upmodels B, entonces X ∩ σ(A upmodels B) ≠ ∅.
Definicio´n 7 (Kernel Multiple Contraction [3]) Sea σ una incision fun-
ction para A. La kernel multiple contraction ≈σ para A basado en σ esta´ definida
como sigue:
A ≈σ B = A/σ(A upmodels B).
Una multiple contraction function ÷ para A es una kernel multiple contraction
si y solamente si existe alguna package incision fuction σ para A tal que A÷B =
A ≈σ B para cualquier B.
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3. Perspectiva Computacional para Contracciones
Mu´ltiples de Creencias Mediante Conjuntos Kernel
En la teor´ıa de cambio de creencias, el ca´lculo de los conjuntos de restos
(remainder sets) y los conjuntos kernel (kernel sets) para las operaciones de
contraccio´n (con respecto a una o mu´ltiples sentencias como entrada) resulta
ser un problema clave. En esta investigacio´n, tratamos este problema mediante
el estudio de algoritmos que calculan las contracciones mu´ltiples para cla´usulas
Horn de una base de creencias. Estos algoritmos son adaptaciones de algoritmos
bien conocidos en el campo de la Inteligencia Artificial.
Los algoritmos para encontrar los conjuntos de restos y kernel esta´n muy re-
lacionados. Es posible demostrar que dado uno de ellos, es posible derivar el otro
algoritmo sin ma´s debido a su inferencia teo´rica. Esta relacio´n entre conjuntos
de restos y kernel fue ampliamente estudiada por Falappa [2]. Adema´s de esta
estrecha relacio´n, el conjunto de restos normalmente depende exponencialmente
de la cantidad de elementos de la base de creencias, mientras que el conjunto
de kernels depende polinomialmente de la cantidad de elementos de la base de
creencias.
En los trabajos que anteceden a esta investigacio´n [7], se considero´ el cambio
de creencias bajo una lo´gica ma´s restringida que la lo´gica proposicional cla´sica
del marco AGM como es la lo´gica Horn. Tuvimos que examinar diversos resul-
tados existente en el a´rea, todos ellos referente al estudio de cambio de creencias
bajo lo´gica Horn de las operaciones de contraccio´n con respecto de una sola sen-
tencia. De esta manera, pudimos generalizar algunos modelos para los casos de
contraccio´n mu´ltiple bajo lo´gica Horn. Partiendo de esta base, nuestro primer
paso consistira´ en plantear meto´dicamente el procedimiento computacional para
una operacio´n mu´ltiple de tipo kernel.
3.1. Ca´lculo de los Φ-kernels
Para obtener los Φ-kernel recurrimos a un lenguaje de programacio´n en lo´gi-
ca como PROLOG. Una de las grandes ventajas que proporciona PROLOG es
la facilidad de definir metainte´rpretes. Los metainte´rpretes de PROLOG son
inte´rpretes de PROLOG escritos en lenguaje PROLOG. A continuacio´n, se pre-
senta parte del co´digo en PROLOG del sistema desarrollado donde se observa
el metainte´rprete que obtiene los a´rboles de prueba de la consulta Φ (un con-
junto de cla´usulas Horn de entrada). La generalizacio´n de este metainte´rprete
mediante el predicado de segundo orden del lenguaje PROLOG (setof) permite
obtener todas las pruebas de la consulta Φ.
Metainte´rprete Obtener-Kernel
Hallar un subconj. A de K tal que A ⊢ Φ
Sea φ ∈ Φ
obtener-kernel-bd :- empezar, nl, tab(5), write(’Ingrese φ ∈ Φ kb1(?)): ’),
read(J), nl,
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setof(L,solve(J,L),CON), nl, nl, write(’- Los Conjuntos Kernels φ son: ’), nl, nl,
lista1(CON).
empezar :- write(’Base de Conocimientos: ’), read(BC), consult(BC), !,
nl, nl.
empezar :- nl, tab(10), write(’ERROR: Base de Conocimientos no encontrada’), nl.









solve((A,B),L):- !, solve(A,LA), solve(B,LB), conc(LA,LB,L).
solve(A, (A:-builtin)):- builtin(A) , !, A.
solve(A,[A:-B ∣ L]):- clause(A, B), solve(B,L).
conc([X ∣ Xs],Ys,[X ∣ Zs]):- conc(Xs,Ys,Zs).
conc([ ],X,X).
lista1([ ]).
lista1([H ∣ T]):- tab(5), write(H), lista1(T).
Probar que A ⊢ Φ es equivalente a demostrar que A∪ {¬Φ} ⊢ , siempre que
la derivacio´n no genere ramas infinitas.
Por u´ltimo, para encontrar el conjunto de los conjuntos kernel K upmodels Φ el sis-
tema ejecuta una iteracio´n del tipo for φ ∈ Φ, convocando a la funcio´n obtener-
kernel-bd y almacenando al final de cada iteracio´n la lista1 en una listaGe-
neral que contendra´ todos los conjuntos kernel obtenidos en cada iteracio´n a
trave´s de lista1.
Observacio´n: la lista listaGeneral estara´ compuesta de las sublistas lista1
(obtenidas en cada iteracio´n).
3.2. Los cortes minimales
El metainte´rprete Obtener-Kernel es usado para obtener todos los kernel.
Ahora, para determinar los cortes minimales podemos usar una idea presentada
por Wassermann en [8] que esta´ basado en el algoritmo de Reiter [6]. El algoritmo
Reiter encuentra todos los cortes minimales de un conjunto.
Definicio´n 8 Corte Minimal Un corte para un conjunto de conjuntos K es un
conjunto K que intersecta cada conjunto en el conjunto K. Un corte C es mi-
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nimal si y solo si no hay un corte C ′ adecuadamente contenida en C i.e., si
C ′ ⊂ C, entonces C ′ no es un corte para K.
3.3. Ca´lculo de los Cortes Minimales
Por cuestio´n de espacio en el presente trabajo, solamente presentaremos el
algoritmo (procedimiental) la que resulta una versio´n simplificada del algoritmo
mencionado.
El algoritmo empieza extrayendo un elemento de listaGeneral que contiene
todos los subconjuntos kernel obtenidos mediante el metainte´rprete Obtener-
Kernel presentado en la seccio´n anterior. En cada iteracio´n obtenemos un corte
almacenado en la variable Cort.
Algoritmo que calcula los cortes minimales
1. Encontrar los cortes K upmodels Φ
2. for elemento1 (una sublista) ∈ listaGeneral
3. do Cort← ∅
4. pila← pila vac´ıa
5. for elemento ∈ elemento1 (una sublista)
6. S ← elemento
7. for s ∈ S
8. do insertar {s} en la parte superior de la pila
9. while pila no este´ vac´ıa
10. do V n← u´ltimo elemento de la pila
11. eliminar u´ltimo elemento de la pila
12. if ∃C ∈ Cort tal que C ⊆ V n
13. then continuar
14. else if ∃S ∈ elemento1 tal que V n ∩ S = ∅
15. then for s ∈ S
16. do insertar V n ∪ {s} en la parte superior de la pila
17. else
18. Cort← Cort ∪ {V n}
19. return Cort
La variable V n es un corte minimal del kernel y recibe un elemento de la
pila. Si hay algu´n corte que contiene V n, entonces V n no es minimal y V n es
descartado. De lo contrario, el algoritmo controla si hay algu´n elemento de la
sublista elemento1 que no intersecta con V n. Si no hay ninguno, entonces V n
es un corte minimal y es agregado al conjunto Cort de cortes minimales. De lo
contrario, por cada elemento s del conjunto que no intersecta con V n tenemos
que V n ∪ {s} es un potencial corte minimal de elemento1. Cada V n ∪ {s} es
agregado a la pila a fin de ser verificado en la siguiente iteracio´n. Al final de este
proceso, Cort contiene todos los cortes minimales de listaGeneral.
Presentamos un algoritmo que ha sido bien estudiado y aplicado en lenguaje
de programacio´n lo´gica (PROLOG). No vamos a entrar en los detalles de este
algoritmo aqu´ı. Sin embargo, dado que la consistencia es indecidible en cla´usulas
de Horn, proponemos un algoritmo interactivo para calcular los subconjuntos
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minimales del kernel. El algoritmo registra a todos los candidatos para formar
parte del conjunto kernel, as´ı tambie´n, queda abierta la posibilidad a que el
usuario tome la decisio´n de descartar a algunos.
El algoritmo presentado aqu´ı cumple las siguientes propiedades:
la obtencio´n de los cortes minimales permiten garantizar la consistencia del
conjunto de cla´usulas Horn (K). Es decir, el algoritmo realiza el control
usando el me´todo de SLD-refutacio´n en el conjunto de cla´usulas Horn,
el algoritmo define un mecanismo de seleccio´n que determina que sentencias
(φ-kernel) considerar y cuales no, as´ı tambie´n, su criterio de preferencia
(sinta´ctico),
Una de las caracter´ısticas de este proceso, es que trabaja directamente sobre
el motor de inferencia de PROLOG. Este me´todo selecciona la submeta de
ma´s a la izquierda y utiliza como regla de bu´squeda la primer cla´usula cuya
cabeza unifica con la submeta a resolver (resolucio´n-SLD).
Estos algoritmos definen la operacio´n del ca´lculo del conjunto kernel sobre
una base de creencias a partir de sentencias simples. Es decir, las senten-
cias que se consideran sera´n restringidas a a´tomos sin variables libres y a
conjunciones de e´stos,
Debido al lenguaje considerado y sus mecanismos de uso (SLD-Refutacio´n
o SLD-Resolucio´n), no es posible generar informacio´n falsa. Es decir, que
tendremos siempre una BC consistente y, los procedimientos posibles de una
BC sera´n u´nicamente a partir de literales positivos (a´tomos).
4. Perspectiva Computacional para Contracciones
Mu´ltiples de Creencias Mediante Conjuntos de Restos
Para encontrar el conjunto de restos, necesitamos invertir el procedimiento
presentado en la seccio´n anterior. Para encontrar un elemento de resto (remain-
der) sumamos elementos de K a un conjunto A verificamos si Φ no es todav´ıa
consecuencia. La siguiente definicio´n sera´ u´til en nuestro procedimiento.
Definicio´n 9 Un conjunto Φ es una tautolog´ıa si y solo si para ∀ψ ∈ Ψ decimos
que, para cada valuacio´n ψ hay un ϕ ∈ Φ, tal que ψ ⊢ ϕ.
Se puede verificar que KΦ = ∅ si y solo si Φ es una tautolog´ıa.
Aqu´ı tambie´n, recurrimos a un metainte´rprete Obtener-Restos de PRO-
LOG para hallar los conjuntos de restos.
Probar que A ⊬ Φ es equivalente a demostrar que A ∪ {Φ} ⊢ ⊺, siempre que
la derivacio´n no genere ramas infinitas. Por u´ltimo, el procedimiento tambie´n
puede generalizarse mediante un mecanismo de negacio´n por falla de PROLOG,
obteniento TODOS los restos.
Para encontrar los otros elementos del conjunto de restos remainder set usa-
remos una adaptacio´n del algoritmo de Reiter (considerado para el ca´lculo del
Kernel en la seccio´n anterior). En este caso, el procedimiento para encontrar el
conjunto de restos es muy similar al procedimiento del algoritmo para encontrar
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el kernel. V n es ahora un posible corte en el conjunto {K/Y ∶ Y ∈KΦ}. En cada
iteracio´n si V n no es un corte, entonces el algoritmo encuentra los elementos de
KΦ que incluyen V n.
4.1. Ca´lculo de los Cortes Maximales
Resulta evidente la similitud de sus procedimientos. Podemos decir, que intui-
tivamente cada uno de estos procedimientos es la inversa del otro. La existencia
de una relacio´n formal entre ellos fue estudiado por Falappa [2]. Sin embargo, en
ese trabajo, ellos centran su atencio´n en la relacio´n entre la funcio´n de incisio´n y
la funcio´n de seleccio´n. Por u´ltimo, aqu´ı nos referimos a la relacio´n formal entre
conjunto de restos remainder set y kernel solamente.
Algoritmo que calcula los cortes maximales
1. Encontrar los cortes de KΦ
2. for elemento1 (una sublista) ∈ listaGeneral
3. do Cort← ∅
4. pila← pila vac´ıa
5. for elemento ∈ elemento1 (una sublista)
6. S ← elemento
7. for s ∈K/S
8. do insertar {s} en la parte superior de la pila
9. while pila no este´ vac´ıa
10. do V n← u´ltimo elemento de la pila
11. eliminar u´ltimo elemento de la pila
12. if ∃C ∈ Cort tal que C ⊆ V n
13. then continuar
14. else if ∃S ∈ elemento1 tal que V n ∩ S = ∅
15. then for s ∈K/S
16. do insertar V n ∪ {s} en la parte superior de la pila
17. else
18. Cort← Cort ∪ {V n}
19. return Cort
Ma´s alla´ de la intuitiva relacio´n entre las contracciones kernel y partial meet,
en ciertos casos es mucho ma´s ra´pido calcular el kernel, como as´ı tambie´n, hay
casos en que es ma´s ra´pido el ca´lculo del conjunto de restos con respecto al
ca´lculo del kernel.
5. Conclusio´n y Trabajos Futuros
Traducir al terreno computacional los procedimientos de la construccio´n de
la revisio´n y la contraccio´n mu´ltiple de una base donde se determina el kernel y
el conjunto de restos, es muy complejo y dif´ıcil. En este paper, hemos propuesto
algoritmos (porque no interactivos!) para encontrar tanto el kernel como el con-
junto de restos de una base de la creencia como entrada. Estos algoritmos son
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adaptaciones de algoritmos usados en otros campos de la inteligencia artificial,
tales como, la depuracio´n ontolo´gica y el diagno´stico [6]. Para profundizar ma´s
su lectura acerca de estos algoritmos y su aplicacio´n en la contraccio´n mu´ltiple
de base de la creencia se sugiere [8].
Los algoritmos hacen uso de todo el potencial de la programacio´n lo´gica (el
uso de la lo´gica matema´tica para la programacio´n). Esto hace que nuestros al-
goritmos sean fa´ciles de integrar con PROLOG y de esta manera proporcionar
la capacidad de mantener la consistencia de la base de conocimientos escrito
en PROLOG. Sin embargo, hay que sen˜alar que los algoritmos tiene sus limi-
taciones. Debido a la indecisio´n de la consistencia, por lo que es posible que
se requiera la intervencio´n del usuario en caso de que las cla´usulas de Horn
contengan variables.
Tambie´n, mostramos como los algoritmos para encontrar el kernel y el con-
junto de restos esta´n estrechamente relacionados. Es decir, que dado uno el otro
puede ser derivado de e´l. La relacio´n entre la kernel contraction y la partial meet
contraction fue primeramente estudiado en [2].
Para futuros trabajos, vamos a considerar el problema de calcular las res-
tantes operaciones de contraccio´n mu´ltiples con cla´usulas Horn. Otro problema
interesante, ser´ıa determinar en que subconjuntos de un lenguaje de primer orden
podemos calcular las contracciones mu´ltiples de forma totalmente automa´tica,
y agregado a esto, estudiar la complejidad computacional del problema en estos
casos.
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