Abstract-This work focuses on enabling multiple UAVs to flock together in order to distribute and collectively perform a given sensing task. Flocking is performed in a leader-follower fashion, and the leader is assumed to already have an effective control policy for the particular task. The UAVs are small fixedwing aircraft cruising at a constant speed and fixed altitude, but experience stochasticity in their dynamics. Accordingly, the control problem for each follower is addressed in the context of stochastic optimal control, wherein the cost is a function of distance and heading with respect to the leader. The problem is solved offline via dynamic programming to minimize the expected cost over a finite horizon and generate a receding horizon optimal control policy. This flocking algorithm was successfully applied in the field, where three camera-equipped UAVs flocked together to perform vision-based target tracking. The experimental results verify the efficacy of the approach and show the benefits of flocking with multiple UAVs to distribute sensing tasks, which include a dramatic reduction in overall sensing error and robustness to individual sensor faults.
I. INTRODUCTION
In recent years, unmanned aerial vehicles (UAVs) have enhanced the performance of remote sensing tasks such as surveillance, search and rescue, mapping, and real-time monitoring. The UAVs considered in this work are small fixed-wing aircraft that fly at a fixed altitude and constant airspeed, and they are equipped with a global positioning system (GPS), an inertial navigation system (INS), and a sensor payload suited to the given mission. Having several such UAVs perform a mission as a unified group is often preferred to using a single large UAV, as it is less costly and operationally burdensome. Therefore, the purpose of flocking is to overcome the technological limitations imposed by embedded hardware on a small airframe by distributing the sensing and computational tasks amongst flock members. As information is shared and combined within the group, flocking improves the overall performance of the mission and adds robustness to individual sensor faults. In this work, a flock (or swarm) is regarded as a tight, collision-free formation of UAVs that have a common velocity vector, which is similar to the description in [1] .
Perhaps the most well known biologically inspired model for flocking is the Boids algorithm developed by Craig
Research supported by the Institute for Collaborative Biotechnologies through grant W911NF-09-0001 from the U.S. Army Research Office. The content of the information does not necessarily reflect the position or the policy of the Government, and no official endorsement should be inferred.
Steven A. P. Quintero and João P. Hespanha, Department of Electrical and Computer Engineering, University of California, Santa Barbara, CA 93106-9560, USA, {quintero, hespanha}@ece.ucsb.edu.
Gaemus E. Collins, Toyon Research Corporation, 6800 Cortona Dr., Goleta, CA 93111, USA Reynolds in 1987 for creating computer animations of flocks of birds [2] . In the distributed Boids algorithm, each agent separates itself from its nearby neighbors, aligns itself with the average heading of these same neighbors, and lastly, steers toward the average position of the nearby neighbors for cohesion. Inspiration from Reynolds and advancements in mobile robot technologies have led to a significant amount of work designing distributed control laws to enable mobile robots to flock together. Tanner et al. present control laws that guarantee asymptotic flocking for multiple agents having double integrator dynamics under the assumption that the proximity-based graph representing the network topology remains connected at all times [1] . By also working with agents having double integrator dynamics, Olfati-Saber provides and analyzes several distributed control algorithms for flocking [3] , one of which prevents flock fragmentation while another enables the flock to split and rejoin to avoid obstacles.
Other works have considered a relaxed objective for flocking where N nonholonomic agents moving at unit speed only need to align their velocity vectors. Moshtagh and Jadbabaie develop distributed control laws in [4] that enable a group of such agents to align their headings, so long as the proximitybased graph representing the network topology is connected. Similarly, Paley and Peterson assume an all-to-all communication topology and develop distributed control laws in [5] that synchronize the group's collective motion, i.e., align the agent headings, in a known flowfield, e.g., constantvelocity wind. While these two works consider unit-speed nonholonomic vehicles with first-order rotational (heading) dynamics, Mellish and Paley expand upon the work in [5] by using backstepping techniques to synchronize the collective motion of unit-speed nonholonomic vehicles with secondorder rotational dynamics in a uniform flowfield [6] .
While the works considered thus far have provided distributed control laws that guarantee stable flocking under certain assumptions, none have demonstrated the algorithms with actual hardware. However, Hauert et al. have successfully demonstrated Reynolds flocking with 10 fixed-wing UAVs in the field [7] . Nonetheless, the primary goal of flocking controllers has generally been to have the group simply migrate together. Moreover, while the commonly stated power of flocking lies in the group's ability to distribute communication, sensing, and computational tasks amongst flock members [7] , little work has been done to demonstrate its effectiveness at achieving this in practical applications.
We highlight two main contributions of this work. The first is the development of a novel flocking algorithm, wherein we have assumed a leader-follower network topology and a preexisting control policy for the leader suited to the particular mission. Our focus is on the follower's control policy, and we develop a stochastic kinematic model for the UAVs and a cost function that facilitates flocking. We refer to the problem of generating the follower's control policy as the stochastic optimal flocking problem. This is a stochastic optimal control problem whose solution is an optimal control policy that facilitates flocking among mobile agents with arbitrary dynamics.
The second contribution of the work is a successful field test demonstration of three camera-equipped UAVs flocking to perform the rather demanding sensing task of vision-based target tracking. The objective is to have each UAV keep an unpredictable ground vehicle in the camera's limited sensing region and simultaneously maintain proximity to the vehicle. We assume the leader utilizes a control law that is reasonably effective at achieving this objective so that the followers can inherit this ability by flocking with the leader. In addition, by distributing the sensing task across multiple UAVs, the group dramatically reduces joint target localization error and adds robustness against a single agent losing sight of the target. Field test data illustrate these benefits.
The paper is organized as follows. In Section II, we introduce the overall control approach for a follower and discuss the stochastic kinematic model for a UAV, the cost function for flocking, and the dynamic programming solution. In Section III, we first provide the details of the target tracking application, which include the metric used to judge mission performance, the UAV test platform and its sensing limitations, and the nature of the leader's control policy. Secondly, we provide the experimental details and flight test results. Conclusions and directions for future work are discussed in Section IV.
II. CONTROL POLICY FOR FLOCKING
For the purpose of designing effective flocking algorithms, we first develop an empirical characterization of the stochastic UAV dynamics that encompasses the reality of aircraft dynamics. Since the flock has a particular mission other than migration, there is a flock leader that is assumed to already have a control policy suited to the mission, which is known to the entire flock. Furthermore, the leader broadcasts its state (and other relevant mission information) to the remaining flock members, which we call followers.
Next, we present the stochastic optimal flocking problem for the follower, which is a stochastic optimal control problem wherein the cost is a function of distance and heading with respect to the leader. We use dynamic programming to minimize the expected cost over a moderate planning horizon and generate the optimal control policy, which is the same for each follower. In this manner the followers have no regard for one another, yet this is suitable for the target tracking application whose main requirement for any followers is that they remain close to the leader. In practice, the aircraft are flown at different altitudes to deconflict them. Nevertheless, one could add additional terms to the cost function to facilitate desired flock geometries.
A. UAV Dynamics
While the majority of work on UAV flocking control uses continuous time motion models, this work treats the flocking problem in discrete time. In particular, we assume that each UAV has an autopilot that regulates commanded roll angle, pitch, airspeed, and altitude via internal feedback loops, typically using Proportional-Integral-Derivative (PID) control. Once every two seconds, the roll-angle setpoint r is updated according to the control policy to achieve flocking.
In practice, UAVs are subject to environmental disturbances, such as wind gusts, that introduce stochasticity into the dynamics. Although a real UAV's kinematics are most accurately captured by a 6 degree of freedom (DoF) aircraft model, we opt for a 4-state stochastic model of the kinematics, in which stochasticity accounts for the effects of both unmodeled dynamics (arising from the reduced 4th order model) and environmental disturbances.
In the aircraft model, we assume it flies at a nominal airspeed s and at a fixed altitude. The UAV's planar position px, yq P R 2 and heading ψ P S 1 are measured in a local EastNorth-Up (ENU) earth coordinate frame while its roll angle φ P S 1 is measured in a local North-East-Down (NED) body frame. In the latter coordinate frame, the x-axis points out of the nose, the y-axis points out of the right wing, and the z-axis completes the right-handed coordinate frame. Hence, we define the UAV state as ξ -px, y, ψ, φq.
We assume the UAV's state evolves stochastically according to a Markov Decision Process, where the probability of transitioning from the current state ξ to the next state ξ 1 under the roll command r is given by the state transition probability function p a pξ 1 | ξ, rq. Rather than deriving an explicit formula for this state transition probability, we develop an empirical characterization of the UAV kinematics that will allow us to draw random samples ξ 1 i , i P t1, . . . , N p u, from this conditional probability density function. This ability to sample the state transition probability will suffice to effectively approximate the dynamic programming solution.
To develop our stochastic discrete-time kinematic model, we begin with a deterministic continuous-time model, which is given by
where α g is the acceleration due to gravity. The function f pφ, rq defines the roll dynamics, and could be, for example, f pφ, rq =´α φ pφ´rq with α φ ą 0. However, we will actually use a much more detailed model for the roll dynamics.
To generate a discrete-time model, we will apply a 2-second zero-order hold (ZOH) to (1), where the roll command r belongs to the set
Denoting the roll command over the next ZOH period by r 1 , we also stipulate that r 1 P U prq, where
is the roll-angle action space. This allows roll commands to change by at most 10˝and avoids sharp changes in roll that would be detrimental to image processing algorithms in the target tracking task [8] .
Rather than considering a simple kinematic model with first order roll dynamics for f pφ, rq in (1), we sampled roll trajectories over the 2-second ZOH period using Monte Carlo simulations from the high-fidelity flight simulator Aviones [9] , which utilizes a 6-DoF aircraft model. In particular, we held constant a given roll setpoint r P C over the 2-second ZOH period and then randomly select a new roll setpoint r 1 P U prq, where all elements of the roll action space U prq occur with equal probability. Through this process, we collected families of roll trajectories for which, once every 2 seconds, the roll command increased by 10˝, decreased by 10˝, or remained constant. Corresponding to each of these roll trajectory families are the collections of reference tracking error trajectories tê i pτ qu, tě i pτ qu, and tē i pτ qu, respectively, where τ P r0, 2s. Figure 1 shows a collection of reference tracking error trajectories, tě i pτ qu, τ P r0, 2s, over the 2-second ZOH period for N p " 100 decreases of 10˝in the roll-angle setpoint.
The collection of these Monte Carlos simulations provides us with a large sample of roll-angle trajectories. For example, to generate a sample roll trajectoryφ i pτ, rq, τ P r0, 2s corresponding to a 10˝decrease in the roll setpoint needed to reach the reference roll angle r P C, we takě φ i pτ, rq "ě i pτ q`r. Similarly, the sampled tracking errors tē i pτ qu and tê i pτ qu can be used to generate samples of rollangle trajectories corresponding to holds and increases in the roll-angle setpoint, respectively. In the sequel, we denote by Φprq the collection of all the sample roll-angle trajectories so generated for each setpoint r P C.
To make the aircraft model more realistic we also introduced stochasticity in the airspeed s, which was assumed to be normally distributed about a nominal values, with variance σ 2 s . Specifically, the airspeed s in (1) was assumed to be constant over each 2-second ZOH period with values drawn from the distribution N ps, σ 2 s q.
Denoting the discrete-time index by k P Z ě0 , this modeling technique results in samples for the "next" state ξ 1 i at t " 2pk`1q seconds, given the "current" state ξ at t " 2k seconds and the roll-angle setpoint r, which is held constant for t P r2k, 2pk`1qq. Moreover, the samples have two sources of randomness: stochasticity in the roll-angle dynamics captured by the collection of roll-angle trajectories Φprq and stochasticity in the airspeed.
While the model introduced above describes the dynamics of one UAV, for the purpose of flocking, all that matters is the relative dynamics between leader and follower. Denoting by the leader's state by ξ and the follower's state by ξ f , we define the system's state to be the vector z-"
the pair pz 1 , z 2 q denotes the 2D position of the follower relative to the leader, given by "
and the remaining states are
where r is the leader's roll command.
To arrive at an empirical characterization of the overall state transition probability ppz 1 | z, rq, where r is the follower's roll command, one simply combines ξ 1 and ξ 1 f according to equations (3) and (4). The leader's next control action z 1 6 is determined by its control policy.
B. Optimization Criterion for Flocking
Inspired by Reynold's Boids, our flocking optimal controller is based on a cost that is a function of distance and heading with respect to the leader. Consider an annulus A with inner radius a, outer radius b, and centered at the leader's position:
2 . The distance from the follower to this annulus is denoted by d and is given by
We consider a cost function that is given by
where β is a positive tuning parameter. The first argument in the max function is the follower's distance d to the annulus and the second argument is the absolute difference of the heading angles weighted inversely by d. Therefore, while the follower is either very far from the leader or very close, the first argument of the max function is active and regulates the distance from the leader to be within a certain range. This first argument thus combines the separation and cohesion rules of Reynold's Boids algorithm. When the follower gets inside or fairly close to the annulus, the second argument of the max function becomes active and aligns the headings of the two aircraft, just as in the Boids algorithm.
C. Control Objective and Dynamic Programming Solution
The stochastic optimal flocking problem is to determine the optimal control feedback control policy Fk : Z Ñ C, k P t0, . . . , K´1u, that minimizes
where K P N, Er¨s denotes expectation, and zrks refers to zptq at discrete time instances, i.e., zrks " zp2kq. Also, in this equation, the state z is a Markov Decision Process that evolves according to the transition probability ppz 1 | z, rq and the feedback law rrks " Fk pzq, where rrks " rp2kq.
Dynamic programming can be used to minimize the criterion (7) by optimizing control actions in reverse chronological order. To compute optimal controls using dynamic programming, we perform value iteration as presented in [10] . To describe the method, we introduce the value function, or cost-to-go from state z P Z at time k P t0, . . . , K´1u, as
where r k is shorthand for rrks. For k " K, we have V K pzq " gpzq and the cost-to-go for previous times is computed (offline) in reverse chronological order, i.e., k " pK´1, . . . , 0q, according to the following recursion
This recursion holds due to Bellman's principle of optimality, and performing this sequence of computations yields Jpzq " V 0 pzq, @z P Z. Also, as this minimization is performed, the optimal control policy is formed as
Fk pzq " arg min
The main hurdle in computing equation (8) is the expectation, which we overcome by replacing it with an empirical average computed using samples drawn according to the stochastic UAV model developed in Section II-A:
Furthermore, to limit the computation of the value function to a finite number of points, we introduce a finite subset S of the state space Z having N s distinct elements and the quantization function q : Z Ñ S, defined by qpzq -arg min wPS }z´w} 1 . Based on these, we approximate the computation of the value function and optimal policy by
which only require the evaluation of the value function over the finite set S. In practice, to lookup the optimal roll command rrks for a state z P ZzS, we use rrks " Fk`qpzq˘. For the hardware experiment, the discretized state space considered was S " X 2ˆΨˆC 3 , where X " t´300,´295, . . . , 300u, Ψ " t0˝, 15˝, . . . , 345˝u, and the set C is defined in (2) . The remaining parameters used in the dynamic programming optimization are given in Table I , where the first two columns have units of [m/s]. The control policy is applied in a receding horizon fashion, which entails that rrks " F0 pzq, @k P Z ě0 . A planning horizon of K " 4 corresponds to a follower UAV that considers the impact its control decisions have on the flocking cost (7) up to 8 seconds into the future.
III. HARDWARE EXPERIMENTS
This section presents the field test results of three cameraequipped UAVs flocking together to perform vision-based target tracking as a group. We first introduce the problem by describing the process of geolocation (target localization) and the associated error covariance, which is the metric used to judge mission performance. We then discuss the UAV hardware and corresponding sensing limitations and provide a brief description of how the leader's control policy was designed to address such limitations. Next, we describe the experimental setup for the field tests. Finally, we present and discuss the results that demonstrate not only the effectiveness of the flocking control policy, but also the benefits of flocking for this particular sensing task.
A. Vision-based Target Tracking and Geolocation
While vision-based target tracking has been given significant attention in recent years, [11] - [14] , for example, to the best of the authors' knowledge, none have explicitly considered flocking with N UAVs as a means to improve tracking performance. For a single camera-equipped UAV tracking a moving ground vehicle, onboard video processing algorithms are typically used to determine the centroid pixel coordinates of the target, as it moves in the image frame. Using these pixel coordinates, the intrinsic and extrinsic camera parameters, and terrain altitude data, one can estimate the 2D location of the target in inertial coordinates and Fig. 2 . The field of regard is indicated by the shaded region and is the total area visible to the camera as the gimbal is swept through its entire range of pan angles. If the azimuth angle ϑ of the line-of-sight vector to the target lies within the upper and lower bounds,θ and ϑ, respectively, then the target is said to be in the UAV's field of regard.
compute the associated error covariance [15] . This is the process of geolocation.
Geolocation error is directly proportional to the distance from the target. However, hovering over the target to fully reduce this error is not only infeasible due to kinematic constraints, but also undesirable from the standpoint of the sensing limitations discussed in the next section. To mitigate the effects of this proximity restriction on geolocation error, one can fuse geolocation estimates across multiple UAVs, as in [14] . Accordingly, we utilize the same metric of fused geolocation error covariance P P R 2ˆ2 to assess tracking performance, which can be computed in terms of individual geolocation error covariances P j P R 2ˆ2 for N UAVs, as follows: P´1 " ř j P´1 j , where P j is derived in both [14] and [15] . We shall see that flocking with 3 UAVs provides a significant reduction in P.
B. UAV Hardware and Leader Control Policy
To demonstrate flocking for vision-based target tracking, we used Unicorn/Zagi flying wings. The Unicorn comprises a 60 2 expanded polypropylene foam wing that houses four lithium polymer batteries driving an electric motor attached to a push propeller. The autopilot adjusts the throttle and two elevons to maintain pitch, airspeed, altitude, and the commanded roll angle.
Each UAV carries a gimbaled video camera with two degrees of freedom. The visibility region imposed by the particular pan angle limitations of the gimbal mechanism is illustrated in Figure 2 and is subsequently referred to as the field of regard (FOR). The most prominent feature of this figure is that there is a large blind spot extending from the right side of the UAV to its back, and hence the UAV must keep the target to its left for visibility. If the target exits UAV j's FOR, we take P´1 j " 0.
The tilt (or elevation) angle of the gimbal mechanism is illustrated in Figure 3 . Although its mechanical limitations do not create blind spots, there are still reasons to avoid extreme tilt angles. In particular, a small tilt angle usually means that the airframe is visible to the camera, which can block visibility of the target and/or generate false detections in image processing software. On the other hand, a large tilt angle results in unpredictable movement of the gimbal, as this represents a singularity point in the gimbal geometry, i.e., the pan angle is not unique [8] .
Based on these sensor limitations, the control objective for a single UAV performing vision-based target tracking is to maintain a good viewing geometry with respect to an unpredictable target vehicle on the ground. This means that the UAV should not only keep its position as close as possible to the target to reduce geolocation error, but also keep the target in its FOR while simultaneously avoiding extreme gimbal angles. Thus, the control policy for the leader was obtained by solving (offline) a stochastic optimal control problem for a cost function that penalizes the distance from a stochastic target and extreme gimbal angles. This control approach is detailed and compared with an alternative game theoretic control approach in a paper under preparation that includes further details and field test results [16] .
C. Experimental Setup
A flight experiment was conducted in July, 2012 with three UAVs at the McMillan Airfield, Camp Roberts, CA. Toyon Research Corporation was responsible for launching, monitoring, and landing the UAVs.
During the tracking experiment, the UAVs were controlled by the ground control station (GCS) while a truck with GPS was driven along the roads of Camp Roberts. By communicating with the GCS and the GPS receiver onboard the truck, MATLAB R was able to acquire the UAV telemetry and target data and determine the optimal roll command for each UAV according to the leader and follower control policies. These roll commands were then sent back to the GCS and relayed to the UAVs. , respectively. Video footage from each camera was sent to the ground on a dedicated radio link, which is shown in Figure 4 . The video footage illustrates the diverse viewing angles of the ground target achieved by the flock as the target travels along a dirt road at Camp Roberts.
D. Experimental Results
We now highlight 3 minutes of the flight experiment that captures the essence of vision-based target tracking with a flock of 3 UAVs. The target and UAV trajectories during this window are provided in Figure 5 . In the figure, we observe A 1 keeping to the right of the target T and making counterclockwise turns about the target. Such behavior enables the UAV keep the target in its FOR and stay close to the target in spite of a ground speed differential. Also, the leader never passes over the target to fully minimize geolocation error, which illustrates the tradeoff between minimizing the distance to the target and avoiding a large elevation angle. By virtue of flocking, the followers have similar trajectories and inherit tracking abilities similar to those of the leader, which are influenced by flocking performance.
The performance of the flocking controller for the two followers is given in Figure 6 . The first follower A 2 begins in a somewhat poor configuration relative to the leader, as indicated by d and z 3 . However, it recovers after nearly 45 seconds and maintains a relatively good flocking cost (gpzq ă 40) for the remainder of the interval. The second follower A 3 begins in a good configuration and maintains a good flocking cost for nearly two minutes. When the target begins making major turns, the leader maneuvers to keep sight of the target and disturbs the flocking performance of A 3 . However, this agent also recovers by the end of the interval. Thus the flock ends in a good configuration after compensating for poor initial conditions and disturbances, which can also be seen in Figure 5 .
The tracking performance of the flock is illustrated in Figure 7 . To illustrate the advantages of cooperative target tracking via flocking over single-UAV target tracking, we have also provided a comparison of the flock's fused geolocation error covariance (GEC) to the leader's individual GEC. The figure highlights two key features of the fused geolocation error. Namely, it is primarily governed by minimum distance to target, and it is often significantly less than that of the leader. In fact, when the trace of the leader's GEC peaks near t " 120 [s], the trace of the fused GEC is less than half its value. Also, over this 3-minute span, the average value of tracepPq was approximately 105 while that of tracepP 1 q was approximately 257, which is nearly a 60% reduction in the average value of the trace of the GEC. Moreover, the figure illustrates that performing vision-based target tracking with a flock of even just 3 UAVs dramatically reduces both the peak and average values of the overall geolocation error. Each UAV generally keeps its azimuth angle centered around´90˝in order to keep the target to its left for visibility; however, we observe all azimuth angles tending to zero near t " 120 [s] when the target begins to make its second major turn left. This shows the target's two major direction changes disturbing the flock's steady state tracking performance. When t P r132, 142s, ϑ 3 and ρ 3 vanish to indicate that the target left A 3 's FOR. Thus, the perturbation to the flocking performance of A 3 resulting from the leader's counter maneuvers ultimately caused A 3 to lose sight of the target completely. This is supported by the observation that ϑ 3 deviated significantly from ϑ 1 and exceeded the upper FOR limit during the same time that g 3 pzq hit its peak value. Moreover, we witness the influence of the flocking performance of a follower on its tracking performance.
On a final note, when t P r132, 142s, P 3 " 0, yet P was affected only slightly since A 3 was not the closest agent to the target. Thus, Figure 7 also illustrates the robustness of vision-based target tracking with a flock to individual sensor faults, as the sensing is distributed across multiple UAVs.
IV. CONCLUSION
We have detailed the design of a novel flocking algorithm that enabled multiple, small, fixed-wing UAVs to flock together in order to distribute a given sensing task among group members. Flocking is performed in a leader-follower fashion, where the leader is assumed to already have an effective control policy for the particular sensing task. Since the UAVs experience stochasticity in their dynamics, we developed an empirical characterization of the UAVs' stochastic kinematics. We also presented the stochastic optimal flocking problem for the follower, which is a stochastic optimal control problem wherein the cost is a function of distance and heading with respect to the leader. The solution is an optimal control policy that facilitates flocking among mobile agents with arbitrary dynamics.
We demonstrated the power of flocking in a practical application by testing the flocking control algorithm in the field. In particular, three camera-equipped UAVs were tasked with performing vision-based target tracking. The flight test results verified the effectiveness of the flocking controller and showed the benefits of flocking with multiple UAVs.
Future work involves adapting the cost function to add collision avoidance among followers and even induce certain flock geometries, e.g., having followers distribute uniformly around the leader-centered annulus.
