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ABSTRACT 
Let R,, denote the convex, compact set of all real n-by-n positive semidefinite 
matrices with main-diagonal entries equal to 1. We examine the extreme points of R n 
focusing mainly on their rank. The principal result is that R, contains extreme points 
of rank k if and only if k(k + 1) < 2n. 
INTRODUCTION 
A positive semidefinite hermitian matrix A = (aij) with aI1 = . . . = a,, 
= 1 is called a correlation matrix. We use C,, to stand for the set of complex 
correlation matrices and R,l to stand for the set of real correlation matrices. 
The term correlation matrix comes from statistics, where the entries of a real 
correlation matrix occur as correlations between pairs of random variables. 
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The sets R, and C,, are convex. We are interested in their extreme 
points. A matrix A in R,, (or C,,) ‘. IS an extreme point if A cannot be 
expressed as a convex combination of two other matrices in R, (or C,). Since 
both R, and C, are compact, the Krein-Milman theorem guarantees that 
every correlation matrix is a convex combination of extreme points. The 
correlation matrices are contained in the convex set of positive semidefinite 
matrices with trace n. Since the extreme points in this set are the matrices 
with rank 1, every correlation matrix with rank 1 must be an extreme point 
of R, (or C,). But there are extreme points in R, and C, with ranks larger 
than 1. 
The extreme points in C, have already been studied in [l] and [2]. Using 
Radon probability measures and weak accumulation points, the authors of [l] 
prove that all extreme points in C, have rank 1, but that there are extreme 
points of rank 2 in C,, for all n > 4. They also establish an upper bound of 6 
on the rank of an extreme point in C,. They do not, however, show that there 
exist extreme points of rank greater than 2. This is established in [2], where 
R. Loewy shows that there are extreme points of rank k in C, for all k < 6. 
In this paper we concentrate on the real case and determine the possible 
ranks of extreme points in R,. We give an upper bound for the rank of an 
extreme point and show that there are extreme points of each rank less than 
or equal to the upper bound. Our approach is more elementary than the one 
used in [l], and with minor modifications our arguments can be used to 
obtain the upper bound on the rank of an extreme point in C,. 
Since the upper bound on the rank of an extreme point is small compared 
with n, the nullspace of an extreme point is large. But not every correlation 
matrix with a sufficiently large nullspace is an extreme point. In fact, the 
vectors in the nullspace of any correlation matrix must satisfy an inequality, 
and the nullspace of an extreme point must satisfy a maximality condition. 
RESULTS 
Our first result characterizes the extreme points in R,. 
TIIEOREM 1. A matrix A is an extreme point in R, if and only if either 
rank(A) = 1 or rank(A) = 2 and laijl < 1 for all i # j. 
Theorem 2 gives an upper bound for the rank of an extreme point of R,. 
THEOREM 2. There exist extreme points of rank k in R, $ and only if 
k2+k <2n. 
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Notice the difference between the real and complex cases: the rank of an 
extreme point in R, can be larger than the rank of an extreme point in C,. 
We need the following lemma to prove the theorems. 
LEMMA. For A in R,, the following are equivalent: 
(i) A is not an extreme point of R,,. 
(ii) There exists a 1u)nzero n-by-n mutrix B, with B = BT f 0 and zero 
diagonal, such that the nullspace of B contains the nullspace of A. 
(iii) There exists A, # A in R n such that the nullspace of A, properly 
contains the nullspace of A. 
The equivalence of parts (i) and (iii) can be stated in a different way: A is 
an extreme point if and only if its nullspace is maximal among the nullspaces 
of all correlation matrices, We shall refer to a matrix B that satisfies 
condition (ii) as a perturbation of A. The term is appropriate because if A is 
in R,, then A + rB remains in R, for small values of r. 
PROOFS 
Proof of the lemma. Suppose that A is not an extreme point of R,. Then 
A = (A, + A,)/2 for some A,, A, in R,, with A, # A. Equivalently, there is 
a nonzero symmetric matrix B = (A, - A,)/2 with zero diagonal, such that 
A &- B are in R,. To show that B is a perturbation of A, let Q be an 
orthogonal matrix such that A’ = QTAQ is diagonal. Define B’ = QTBQ. If 
rank(A) = k, then we may assume that the only nonzero entries of A’ occur 
in the first k diagonal positions. Since A’+ B’ are positive semidefinite, the 
last n - k rows and columns of B’ are zero. Thus the nullspace of B’ contains 
the nullspace of A’. It follows that the nullspace of B contains the nullspace 
of A. 
To prove the converse, suppose that B is a perturbation of A. If we 
define A’ and B’ as before, then the last n - k rows and columns of B’ are 
zero. So there is a sufficiently small real number r such that A’+ rB’ 
are positive semidefinite. Thus A f rB are positive semidefinite, and so they 
are in R,. This means that A is not an extreme point in R,, since it is a 
convex combination of A + rB and A - rB. This proves that (i) is equivalent 
to (ii). 
It is clear that condition (iii) implies condition (ii), because if A, satisfies 
(iii) then B = A, - A satisfies (ii). To finish the proof of the lemma, it 
remains to show that (ii) implies (iii). So let B be a matrix satisfying the 
conditions in (ii), i.e., B is a perturbation of A. Since B is indefinite, A + rB 
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have negative eigenvalues for large r. Thus there exists a maximum value of 
r > 0 for which both A + rB and A - rB are positive semidefinite, and thus 
in R,. It is not hard to see that for this maximum value of r, one of A + rB, 
A - rB has rank less than rank(A). Say rank(A + rB) < rank(A). Then the 
range of A + rB is properly contained in the range of A and so the nullspace 
of A + rB properly contains the nullspace of A. Thus A, = A + rB satisfies 
condition (iii), and the lemma is proved. n 
Proof of Theorem 1. We have already explained why every real correla- 
tion matrix of rank 1 is an extreme point in R,. On the other hand, a 
correlation matrix A with rank 3 cannot be an extreme point, because any 
nonzero symmetric matrix B with zeros on the main diagonal is a perturbation 
of A. 
This leaves the correlation matrices A of rank 2. If luijl = 1 for some 
off-diagonal entry aij, then A must be similar [using a permutation matrix 
and, if aij = - 1, the diagonal matrix diag(1, 1, - l)] to a matrix of the form 
1 x x 
A,=x 11. 
[ I x 1 1 
Furthermore, since A, is positive semidefinite with rank 2, we have 
- 1 < x < 1. Thus, for sufficiently small Y, the matrix 
0 Y Y 
B= y 0 0 
[ 1 Y 0 0 
is a perturbation of A ,. It follows from the lemma that A,, and hence A, is 
not an extreme point. 
Now suppose that A has rank 2 and the absolute value of each of its 
off-diagonal entries is less than 1. Then the nullspace of A is spanned by a 
vector v = (u,,~~, oa) with oi # 0 for i = 1,2,3. Finding a perturbation of A 
amounts to finding a nontrivial solution (xi ,f 
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This homogeneous system of linear equations in x1,x2, x3 is independent, 
since ei # 0, i = 1,2,3. Hence no perturbation of A exists, and A is an 
extreme point of R n. n 
Proof of Theorem 2. Let A be in R, with rank(A) = k and k” + k > 2n. 
By constructing a perturbation B of A, we show that A is not an extreme 
point in R,. Begin the construction by factoring A as A = CrC for some real 
k-by-n matrix C. Rearranging columns if necessary, we may assume that 
C = [ E: F], where E is an invertible k-by-k matrix. Since nullspace = 
nullspace( we have that Ax = 0 if and only if x is of the form 
where y is in RnPk. Now suppose that B is a symmetric matrix of the form 
B 
B= 
11 42 
[ 1 B,, Bm ’ 
where B,, is k-by-k. The condition that the nullspace of B contains the 
nullspace of A is equivalent to 
for all y in Rnpk, which amounts to 
B,, = B,,E-‘F = B:; 
and 
B,,= B,,E-‘F=(E-~F)~B,,(E-~F). 
This shows that any perturbation B of A is determined by its leading 
principal k-by-k submatrix B,,. Think of B,, as a symmetric matrix with zero 
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diagonal whose off-diagonal entries are k(k - 1)/2 unknowns. The matrix B 
is a perturbation of A if and only if the n - k diagonal entries of B,, = 
(E-lF)TB,,(E-‘F) are zero. This is a system of n - k linear equations in 
k(k - I)/2 unknowns. Since k” + k > 2n, there are more unknowns than 
equations. Hence there exists B,, f 0 such that 
B= 
B,, B,,E-‘F 
( E-lF)TB,, ( E-lF)TB,,E-l~ 1 
is a perturbation of A. Thus, A is not an extreme point in R,. 
In the second part of the proof we construct an extreme point of R, with 
rank k, for each k satisfying k2 + k < 2n. 
We begin by constructing an n-by-n matrix of rank k for n = (k” + k)/Z. 
Let F be the k-by-(k2 - k)/2 matrix with columns indexed by the pairs 
(i,j) with 1~ i < j Q k, ordered lexicographically. Column (i, j) has ones in 
positions i and j and zeros elsewhere. Let C =[lk :(l/&)F]. As an 
example, if k = 4 then n = 10 and 
[ 
1000xXX 0 0 0 
C=O 10 0 x 0 0 X X 0 
00100X0X0x’ 
OOOlOOrOxx 1 
where x = l/a. Now let A = CrC. Since the columns of A are unit 
vectors, A is in R,. Also rank(A) = k. 
We claim that A is an extreme point. Using the same notation as in the 
first part of the proof of this theorem, we must show that if B,, is a k-by-k 
symmetric matrix, and the main diagonal entries of both B,, and FTB,, F are 
zero, then B,, = 0. Thinking of the entries b,,, s < t, of the matrix B,, as 
(k” - k)/2 unknowns, the condition that the main-diagional entries of the 
(n - k)-by-(n - k) matrix FTB,,F are zero imposes n-k =(k” - k)/2 
linear conditions on the unknowns. It remains to show that zero is the only 
solution to this system of linear equations. 
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Since the columns of F are indexed 
of linear equations can be written as 
k 
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by the pairs (i, j), i < j, the system 
C Fs,(i,j)Ft,(i.j)bs,t = O 
s,t=l 
for all (i,j). Because B,, is symmetric with zero diagonal, we need to sum 
only over the pairs (s, t) with s < t. But the (i, j) column of F has ones in 
rows i and j and zeros elsewhere. Thus the system of linear equations has 
the very simple form bij = 0 for all i < j. Thus there is no perturbation of A; 
it follows that A is an extreme point. 
In order to construct an n-by-n extreme point of rank k for rr > 
(k 2 + k)/2, simply append n - (k 2 + k)/2 additional unit column vectors to 
the matrix F and define C and A as before. This completes the proof of 
Theorem 2. n 
REMARKS 
Though our results are stated and proved for real correlation matrices, the 
methods apply equally well for complex correlation matrices. The lemma and 
its proof remain almost unchanged in the complex case. In Theorems 1 and 2 
we have to count equations and unknowns as before. The principal difference 
is that we must regard each complex unknown entry of B,, as two real 
unknowns. Thus in the first part of Theorem 2, we have n - k equations in 
k” - k real unknowns. Thus if A is an extreme point of C,, then k2 < n. In 
the second part of Theorem 2, we must double the number of columns in the 
matrix F by replacing [l, l,O,. . . ,OIT, for example, with [i, l,O, . . . , OIT and 
[l, -i,o ,...) OIT. Then C =[Ik :(l/fi)F] is k-by-k”, and A = C*C is an 
extreme point in C, of rank k, where n = k2. 
What is the structure of the nullspace of a correlation matrix A? If 
Av = 0 for some v, then the entries ui of v satisfy 
2max Iz)~~< Iv,l+ . . . + Iz),I. (*) 
This follows from the fact that the off-diagonal entries of A satisfy laij( I I. 
More is true. If equality holds in (*) for some vector v with no zero entries, 
then rank(A) = 1. We ask which subspaces of vectors v that satisfy the 
inequality ( * ) are the nullspace of a correlation matrix. 
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What is the structure of the nullspace of an extreme point? According to 
the proof of Theorem 1, there are two types of nullspaces for a s-by-3 
extreme point. One type is two-dimensional and is the orthogonal comple- 
ment of a vector v =[2;i,~~,ca]r with 1~~1 = Juupl = jv,l. The other type is 
one-dimensional and is spanned by a vector v with no zero entries. What are 
the possibilities for n 2 4? 
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