Abstract-Texting-while-driving (T&D) is one of the top dangerous behaviors for drivers. Many interesting systems and mobile phone applications have been designed to help to detect or combat T&D. However, for a T&D detection system to be practical, a key property is its capability to distinguish driver's mobile phone from passengers'. Existing solutions to this problem generally rely on the user's manual input, or utilize specific localization devices to determine whether a mobile phone is at the driver's location. In this paper, we propose a method which is able to detect T&D automatically without using any extra devices. The idea is very simple: when a user is composing messages, the smartphone embedded sensors (i.e., gyroscopes, accelerometers, and GPS) collect the associated information such as touchstrokes, holding orientation and vehicle speed. This information will then be analyzed to see whether there exists some specific T&D patterns. Extensive experiments have been conducted by different persons and in different driving scenarios. The results show that our approach can achieve a good detection accuracy with low false positive rate. Besides being infrastructurefree and with high accuracy, the method does not access the content of messages and therefore is privacy-preserving.
Therefore, the key challenge in detecting T&D is to find a way to determine whether the mobile phone being utilized belongs to the driver or to a passenger. For this purpose, some systems adopt cameras mounted in front of the driver to directly monitor the driver's activity associated with T&D [18] . With carefully designed activity recognition software, camera-based T&D detection systems can achieve high accuracy but are infrastructure-heavy (requiring hardware for real-time video processing) and raise intrusive concerns.
Recently, there are some interesting research works for detecting T&D based on localization. In this approach, the user's mobile phone and some extra devices installed in vehicles work collaboratively to determine the mobile phone's location (i.e., whether at the driver's seat or a passenger's seat). For example in [17] , beeps are emitted from in-vehicle speakers, and the smartphone records the beeps through its microphone and then performs time-differenceof-arrival localization. [15] determines a smartphone's location by comparing its centripetal acceleration, measured via its embedded accelerometers, to a reference one when the vehicle is making turns. Considering that a fine-grained localization result is required to distinguish driver from passengers, special devices, such as the Bluetooth hands-free system in [17] and a specially mounted accelerometer in [15] , are generally needed.
These successfully applications do enlighten us to a further step: is it possible to perform T&D detection without using any extra devices except the user's smartphone? This infrastructure-free T&D detection is much more intriguing since it incurs no cost and is more convenient.
To answer the question, we seek a different approach from using camera vision or localization. We believe that when a driver is composing messages, he will show some special patterns which distinguish him from a texting passenger. Furthermore, if these patterns can be collected and extracted via his smartphone, then infrastructure-free T&D can be realized.
To find out these 'T&D patterns', we carried out a survey on the internet, to ask people's opinion about the viability of some patterns when they are composing messages in vehicles, both as a driver and as a passenger. We list a total of 23 candidate patterns including like 'Do you use single hand when texting', 'Do you texting when the vehicle taking turns?', etc., and ask the respondents to fill 'Never', 'Sometimes', 'Very Likely', and 'Always'. The survey covers 233 people aged from 20-55. From the 23 candidate patterns, we found that there are three patterns stand out which are likely to be able to distinguish well between a driver and a passenger. These three patterns are:
Pattern #1: Editing messages after the car speed is decreased. Pattern #2: To stop editing when the car is taking turns. Pattern #3: Holding cell phone uprightly when editing messages. Table 1 shows the results for the three patterns above. Drivers and passengers have clearly different answers to these patterns. Pattern #1 is intuitively correct since drivers always tend to decelerate or stop stepping on the gas when they are about to compose a message. Sometimes, many drivers also tend to compose messages when the cars are stopped in front of red lights. In both conditions, the car speed before the driver starting composing messages is higher than the car speed during messages are being composed. For pattern #2, drivers seldom compose messages when taking turns since during that period, they usually need to hold the wheel and step on the brake. Patten #3 is mainly due to the fact that drivers usually hold the phone uprightly near the windshield 'for better visibility'. In this paper, these patterns will be identified by the user's smartphone.
We should emphasize that in this paper, the 'T&D patterns' are identified using data collected from smartphone embedded sensors including gyroscopes, accelerometers and the GPS receiver. We did not try to obtain the content of the messages by hacking into the operating system to avoid privacy concerns of users.
This T&D detection system works as an application installed in the smartphone users. Note that we only detect T&D but does not try to prohibit it. The results can be stored in the smartphone for later review or can be sent automatically to designated recipients. The following are two application examples of this T&D detection system: To provide information for usage based insurance (UBI). Different from traditional insurance whereby the costs of motor insurance are dependent on history of claims, the UBI attempts to reward 'safe' drivers by their present pattern of driving behavior. Examples of UBI include Snapshot [3] and DriveWise [1] . The proposed T&D detection app can be installed into mobile phones of drivers who are willing to buy UBI. The results about whether T&D is detected will be automatically sent to the corresponding UBI company. To provide information for other apps which discourage T&D. For example, the Rode Dog [6], the winner of AT&T hackathon to promote its 'don't text-while driving' campaign in 2012, is an application that allows friends and family to organize themselves into a pack. A GPS tracks the location of each person in the pack at all times and alerts users whenever someone in the pack is texting and driving at the same time. Our T&D detection method can serves as the significant improvement on the Rode Dog by differentiating a driver from a passenger. We summarize the advantages of our work as follows:
Infrastructure-free: The system does not need any extra devices installed in vehicle and utilize only the user's smartphone. Privacy preservation: The system only utilizes embedded sensors to infer the pattern of T&D and does not try to access the content of messages that user's composing. High accuracy and reliability: By combining multiple information, the system can achieve high accuracy and reliability. The performance of the system has been demonstrated through extensive experiments conducted in different vehicles, by different persons and in different driving scenarios.
RELATED WORK
According to whether the system can distinguish driver's cell phone from passengers', existing systems to detect and/or to prevent T&D can be classified into two categories. In the first category, the systems, once activated, blindly block all the messages. For example, DriveMode [2] blocks a user from reading or typing anything. Text-STAR [4] and Textecution [5] are slightly smarter in the sense that they estimate the speed of the cell phone at the time text messages are sent and disable texting when the speed is above 10 mph or more. Obviously, these approaches cannot distinguish between the driver's phone and passengers' phone, thus will also stop passengers from using their phones in vehicle. On the contrary, systems in the second category try to identify whether a cell phone is being used by a driver or a passenger and block driver's cell phone only. Under this category, many works utilize the location of the mobile phone in a vehicle to differentiate passengers from drivers. To determine the finegrained location of a cell phone in a vehicle, [17] exploits an acoustic based localization technique using the Bluetooth Pattern #1  0  4  8  121  Pattern #2  0  7  42  84  Pattern #3  15  44  51  23   As a passenger   Never  Sometimes  Likely  Always  Pattern #1  17  105  11  0  Pattern #2  19  113  1  0  Pattern #3  2  117  14  0 hands-free system in a car. On the other hand, [15] proposes a localization technique by comparing the measured centripetal acceleration from the cell phone to a reference device. Some works distinguish drivers from passengers via monitoring their activities. For example, in [18] , a camera is utilized to directly monitor the driver's activity associated with making a call, sending messages, etc. In [8] , the driver and passengers' activity like car boarding and seat belt fastening are analyzed using smartphone sensors.
However, these systems still have some drawbacks. For example, for the approaches based the localization [17] , [15] , to achieve the fine-grained localization accuracy, some special devices (e.g., a Bluetooth hands-free system in [17] and a specially mounted accelerometer in [15] ) are required which incur extra system and deployment cost. Using devices such as cameras to directly monitor driver's behavior is either intrusive or infrastructure heavy. Monitoring driver and passengers' car boarding and seat belt fastening activities is prone to be affected by various uncertainties such as the position where drivers carry the phone and various individual behavior.
Different from the above work, in this paper, we explore an infrastructure-free approach that is able to automatically detect a texting driver using his/her own smartphone. This approach does not require assistance from any other devices including specially deployed systems or other smartphones. In addition, we do not access the content of messages and hence provide high privacy for smartphone users. Extensive experiments show that our approach can achieve high accuracy in a wide range of driving conditions.
THE SYSTEM OVERVIEW AND THE DESCRIPTION OF INITIAL TESTS
In this section, we first introduce the overview of the system design, and then briefly describe how we collected the data that will be utilized when introducing our method in the following sections. To detect T&D, we utilize the user's smartphone to collect the data when messages are being composed and from which to identify, whether there exist the 'T&D patterns' shown at the end of Section 1. More specifically, when we find a mobile phone user is editing messages, we need to determine, in a statistically manner, Whether the speed of the vehicle decreases, and Whether the vehicle is taking turns, and Whether the user is holding the phone uprightly.
The Overview of System Design
To detect these patterns, the first important task is to determine when the messages are being composed. More specifically, we will show later that we need to know when these touch strokes occur. This task can be easily fulfilled if we can obtain the record of the SMS software. However, we argue that this approach is not only privacy-intrusive, it is also infeasible since most smartphone operating systems, such as Android and iOS, restrict privileges granted to applications. This means that an application cannot read user's input unless it receives the focus on the screen.
In this paper, we investigate a new avenue for user's input detection: we utilize smartphone embedded sensors to infer touchstrokes, which are directly associated with user's input. We have carried out extensive experiments which show that each touchstroke will cause a tiny, but discernable and distinctive rotation change of the smartphone, which can be captured by its gyroscope sensors. In this way, the time of occurrence of each input of mobile users can then be identified. In addition, using touchstrokeinduced rotation to infer touch screen input does not need to access contents of the messages, thus the privacy of smartphone users can be preserved.
After we have obtained the time of occurrence of each touchstroke associated with texting, we will find out accompanies with the touchstrokes, whether there exist the T&D patterns. More specifically, to validate the existence of the first pattern, we obtain the car speed using the mobile phone GPS sensors. Then the average car speed before touchstrokes occur, and the speed during these touchstrokes are compared to see whether the decrease of the car speed is significant. For the second pattern, we utilize the GPS sensor to find out if there is any turn that the driver makes during touchstrokes. To see whether the third pattern exist, we utilize the accelerometer in the smartphone to obtain the orientation of the smartphone and see if it is held uprightly. To obtain an objective conclusion, all of the decisions are made through hypothesis testing and then the conclusions are integrated together.
Note that to save energy as well as to improve the accuracy of the results, we do not collect any information associated with touchstrokes when the screen is off since users must turn on the screen during texting. A 'screen-on' event will trigger the collection of data from the GPS, the gyroscopes and the accelerometers. Data collected during 'screen-on' will be processed by the smartphone afterwards. Depending on different driving conditions, a conclusion about whether a T&D is detected usually can be made within 10-30 minutes.
The Description of Initial Tests
We conducted our initial field tests inside the campus of an university (see Fig. 2a ). The data collected during these tests will be utilized in the following sections. The campus is about 1.67 square kilometers and has more than 40 road segments. The experiment is conducted in three different routes as the blue, red, and yellow trails shown in Fig. 2a , respectively. For each driving scenario, we did six tests, with each test lasting about 40 minutes. The participants in each test include one driver and three passengers randomly chosen from twelve persons.
The detailed experiment description can be found in Table 2 . The whole experiment was done in a close and controlled environment during weekend. To obtain the ground truth of touchstrokes, we use three cameras installed inside the vehicle, one for the driver, and the two for the passengers (see Fig. 2b ).
TOUCHSTROKE DETECTION
In this section, we introduce how touchstrokes are identified using gyroscope data. The summary of detecting touchstrokes is shown in Fig. 3 . We first construct a touchstroke template using the training data set. Then we utilize the template as the wavelet basis and carry out the wavelet transform (WT) on the collected gyroscope data. From the obtained WT coefficients, we select significant peaks and the locations of peaks correspond to the time of occurrence of touchstrokes.
The Space-Bar Touchstrokes
From our survey about the possible patterns about T&D, we found that most people have the similar pattern when they are composing messages. As shown in Fig. 4a , when a user is typing, the thumb is used to type and the other four fingers are used to hold the cell phone. Furthermore, we found that when the user is typing a special key, the space bar, the associated motion of smartphone exhibits a reliable and distinct pattern. In particular, associated with the hit of the thumb on the space bar, the smartphone has a sharp rotation around x-axis, when the thumb is released, due to the resistance force of the supporting hand, there is also a rotation back around x-axis. Correspondingly, the gyroscope sensor about x-axis (abbreviated as gyro-x) will record a positive peak, followed by a negative peak. Fig. 4b shows typical gyro-x data when a user is tapping the space bar. We will show that this space bar induced rotation of smartphone around x-axis is rather generic. If properly handled, it can be utilized to distinguish touchstrokes with other motions of smartphone due to some 'noisy' factors such as holding the smartphone at hand, the vibration of the vehicle, etc.
We justify why the space bar is selected instead of other soft keys. Firstly, unlike other soft keys such as letters or numbers which can be located at different locations for different touch screen keyboard configurations, the space bar is consistently located at the bottom center in almost all smartphones including Samsung, HTC, iPhone, Sony, Nokia, WindowsPhone. This platform-independent property of the space bar is crucial to achieve a high accuracy for detecting touchstrokes. Secondly, when a user is typing messages, the distance of space bar to the rotation axis, which is usually the forefinger as shown in Fig. 4a , is the maximum among all the other soft keys. Accordingly, the rotation change caused by tapping the space bar can be observed more clearly than others. Finally, we select the space bar because it is the only key that is guaranteed to be used when composing any messages longer than two words. In the remaining sections, unless specified otherwise, all the touchstrokes as referred to those associated the space bar.
It should be noted that the gyro-x data must be first interpolated to eliminate sampling jitter. As an illustration, Fig. 5 shows the time interval of the gyroscope data. We can see that although most of the interval are near 0.01 s (which is the designated sampling period), there are also time intervals larger than 0.5 s. Jitters are caused by the operating system on the smartphones which lacks support for the users to arbitrarily prioritize high-level tasks. Therefore, the gyro-x data must be interpolated. We utilize linear interpolation to obtain the samples at the universe sequence of evenly spaced time points, with 10 ms apart between consecutive values.
Using the WT for Space-Bar Touchstroke Detection
Given the gyro-x data, a straightforward way to detect touchstrokes is to find out the high-value peaks in the data. However, unless the effect of striking force is significantly larger than other noisy factors such as vehicle's engine vibration, speed changes, user's hand movement, etc., such a method can generate a large number of false positives (indicating a touchstroke while there is none) and false negatives (indicating no touchstroke when it actually occurs). As an example, Fig. 6 shows a segment of measured gyro-x data when a smartphone user was texting in a moving car. The marked circles correspond to the real touchstroke locations. It can be seen that if we directly select the high value peaks in the gyro-x data, we can have both false positives and negatives, particularly in the last 10 seconds. A better approach to identify the touchstrokes is to utilize the information contained in their shapes. To do this, we first find out a template similar to the signal when a typical touchstroke occurs (as shown in Fig. 4b ). Then this template is compared to a section at the start of the original gyro-x signal (see Fig. 7a ). A number, C, is calculated which represents how closely correlated the template is with this section of the gyro-x data. The larger the number, the higher the similarity, and the high probability that this section contains a touchstroke. Then we shift the template to the right and repeat comparing until the whole gyro-x signal is covered. The peaks in the Cs correspond to the most probable locations of touchstrokes. Note that, the touchstrokes contained in the signal can have different scaling due to the different typing speed. Therefore, we should stretch/compress the template and repeat the comparison (as was done in Fig. 7b ).
The essence in the description above exactly matches the idea of using the wavelet transform (WT), since the wavelet coefficients of a signal can be regarded as obtained by comparing the signal to a wavelet at various scales and positions. Fig. 8 shows how we apply the WT on the gyro-x data shown in Fig. 6 . In particular, we use a special wavelet called 'bior1.5' shown in Fig. 8a . The reason why we adopt this is because of its shape is similar to the pattern of touchstrokes. Fig. 8c shows the wavelet coefficients at different scales, which correspond to stretching the bior1.5 differently. The bright vertical stripes shown in Fig. 8c correspond to the large wavelet coefficients, which directly correspond to the locations of the most possible touchstrokes. We can observe more clearly if we take the maximal absolute value of the wavelet coefficients across all scales (see Fig. 8d ). Fig. 8d also shows some peaks as upward-pointing triangles selected using a certain peakthreshold. These peaks correspond well with the actual touchstrokes shown in Fig. 8b . In the following two sections, we describe two improvements which can help to achieve a better detection accuracy.
Improvement 1: Adaptive Peak-Thresholding
It can be easily inferred from Fig. 8d that an appropriate peak threshold is crucial when identifying touchstrokes. A toosmall threshold can generate many 'pseudo peaks' caused by noise while a large value can miss 'real peaks' corresponding to touchstrokes. However, it is challenging to determine a threshold that is able to separate the real peaks with pseudo ones. Through many experiments, we found that it is not desirable to use a fixed threshold, even the value is obtained from the training data. This is because the height of the peaks for both real touchstrokes and pseudo ones will change, sometimes even significantly, in different conditions. Therefore, an appropriate threshold should be obtained in an adaptive manner which solely relies on the gyro-x data to be analyzed.
We propose a simple method which is inspired by the observation that the real peaks and pseudo ones can be naturally categorized into two clusters. In this method, we first obtain a group of peak candidates, which should include all the real peaks and possibly a large number of pseudo ones. This can be easily achieved by choose a small threshold. Then we utilize the k-means clustering [14] to classify the obtained peaks into two categories. The final threshold is then determined as the middle point between the two closest points in two categories.
We utilize an example to demonstrate the performance of this method. Fig. 9a shows the gyro-x data obtained in the same condition as shown in Fig. 7 but with larger time span. During the data collection period, a mobile phone user repeatedly composing messages in a steady speed. Initially, we let the threshold to be as small as 0.1, and the obtained peaks are shown in Fig. 9b . It can be seen that many pseudo peaks are selected. Fig. 10a shows the distribution of the peak values. We can observe that the values of the pseudo peaks are generally smaller than the real ones and are distributed within a small area. While the real peaks have higher values but spread in a wide range. Using the kmeans clustering, the peaks are classified into two clusters shown in Fig. 10b . The centers of two clusters are also shown in the figure. A new threshold is then obtained and is shown as the dotted vertical line in Fig. 10b . Using this threshold, Fig. 9c shows the updated peaks. It can be seen that this threshold preserves all the real peaks while eliminating almost all the pseudo ones.
Using k-means clustering is very robust to the initial threshold we use for peak candidates. Fig. 10c shows the final thresholds obtained using different initial thresholds. It can be seen that as long as the initial threshold is smaller than 0.5, the final threshold obtained using the k-means clustering is fixed to be 6.23. These property of robustness is very favorable in real conditions.
Improvement 2: Using Touchstroke Template as Wavelet Basis
In Section 4.2, we utilizes the bior1.5 wavelet to detect touchstrokes because it is similar to the signal measured when the space bar is tapped. However, we will show that if we can identify, from the measured gyro-x data, a 'touchstroke template' which can represent most touchstrokes contained in the data, then using this template as the wavelet basis can obtain better performance.
We design an approach shown in Fig. 11 to find out the 'touchstroke template'. The basic idea is to first select a number of segments of gyro-x data which correspond to the touchstrokes and then these segments are merged using the principal component analysis (PCA). More specifically, following the methods proposed in Sections 4.2 and 4.3, we first apply the bior1.5 to identify the location of touchstrokes in gyro-x data. For each touchstroke identified, we can obtain a segment of gyro-x data. Instead of using the segments from all the identified touchstrokes, we eliminate some segments which are obviously different from others. A segment which is significantly different from others implies that it has low probability to contain a real touchstroke. Finally, based on the remaining signal segments, we apply the PCA to obtain the final template.
We use an example to show some key points in the proposed method. The results of Fig. 9c are directly used. It can be seen that after using bior1.5 and the adaptive thresholding technique, we obtain 42 peaks in the wavelet coefficients, which correspond to 42 touchstroke segments in the original gyro-x signal in Fig. 9a . These segments will be treated as candidates in the following steps.
To find out, from these 42 candidates, some with high probability to contain touchstrokes, the only assumption we have is that the selected ones should be similar. we calculate the covariance matrix F cor among these 42 candidates 
where cor i;j is the correlation coefficient between candidates i and j. F cor is symmetric and each row/column corresponds to the correlation coefficients between a certain candidate and all the others. Then we calculate a supplementary matrix N , which is a row vector of the sums of each column of N i can be regarded as a measure to evaluate how similar the i th candidate is to others. Therefore, a significantly small N i should be deleted. Note that the deletion should be implemented in an iterative manner. Each time we delete the minimum N i in N , and then the corresponding rows and columns in F cor are deleted and the N is updated.
Then we need to decide when the iteration should stop. One simple approach is to calculate the N 's standard deviation, denoted as stdðN Þ, and stop the iteration when the stdðN Þ is smaller than a threshold. However, using a fixed threshold can still suffer from various of uncertainties. We find that a much better approach is to stop the iteration by observing the change in stdðN Þ.
The rationale behind is as follows. Initially, after we delete the most 'incomparable' segment, a significant decrease in the stdðN Þ can be found. However, with the increase of iteration number and when a 'comparable' segment is deleted, the decrease of stdðN s Þ becomes much smaller. As an illustration, Fig. 12a shows how the stdðN Þ decreases with the iteration number. It can be roughly seen that initially, the decrease of stdðN Þ is significant. This trend of sharp decrease changes when the iteration number is 10, and the trend further drops down after iteration is larger than 30. This change in the slope of stdðN Þ can be more clearly observed if stdðN Þ is double differentiated. As shown in Fig. 12b , the two peaks can be observed at these two changing points. Obviously, if we choose the remaining segments after iteration > 30, these segments are most similar to each other, and hence have the highest probability to contain the touchstrokes.
We denote the above procedure as ROD, 'a Reversely Outlier Detection method'. In ROD, we first make iteration number large enough to guarantee that when iteration stops, most of the incomparable segments have been deleted. This can also be achieved by setting the threshold for stdðN Þ as a very small value. Then from right to left, we examine DDIF ðstdðN ÞÞ, the double differentiation of stdðN Þ until we found the first 'statistically large value' in DDIF ðstdðN ÞÞ. To determine whether a DDIF ðstdðN ÞÞ point is statistically significant, statistical process control techniques such as '3-sigma' rule [13] can be applied: we first establish an upper control limit (UCL) using a group of DDIF ðstdðN ÞÞ points when iter is very large (i.e., from a group of healthy nodes). Then from right to left, we search each DDIF ðstdðN ÞÞ point and see if it exceeds the UCL. This process stops when we meet the first outlier. As an example, Fig. 12b shows that the corresponding point 30 is found using the ROD. Correspondingly, 13 candidates are selected. Fig. 13a shows the locations of these 13 candidates. Some of the segments are also shown in Fig. 13b -i.
After we have obtained the segments which are similar to each other, we need to construct a pattern which can represent all these templates. Using the average of all the templates can suffer from the variation in the scales. The PCA [12] is a much better alternative to extract a pattern from these templates. We put all the templates into a matrix and then implement the PCA on this matrix. The first mode in the result is used as the final template. The final template in this example is shown in Fig. 13j . Table 3 shows the percentage of the energy in the first five modes. We can see that the energy of the first mode dominates all the others and therefore can represent all the templates very well without losing much of information.
Using the template as the wavelet basis to process the original signal can obtain a better result than using bior1.5 wavelet. Figs. 14a and 14b show the result of using bior1.5 wavelet and the template obtained using the PCA, respectively. In particular, the detailed part within 53-63 s is shown at the right of the figure. From Fig. 14b , we can see that the pseudo peaks in the Fig. 14a are all disappeared, and the real peaks corresponding to touchstrokes are much sharper.
When we implement on-line T&D detection using mobile phones, the template was estimated beforehand using the given training data set and stored in mobile phones. The remaining computational task is lightweight and can be accomplished by most of the popular smartphones. 
CORRELATING TOUCHSTROKES WITH INFORMATION FROM VEHICLES
In this section, we describe how to correlate touchstrokes with the information of vehicle to test the first two patterns of T&D. In particular, the decrease of vehicle speed before and during touchstrokes will be utilized to test pattern 1: a driver prefers to compose messages after the car speed is decreased, and the change of vehicle direction will be used to test pattern 2: a driver usually stop editing messages when the car is taking turns.
Correlating Touchstrokes with the Decrease of Vehicle Speed
To test pattern 1, we only need to find out the car speed 'before' a mobile phone user starts to composing messages, and compared it to the car speed when he is composing messages. If there is a statistically significant evidence of decrease of car speed, then we can conclude the user is a driver. The crucial problem here is to determine the time when a user starts to composing messages. Remember we have obtained the time of occurrence of touchstrokes using the methods shown in Section 4, does the time of occurrence of each touchstroke correspond to a starting time?
The answer is negative. Touchstrokes adjacent to each other should be regarded as one process of composing messages. In addition, we found through experimental data that for both passengers and drivers, the distribution of touchstrokes is by no means uniform. Instead, they are distributed as clusters. A touchstroke cluster includes a number of touchstrokes occurring in a short period of time. This observation fits well with the reality since if possible, people always prefer to finish a message as soon as possible.
Therefore, a better definition of 'the start time of composing a message' should be the occurrence time of the first touchstroke in a touchstroke cluster instead of the occurrence time of each touchstroke.
Mathematically speaking, given a touchstroke cluster which includes touchstrokes occurring consecutively at ft 0 ; t 1 ; . . . ; t k g, we calculate dv, which is defined as
where vðtÞ is the car speed at time t, and vðt 0 À tÞ is the car speed shortly before t 0 . In this paper, t is set to be 5 seconds. Therefore, correctly identifying touchstroke clusters becomes critical. Given the occurrence time of a series of touchstrokes, a simple but effectively approach to divide these touchstrokes into clusters is to calculate the time differences between every two consecutive touchstrokes. Considering the time difference between two consecutive touchstrokes is small if they are in the same cluster and is large if otherwise, the time difference in between two clusters will be always shown as peaks.
As an example, Fig. 15a shows the measured gyroscope data in a moving vehicle when a person is composing messages. The identified touchstrokes are marked as red rectangles. Fig. 15b shows the time differences of the touchstrokes, in which the peaks are also identified. Each peak corresponds to a middle point between two touchstroke clusters. Using identified peaks, a total of five clusters obtained are shown in Fig. 15c . Having the touchstroke clusters, we can calculate the dv using Eq. (3).
As an illustration, Figs. 16a and 16b show dv from a driver and a passenger, respectively. During the test, the driver and the passenger were requested to send ten predefined messages in twenty minutes. The difference is very clear. For the driver, almost all the dv are positive indicating a strong pattern of deceleration before composing message. On the contrary, the distribution of dv for the passenger does not have such property.
Given a set of fdvg, to decide whether the Pattern 1 exists in a more objective manner, we resort to hypothesis testing. Generally speaking, we need first collect two training data sets, one from passengers, denoted as fdv pas g and another from drivers, denoted as dv dri . We then test the following hypotheses:
H 0 (null hypothesis): The distribution of fdvg is the same with that of the fdv pas g. H 1 (alternative hypothesis): The distribution of fdvg is the same with that of the fdv dri g. However, we found, through real test data, that one major challenge here is the variation of the distribution of both fdv dri g and fdv pas g in different scenarios. Take fdv dri g as an example. We select three data sets from our experiments, in which vehicles were moving with different speed and on different roads. The three figures in the first row of Fig. 17 show the speed of the vehicles in these three scenarios. The distribution of fdv dri g in these three tests are shown in the second row of Fig. 17 . It can be seen that although most fdvg in fdv dri g are positive in all the three conditions, the distribution of fdv dri g is significantly different from each other. The reason for the difference is obviously due to the different car speed and the driving environment. The distribution of fdvg for passengers, fdv pas g, also has the same problem. Obviously, the variation of fdv dri g and fdv pas g will negatively affect the performance of hypothesis testing.
Moreover, we will show that even we have obtained the same set of fdvg, if they are from different driving scenarios, the probability that the set belongs to a driver will be different. As an example, we show two simplified driving scenarios in Fig. 18 , in which the car was moving with different speed traces but with similar fdvg. Note that fdvg are all positives, indicating the touchstrokes occur when the vehicle is decelerating. In the first scenario, the car is speeding up in most of the time (from 0-90 s), therefore, if touchstrokes are found when the car is decelerating, the probability of T&D is high. On the other hand, in Scenario 2, since most of the time the car is decreasing its speed, although we have the same positive set fdvg, the probability that T&D is lower than the first scenario.
To address the variation of fdv dri g and fdv pas g in different driving conditions and handle the problem illustrated in Fig. 18 , instead of using some training data set to first establish the distribution of fdv dri g and fdv pas g, we find out whether fdvg is statistically larger than fdv uni g, which is the decrease of speed if touchstrokes are uniformly distributed in the whole time span of the given data set. fdv uni g can be obtained using
Given fdvg and fdv uni g, we only need to test if the former is statistically larger than the latter. Further denote the mean value of fdvg and fdv uni g as m v and m uni v , respectively, we test the following two hypotheses:
The output of the hypothesis testing will be a value called p-value, which is the probability of obtaining a test statistic at least as extreme as the one that was actually observed, assuming that the null hypothesis is true. If the p-value is smaller than a pre-defined threshold (0.05 in this paper), we have enough evidence to reject H 0 , then we detect the pattern #1 of T&D. Otherwise, this p-value information will be integrated with the results of other hypothesis tests (about pattern #2 and pattern #3) to obtain a final result.
As illustration, Fig. 19 show the results of a test in which we have one driver and one passenger in the same car. Figs. 19a and 19b show the touchstrokes identified along with the car speed for the driver and a passenger, respectively. For clarity, we only show a section of the test. Fig. 19c compares the distribution of fdv dri g and fdv uni g. In this test, the distribution of fdv uni g is close to symmetric about zero (i.e., m uni v ¼ 0), while the distribution of fdv dri g obviously right-shifted from 0, indicating that the presence of pattern 1 is significant. On the other hand, Fig. 19d compares the distribution of fdv pas g and fdv uni g. Since we cannot observe from the figure that the mean of fdv pas g is larger that of fdv uni g, no evidence of the Pattern 1 has been found.
At last, we should emphasize that fdvg and fdv uni g do not necessarily follow the Gaussian distribution. This is illustrated in Figs. 19c and 19d . When using the hypothesis testing on non-gaussian random variables, we can either estimate their distribution, or utilizing central limit theorem [9] to transform them into Gaussian variables. Fig. 18 . Scenarios 1 and 2 show two different driving conditions with similar fdvg (shown as red dots). We argue that the first scenario is more likely to be from a driver than the second one. Fig. 19. (a) and (b) , respectively, show the touchstrokes identified along with the car speed for a driver and a passenger in a section of a test. (c) Compares the distribution of fdv dri g and fdv uni g and (d) compares fdv pas g and fdv uni g. 
Correlating Touchstrokes with Change of Vehicle Directions
In this section, we describe how to use the collected data from smartphone sensors to determine whether a mobile phone user tends NOT to compose messages when the vehicle is taking turns (i.e., the pattern #2 of T&D). When a vehicle is taking turns, its angular velocity (denoted as v) measuring how fast it is turning is generally higher compared to v when it is on a straight road. Therefore, given ft 0 ; t 1 ; . . . ; t k g, which is a set of time of occurrence of identified touchstrokes, to test the pattern #2, we only need to find out whether v at these time instants is large. If the number of large values contained in fvðt 0 Þ; vðt 1 Þ; . . . ; vðt k Þg is statistically significant, then we conclude that the mobile phone is used by a passenger instead of a driver.
There are still some problems we need to handle. Firstly, using the GPS data, we can obtain the heading information of the vehicle. Denote the heading at time instant t as hðtÞ, then the angular velocity v can be easily calculated as
where Dt is the sampling frequency. However, using Eq. (5) to find out v will have large errors due to the noise contained in the hðtÞ, especially when Dt is small. A simple and effective approach this problem is to utilize windows. To calculate vðtÞ, we apply a moving window centered at t and find out the change of hðtÞ in this window. The length of the window is set to be 1s.
Figs. 20a and 20b show the history of a vehicle's angular velocity v and the obtained touchstrokes from a driver and a passenger in that vehicle, respectively. There are five significant peaks of v that correspond to the turns that the vehicle has made. It can be seen from Fig. 20a that the touchstrokes mainly occur when the v is relatively small. This is the exactly the pattern #2. On the other hand, the touchstrokes shown in Fig. 20b do not have such pattern.
However, similar to what we have discussed about fdvg, the driving conditions should also be considered here when we utilize v for T&D detection. For example, we have two driving scenarios with the same length of testing period. In the first scenario, a vehicle takes a lot of turns (indicating many large values in vðtÞ). If all the values of v corresponding to touchstrokes are small, then probability that a driver is texting is high. On the other hand, vðtÞ in the second scenario only has a few large values, but there are some large values of vðtÞ corresponding to the touchstrokes, then the probability that a passenger was using the mobile phone is high.
We still resort to hypothesis testing. Given a set of angular velocity of a vehicle fv 1 ; v 2 ; . . . ; v n g, and its subset fvðt 1 Þ; . . . ; vðt k Þg corresponding to the detected touchstrokes, we test the following two hypothesis:
where m v and m uni v are the mean value of fv 1 ; v 2 ; . . . ; v n g and fvðt 1 Þ; . . . ; vðt k Þg, respectively. If the p-value of the hypothesis test is smaller than 0.05, then we have enough confidence that H 0 is rejected, and declare that the T&D pattern #2 is detected. Otherwise, the result will be combined later with other hypothesis tests (on pattern #1 and pattern #3) to obtain a final conclusion.
As an illustration, Fig. 20c shows the distribution of v for the driver (denoted as v dri ) and for the whole period (denoted as v uni ). It can be seen that v dir is mainly distributed at the left side of v uni , indicating a pattern of T&D. On the other hand, the distribution of v for the passenger (denoted as v pas ) shown in Fig. 20d does not have such pattern.
Correlating the Touchstrokes with the Holding Orientation of Smartphone Users
The pattern #3 implies that drivers usually hold mobile phones uprightly near the windshield 'for better visibility' (see Fig. 21a ). Correspondingly, the holding orientation, defined as the pitch angle u shown in Fig. 21b , is usually large. On the other hand, passengers who are composing messages usually do not have such pattern and the u are relatively smaller. Therefore, the pitch angles u can be utilized to help to differentiate passengers from drivers. Note that, we only calculate u when both of the two conditions are satisfied:
(1) the user is composing messages, and (2) the car is moving. In particular, the second requirement is also necessary since we found that drivers usually do not hold the cell phone as in Fig. 21 when the vehicle is stopped in front of red light.
To detect u, the most convenient way is to utilize the accelerometers in the smartphones. In particular, the acceleration along z-axis, denoted as acc Z of the phone is measured. Assume along z-axis, no extra acceleration besides the gravity, then u can be calculated as
where acos(.) is the inverse cosine. However in practice, many factors including touchstrokes, movement of the holding hand, and vibration of the car can cause non-negligible effects on the acc Z , causing error on the obtained u. Fortunately, it should be noted that when we utilize u to infer the holding orientation of the cell phone, the abrupt change of u should not be included, and we only care about the overall amplitude of u across a relatively long period of time (e.g., in a few seconds). Therefore, the frequency content in acc Z which is useful to identify u, is located at low frequency range. On the other hand, the effects of the noisy factors such as touchstrokes and vehicle vibration are mainly concentrated within high frequency range of acc Z . Based on this observation, we first let acc Z go through a low pass filter. By doing this, the u identified afterwards only contains useful information of holding orientation.
We use the example shown in Fig. 22 to show how the u is identified. Fig. 22a shows a piece of acc Z data collected in a real test during which a driver were sending a few messages. It can be seen that the raw acc Z is quite noisy. The frequency content of acc Z is shown in Fig. 22b . It can be seen clearly that most of the energy is located below 0.2 Hz. By passing acc Z with a low pass filter with cutoff frequency 0.2 Hz, the filtered acc Z is shown as red dashed curve in Fig. 22a . Then we apply Eq. (6) to calculate the pitch angle u which is shown as the curve in Fig. 22c . Noted that we only care about the pitch angles when touchstrokes occur. Therefore, we need firstly identify the time of occurrence of touchstrokes using the approach described in Section 4 and the corresponding u are highlighted as red circles in Fig. 22c . Moreover, we should eliminate u during which the car speed is zero. Fig. 22d shows the car speed during this period. It can be seen that during 430-450 s, the car stopped and the user also changed the way he held the cell phone. After eliminating these u, the finally selected pitch angles which are going to be utilized to distinguish passenger from driver are included in the two large circles in Fig. 22c .
From the obtained pitch angles, the next step is to infer the information which can help us to decide whether the smartphone user is a driver or a passenger. Mathematically, let the set of calculated Q ¼ fu 1 ; u 2 ; . . . ; u N g. Based on Q, we need to make a decision about two hypothesis:
H 0 : Q corresponds to a passenger; H 1 : Q corresponds to a driver; Note that in the T&D application, the number of observations in Q will accumulate after each round of data collection. Therefore, it is better to evaluate Q collectively as new data become available. From this point, the sequential probability ratio test (SPRT) [11] is well-suited here. The goal of the SPRT is to make an early decision as an event stream arrives to the system. In a SPRT, a test statistic L is computed as the likelihood ratio of observing sequence Q under the two hypotheses:
where PrðQjH 0 Þ and PrðQjH 1 Þ are the probability of Q under hypothesis H 0 and H 1 , respectively. Assume the random variables u 1 ; . . . ; u N are independent and identically distributed (i.i.d.) under both H 0 and H 1 , then LðQÞ can be calculated as
Finally, a decision is made by comparing LðQÞ to appropriately selected thresholds as
LðQÞ < UCL inconclusive LCL < LðQÞ < UCL:
The LCL and UCL can regarded as the 'lower control limit (LCL)' and 'upper control limit (UCL)', respectively, and are chosen by [11] .
To demonstrate the performance of the SPRT, we utilize a data set containing about 2,088 pitch angles u from the passenger and 1,792 from the driver. Both of the two data sets are evenly divided into 'training data' and 'testing data'. The training data are used for estimating the PrðujH 0 Þ and PrðujH 1 Þ, and the testing data are used to test the performance of the corresponding SPRT.
PrðujH 0 Þ and PrðujH 1 Þ are shown in Fig. 23a . It can be seen that u from passengers are generally distributed in a region with smaller values than that from drivers. Notice that both of the two distributions have heavy tails and therefore, using normal distribution may not be able to describe them accurately. Therefore, the t location-scale distribution is utilized to model the two distributions. Fig. 23 also shows the t location-scale distributions identified from the data as dashed curves. Note that for clarity, the fitted pdf is scaled. Using the identified distribution models, we calculate the SPRT statistic L using Eq. (7) based on the testing data. Fig. 23b shows the results of the SPRT using testing data 23. (a) The distribution of u from passengers and drivers, and the estimated probability distribution function using 't location-scale distribution.' (b) Applying the SPRTon the testing data.
from both passengers (as blue curve) and drivers (shown as red curve). The two dashed horizontal lines are the UCL and LCL. It can be seen that using the SPRT, both H 0 and H 1 are correctly detected after six samples are collected.
Finally, after we have the results for testing pattern #1, #2, and #3, we utilize the weighted z-method proposed in [16] to combine the results together. The output of the z-method will give us a conclusion about whether T&D has been detected using the given data.
EXPERIMENTAL RESULTS
We have carried out extensive experiments to test the performance of the proposed T&D method. In this section, we will describe in detail the testing scenarios, results and some interesting findings that obtained in these experiments.
Experiment Description
We carried out extensive experiments to test our T&D method in different driving conditions. Table 4 summarizes the results. More specifically, we carried out tests in four different scenarios:
Scenario 1: On two routes with different number of traffic lights Scenario 2: On two routes with different number of turns Scenario 3: On a single route but with different driving speed Scenario 4: On a single route with same driving speed but with different number of messages to be composed. Tests under these four scenarios mainly try to find out the effect of 'traffic lights', 'number of turns', 'driving speed' and 'number of messages sent' on the performance of our system, respectively. Under each scenario, two different types of tests, A and B are carried out and the results are compared.
Figs. 24a and 24b show the two routes we chosen to test the effect of traffic lights, whose locations are indicated as red dots in the figure. The route in Fig. 24a have only two lights while the one in Fig. 24b contains 8 .
For each route, we did 12 tests, with each test lasting about 20 minutes. The participants in each test include a driver and three passengers. They are required to finish the prescribed 10 text messages in 20 minutes, but have freedom to decide when to send these messages. To try to decrease the effect of other factors especially the vehicle speed, we asked the driver to keep the speed of the vehicle in about 30-40 mph during these tests.
In addition, besides the final conclusion about whether a T&D is detected, the mobile phones also store the time of occurrence of touchstrokes detected, the vehicle speed and the holding orientation recorded during the tests. These data will be utilized to find out the effect of pattern #1, #2 and #3 on the final conclusion about T&D.
As can be seen from Table 4 , on the route with fewer traffic lights shown in Fig. 24a, 9 out of 12 T&Ds have been detected while there are six false-positive cases in which a passenger has been wrongly regarded as a texting driver. On the other hand, on the route shown in Fig. 24b , a slightly better result can be obtained for detecting T&D (11 out of 12 T&D have been detected). To find out the possible rational, we analyze the collected data, and found that although the hypothesis testing for pattern #2 and #3 obtains similar results, the effect of pattern #1 on these two routes is different. More specifically, when testing pattern #1, the route with more traffic lights generally has smaller p-values. Fig. 25 compares the p-values on these two routes. The smaller p-values is the reason why the detection rate of T&D is higher for the route with 8 traffic lights. But why the p-values are different for these two routes? After analyzing the data, we believe that the major reason can be attributed to the fact that with a large number of traffic lights, drivers have more freedom to choose when to send messages and they tend to send messages in front of red light. Since red lights are always accompanied with the decrease of car speed, the pattern #1 is therefore evident. On the other hand, on the route with only two traffic lights, to finish all the messages in time, the driver sometimes is composing messages without decelerating the vehicle, thus why the hypothesis testing on pattern #1 has larger p-values.
In Scenario 2, we test the effect of number of turns. Similarly, the tests of this scenario are carried out on two routes shown in Figs. 26a and 26b. We can see that the second route has significantly more turns than the first one. From the corresponding testing results shown in Table 4 , we did not see a clear evidence that the number of turns affect the results of T&D. The p-values of the two routes are also similar.
In Scenario 3, we test the effect of car speed. We select the route shown in Fig. 27 and carried out a number of tests in different time slot. 15 tests are carried out during the rush hour (from 8:00am to 10:00am) during weekdays, and from which 12 tests are selected. The vehicle speed in these 12 tests is similar and is about 10-15 mph. Another 12 tests are obtained during the weekend, and the average speed is about 40-60 mph. The corresponding testing results in Table 4 indicate that a higher vehicle speed is favorable for detecting T&D, since with speed at 40-60 mph, all 12 T&D have been successfully detected. On the other hand, with lower speed, there are 4 unidentified T&Ds. Follow the similar way we analyze the data from Scenario 1, we found that with speed between 40-60 mph, the p-values for both pattern #1 and pattern #3 are statistically higher than the corresponding ones when the speed is between 10-15 mph. To find the behind rationale, we analyzed the data and found that when the vehicle's speed is high, a driver seems to follow these T&D patterns better. For example, before composing messages, they are more likely to decelerate or only compose messages in front of red lights. In addition, we observe that only with high speed, a driver prefer to hold the smartphone uprightly for better visibility. On the contrary, under low vehicle speed, many drivers feel it is still safe to 'compose messages with the increase of car speed', or 'lower their head down to watch a mobile phone without holding it uprightly', which breaking these T&D patterns.
It is interesting that we find the number of messages that are required to be sent also affect the performance of T&D detection. We select the same route shown in Fig. 27 and carried out two types of tests. In the first 12 tests, the driver is required to finish 10 prescribed messages in 20 minutes. In another 12 tests, the driver is required to send as many messages as they could. The results in Table 4 indicate that the former condition has overall much higher detection rate than the latter. We found that major reason for the low performance in the latter condition is mainly due to the relatively high p-values when testing all the three hypotheses. This can be explained as the fact that as long as a driver is not required to send a message immediately, he usually prefers to send it later when the condition is 'safer', which fits well with our three T&D patterns. On the other hand, if a driver has to send many messages in a short period of time, the T&D patterns are less followed.
At last, we wish to mention that we also test the performance of persons with different age, sex, and driving experience. However, there is no strong evidence to indicate that the performance of our method is statistically different for a certain group of person (e.g., young persons with only a few years of driving experience).
CONCLUSION
In this paper, we propose a novel method which is able to detect T&D. Instead of using any extra devices, the method leverages some patterns associated with how smartphones are used in moving vehicles. In particular, some build-in sensors in smartphones collect the associated information and analyze, through hypothesis testing to see whether these T&D patterns exist. Extensive experiments have been conducted by different persons and in different driving scenarios. The results show that our approach can achieve a good detection accuracy with a small false positive rate. We believe the proposed T&D method could be utilized for usage-based insurance and provide support for many anti-T&D mobile phone applications. " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
