Variational based problems are an important class of problems and have a space of improvement in image processing. Boosting techniques have been shown capable of improving many image restoration algorithms. This paper considers four fast and adaptive boosting techniques for variational based image restoration. The adaptive boosting frameworks can compute the existing image restoration algorithm iteratively. The primary idea is to get an enhanced result by using the output of the current step as a part of the input for the next step. Our techniques can boost variational based regularization models like total variation (TV) and total generalized variation (TGV). For image restoration, we used an adaptive regularization parameter selection, which produces signals with more details and preserves tiny objects. For efficient numerical optimization, we implement the alternating direction method of multipliers (ADMM) and demonstrate the effectiveness of the proposed techniques with a variety of experimental results. The simulation results show that the proposed boosting techniques achieve a better restoration performance on comparisons with TV and TGV in terms of quality metrics such as signal to noise ratio (SNR) and structure similarity (SSIM).
I. INTRODUCTION
Image restoration is one of the most fundamental operations in imaging science, which is used for improving the quality of digital images in resolution and contrast. To preserve image structures (such as edges) in image restoration, numerous energy regularization based variational models and algorithms have been developed. Total variation (TV) [1] is one of the most pioneer regularization method, which has several benefits in digital image processing such as removing noise and preserving image edges. The TV also has extensive applications to construct effective and efficient optimization algorithms such as [2] - [14] . It also has been extended to higher-order derivative models like Hessian, total generalized variation (TGV) and vectorial models [15] - [21] for grayscale and color image restoration.
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These variational models and their implementation mostly depend on powerful sparsity representations of an image [22] , [23] .
In spite of the great success of the above methods and algorithms, the quality of an image can be improved during restoration by using boosting techniques. ''Boosting'' is a derived word from the field of machine learning and it means to generate a strong learner through a combination of weak learners; for more details, see [24] . However, in this article boosting refers to improve the performance of restoration process iteratively, where we take variational method as a ''Black Box'' (tool). The boosting technique is itself an algorithm in which results can be improved by solving an existing image reconstruction model iteratively. The main idea of boosting is that the output of the current step is utilized as a part of input of the next step.
Considering existing boosting or improvement techniques, the very early but effective method is ''twicing method'' proposed by Tukey [25] , this method was used to improve the low-pass and high-pass filters in [26] . One interesting iterative procedure was proposed in [27] , where the authors developed a variational approach for image decomposition. The iterative procedure in [27] produce a sequence hierarchically, which converges to the observed image. In [28] , the authors developed an iterative regularization based method in which the residual can be added back to the input signal. In [29] the authors have considered unsharp residual iteration (URI) technique which was implemented for transfer of texture from one image to another. Another closely related approach was studied in [30] . A patch-based local method was developed to enhance the denoising results in [31] , this method is named as spatially adaptive iterative filtering (SAIF). According to this method when the number of boosting iteration increases then the recovered image approaches to the noisy image. The very recent boosting technique is called strengthening operating subtracting (SOS) boosting [32] . The improvement result is obtained by updating three steps (a) Strengthening the image, (b) Operating the noise removal algorithm, and (c) Subtracting the previous restored image from the result. This boosting method is implemented for patch-based nonlocal image denoising methods [33] , K-means singular value decomposition [34] , block-matching and 3D filtering [35] and the expected patch log-likelihood [36] . The recursive function is initialized by zero. It has a great effect on the quality of an image in denoising process. Some other latest recursive methods are developed in [37] and [38] . It is noticed that most of the above boosting algorithms have constant regularization parameter. However, these algorithm can be improved by adaptive observed signal and also changing regularization parameter iteratively.
In this paper, our main contribution can be presented in two ways. Firstly, we propose four adaptive boosting techniques for variational based models. In our techniques, we focus on the adaptive selection of the regularization parameter and observed image. This adaptive criterion produces image results with more details and preserves tiny objects/structures. Secondly, we implement the alternating direction method of multipliers (ADMM) for variational based signal and image restoration model. We apply our proposed techniques for signal and image quality improvement during reconstruction. Numerical experiments illustrate the robustness of the proposed techniques. Our techniques have been discussed about the influence of parameters, computational cost and compared with several typical existing methods such as TV and TGV.
The remaining paper is organized as follows. In Section II, we present the variational modeling for image restoration and describe some existing boosting techniques. In Section III, we present the proposed adaptive boosting techniques, numerical method, and algorithms. The numerical experiments for image denoising and inpainting are shown in Section IV. We conclude our work in Section V.
II. VARIATIONAL MODELING AND EXISTING BOOSTING TECHNIQUES FOR IMAGE RESTORATION
Assume that we have an observed image h : → R, where ⊂ R 2 is a bounded and open set. Mathematically, the linear model for the machine vision system is as [39] 
where is a linear and bounded operator, g is to be estimated output, and n is some noise such as random Gaussian noise, salt and pepper noise or texture. The aim of image restoration is to recover unknown image g from observed image h in (1). A very primary optimization procedure based on energy regularization can be shown as follows:
where R(·, ·) represents the restoration energy functional.
Some specific examples of this are when
where α is a positive parameter, and U (g) is variational regularization term, for example, see Table. 1 for different option of regularization term, V (g, h) is the fidelity or error term, see Table. 2. Then the estimation (2) becomeŝ
To find an approximationĝ of the original image g in (3), various based methods and restoration algorithms have been studied; i.e., [40] - [48] . Besides the successfulness of these methods and algorithms, the results can be improved by boosting techniques. Next, we will describe some existing boosting techniques. (3) with the help of following procedure:
• Initialization:ĝ 0 = 0 and v 0 = 0.
• For k = 0, 1, 2, 3, ... :, Computeĝ k+1 as a minimizer of denoising model i.e.,
where v is residual. We can see in the above procedure that the residual h −ĝ k is added back to the noisy image h and processed the algorithm iteratively. The basic concept in this method is that the residual signal is more strong than the noisy signal. The technique was used for image denoising. With the help of Tukey's method [25] , the estimation function (3) can be written as,
(6) shows that the restoration is performed residual h 0 −ĝ k and then it added back to the restored imageĝ k and update iteratively.
In [32] , the improvement is achieved by SOS boosting method. It has three straightforward updates: (a) Strengthening the image, (2) Operating the noise removal algorithm, and (c) Subtracting the previous recovered image from the result.
shows that the restoration is operated on Strengthen h 0 +ĝ i and then subtract the restored imageĝ k and update iteratively. The SOS boosting technique was used for local and non-local methods.
Rather than of the strengthening and subtracting steps in current boosting techniques, the fourth boosting technique follows the [38] and iteratively estimated by two updates: (a) to take the mean of a recovered image with input noisy image and (b) to operate the image reconstruction algorithm with the newly averaged input image iteratively. Without adaptive regularization parameter the boosting technique is stated as follows:
The main drawback of the above recursive methods is their slow convergence. We further improve these methods by applying adaptive parameter selection and use of alternating direction method of multipliers. We will present the proposed adaptive techniques in the next section.
III. OUR PROPOSED ADAPTIVE BOOSTING TECHNIQUES
Suppose E(·) denotes the proposed adaptive boosting techniques, and η is the boosting parameter. The proposed adaptive techniques can be processed as:
where h 0 is the initial observed or input signal/image.ĝ k and α k are restored signal/image and adaptive parameter at k th iteration respectively. (9) shows the general form of our proposed boosting techniques, where the observed signal or image and the regularization parameter is changing in each iteration. For more specification, we can state our new proposed adaptive boosting techniques in the following way
Second
Third
In our techniques, we apply the restoration algorithm R(·) iteratively, and the parameter α change each time in the way, i.e., α new ← α old . In addition, the fidelity term is updating in each iteration. We obtained our final improved result by outputting the sequence {ĝ k+1 / α k } after k steps.
To clarify the difference between our proposed adaptive boosting techniques and existing techniques by analyzing the theoretical convergence in the next subsections.
A. ALTERNATING DIRECTION METHOD OF MULTIPLIERS FOR GENERAL RESTORATION MODEL
The general variational model for image restoration ia as follows
where W, are two given linear and bounded operators and · p , · s with 0 < p ≤ 1, 1 ≤ s are two particular types of norms existing in the first term and second term respectively.
The general minimization problem (14) can be implemented for various image restoration operation such as image denoising with different kind of noise, deblurring, and inpainting by setting various choice of linear operator W and with different option of s in fidelity term. The general restoration model (14) can be stated in the form of energy minimization as follows:
where G(Wg) = Wg p and H ( g, h) = α 2 g−h s s . Next, we solve the model (15) by alternating direction method of multipliers (ADMM).
The constrained problem for restoration model (15) is as follows:
The augmented Lagrangian functional for constraint problem (16) can be stated as follows:
where λ 1 and λ 2 are dual variables or Lagrangian multiplier, γ 1 and γ 2 are positive parameter. In Algorithm 1, we apply ADMM to estimate the saddle-points corresponding to its Lagrangian functional (21) . It can also be solved the primal and dual variables by using an alternating minimization criterion as a Gauss-Seidel style. Therefore ADMM can be operated without inner loops; see [2] - [4] , [59] for details. We proposed the boosting techniques in Algorithm 2 for the mentioned variational model (16) .
Algorithm 1 ADMM for the Image Restoration Model (16) 1) Initialization: Multiplier λ 1 0 ,λ 2 0 and variables g 0 , q 0 , z 0 ; 2) Compute g m , q m , z m and update λ 1 m and λ 2 m . For m = 1, 2, ...
Step 1: Compute
Step 2: Compute
Step 3: Compute
Step 4: Update
3) End get output g m as restored image by using any stopping criterion.
Algorithm 2 Boosting Techniques 1) Initialization: g 0 = 0; h 0 = h; and parameter α 0 = α; 2) For k = 0, 1, 2, ... :
Getĝ k from Algorithm 1; Update α k = η k α 0 ; Computeĝ k+1 / α k according to the procedures in (10), (11), (12), (13); 3) End get outputĝ k+1 as enhanced image by using any stopping criterion.
For the proposed algorithm 2, we used the following stopping criterion:
where > 0 is stopping threshold, we fix = 10 −4 in our proposed algorithms.
In the following, we present the efficient solution of sub-problems.
• Solution of g-subproblem The g-subproblem (17) is a minimization problem involving quadratic terms, whose optimality condition according to the Euler's equation reads as:
Here the first and second order derivative operators are computed by using periodic boundary conditions in descrite setting. We use fast Fourier transform FFT in our computations; see [2] , [3] , [5] , [60] , [61] for details. The solution of primal variable can be shown as:
where F(·) denotes the Fourier transform, λ 1 m = (λ 1x m , λ 1y m ) and q = (q x , q y ). In (22) , the division (·) (·) denotes pointwise operator.
• Solution of q-subproblem When p = 1 in (14), then the q-subproblem (18) has the following form:
where y = Wg − λ m γ 1 .
(23) can be solved exactly by proximal operator and it has closed form solution q = Prox 1/γ 1 (y),
where Prox 1/γ 1 (y) = max{0, |y| − 1/γ 1 }sign(y). • Solution of z-subproblem To solve z-subproblem (19) , we have two possible cases Case 1: for s = 2, z-subproblem (19) reads
The Euler Lagrangian equation for (24) is (α + γ 2 )z = αh − λ 2 m + γ 2 g, which has closed form solution i.e.,
Case 2: for s = 1, z-subproblem (19) becomes
which has closed form solution i.e.,
IV. EXPERIMENTAL RESULTS
In this section, we demonstrate the results of numerical experiments by applying our proposed adaptive boosting techniques to image restoration. Figure. 1 shows the information about the ground-truth test images used in the paper. For all the ground-truth test images, we have performed experiments on an HP − Z 228 desktop by using programming language Matlab R2015b. Furthermore, to evaluate the performance quantitatively according to the following signal to noise ratio (SNR):
where g is the original image or signal,ḡ is the average intensity value of g, andĝ k+1 is the enhanced signal. Similarly, we also used the structure similarity-based index (SSIM) for a better and fair comparison, SSIM can be defined as:
, where g, andĝ denote the original image and the recovered image respectively, µ g , µĝ being the average values of images g,ĝ. σ g , σĝ denote the variances of g,ĝ, and σ gĝ is the covariance of g,ĝ; see [62] for more detail. For each experiment, the parameters are tuned so that the maximum SNR and SSIM are could be obtained.
A. OPTIMAL PARAMETERS SELECTION CRITERION
For variational model (16) , we have one parameter α (for boosting it is α k ) . This parameter is the regularization parameter, which plays an important role in our numerical analysis. The choice of α k can affect the balance between the minimizing of noise and preservation of signal structures. One straightforward way for regularization parameter tuning is called discrepancy principle method [63] . This method can match the selection of α k with noise variance σ . Another similar method proposed by Chambolle in [64] , where an algorithm can find the optimal value of α so that h − g 2 2 σ 2 . One can compute a unique value of α satisfying h − g 2 2 = σ 2 . Recently, an iterating parameter selection criterion is considered in [65] , [66] . We follow [38] , where the authors obtained the unique value of α 0 by initialized the following empirical formulae:
• α 0 for TV-boosting algorithm:
• α 0 for TGV-boosting algorithm
(25) and (26) are the piecewise continuous polynomial function of degree 2 with the variable TV(h) * τ M ×N , M × N shows the dimension of the given image, τ (we set τ = ) is a small positive integer.
For image denoising/inpainting, we got the experimental results by choosing initial α 0 according to the empirical formulae (25) , (26) . We used these formulae to estimate the parameter values in the examples shown in Figure 2 and 3 . The results marked by red frames are produced with α 0 computed by (25) and (26) .
The boosting parameter η which mainly affects the denoising/inpainting result. According to our tests, if η is too small, the algorithms will smooth image details; if η is too large, the algorithms fail in restoring images. However, the range of η is quite broad, especially for image inpainting. Figure. 4 and 5 show examples of different η with fixed other parameters.
Since the optimization algorithm named altering direction method of multipliers is used for the variational problem (16) , therefore there are two important parameters γ 1 and γ 2 . These parameters can greatly influence on the convergence of ADMM Algorithm 1. In our computation, we set γ 1 = γ 2 to reduce the number of parameters. We denote γ 1 = γ 2 = γ , and its tuning range is: 0 < γ ≤ 10. We mention that, in all of the figures, t denotes the CPU time.
B. IMAGE DENOISING RESULTS AND DISCUSSION
Image denoising is the process of reconstruction of an image that has noise. The observed or input image h is considered in the whole region of the image. In this subsection, we present and discuss two types of noise named Gaussian and salt & and peeper noise. When s = 2 and = I (Identity) in the general equation (14), then the problem can be used for image denoising with Gaussian noise. While for image denoising with salat and Pepper noise, we have s = 1 in general equation (14) . (c) is obtained by using the TV-based restoration model, however, we can easily see the staircase and edge artifacts. We have also shown the results of SOS-boosting [32] and iterative method proposed by Osher et al. [28] , but the results are not satisfactory; see Figure. we initialize the parameters as α 0 = 0.3259, γ = 0.8443 and η = 1.0981. Figure. 7 presents denoising results for House image corrupted by Gaussian noise with standard deviation σ = 20. The result in the second column of Figure. 7 is obtained by TV-based model. In this sub-image, one can easily see the tiny structures and edges in House image is missing. On the other hand, our proposed boosting techniques can preserve the tiny structures. We have also shown the Canny edges of output images. One can see more edges and tiny objects in the output images of our proposed boosting techniques especially boosting (12) . The SNR and SSIM of all proposed techniques are larger than the TV-based output image, which clearly shows the effectiveness of proposed techniques while removing noise. In this example, we find optimal α k by using the empirical formula (25) . We set the γ = 2 for all four boosting techniques. We also performed our boosting experiments on TGV based model; see Figure. 8. One can also observe that the denoised results by TGV in Figure. 8 has better results than TV, while TGV-boosting (12) has the best results, see last column in Figure. 8. We perform the tests on different images with different noise levels and put the best SNR and SSIM values in Table. 3.
The denoising results for Man image corrupted by salt and pepper noise are shown in Figure. 9 . The result produced by the total variational based model can remove noise but there are some unknown artifacts appeared; see Figure. 9 (second row). Our proposed boosting techniques overcome the artifacts effectively in case of low-level noise. The SNR and SSIM of all techniques are larger than the output image Figure. 9 (second row) , which clearly shows the effectiveness of proposed techniques while removing noise. In this example, we find optimal α k by using the empirical formula (25) . The parameter associated with Lagrange multipliers set to 0.5 (γ = 0.5) for all four boosting techniques. We also tuned the boosting parameter η = 1.211, 0.829, 0.550, 0.387 for noise level 50% to 80% respectively.
C. IMAGE INPAINTING RESULTS AND DISCUSSION
Image inpainting is the procedure of restoring lost or missing parts of an image. The observed image h is known only on the region \ c ( where c is missing region) and the task is to interpolate it to the whole region by guessing the pixel 
where the is a operator related to a mask in case of image inpinating, parameter α k > 0 to control the strength of the impact by total variation term. Readily one can see if setting α k = 0, the known information h is unused and g is only influenced by the TV(g) term, for more details; see [12] , [67] , [68] . one can extant (27) to higher order models like total generalized variation (TGV), for more details; see [69] . In our proposed boosting techniques, we select the regularization parameter α k adaptively, and we present its effect by numerical experiments. In this subsection, we demonstrate the results in image inpainting. The recovered and enhanced results for image corrupted by lost information are shown in Figure. 10. we can easily realize that the restored result in second row of Figure. 10 is not satisfying, and there is still much lost information such as the hairs on the body of Dog. The results in third column also have some missing parts but better than second row and fourth row. The results of proposed boosting (12) and boosting (13) are better and have almost the lost information. For this experiment, we choose the optimal α k by using the empirical formula (25) and further we also set γ = 0.7454, and η = 4.9127. Figure. 11 and present more results on image inpainting, we tune γ = 0.9921, η = 5.2211. Some more results for image inpainting are presented in Figure. 12 and 13. In both experiments, we compared our proposed boosting techniques with TV and TGV based image inpainting. For Figure. 12 we tune α 0 = 21.17, γ = 0.9921, η = 3.2211, while for Figure. 13 we tune α 0 = 15.89, γ = 0.8457, η = 6.1082. In both figures, we can see a low resolution and have some missing information like texture in TV and TGV results. On the other hand, the results obtained by our proposed boosting techniques are satisfactory and visually good in quality.
V. CONCLUSION
In this paper, we have presented four fast and adaptive boosting frameworks via variational models for image denoising and inpainting. The proposed techniques not only can restore the degraded images but also can preserve more structures and tinny objects. The results of proposed four boosting techniques are compared with the original output TV and TGV based results. The performance is evaluated by vision quality metrics such as signal to noise ratio (SNR) and structure similarity (SSIM). Based on our numerical experiments, we conclude that third (12) and fourth (13) boosting techniques can better preserve edges and tinny objects in the given test images. We believe proposed techniques will greatly benefit many applications in image processing.
