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Principal Stratification for Advertising Experiments
Abstract
Advertising experiments often suffer from noisy responses making precise estimation of the
average treatment effect (ATE) and evaluating ROI difficult. We develop a principal stratifica-
tion model that improves the precision of the ATE by dividing the customers into three strata
– those who buy regardless of ad exposure, those who buy only if exposed to ads and those who
do not buy regardless. The method decreases the variance of the ATE by separating out the
typically large share of customers who never buy and therefore have individual treatment effects
that are exactly zero. Applying the procedure to 5 catalog mailing experiments with sample
sizes around 140,000 shows a reduction of 36-57% in the variance of the estimate. When we
include pre-randomization covariates that predict stratum membership, we find that estimates
of customers’ past response to similar advertising are a good predictor of stratum membership,
even if such estimates are biased because past advertising was targeted. Customers who have
not purchased recently are also more likely to be in the “never purchase” stratum. We provide
simple summary statistics that firms can compute from their own experiment data to determine
if the procedure is expected to be beneficial before applying it.
Keywords: Advertising, incrementality experiments, lift testing, holdout experiments, average
treatment effect, principal stratification, causal inference.
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1 Introduction
Advertising experiments (also called incrementality tests, lift tests or holdout experiments) gauge
the effect of media by comparing sales for customers who are randomly assigned to receive a
marketing communication to sales for customers who do not receive that communication, i.e., a
control or “holdout” group (Lewis and Rao 2015, Hoban and Bucklin 2015, Sahni et al. 2016,
Zantedeschi et al. 2016, Johnson et al. 2017a;b). The estimated sales lift obtained from such
experiments can be compared to advertising costs to determine whether the advertising has positive
returns. This approach to gauging the value of advertising is the “gold standard” for causal inference
(Gordon et al. 2019), is increasingly popular among digital marketers, and has been implemented
in tools like Facebook Conversion Lift and Google Campaign Experiments.
We focus on experiments where ad exposure is randomized at the individual level and the
response variable is sales or profit for each customer. In practice, such experiments are often incon-
clusive because the response for individual customers typically has high variance and advertising
effects are often small relative to this noise. This results in estimates of sales lift that are highly
imprecise even for very large experiments, leading to imprecise estimates of marketing ROI (Lewis
and Rao 2015). Compounding this problem, advertisers often use small control groups (e.g. 5-10%
of the total test size), to reduce the opportunity cost of the test (Feit and Berman 2019).
We propose a new model for analyzing advertising experiments that leverages post-stratification.
Post-stratification involves separating the subjects in the experiment into groups with different
treatment effects and has two key benefits for marketing analysts: First, stratification provides
estimates of heterogeneous treatment effects for each stratum that can be useful for targeting, and,
second, the stratified estimate of the average treatment effect may be more precise than standard
estimators (Ganju and Zhou 2011, Deng et al. 2013, Miratrix et al. 2013). The latter benefit is
less well-known in the marketing literature, but potentially very important for advertisers; our
applications show that the improvements in the variance of the estimated average treatment effect
(ATE) can be substantial, even for experiments with large sample sizes.
A key motivation for our approach to post-stratification is that many customers in advertising
experiments do not purchase. Thus, the observed response can be decomposed into the purchase in-
cidence and the amount purchased conditional on incidence.1 We stratify customers in a marketing
1This approach would not provide any benefit for experiments with a binary response (conversions, clicks).
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experiment into three groups based on their potential outcomes for purchase incidence: those who
only purchase if exposed to the ad, those who purchase regardless of their exposure to the ad, and
those who do not purchase regardless of treatment. This is distinct from most post-stratification
approaches which rely on observed pre-randomization (baseline) covariates.
Since we do not observe both potential outcomes for each customer, these strata are latent,
but the size of these groups and their average response can be estimated using a mixture model
for the customers in the treatment group who are observed to purchase. This is a new adaptation
of principal stratification (Frangakis and Rubin 2002), which has been used previously to analyze
experiments with treatment non-compliance (Roy et al. 2007, Gallop et al. 2009, Barajas et al.
2016) and truncation by death (Rubin et al. 2006, Zhang et al. 2009, Ding et al. 2011). The details
of this model are laid out in Section 2.
The model divides customers into strata that have substantially different treatment effects.
Specifically, it allows us to estimate the large number of customers who will not purchase regardless
of treatment and therefore have a treatment effect of precisely zero for each customer. Typically, the
other two groups will have larger treatment effects, with the greatest treatment effect for the group
who only purchases when treated. When we re-combine the estimates for each stratum to estimate
the overall ATE, the precision of the overall ATE is increased. In the applications to catalog tests
reported in Section 3, the ATEs from the principal stratification model have on average 50% smaller
posterior variances than estimates from the standard difference-in-means model.
The approach is distinct from previous applications of post-stratification where observed pre-
randomization covariates for each customer are included in a regression as main effects (Deng et al.
2013, Lewis and Rao 2015) or as interactions with the treatment indicator (Ganju and Zhou 2011,
Lin 2013, Miratrix et al. 2013). Empirically, using pre-randomization covariates in this way has
produced somewhat modest increases in the precision of the ATE especially when demographics are
used for stratification. One suggestion is to use pre-treatment measurements of the same response
(in our case sales) as main effects in a regression (the CUPED method of Deng et al. 2013), although
this does not work in all cases (Jones et al. 2017).
Although the principal stratification model does not require pre-randomization covariates, it
can incorporate them as predictors of the principal strata, as we discuss in Section 4. Many
marketers have rich observational data on each customer’s purchase history and response to past
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marketing. We focus on two summaries of past customer behavior that are theoretically related
to the effect of a marketing treatment. The first is a measure of the customer’s responsiveness to
similar marketing treatments in the past. While estimates of responsiveness are often biased due
to targeting or treatment selection, the estimates still rank customers accurately, under some mild
assumptions which we detail. The second pre-randomization covariate we focus on is the time since
last purchase (i.e., recency), which is a predictor of latent attrition (Fader et al. 2005). Customers
with longer time since last purchase are more likely to have left the firm and therefore less likely to
be responsive to the marketing treatment. As we will show, these two pre-randomization covariates
are associated with stratum membership and are available to many marketers. Post-stratification
is carried out in the analysis stage of the experiment, and requires no changes to the design of the
experiment; the strategies we propose can be used to re-analyze experiments that have already been
fielded. In the main application, we use the proposed model to re-analyze 5 catalog experiments
conducted by a retailer and across all of these experiments we find that more than 75% of customers
have potential outcomes Y (0) = Y (1) = 0. That is, they will not purchase during the experiment
regardless of treatment. Customers who have not purchased recently are even more likely to be
in this zero-treatment effect group. Separating out these “never-buy” customers results in a 36-
57% reduction in the variance of the estimate of the ATE. We also report a second application in
Appendix D.
To summarize, the principal stratification model we propose leverages the fact that many ad-
vertising experiments contain a large volume of zero responses, while the positive responses can
be measured continuously. The decomposition into three strata provides a more precise estimate
of the ATE and provides predictions about customer stratum membership. The reduction in the
variance of the ATE is useful for computing a more accurate ROI estimate for marketing actions,
and can also be used to lower the required sample size of experiments.2 The allocation of customers
into strata can also allow firms to target customers based on their responsiveness.
2 Principal stratification for advertising experiments
In an advertising experiment n customers indexed by i = 1, . . . , n are randomly assigned to treat-
ment (Zi = 1) or control (Zi = 0) and each customer’s total sales or profit, Yi(Zi), is observed for
2The sample size increases linearly with the expected variance of the ATE.
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some period after the exposure. We adopt the potential outcomes framework where each customer
in the test has two potential outcomes, Yi(Z = 0) and Yi(Z = 1), and the analyst observes the
outcome consistent with the customer’s random assignment. The main goal of the experiment is
to estimate the ATE:
τ = E[Yi(Z = 1)− Yi(Z = 0)] (1)
Estimates of τ can be compared to costs to determine if the marketing treatment being tested
has positive ROI for the population in the test. A standard way to estimate the ATE is by linear
regression:
Yi = α+ τdZi + i (2)
This results in nearly the same estimate of the ATE as the common difference-in-means estimator;
the only difference is the pooled variance in the regression model. This estimate of the ATE is often
imprecise due to the large variance of Yi in most marketing response data (Lewis and Rao 2015).
Why is the variance of Yi high in advertising experiments? A major contributor is the fact that
many observed values of Yi are zero because the customer did not purchase, while Yi is usually
substantially larger than zero for a relatively small fraction of customers who purchase (see, for
example, Figure 4). The model we propose divides customers into three principal strata based on
whether their potential outcomes are zero or positive:
Always-buy (A) - those who will buy regardless of treatment (Yi(1) > 0 and Yi(0) > 0).
Influenced (I) - those who will buy if treated and not buy otherwise (Yi(1) > 0 and Yi(0) = 0).
Never-buy (N) - those who will not buy regardless of treatment (Yi(1) = 0 and Yi(0) = 0).
The columns in Figure 1 depict these three strata. We denote the proportion of customers in
each stratum as piA, piI and piN , while we denote the mean response in stratum s ∈ {A, I,N} with
exposure Z = z as E[Y si (z)] = µsz.
The model assumes that there are no customers who purchase only if they are not exposed to
advertising. This is consistent with most other models of ad response that assume there can not
be a negative response to ads (e.g., ad stock models) and improves the identification of the model
(Feller et al. 2019). As we show formally in Proposition 1 below, this assumption it is not the
primary driver of reductions in the posterior variance of the ATE.
This model is similar to, but different from, principal stratification models used to analyze
experiments with truncation-by-death (Zhang et al. 2009, Ding et al. 2011). Truncation-by-death
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Figure 1: Customer groups under principal stratification
occurs when the focal response variable can only be measured for subjects who are alive, e.g., heart
rate or quality-of-life. However, in truncation-by-death the focal response is undefined for subjects
who die and so the ATE is only defined for the group which is alive under both treatments. By
contrast, in our model for sales response customers who do not buy yield the firm zero revenue.
Thus, the three strata have ATEs:
τA = E[Yi(1)− Yi(0)|i ∈ A] = µA1 − µA0
τ I = E[Yi(1)− Yi(0)|i ∈ I] = E[Yi(1)− 0|i ∈ I] = µI0
τN = E[Yi(1)− Yi(0)|i ∈ N ] = E[0− 0] = 0 (3)
If the experimenter had full knowledge of stratum membership for each customer denoted by the
indicators XAi , X
I
i and X
N
i , they could incorporate these covariates in a regression with a full set
of treatment:covariate interactions to estimate the post-stratified ATE τps:
Yi = α+ τpsZi + β
AXAi + β
IXIi + γ
AZi(X
A
i −XAi ) + γIZi(XIi −XIi ) + i (4)
where X is the mean of covariate X (Ganju and Zhou 2011, Lin 2013, Miratrix et al. 2013). The
mean-centering ensures that the coefficient τps is the ATE. Not including the interaction terms
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(sometimes called “regression adjustment”) introduces a bias in the estimates of the ATE (Lin
2013) which becomes smaller with n.
In practice, the experimenter does not know the stratum membership of each observation, but
if they can estimate pis and µsz they can compute:
τ̂ps =
∑
s∈{A,I,N}
pisτ̂ s = piA(µ̂A1 − µ̂A0 ) + piI µ̂I1 (5)
We refer to this as the principal stratification ATE for advertising experiments. As we discuss in
Section 3, pis and µsz can be estimated from the experimental data where the X
s
i are latent. However,
before we discuss estimation, we first show the theoretical benefit of stratification assuming the Xsi
are observed.
2.1 Benefit of principal stratification
Using equations (1) and (5) of Ganju and Zhou (2011) we can show that the gain from using
post-stratification when the allocation to treatment and control is equal (n1 = n0) is:
∆ = V ar(τ̂d)− V ar(τ̂ps) = 4
∑
s pi
s(µs1 − µ1)(µs0 − µ0)
n
(6)
where µz =
∑
s pi
sµsz. In general, stratification may not always be beneficial for reducing the
variance of the ATE; when ∆ < 0, the benefit is negative. Intuitively, because ∆ is proportional
to the covariance in the treatment and control means for each stratum, ∆ > 0 when the mean
response within strata are positively correlated between treatment and control.
In the principal stratification model the treatment and control means for each stratum are
defined by µs1 and µ
s
0, which can be substituted into (6) to prove the following proposition:
Proposition 1. If stratum memberships are observed:
• The reduction in variance equals: ∆ = V ar(τ̂d)− V ar(τ̂ps) = 4pi
AµA0 ((1−piA)µA1 −piIµI1)
n .
• There is a positive reduction in variance if and only if µA1
µI1
> pi
I
piI+piN
.
Proof. The expression for reduction in variance results from plugging in µ0 = pi
AµA0 and µ1 =
piAµA1 + pi
IµI1 into (6). The condition in the second item can be obtained from noticing that the
expression inside the parenthesis needs to be positive for a positive reduction.
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The advertiser can expect to achieve a more-precise estimate of the ATE from principal strat-
ification when the always-buyer group has high average sales under treatment compared to the
influenced group, or when the never-buy group is large relative to the influenced group. Figure 2
illustrates the benefit through a simulation comparing the standard difference-in-means estimate
from (2) to the post-stratified estimate from (4) using different sample sizes and treatment allo-
cation proportions. The vertical bars indicate the sampling variance of the estimators, which are
substantially smaller for the post-stratified estimator in all cases.
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Figure 2: Simulated ATE estimates for difference-in-means and post-stratification
Although ∆ shrinks at a rate of 1n , the variances themselves also shrink at the same rate, and so
the relative reduction in sampling variance (V ar(τ̂d)− V ar(τ̂ps)) /V ar(τ̂d) can be substantial even
for large samples. Thus, stratification can improve estimates of advertising incrementality and ROI
even for large tests.
Proposition 1 and the previous work on post-stratification has assumed that each observation’s
stratum membership is observed by the experimenter, and not latent as in principal stratification.
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In our model, the strata sizes and membership are estimated, which may add additional noise and
increase the variance τ̂ps. Research in the survey literature on such “endogenous post-stratification”
estimators has shown that they are asymptotically consistent (Breidt and Opsomer 2008, Dahlke
et al. 2013). We use Bayesian inference to propagate these estimation errors into τ̂ps. The decrease
in precision due to estimation error is an empirical question and our applications show that this is
far outweighed by the increase in precision due to principal stratification.
Before we proceed to discuss the estimation of the model, we develop a summary statistic firms
can compute from their data to determine if stratification may be beneficial.
2.2 Quantifying the expected benefit from principal stratification
Because the treatment assignment Z is independent from the potential outcomes and because
everyone who buys with Z = 0 is in the always buyer group, the experimenter can estimate piA as
the proportion in the control group that buys. Any buyer with Zi = 1 who is not an always-buyer
is an influenced, hence piI can be estimated as the proportion of buyers in treatment minus the
proportion of buyers in control. Thus, we can estimate the strata proportions with the following
consistent estimators:
piA =
∑
i:Zi=0
1
n0
I(Yi > 0) (7)
piI =
1
n1
∑
i:Zi=1
I(Yi > 0)− piA
piN = 1− piA − piI
where n0 and n1 are the number of customers with Zi = 0 and Zi = 1 respectively.
The values of µA1 and µ
I
1 cannot be identified without further modeling assumptions (which
we layout in the next section), but a lower bound on the ratio µA1 /µ
I
1 can be calculated. Using
the average of the lowest bn1 · piAc observations from the set {Yi(1)|Yi(1) > 0} provides a lower
bound on µ̂A1 and the average of the remaining largest observations from {Yi(1)|Yi(1) > 0} will
provide an upper bound on µ̂I1. If we denote these averages as µ̂
Imax
1 and µ̂
Amin
1 then clearly
µ̂A1 /µ̂
I
1 > µ̂
Amin
1 /µ̂
Imax
1 .
Hence, based on Proposition 1 if the experimenter observes
µ̂Amin1
µ̂Imax1
>
piI
piI + piN
(8)
9
they should expect a benefit from applying stratification.
How large can this benefit be? We can use the same approach to provide a lower bound on the
gain:
∆̂min =
4piAµ̂A0
(
(1− piA)µ̂Amin1 − piI µ̂Imax0
)
n
(9)
By dividing these estimates with V ar(τ̂d), the experimenter can find a lower bound on the expected
relative decrease in variance if they analyze the experiment using principal stratification.
Figure 3 illustrates a simulation study of the differences between the lower bound in (9) and
the actual reduction in variance. Proposition 1 and the lower bound in (9) both assume an equal
allocation between treatment and control and ∆̂min underestimates the variance improvement for
unequal treatment allocations.
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Figure 3: Average decrease in variance of the post-stratified ATE relative to diff-in-means
In summary, the principal stratification model provides us an integrated accounting of the effect
of the ad (i.e., the lift in purchase incidence, piI , versus the increase in spend for those in stratum
A, µA1 − µA0 ) and has the potential to increase the precision of the estimate of the overall ATE.
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Moreover, analysts can compute a simple statistic prior to estimating the model to determine if
the post-stratified estimate is likely to be more precise than the difference-in-means.
3 Estimation of principal stratification model
We do not directly observe which principal strata each customer belongs to. We only observe that
the customer belongs to one of the four groups shaded in Figure 1: customers who are treated and
buy, customers who are treated and don’t buy, customers in the control who buy, and customers
in the control who do not buy. However, even without directly observing the principal strata, the
model can be estimated based on the marginal likelihood of the observed data.
Following the literature on principal stratification, the response for each strata and treatment
combination is specified as:
log(Yi(Zi) + 1) ∼

N (µA0 , σ) if i ∈ A and Zi = 0
N (µA1 , σ) if i ∈ A and Zi = 1
N (µI0, σ) if i ∈ I and Zi = 1
0 otherwise
(10)
If the log-sales are not normally distributed, other distributions could be specified for the positive
purchase amounts.
Using the Normal specification in (10), the marginal likelihood of a positive observation in the
treatment group (upper left shaded area in Figure 1) is:
`(Yi(Zi = 1) > 0) = pi
AN (log(Yi + 1)|µA1 , σ) + piIN (log(Yi + 1)|µI0, σ) (11)
The remaining customers in the treatment group who did not purchase (upper right shaded area
of Figure 1) must belong to stratum N, and this occurs with likelihood:
`(Yi(Zi = 1) = 0) = pi
N (12)
Similarly, customers in the control group who purchase (lower left shaded area in Figure 1) must
be in stratum A and the likelihood of these observations is:
`(Yi(Zi = 0) > 0) = pi
AN (log(Yi + 1)|µA0 , σ) (13)
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and the customers in the control group who do not purchase (lower right shaded area in Figure 1)
are in strata I or N with likelihood:
`(Yi(Zi = 0) = 0) = pi
I + piN (14)
Equations (11) – (14) form a marginal likelihood for the observed data which we can use for
analyzing advertising experiments. Equations (12), (13) and (14) serve to identify piA, piI and
piN and equation (13) identifies µA0 and σ. The mixture model in (11) is identified except in the
pathological case that µA1 = µ
I
0 or pi
I or piA is zero; that is, the A and I strata must not be empty and
there must be a difference in the mean purchase amount for treated customers in the A stratum and
the I stratum. The parameters can be estimated using maximum likelihood, method of moments
or Bayesian estimation. We opt for Bayesian estimation, because it allows us to propagate the
noise in the estimates into an overall ATE calculation without making use of approximations.
We estimate the model in (11) – (14) using Hamiltonian Monte Carlo as implemented in Stan
(Stan Development Team 2018). The priors are appropriately scaled to be relatively uninformative.
The details of the priors, complete Stan code for the model and a parameter recovery study are
included in Appendix A.
3.1 Application
We estimate the model for 5 catalog lift tests that were conducted by a US multi-channel speciality
retailer between September 2017 and February 2018. For each experiment, the retailer randomly
selected approximately 140,000 customers from their active customer list and a high-end catalog
was mailed to half this list at random. For each customer, all-channel purchases (net returns)
in the 30 days after the experiment were tracked using the retailer’s regular name/address/email
matching process. (Credit-card usage at this retailer is high and more than 80% of transactions
are matched to an existing customer in the CRM system.) Our analysis focuses on the log-sales for
each customer, log(Yi + 1), as the key response.
Table 1 contains basic summary statistics and the difference-in-means estimate of the ATE for
each experiment.3 For experiments 1 and 5, the estimated treatment effect τ̂d is small and the
posterior of the difference-in-means estimate straddles zero. For experiments 2, 3 and 4, which
3Table 1 shows the posterior mean and standard deviation of the difference in log-sales for the model in equation
(2); OLS estimates of the mean and standard error are nearly identical.
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were conducted over the holiday season, the treatment effect is larger and the 95% credible interval
is positive.
Table 1: Summary of experiments
Diff-in-Means (τ̂d)
Expt Month n1 n0 log(Yi(1) + 1) log(Yi(0) + 1) mean sd
1 Sept 2017 69,291 68,990 0.757 0.753 0.004 0.010
2 Oct 2017 69,268 68,959 0.772 0.747 0.025 0.010
3 Nov 2017 69,241 68,914 1.016 0.992 0.025 0.011
4 Dec 2017 69,238 68,900 1.103 1.078 0.025 0.011
5 Feb 2018 69,207 68,832 0.554 0.543 0.011 0.008
The principal stratification model specifies log-sales in the control group as Normally distributed
(see equation (13)) and log-sales in the treated group follow the mixture distribution in equation
(11). Figure 4 shows histograms of the positive log-sales for Experiment 2, which are consistent
with these assumptions. Histograms for other experiments are similar and are included in Appendix
B.
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Figure 4: Distribution of purchase amounts for Experiment 2
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3.1.1 Parameter estimates
Posterior estimates for the principal stratification model for all 5 experiments are shown in Table 2.
Taking Experiment 2 as an example, we find that 16.2% of customers are in stratum A and 0.4% of
customers are in stratum I, consistent with the observed purchase rates in Figure 4. The average
sales amount for customers in stratum I is exp(3.078 + 1.1012/2) − 1 = $38.81. For customers
in the A stratum, we see an increase in average purchase amount of (exp(4.691 + 1.1012/2) - 1)
- (exp(4.616 + 1.1012/2) - 1) = $14.43. Importantly, we estimate that 83.4% of customers are in
the never-buy stratum with a treatment effect of exactly zero. Results for other experiments are
similar.
Table 2: Parameter estimates for principal stratification model
Expt 1 Expt 2 Expt 3 Expt 4 Expt 5
Par mean sd mean sd mean sd mean sd mean sd
piA 0.163 0.001 0.162 0.001 0.213 0.001 0.236 0.001 0.116 0.001
piI 0.003 0.001 0.004 0.001 0.005 0.001 0.006 0.002 0.003 0.001
piN 0.834 0.001 0.834 0.001 0.783 0.001 0.758 0.001 0.881 0.001
µA0 4.575 0.010 4.616 0.010 4.660 0.009 4.551 0.008 4.648 0.012
µA1 4.638 0.014 4.691 0.015 4.717 0.012 4.597 0.012 4.734 0.017
µI0 3.016 0.245 3.078 0.239 3.056 0.213 3.296 0.238 3.089 0.220
σ 1.091 0.006 1.101 0.006 1.088 0.005 1.061 0.005 1.099 0.007
ATE (τps) 0.021 0.006 0.026 0.007 0.027 0.007 0.031 0.009 0.021 0.006
ATE ($) 1.980 0.556 2.535 0.601 2.573 0.681 2.160 0.622 2.142 0.523
The estimated within-strata response variance for Experiment 2 is σ2 = (1.101)2 = 1.212,
which is substantially smaller than the variance estimated for the difference-in-means model, which
is (1.774)2 = 3.147. This implies that the variances in the individual treatment effects within each
stratum are substantially smaller than the variance across all customers, which is precisely the
condition under which post-stratification produces a more precise estimate of the average treatment
effect than the difference-in-means estimator.
3.1.2 Improvement in posterior variance of the ATE
To illustrate the reduction in posterior variance of the ATE, we compare the principal stratification
model to the standard difference-in-means model in equation (2). We estimate it with Bayesian
methods to facilitate comparison, assuming a Normally distributed error term and diffuse priors.
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As a second benchmark, we also compare to a model with zero-inflated Normals, to accommodate
the large number observed zeros, specifically:
log(Yi(Zi = 0) + 1) ∼

N(α, σ) with probability q0
0 otherwise
(15)
log(Yi(Zi = 1) + 1) ∼

N(β, σ) with probability q1
0 otherwise
where the ATE is estimated as τzi = q1 ∗ β − q0 ∗ α.4 Since the principal stratification model only
allows for an increase in purchase incidence, we also estimate a constrained version of this model
where q1 > q0.
Table 3 and Figure 5 compare the ATE estimates from the principal stratification model versus
the three benchmark models. The point estimates of the ATE are generally similar; the exception
are Experiments 1 and 5 where the estimated ATE is different for models that are constrained
to positive lift versus the unconstrained models. Principal stratification restricts the change in
purchase incidence to be non-negative, which pushes the estimates up slightly particularly for
Experiments 1 and 5, where the observed incidence in treatment and control are similar. Other
changes in the estimates are due to the ATE being estimated for the sub-sample in each stratum,
rather than from the whole sample.
More importantly, the estimates of the ATE based on the principal stratification model have
substantially lower posterior variance than all benchmark models, including the zero-inflated model
that is constrained to have positive increase in incidence between treatment and control. Across
the 5 experiments, we see reductions of 36.1% to 57.4% over the standard difference-in-means
estimator (τ̂d). The zero-inflated model provides very little reduction in variance, suggesting that
simply accounting for zeros in the model is insufficient to reduce the variance. The zero-inflated
model that is constrained to positive lift provides a substantial improvement in variance, but is still
dominated by the principal stratification model.
One way to realize the benefit of principal stratification is to consider how large the control
group needs to be to detect a difference in the ROI given a fixed campaign size of 140K. For
Experiment 2, testing a null hypothesis of 0% ROI vs. an alternative of 25% ROI with 90% power
4We overload α and σ to emphasize the relationships between models.
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Figure 5: Comparison of ATE estimates for principal stratification versus benchmark models
Table 3: Comparison of ATE estimates for principal stratification versus benchmark models
Expt 1 Expt 2 Expt 3 Expt 4 Expt 5
Model mean sd mean sd mean sd mean sd mean sd
Diff-in-Means (τ̂d) 0.0042 0.0094 0.0249 0.0095 0.0242 0.0108 0.0246 0.0108 0.0108 0.0083
Zero-Inflated (τ̂zi) 0.0041 0.0094 0.0248 0.0096 0.0248 0.0106 0.0253 0.0107 0.0107 0.0085
with Pos. Lift 0.0160 0.0064 0.0289 0.0086 0.0299 0.0097 0.0298 0.0098 0.0180 0.0065
Principal Strat (τ̂ps) 0.0206 0.0061 0.0255 0.0068 0.0268 0.0074 0.0307 0.0086 0.0210 0.0055
Reduction in variance for Principal Strat versus Diff-in-Means
StDev Reduction (%) 34.7 28.7 31.5 20.1 32.9
Var Reduction (%) 57.4 49.2 53.0 36.1 54.9
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and 5% 1-sided confidence level, requires 66K customers in the control group using the diff-in-
means analysis (assuming a catalog cost of $1 and using the average sales of $9.31 per customer).
Using principal stratification cuts this requirement in half to 33K and the difference translates to
an increase of approximately $77K in additional revenues when the alternative hypothesis is true.5
4 Pre-randomization covariates
In this section, we discuss how pre-randomization covariates can be incorporated into the principal
stratification model. There are several ways to do this: covariates could be used to predict stratum
membership, or predict response for the groups with positive response, or both. We focus on pre-
randomization covariates as correlates of stratum membership, because such covariates improve
the identification of the mixture model in (11). For example, Ding et al. (2011) shows that a
discrete covariate with 3 levels is enough to identify the treatment effect for the A group in a non-
parametric principal stratification model. Under specific assumptions, the proof can be extended to
show that the ATE is nonparametrically identified with slightly more levels. This is an important
advantage, as the identification of normal mixture models (even for simple ones) has been shown
to be potentially problematic (Feller et al. 2019) and any posterior uncertainty in the mixture
model will propagate into estimates of the ATE. However each additional level effectively creates
substrata, which may lower the number of observations in each substratum which, in turn, will
decrease the precision of ATE the estimate.
Specifically, we extend the model in equations (11) – (14) to allow the principal strata prob-
abilities to depend on covariates. If xi is a vector of observed pre-randomization covariates for
customer i including a leading column of ones for the intercept, then we specify the conditional
5The ROI is defined as ROI = Y (1)−Y (0)−c
c
when c is the cost. It can be transformed to fit our model for estimating
ATE = log(1 + Y (1)− c(1 +ROI))− log(1 + Y (0)).
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principal strata probabilities as a multinomial logit model:
piA|xi = 1
1 + exp(xiβI) + exp(xiβN )
piI |xi = exp(xiβ
I)
1 + exp(xiβI) + exp(xiβN )
piN |xi = exp(β
Nxi)
1 + exp(xiβI) + exp(xiβN )
(16)
where the coefficient vectors βI and βN are estimated from the data in the experiment. We use
τc to refer to the ATE produced by fitting the model defined by equations (11) – (14) and (16).
In addition to potentially improving the precision of the ATE estimate it can also provide insights
into which customers are more likely to be in the N stratum, who are obviously poor targets for
treatment, versus the A and I strata, which typically have positive treatment effects.
The key to applying this model is identifying pre-randomization covariates that are associated
with stratum membership. The literature on latent attrition suggests that recency, which is the
number of periods that have passed since the customer’s last purchase, is a good predictor of
whether a customer is active (Fader et al. 2005).6 If the customer is no longer active, then they
are, by definition, a part of the N stratum in the experiment. Thus, we expect the customer’s
recency at the time of the experiment, Ri, to be associated with increased probability of belonging
to the N stratum. Many advertisers have data on prior purchases for the customers in the test
(e.g., Lewis and Rao 2015), so recency is available for many retention campaigns like the ones in
our application.
Most CRM databases that track purchases for individual customers also track prior exposures
to marketing. Similarly, in online advertising settings records of past exposures are also frequently
available. Such data may or may not have come from a randomized experiment, but it can be
used to create a (potentially biased) individual-level estimate of past responsiveness to similar
marketing, Qi. If this estimate of past responsiveness is correlated with future behavior, than it
will be predictive of belonging to the “Influenced” stratum.
Specifically, in each pre-experiment period t let yit be an indicator of whether the customer
made a purchase and let zit be an indicator for whether the customer was treated. The prior
6Recency is a sufficient statistic for some latent attrition models.
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treatment response, Qi, is the difference between the average probability of purchasing in periods
with no ad exposure and purchasing in periods with an ad exposure:
Qi =
∑
t yitzit∑
t zit
−
∑
t yit(1− zit)∑
t(1− zit)
(17)
If responsiveness is static and past exposure zit is exogenous, the responsiveness metric is an unbi-
ased estimate of the customer’s likelihood of being in stratum I. However, it is not necessary for
advertising exposure to be exogenous; the treatment zit may be correlated with stratum member-
ship. Despite the potential endogenity, we show that if customer i is more likely to be in the A or
I strata than customer j, then customer i is expected to have both higher Qi and lower Ri:
Proposition 2. Assume each customer i’s stratum membership in each prior period t is determined
by an independent draw from a categorical distribution with latent parameters (piAi , pi
I
i , pi
N
i ) which
remains constant before and during the experiment. If for two consumers i and j, 1/2 > piAi > pi
A
j
and 1/2 > piIi > pi
I
j , then:
• The expected responsiveness of i is higher than that of j: E[Qi] > E[Qj ].
• The expected recency of i is lower than that of j: E[Ri] < E[Rj ].
These results hold even if past marketing exposures zit are positively correlated with the potential
outcomes of each customer i.
Proof. See appendix.
The major implication of this result is that we can rank consumers by their past recency and
responsiveness and divide them into groups that will be predictive of their future stratum member-
ship. Thus, Qi and Ri are reasonable candidates to include as covariates to stratum membership
in the principal stratification model.
It is notable that piAi and pi
I
i must be less than 1/2 for this identification approach to be valid.
The reason is that when both of these values are high and the targeting is precise, it may be the
case that the expected recency and responsiveness metrics are lower for consumers with high values
of piAi and pi
I
i . If ad exposure was exogenous for the prior periods, then ranking based on past
behavior predicts future behavior for any values of piAi and pi
I
i .
This approach to pre-randomization covariates is different from including the covariates in a
regression for the response. Such “regression adjustments” do not always provide meaningful gains
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in the precision of the ATE (Jones et al. 2017) and, as we show in the application, they do not
improve the variance of the ATE as well as principal stratification. In the principal stratification
model, these covariates are used to predict stratum membership and are theoretically justified for
that purpose. Including these covariates may increase or decrease the precision of the ATE relative
to principal stratification without covariates. However, regardless of the effect on the precision of
the ATE, covariates also bring additional insight into which customers are likely to belong to the
N stratum.
4.1 Application with covariates
For the application, we had access to CRM data indicating whether each customer received a
catalog or made a purchase in each month for 13 months prior to the experiment (see Figure 6).
Using this data, we computed Qi and Ri for each customer.
September 2016 August 2017
Pre-Randomization Observational Data
Transactions and exposure to catalog mailings over 13 
months for ~140K customers 
Randomized Experiments
Five catalog experiments with same 
customers randomized 50%/50% 
February 2018September 2017
Figure 6: Data timeline for application
Table 4 presents the parameter estimates of the principal stratification model. We see that
the response means, µA0 , µ
A
1 and µ
I
1, are largely the same as in the model without covariates. The
response variance σ is also similar. Both recency and responsiveness are associated with substantial
changes in the strata probabilities as shown by the large and significant β coefficients in Table 4.
Since the multinomial logit parameters (β) can be difficult to interpret, Table 5 shows the
conditional estimates of the strata probabilities. As expected, customers who have not made a
recent purchase are much more likely to be in the N stratum and less likely to be in the A stratum.
Customers who are less responsive are less likely to be in the A or I strata, although Ri is a stronger
predictor than Qi. In Appendix D, we report coefficients from a second application with a different
retailer. For that retailer, Qi is a more important predictor with β coefficients similar to Ri.
Finally, Table 6 compares the variance of the ATE between the principal stratification model
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Table 4: Parameter estimates for principal stratification model with pre-randomization covariates
Expt 1 Expt 2 Expt 3 Expt 4 Expt 5
mean sd mean sd mean sd mean sd mean sd
Baseline strata probabilities (logit scale)
βA0 0 0 0 0 0
βI0 −3.737 0.280 −3.548 0.271 −3.706 0.608 −3.561 0.698 −3.470 0.286
βN0 1.005 0.012 0.997 0.012 0.653 0.012 0.530 0.012 1.413 0.013
No recent purchase (Ri > 5)
βI1 1.332 0.297 1.684 0.271 0.767 2.040 0.569 2.381 1.246 0.292
βN1 1.617 0.021 1.608 0.022 1.431 0.040 1.338 0.042 1.577 0.025
Low prior treatment effect (Qi < 0)
βI2 −0.102 0.319 0.056 0.230 0.002 0.810 −0.236 0.678 −0.028 0.289
βN2 0.268 0.016 0.318 0.016 0.373 0.017 0.373 0.015 0.307 0.018
µA0 4.575 0.010 4.616 0.010 4.658 0.009 4.547 0.009 4.648 0.012
µA1 4.653 0.014 4.711 0.014 4.720 0.039 4.597 0.039 4.748 0.017
µI1 3.268 0.152 3.530 0.132 4.088 0.878 4.158 0.884 3.336 0.163
σ 1.088 0.006 1.100 0.006 1.088 0.008 1.059 0.006 1.098 0.007
ATE τ̂c 0.031 0.006 0.045 0.007 0.056 0.007 0.059 0.009 0.029 0.005
ATE ($) 2.559 0.534 3.485 0.561 3.746 0.891 3.576 0.613 2.584 0.504
Table 5: Estimated conditional principal strata sizes and ATEs for Experiment 2
Recent Purch. Recent Purch. No Recent Purch. No Recent Purch.
Responsive Less Responsive Responsive Less Responsive
Ri < 6, Qi > 0 Ri < 6, Qi < 0 Ri ≥ 6, Qi > 0 Ri ≥ 6, Qi < 0
piA 0.267 0.210 0.068 0.051
piI 0.008 0.007 0.011 0.009
piN 0.725 0.783 0.921 0.941
ATE (τc) 0.054 0.043 0.044 0.035
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with covariates and a regression adjustment model where main effects and interactions with treat-
ment for Ri and Qi are included in a linear model for log-sales. The principal stratification esti-
mates have 32.6% to 57.9% lower posterior variance, with the exception of Experiment 3, where
both methods have similar posterior variance. In fact, the regression adjustment estimates provide
little improvement in posterior variance versus the difference-in-means model without covariates
(see Table 3).
Table 6: Comparison of ATE estimates for models with covariates
Expt 1 Expt 2 Expt 3 Expt 4 Expt 5
Model mean sd mean sd mean sd mean sd mean sd
Regression Adj. 0.0056 0.0092 0.0262 0.0092 0.0262 0.0102 0.0266 0.0106 0.0121 0.0081
Principal Strat (τ̂c) 0.0313 0.0060 0.0450 0.0065 0.0506 0.0105 0.0593 0.0087 0.0291 0.0054
StDev Reduction (%) 35.1 29.4 -2.6 17.9 32.5
Var Reduction (%) 57.9 50.2 -5.3 32.6 54.4
5 Conclusion
The recent popularity of advertising experiments to estimate incrementality has exposed many
challenges that marketers face when fielding and analyzing experiments. Because advertising effects
are often small and because consumer response is noisy, precisely estimating these effects is hard
even with large samples (Lewis and Rao 2015, Berman et al. 2018, Azevedo et al. 2019).
The principal stratification model allows a firm to decompose consumer responses into purchase
incidence and purchase amount. This, in turn, can provide a more precise estimate of the ATE
by separating out the people who will never buy regardless of treatment and therefore have zero
treatment effect. The estimate will be more precise when the share of customers who do not
purchase in the experiment is large, which is often the case in advertising experiments. While we
have focused on advertising lift testing here, the principal stratification model would be useful for
any type of marketing experiments where the response is customer-level sales.
A reliable reduction in the variance of the ATE, as is shown in both applications, may be
useful for firms in several ways. First, when making decisions about advertising investments and
budget allocations, precise ROI measurements will allow firms to better allocate their advertising
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spending. Second, a smaller variance in the ATE translates to a smaller sample size required to
detect a positive effect in experiments. When designing experiments, the required sample sample
size is linear in the variance of the ATE, and hence a 30% reduction in variance translates to a
30% reduction in required sample size. Depending on the advertising medium, smaller required
sample sizes result in cost savings because 1) the budget required to purchase media for the test
is smaller, 2) there is a shorter amount of time required to achieve the required sample size (i.e.,
faster learning), or 3) a smaller control group can be used to decrease the opportunity cost of the
test.
Beyond the benefit of lowering the variance of the ATE, our method also lets firms understand
how consumers are influenced by advertising. When piI is large, the advertising is convincing people
to buy, while when µA0 − µA1 is large, the advertising is encouraging those who would have bought
to buy more. Marketers can test different ad creatives to learn how those creative affect both types
of customers. When the analysis is combined with covariates about a customer’s past behavior,
the information can also be used to predict a customer’s response stratum, and the result can be
used for targeting.
In the application, the variance of the estimated ATE is consistently decreased by about 30-60%.
We also provide a summary statistic based on simple averages that analysts can calculate to predict
if principal stratification will be useful without complex modeling. Moreover, the consistency of the
results across experiments and time periods means that if firms are engaged in repeated advertising
(such as retailers who use catalogs throughout the year), they can use the estimates from past
experiments to inform the sample sizes for future experiments.
Our method is not without limitations. First, principal stratification is only useful for exper-
iments with a continuous response that has a large number of observed zeros. This structure is
typical of customer-level sales and could be applied to time-on-site data where there are typically a
large proportion of session with zero time-on-site (i.e., bounces). However, conversion experiments
where the outcome is binary will not fit this setup. Second, we make distributional assumptions in
the estimation procedure. A non-parametric approach similar to Ding et al. (2011) can be applied,
but will require using covariates and other assumptions. Third, the model assumes there are no
customers who would purchase only when they are not exposed the the advertising. This assump-
tion improves the identification of the principal stratification model and is consistent with other
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models of advertising response, e.g., the ad-stock model.
The two covariates we focused on (recency and responsiveness) are commonly available to mar-
keters. To formally prove their usefulness, we made the assumption that stratum membership for
each customer is drawn from a static distribution. This model can be extended to allow stratum
membership to follow a hidden Markov model (HMM) which could be estimated from panel data.
Such an approach would allow us to incorporate past behavior of customers into the analysis of
an experiment in a more structured way. We also encourage the investigation of other covari-
ates to predict stratum membership or mean response within-stratum, particularly those based on
consumers’ prior engagements with the brand.
Although we focused on the static analysis of experiments that have already been fielded, the
Bayesian implementation of the principal stratification model can be readily adapted to dynamic
inference in experiments, which is becoming the norm for many A/B testing platforms (e.g., sequen-
tial testing, online Bayesian inference). This would provide insights about the size and response for
each stratum as the experiment is running. We believe such applications hold tremendous potential
for future work that will combine principal stratification with dynamic experimental designs.
References
Eduardo M Azevedo, Deng Alex, Jose Montiel Olea, Justin M Rao, and E Glen Weyl. A/B Testing
with Fat Tails. Technical report, Available at SSRN 3171224, 2019.
Joel Barajas, Ram Akella, Marius Holtan, and Aaron Flores. Experimental designs and estimation
for online display advertising attribution in marketplaces. Marketing Science, 35(3):465–483,
2016.
Ron Berman, Leonid Pekelis, Aisling Scott, and Christophe Van den Bulte. p-Hacking and False
Discovery in A/B Testing. Working Paper, 2018.
F Jay Breidt and Jean D Opsomer. Endogenous post-stratification in surveys: classifying with a
sample-fitted model. The Annals of Statistics, 36(1):403–427, 2008.
Mark Dahlke, F Jay Breidt, Jean D Opsomer, and Ingrid Van Keilegom. Nonparametric endogenous
post-stratification estimation. Statistica Sinica, 23:189–211, 2013.
24
Alex Deng, Ya Xu, Ron Kohavi, and Toby Walker. Improving the sensitivity of online controlled
experiments by utilizing pre-experiment data. In Proceedings of the Sixth ACM International
Conference on Web Search and Data Mining, pages 123–132. ACM, 2013.
Peng Ding, Zhi Geng, Wei Yan, and Xiao-Hua Zhou. Identifiability and estimation of causal effects
by principal stratification with outcomes truncated by death. Journal of the American Statistical
Association, 106(496):1578–1591, 2011.
Peter S Fader, Bruce GS Hardie, and Ka Lok Lee. RFM and CLV: Using iso-value curves for
customer base analysis. Journal of Marketing Research, 42(4):415–430, 2005.
Elea McDonnell Feit and Ron Berman. Test & Roll: Profit-Maximizing A/B Tests. Marketing
Science, Ahead of Print, 2019.
Avi Feller, Evan Greif, Nhat Ho, Luke Miratrix, and Natesh Pillai. Weak separation in mixture
models and implications for principal stratification. Working Paper, 2019.
Constantine E Frangakis and Donald B Rubin. Principal stratification in causal inference. Biomet-
rics, 58(1):21–29, 2002.
Robert Gallop, Dylan S Small, Julia Y Lin, Michael R Elliott, Marshall Joffe, and Thomas R
Ten Have. Mediation analysis with principal stratification. Statistics in medicine, 28(7):1108–
1130, 2009.
Jitendra Ganju and Kefei Zhou. The benefit of stratification in clinical trials revisited. Statistics
in Medicine, 30(24):2881–2889, 2011.
Brett R Gordon, Florian Zettelmeyer, Neha Bhargava, and Dan Chapsky. A comparison of ap-
proaches to advertising measurement: Evidence from big field experiments at facebook. Market-
ing Science, 38(2):193–225, 2019.
Paul R Hoban and Randolph E Bucklin. Effects of internet display advertising in the purchase
funnel: Model-based insights from a randomized field experiment. Journal of Marketing Research,
52(3):375–393, 2015.
25
Garrett A Johnson, Randall A Lewis, and Elmar I Nubbemeyer. Ghost ads: Improving the eco-
nomics of measuring online ad effectiveness. Journal of Marketing Research, 54(6):867–884,
2017a.
Garrett A Johnson, Randall A Lewis, and David H Reiley. When less is more: Data and power in
advertising experiments. Marketing Science, 36(1):43–53, 2017b.
Jason J Jones, Robert M Bond, Eytan Bakshy, Dean Eckles, and James H Fowler. Social influence
and political mobilization: Further evidence from a randomized experiment in the 2012 US
presidential election. PLOS One, 12(4):e0173851, 2017.
Randall A Lewis and Justin M Rao. The unfavorable economics of measuring the returns to
advertising. The Quarterly Journal of Economics, 130(4):1941–1973, 2015.
Winston Lin. Agnostic notes on regression adjustments to experimental data: Reexamining freed-
man’s critique. The Annals of Applied Statistics, 7(1):295–318, 2013.
Luke W Miratrix, Jasjeet S Sekhon, and Bin Yu. Adjusting treatment effect estimates by post-
stratification in randomized experiments. Journal of the Royal Statistical Society: Series B
(Statistical Methodology), 75(2):369–396, 2013.
Jason Roy, Joseph W Hogan, and Bess H Marcus. Principal stratification with predictors of
compliance for randomized trials with 2 active treatments. Biostatistics, 9(2):277–289, 2007.
Donald B Rubin et al. Causal inference through potential outcomes and principal stratification:
application to studies with “censoring” due to death. Statistical Science, 21(3):299–309, 2006.
Navdeep S Sahni, Dan Zou, and Pradeep K Chintagunta. Do targeted discount offers serve as
advertising? evidence from 70 field experiments. Management Science, 63(8):2688–2705, 2016.
Stan Development Team. Stan Modeling Language Users Guide and Reference Manual, 2018.
Daniel Zantedeschi, Eleanor McDonnell Feit, and Eric T Bradlow. Measuring multichannel adver-
tising response. Management Science, 63(8):2706–2728, 2016.
Junni L Zhang, Donald B Rubin, and Fabrizia Mealli. Likelihood-based analysis of causal ef-
fects of job-training programs using principal stratification. Journal of the American Statistical
Association, 104(485):166–176, 2009.
26
A Details of principal stratification model
A.1 Priors
We adopt weakly-informative priors:
(piA, piI , piN ) ∼ Dir(2, 2, 2)
µA0 , µ
A
1 , µ
I
1 ∼ N (0, 20)
σA1 = σ
A
0 = σ
I
1 ∼ N (0, 1)
(18)
assuming the positive responses are standardized. When covariates are included the prior on
(piA, piI , piN ) is replaced with a prior on β:
β ∼ N (0, 1) (19)
A.2 Stan code for principal stratification model
data {
int<lower=0> N[4]; // responses in each of 4 obs groups Y(1)>0, Y(1)=0, Y(0)>0, Y(0)=0
vector[N[1] + N[3]] Y; // obs responses > 0
real <lower=0, upper=1> Z[N[1] + N[3]]; // treatment indicator for obs responses > 0
}
parameters{
simplex[3] pi; // strata probabilities indexed by A I N
vector[2] muA; // indexed by A0, A1
real muI;
real<lower=0> sigma; // variances for Y>0 groups
}
model {
// priors
pi ~ dirichlet(rep_vector(2, 3));
muA ~ normal(0, 20);
muI ~ normal(0, 20);
sigma ~ normal(0, 1);
// observational groups
N[1] ~ binomial(N[1] + N[2], pi[1] + pi[2]);
N[3] ~ binomial(N[3] + N[4], pi[1]);
// outcome (conditional on Y > 0)
for (n in 1:(N[1] + N[3])) {
if (Z[n] == 1) {
target += log_mix(pi[1]/(pi[1] + pi[2]),
normal_lpdf(Y[n] | muA[2], sigma), //A1
normal_lpdf(Y[n] | muI, sigma)); //I1
} else {
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target += normal_lpdf(Y[n] | muA[1], sigma); //A0
}
}
}
generated quantities{
vector[3] tau; // treatment effects by strata
real ATE; // overall average treatment effect
tau[1] = muA[2] - muA[1];
tau[2] = muI - 0;
tau[3] = 0;
ATE = dot_product(tau, pi);
}
A.3 Synthetic data parameter recovery study
To confirm that the principal stratification model is identified, we simulated data from a model
using parameters similar to those estimated in Experiment 2 (see Table 2) with 70,000 customers
in each group. Table A.1 shows that for this synthetic data set, the true value falls within the
posterior 95% credible interval for all parameters. The posterior of µI1 is more diffuse relative to
the other parameters, because it is only identified as a small component of the mixture distribution
in equation (11) and this uncertainty in µI1 is propagated into the estimates of the ATE.
Table A.1: Synthetic data parameter recovery for principal stratification model
Posterior
Param True mean sd 2.5% 97.5%
piA 0.200 0.199 0.001 0.197 0.202
piI 0.010 0.010 0.002 0.007 0.013
piN 0.790 0.791 0.001 0.788 0.793
µA0 4.600 4.606 0.009 4.588 4.624
µA1 4.700 4.705 0.014 4.680 4.732
µI1 3.100 3.105 0.124 2.851 3.335
σ 1.100 1.098 0.005 1.087 1.108
ATE (τps) 0.051 0.051 0.008 0.035 0.068
ATE ($) 4.239 4.214 0.692 2.876 5.584
Table A.2 confirms the decrease in posterior variance for the principal stratification model versus
estimates from the standard difference-in-means model and the zero-inflated model.
A second simulation with 140,000 customers generated according to the model with covariates
predicting strata membership is summarized in Table A.3. As discussed in Section 4, including
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Table A.2: Synthetic data estimates of the ATE
Posterior
Model mean sd 2.5% 97.5%
True 0.0510
Diff-in-Means (τd) 0.0418 0.0103 0.0220 0.0619
Zero-inflated (τzi) 0.0421 0.0102 0.0218 0.0618
with Pos. Lift 0.0447 0.0097 0.0259 0.0645
Principal Strat (τps) 0.0508 0.0084 0.0346 0.0678
Variance Reduction (%) 33.1
StDev Reduction (%) 18.2
covariates improves the identification of the group means µA1 and especially µ
I
1. This is confirmed
by narrower posteriors for µA1 and µ
I
1 and, consequently, the ATE, for a similar amount of data.
Table A.3: Synthetic data parameter recovery for principal stratification with covariates
Posterior
Param True mean sd 2.5% 97.5%
Baseline strata probabilities (logit scale)
βA0 0 0
βI0 −3.000 −3.338 0.233 −3.841 −2.924
βN0 1.000 1.014 0.012 0.990 1.037
No recent purchase (Ri > 5)
βI1 1.700 2.090 0.222 1.694 2.571
βN1 1.600 1.604 0.021 1.564 1.645
Low prior treatment effect (Qi < 0)
βI2 0.000 −0.046 0.135 −0.311 0.212
βN2 0.300 0.286 0.016 0.254 0.320
µA0 4.600 4.600 0.010 4.580 4.619
µA1 4.700 4.695 0.013 4.669 4.722
µI1 3.500 3.502 0.079 3.340 3.656
σ 1.000 1.004 0.006 0.993 1.014
ATE (τc) 0.063 0.058 0.007 0.046 0.072
ATE ($) 3.291 3.133 0.479 2.196 4.091
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B Distribution of purchase amounts for application in Section 3
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Figure B.1: Distribution of purchase amounts for application in Section 3
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C Proofs
Proof of Proposition 2. We first prove the following lemma:
Lemma 1. Let yit be the purchase indicator and zit the exposure indicator for consumer i at time
t. Suppose that 1/2 > piAi > pi
I
j , and 1/2 > pi
I
i > pi
I
j . Then Pr(yit = 1) > Pr(yjt = 1) and
Pr(yitzit = 1) > Pr(yjtzjt = 1).
Proof. Let XAit = 1 iff the consumer is in stratum A at time t and X
I
it = 1 iff the consumer is
in stratum I at time t. Let pz = Pr(zt = 1) be the unconditional probability of exposure in the
population in each time period.
Then:
Pr(yit = 1) = Pr((X
A
it +X
I
it)zit + (X
A
it )(1− zit) = 1) (20)
= Pr(XAit +X
I
it · zit = 1) = Pr(XAit = 1) + Pr(XIit · zit = 1) (21)
= piAi + E[XIit · zit] (22)
Where the penultimate equality follows from the mutual exclusivity of XAit and X
I
it. We notice
that the exposure zit only influences purchase if X
I
it = 1. Hence, only correlation between zit and
XIit = 1 might alter the expectation from one that assumes independence. Denote by 1 > ρ
I ≥ 0
the correlation between XIit and zit. Then E[XIit · zit] = piAi pz + ρI
√
piIi (1− piIi )pz(1− pz)
For any ρI ≥ 0, if piIi > piIj and piIi < 1/2 , then ρI
√
piIi (1− piIi )pz(1− pz) ≥ ρI
√
piIj (1− piIj )pz(1− pz).
This implies that Pr(yit = 1) > Pr(yjt = 1) given that pi
A
i + pi
I
i > pi
A
j + pi
I
j .
Similarly:
Pr(yitzit = 1) = E[yitzit] (23)
= (piAi + pi
I
i )pz + ρ
A
√
(piAi )(1− piAi )pz(1− pz) + ρI
√
(piIi )(1− piIi )pz(1− pz) (24)
where 1 > ρA ≥ 0 is the correlation coefficient between XAit and zit. Using a similar argument to
before, because 1/2 > piAi > pi
A
j , Pr(yitzit = 1) > Pr(yjtzjt = 1).
We can apply Lemma 1 and its proof to the responsiveness estimator Qi =
∑
t yitzit∑
t zit
−
∑
t yit(1−zit)∑
t(1−zit)
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in the following way:
E[Qi] = E[2yitzit − yit] = 2Pr(yitzit = 1)− Pr(yit = 1) (25)
= 2
(
piIi pz + ρ
A
√
(piAi )(1− piAi )pz(1− pz)
)
+ piAi pz + ρ
I
√
piIi (1− piIi )pz(1− pz) (26)
This implies that when 1/2 > piAi > pi
A
j and 1/2 > pi
I
i > pi
I
j , then E[Qi] > E[Qj ].
Turning to prove that E[Ri] < E[Rj ], we first prove the following lemma:
Lemma 2. Let pii and pij be the probability of a purchase by a consumer in each time period, and
assume that pii > pij. Then E[Ri] < E[Rj ].
Proof. The pmf of the recency is: Pr(R = k|pi) = pi(1−pi)k−1
1−(1−pi)T .
The expected value is:
E[R|pi] = T
(1− pi)T − 1 +
1
pi
+ T − 1
.
The derivative of the expected value with respect to pi equals:
∂E[R|pi]
∂pi
=
T 2(1− pi)T−1
((1− pi)T − 1)2 −
1
pi2
(27)
At T = 1 the derivative is zero. The expression T
2(1−pi)T−1
((1−pi)T−1)2 is decreasing in T . Hence for every
T > 1, ∂E[R|pi]∂pi < 0 which implies that E[Ri] < E[Rj ] when pii > pij .
The first lemma shows that if 1/2 > piIi > pi
I
j then pii = Pr(yit = 1) > Pr(yjt = 1) = pij . Hence,
using the second lemma, it implies that E[Ri] < E[Rj ].
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D Additional application
In a second application we analyze six catalog experiments conducted by a different multi-channel
retailer with a similar data structure. The firm collected CRM data for the customers in the exper-
iments for 19 months prior (see Figure D.1). The response is all-channel purchases within 30 days
March 2012 September 2013
Pre-Randomization Observational Data
Transactions and monthly catalog mailings for a random 
sample of 5,000 customers 
Randomized Experiments
Six catalog experiments on subsets 
of the 5,000 customers with small 
randomized control groups
March 2014October 2014
Figure D.1: Data timeline for additional application
after the catalog mailing, which are tracked in the CRM system by name/address matching; this
retailer matches more than 90% of transactions back to existing customers in the CRM system. For
each campaign the retailer selected a target population from the CRM system and then randomly
assigned a small proportion of those customers to be held out from the catalog mailing. Table D.1
shows the sample sizes for these 6 experiments and the standard difference-in-means estimates of
the ATE. The point estimates of the difference in mean are all negative; these experiments have
Diff-in-Means (τ̂d)
Expt Month n1 n0 log(Yi(1) + 1) log(Yi(0) + 1) mean sd
1 Oct 2013 906 36 0.322 0.409 -0.088 0.214
2 Nov 2013 858 36 0.427 0.428 -0.005 0.246
3 Dec 2013 582 51 0.597 0.711 -0.116 0.246
4 Jan 2014 783 32 0.316 0.376 -0.058 0.224
5 Feb 2014 648 125 0.212 0.188 -0.025 0.097
6 Mar 2014 723 49 0.274 0.582 -0.310 0.172
Table D.1: Descriptive statistics for additional application
small holdout groups and purchase incidence around 5%, which results in very imprecise estimates
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of the ATE.7
To confirm that the distribution of log-sales is suitable for the principal stratification model,
we plot histograms of the positive responses in Figure D.2. While the small sample size makes it
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Figure D.2: Distribution of purchase amounts for Experiment 1 for additional application
difficult to assess these distributions, they are not inconsistent with the Normal and Normal mixture
distributions (for purchases in the control and treatment groups, respectively) in the principal
stratification model.
The parameter estimates for the principal stratification model with recency and responsiveness
as covariates are shown Table D.2 and are distinct from Application 1 in a few ways: 1) the N
stratum is larger, the A stratum is smaller and the I stratum is larger, 2) the average purchase
amount for the I stratum is higher than A (with the exception of Experiment 6). In other words,
this retailer’s catalogs generate a larger lift in purchase incidence and those who only purchase
when treated make relatively large purchases. This retailer is more luxury-oriented, which may
explain this difference in response, and the principal stratification model helps to identify differences
like these in the effect of a marketing treatment on sales. The estimates also show that low
responsiveness (Qi < 0) is predictive of being in the N stratum, i.e., β
N
2 is large; in the application
reported in the paper, responsiveness is less predictive.
Finally, Table D.3 compares the estimates of the ATE for the benchmark models and shows a
7A previous version of this paper reported the differences in mean sales, which are mostly positive due to large
purchases in the treatment group. Table D.1 reports the difference in log-sales, which are mostly negative.
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consistent reduction in the variance of the ATE for the principal stratification models.
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