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Summary
Ethernet passive optical network (EPON) as one possible solution for next gen-
eration access networks is gaining more and more attention. Since an EPON is
expected to deliver multimedia applications, such as voice, video and data, it
should be capable of supporting QoS of differentiated services. Resources used to
support service differentiation primarily include buffers and bandwidth. There-
fore, buffer management and bandwidth allocation schemes are needed in EPON.
An EPON is a point-to-multipoint network which consists of one optical line
terminal (OLT) and multiple optical network units (ONUs). In the upstream
direction, from ONUs to the OLT, the channel is shared by all ONUs. To avoid
data collision, the OLT has to arrange the transmission order for different ONUs.
An available solution is to assign a time slot to each ONU, which then only
transmits within its assigned time slot. Considering the bursty characteristic
of network traffic, dynamically allocating the bandwidth is more adaptive and
flexible.
In this thesis, a weighted dynamic bandwidth allocation scheme for EPON is
proposed to effectively allocate the bandwidth and support QoS of differentiated
services. With this scheme, the bandwidth is allocated inter-class and intra-class.
Once traffic load exceeds the channel capacity, some requirements are constrained
by a bandwidth threshold. The bandwidth threshold is determined by a weight
and also guarantees a minimum bandwidth for each class. To rationally determine
the weight for each class, two estimation formulas are deduced by analyzing the
medium access delay and traffic profile. According to the access delay bound and
Summary x
traffic profile, the weight can be calculated dynamically. Simulation is conducted
to evaluate the proposed dynamic bandwidth allocation scheme and validate the
algorithm of determining the weight.
1Chapter 1
Introduction
1.1 Passive Optical Network Technology
With the increasing demand for network bandwidth driven by multiple applica-
tions, the lag of access network capacity is still a bottleneck between high-capacity
Local Area Networks (LANs) and the backbone network. Due to the nature of
optical fiber, such as huge capacity, small size and lightness, and immunity to
electromagnetic interference, Fiber-To-The-Subscriber (FTTx) has been consid-
ered an ideal solution for access networks. Another merit of optical fiber is its
capability in delivering voice, video and data services at distances beyond 20
kilometers in the subscriber access network.
Passive optical network (PON) is an optical-access architecture. It facili-
tates broadband (voice, video, and data) communications between an optical line
terminal (OLT) and multiple remote optical network units (ONUs) over a purely
passive optical distribution network. PON is a point-to-multipoint (P2MP) op-
tical network with no active elements in the path of signal from source to desti-
nation. By definition, a PON has no active elements in the network path that
require optical-to-electrical conversions [1]. Interior elements used in a PON are
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passive optical components, such as optical fiber, combiners and splitters. Since
the PON technology minimizes the number of optical transceivers, central office
terminations and fiber deployment, it has been proposed as one solution for Full
Service Access Network (FSAN).
Asynchronous transfer mode PON (APON) and Ethernet PON (EPON) are
two primary types of PON technology. APON uses the ATM virtual switching
protocol for transmission. Consequently, when the majority of network traffic
is IP/Ethernet data, the overhead is tremendous. If an ATM cell is dropped
or corrupted, the entire IP datagram will invalidate. However, the network re-
sources are still consumed by the remaining cells which carry the portions of the
same IP datagram [2]. The other limitation of ATM is that it requires many
of unnecessary optical-electrical-optical (OEO) conversions. EPON is a PON-
based network that carries data traffic encapsulated in Ethernet frames (defined
in IEEE 802.3 standard). Since EPON can directly support Ethernet services
and transmit variable-length Ethernet frames, the protocol overhead is low. Due
to dramatically reducing the fiber deployment while preserving the merits of Eth-
ernet networks, EPON gains more and more attention.
1.2 Overview of EPONs
As EPON has been explored to deliver multiple services as well as best-effort
(BE) Ethernet traffic, it needs to guarantee the bandwidth, stringent delay and
delay jitter tolerance which are absolute requirements for multi-service.
An EPON consists of one OLT and multiple ONUs as shown in Fig. 1.1.
The used interior elements are optical fibers, passive splitters and combiners. All
transmissions in EPON are performed between the OLT and ONUs. The OLT





















































Figure 1.1: EPON architecture
resides in the control office (CO) and connects the optical access network to the
backbone network or long-haul network. The ONU that delivers broadband voice,
video and data services to subscribers is located either at the end-user location
(FTTH and FTTB), or at the cub (FTTC) [3].
In the downstream direction from the OLT to ONUs, the OLT broadcasts
Ethernet frames to all ONUs. And ONUs selectively receive the frames according
to their medium access control (MAC) addresses. The upstream (from ONUs to
the OLT) optical fiber channel is shared by all ONUs. Data frames of ONUs reach
only the OLT but not other ONUs. If two or more ONUs transmit simultaneously,
data frames will collide. Thus, to avoid data collision, the OLT needs to arrange
the transmission order for different ONUs. An available solution is to assign
a time slot to each ONU, and each ONU only transmits in its assigned time
slot. One time slot can accommodate multiple Ethernet frames which cannot be
segmented. If the remaining bandwidth of the assigned time slot is not enough
to transmit the frame that is currently at the head of the queue, this frame and
all of following frames will be deferred. An ONU should buffer frames from its
end users until its assigned time slot arrives. Then the ONU would transmit the
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buffered frames at full channel speed.
Various traffic sessions of end users are aggregated into a limited number of
classes at the ONU. Accordingly, the ONU is equipped with multiple queues to
store arriving packets of different types. To guarantee quality-of-service (QoS)
of diverse applications, the OLT serves these traffic classes differently. When a
packet arrives at the ONU, it is first classified according to its QoS requirement
and then placed into the corresponding queue. The ONU buffer is limited-size
and shared by all queues. To control the buffer length and selectively discard
packets, an appropriate buffer management scheme is needed.
1.3 Bandwidth Allocation Scheme
The bandwidth of upstream channel in EPON is shared by all ONUs, thus, a key
issue is to efficiently use it and fairly allocate it to all ONUs. It is simple to assign
a fixed time slot to each ONU regardless of its demand. However, this allocation
cannot adapt to bursty traffic and wastes bandwidth [4]. Consequently, a more
suitable solution is to assign a time slot with variable-length for each ONU on
its demand. The assignment is decided by some dynamic bandwidth allocation
(DBA) scheme. DBA scheme is more effective and flexible because it allocates
the bandwidth according to the demands of ONUs. The ONU first reports its
request to the OLT, then the OLT allocates the bandwidth on the requirement.
After the allocation, the OLT informs each ONU of the allocation information.
For instance, the time when the ONU should begin to transmit and the size of the
assigned time slot. To this end, the IEEE 802.3ah task force develops the Multi-
Point Control Protocol (MPCP) [5] to manage the control messages between the
OLT and ONUs.
1.4 Multi-Point Control Protocol (MPCP) 5
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Figure 1.2: Format of control message [5]
EPON uses MPCP to control P2MP optical network. MPCP is imple-
mented at the MAC control layer, and performs bandwidth assignment, band-
width polling, auto-discovery process and ranging [6]. As illustrated in Fig. 1.1,
two control messages, REPORT and GATE, are used to request and grant band-
width, respectively [5].
The REPORT message is sent by the ONU to request the bandwidth. The
OLT allocates the bandwidth according to the REPORT message, then sends a
GATE message to this ONU. The GATE message includes the beginning time
and size of the assigned time slot for this ONU. Even if an ONU reports nothing
to the OLT, it is granted a minimum bandwidth that is enough to transmit a
REPORT message. After the ONU receives the GATE message, it updates its
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local clock according to the time stamp in the received GATE message. When
the assigned time slot arrives, the ONU begins to transmit. A REPORT message
is transmitted either at the beginning of or at the end of the time slot with data
packets.
The operation of MPCP is illustrated below.
1. From its higher layer (MAC control client), the MPCP in the OLT gets a
request to transmit a GATE message to a particular ONU with the following
information: time when that ONU should start transmission and length of the
transmission (Fig. 1.2).
2. The MPCP layer (in the OLT and each ONU) maintains a clock. Upon passing
a GATE message from its higher layer to MAC, the MPCP time stamps the
message with its local time.
3. When an ONU receives a GATE message matching its MAC address (GATE
messages are unicast), the ONU will program its local registers with transmission
start and transmission length times. The ONU will also update its local clock to
that of the timestamp in the received GATE message.
4. When the local time reaches the start-transmission register value, the ONU
will start transmitting. That transmission may include multiple Ethernet frames.
The ONU will ensure that no frames are fragmented. If the next frame does not
fit in the remainder of the timeslot, it will be deferred till the next timeslot,
leaving some unused remainder in the current timeslot.
The ONU buffer consists of multiple queues which are used to store packets of
different traffic classes. Thus, this architecture easily supports priority scheduling,
which is a useful method to provide differentiated services. According to the
format of control messages shown in Fig. 1.2, the REPORT message supports
eight queue reports and the GATE message grants at most four time slots.
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1.5 Buffer management policy
Since link speeds are currently in the order of Gigabits per second, the amount
of memory required to buffer traffic during transient periods of congestion can
be large and exceed the amount of memory that most routers and switches have.
Packets that arrive during these transient periods will have to be dropped [7].
Therefore, a packet discarded policy is needed. The policy must address the
dropping strategy at two levels: which session and which packet will be chosen
to be discarded [8].
Random Early Detection (RED) is a general queue management scheme for
congestion avoidance. It uses randomization to ensure that all sessions encounter
the same loss rate. It was proposed as the gateway for congestion avoidance
in packet-switched networks, because it keeps the average queue size low while
allowing occasional bursts of packets in the queue [9].
RED randomly drops arriving packets when the average queue length exceeds
a pre-set threshold. As shown in Fig. 1.3, the average queue size is compared
to two thresholds: a minimum threshold and a maximum threshold. When a
new packet arrives, it is (1) accepted if the average queue length is less than
the minimum threshold; (2) dropped with a probability Pa if the average queue
length is between the minimum and the maximum threshold; or (3) dropped
with a probability 1 if the average queue length is greater than the maximum
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Figure 1.3: RED dropping algorithm
1.6 Motivation
So far, there are many DBA schemes proposed to improve bandwidth utilization
and guarantee QoS of differentiated services. Some of these schemes, for example,
[10] and [11], report only a total bandwidth demand of an ONU. Accordingly, the
OLT allocates an amount of bandwidth to this ONU while being not concerned
with how this ONU uses the allocated bandwidth to transmit its traffic of different
classes. Although the scheme proposed in [12] allows an ONU to report requests
of all its queues to the OLT, it does not state an explicit method of how to
distribute the bandwidth in this ONU. In [13], a scheme is proposed to transmit
traffic of different classes separately. This scheme minimizes the delay and delay
jitter of packets. It allows the remaining bandwidth of an ONU to be shared by
other sessions of this ONU.
To maximally satisfy the demands of all ONUs and provide differentiated
services, we propose a weighted DBA to support priority scheduling. Since the
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weight is a key parameter in the proposal, a weight estimation approach is also
presented.
1.7 Organization and contribution
The remainder of the thesis is organized as follows:
In Chapter 2, some existing typical DBA schemes proposed for EPON are
reviewed and compared qualitatively.
Chapter 3 proposes a weight-based DBA scheme. This scheme performs a
two-layer bandwidth allocation, inter-class and intra-class. To restrict the overfull
requirements under heavy traffic load, a bandwidth threshold that is determined
by a weight is assigned to each traffic class. The numerical results demonstrate
that even if the network load is very heavy, a minimum throughput of a single
class is ensured. The proposed scheme also shortens the average packet delay for
high-priority and medium-priority classes.
Chapter 4 presents an algorithm to determine the weight which is a key
parameter in our proposal. Since the medium access delay bound is adopted to
determine the priority level, a load-adaptive method based on the access delay is
developed to calculate the weight.
In Chapter 5, we discuss some numerical results conducted to validate the
algorithm introduced in Chapter 4. In comparison with the results of some ran-
domly selected sets of weight, our proposal is more flexible and rational. This is
because it estimates the weight based on the dynamic network load and access
delay bound.





As mentioned in Chapter 1, MPCP is being developed by the IEEE 802.3ah task
force to support the bandwidth allocation in the OLT. Now it is the basis for
most allocation schemes. This chapter reviews some MPCP-based DBA schemes
available in the literature and summarizes their characteristics.
2.2 Bandwidth Allocation Scheme
2.2.1 Interleaved Polling with Adaptive Cycle Time (IPACT)
Dynamically allocating the bandwidth on demands of ONUs improves the band-
width utilization. In [10], an OLT-based polling scheme is presented. It employs
an interleaved polling approach to reduce the polling cycle. As shown in Fig. 2.1,
when ONUi is transmitting packets through the uplink channel, the OLT informs
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ONUi+1 of the beginning time and window size of its transmission, TxWi. There-
fore, ONUi+1 is polled before the transmission of ONUi has completed. The first
bit from ONUi+1 arrives at the OLT only after the OLT receives the last bit
from ONUi. Because the OLT grants TxWi equal to the demand of ONUi, the
bandwidth can be used completely. Hence, only sending control messages and
gap times consume a little bandwidth. The gap time is a guard interval between
adjacent time slots to provide protection for fluctuations of round-trip time of
different ONUs.
However, such bandwidth allocation scheme causes a new problem. That
is, some ONUs with high traffic load may monopolize the upstream channel and
starve other ONUs. To solve this problem, [10] investigates different approaches
to specify the transmission window size and finds that a limited service discipline,
which predefines a maximum transmission window size (TxWMAX) for all ONUs,
is the most conservative scheme and has the shortest cycle of all the approaches.
With TxWMAX , the maximum frame size is confined so that the average queuing
delay of packets may decrease.
Packets are queued in different queues in the ONU buffer according to their
types. On the other hand, the ONU reports a total buffer occupancy to the
OLT and does not indicate the length of an single queue. Thus, the OLT only
decides the size of the time slot allocated to the ONU, and is not concerned with
how the ONU uses the assigned time slot to transmit traffic of different classes.
When the assigned time slot arrives, the ONU transmits its stored packets based
on a strict priority scheduling. This can guarantee higher-priority traffic to be
served prior to lower-priority traffic within the same ONU. However, in a cycle,
the low-priority packets of ONUs, which are assigned to transmit earlier, will
be transmitted earlier than the high-priority packets of ONUs assigned later.
Therefore, the queuing delay of high-priority packets may be longer than that of
2.2 Bandwidth Allocation Scheme 12
 










































Figure 2.1: Polling cycle procedure [10]
low-priority packets.
2.2.2 Two-Stage Queue System in the ONU
By investigating a combination of intra-ONU priority scheduling and MPCP,
[11] finds an unexpected network behavior, light-load penalty. The phenomenon
of light-load penalty is that, when the normalized load of an individual ONU is
light, such as from moderate (0.25) to very light (0.05), the average delay and
the maximum delay for low-priority traffic and the maximum delay of medium-
priority traffic increase significantly. The limited service [10] causes light-load
penalty because of the traffic accumulated during the period from the time when
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the ONU sends REPORT message to the arrival of its assigned time slot. Newly
arriving packets may have higher-priority than some packets stored in the ONU,
and will be transmitted in the assigned time slot under the strict priority schedul-
ing. However, these newly arriving packets are not reported to the OLT, and
the assigned time slot cannot accommodate all the stored packets. Thus, some
lower-priority packets are left in the queue and delayed longer. To eliminate this













Figure 2.2: Two-stage queue at an ONU [11]
As can be seen in Fig. 2.2, stage-I consists of multiple-priority queues and
stage-II is a First-Come-First-Served (FCFS) queue. When a time slot arrives,
packets in stage-II are transmitted, and packets in stage-I enter stage-II to fill the
vacancy simultaneously. At the end of the time slot, the ONU reports the current
queue occupancy of stage-II to the OLT. The maximum queue size of stage-II
is defined exactly as TxWMAX , thus, an ONU can report at most TxWMAX
and granted a transmission window no larger than TxWMAX accordingly. This
constraint ensures that the assigned time slot is always used completely. However,
this architecture augments the average queuing delay of packets due to the waiting
time in the stage-II queue.
A strict priority scheduling scheme is performed to forward packets of stage-
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I into stage-II. Naturally, high-priority packets are forwarded earlier than low-
priority packets in every time slot. This ensures a prior service to high-priority
class within the ONU. However, during one cycle, the arranged transmission order
determines that low-priority packets of some ONUs are transmitted earlier than
high-priority packets of other ONUs. Therefore, the queuing delay of high-priority
packets may be longer than that of the low-priority packets. Since high-priority
traffic is delay sensitive, it is more desirable to transmit all high-priority packets
earlier than the others.
2.2.3 A DBA for QoS Over EPONs
[12] introduces a DBA on demands of ONUs. A minimum guaranteed bandwidth
(BMINi ) is predefined for ONUi. Considering the bursty characteristic of network
traffic, some ONUs may have less traffic to transmit while other ONUs require
more bandwidth than their respective BMINs. To improve the bandwidth utiliza-
tion, the excessive bandwidth is fairly distributed among the highly loaded ONUs.
The requested bandwidth Ri consists of high priority (Hi), medium priority (Mi)
and low priority (Li) bandwidth. Therefore, ONUi can request the OLT to al-
locate bandwidth for each class within its assigned time slot. Correspondingly,











i are the granted bandwidth for three traffic classes, respectively. This
Request-Grant scheme can provide differentiated services.
If packets arrive during the waiting time that is the interval between ONU’s
sending the REPORT message and the arrival of the assigned time slot, they
have to wait until the next cycle. Delay-sensitive traffic may not tolerate this
additional waiting delay. Thus, EWi (n) is defined to estimate the amount of high-
priority packets expected to arrive during the waiting time in cycle n, and used
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to prevent these newly arriving packets from being deferred to cycle (n+1).
Upon receiving all REPORT messages from the active ONUs, the OLT gen-
erates grants according to the requests of ONUs. The uplink channel is idle in
the interval between the end of the cycle (n-1) and the beginning of the cycle














Figure 2.3: Dynamic bandwidth allocation
proposes further an enhanced DBA shown in Fig. 2.4. It employs an early allo-
cation mechanism to schedule ONUs immediately if their requested bandwidth R
< BMIN . Otherwise, R ≥ BMIN have to wait until all REPORT messages arrive.
Hence the idle time can be shortened and channel utilization will increase.
2.2.4 Hybrid Slot-Size/Rate (HSSR)
The schemes discussed above are based on demands of ONUs, and assign one
time slot for each ONU within a frame. This kind of allocation guarantees only
the intra-ONU priority transmission. [13] proposes HSSR to guarantee both the















Figure 2.4: Enhanced dynamic bandwidth allocation
intra- and the inter-ONU priority scheduling. To ensure packets with the same
type of different ONUs to be served equally, the OLT assigns consecutive time
slots to different ONUs to transmit packets with the same type.
To simplify the discussion, Fig. 2.5 illustrates HSSR scheme with two service
classes. The frame is divided into two parts. The initial part reserved for high-
priority (HP) traffic consists of n time slots, where n is the number of ONUs. The
size of each time slot is predefined by the subscription rate of all end users served
by the same ONU. Thus, this part is constant in every frame. The remaining
part is dynamically allocated to transmit best-effort (BE) traffic, i.e., low-priority
traffic. After bandwidth allocation, the ONU distributes its granted bandwidth
to its end users according to their subscription rates.
HSSR minimizes the delay and jitter of HP traffic by assigning the beginning
part of the frame to HP traffic. Although the reserved bandwidth can mostly
satisfy the demands of HP traffic, the arrival rate of HP traffic is variable and may
exceed the subscription rate. In this case, the ONU will redirect the excess HP
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Figure 2.5: HSSR scheme with two service classes [13]
traffic into the BE queues to prevent HP traffic from engrossing the bandwidth,
which should be allocated to BE traffic. Thus, the excess HP traffic is transmitted
later than the low-priority traffic queued before it. If an ONU does not fully use
its reserved bandwidth to transmit HP traffic, the remaining bandwidth can only
be shared by its own low-priority traffic sessions while not being transmitted
traffic of other ONUs.
2.2.5 Bandwidth Guarantee Polling (BGP) Scheme
[14] proposes a novel BGP scheme which employs an Entry Table to poll ONUs.
As the controller, the OLT polls ONUs by sending polling messages regularly
to each ONU to grant the transmission windows. All ONUs are divided into
two groups, bandwidth-guaranteed ONUs and non-bandwidth-guaranteed ONUs.
The upstream bandwidth is segmented into equal bandwidth entries which are
stored in the Entry Table. Each bandwidth-guaranteed ONU can be assigned one
or more entries based on the service level agreement (SLA) on its requirements.
However, non-bandwidth-guaranteed ONUs are only provided BE service and can
be assigned the remaining entries.
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The OLT polls ONUs in the order of the entry sequence in the Entry Table.
If one entry in the Entry Table is not allocated to a bandwidth-guaranteed ONU,
it can be used to poll a non-bandwidth-guaranteed ONU. The non-bandwidth-
guaranteed ONUs are stored in a non-bandwidth-guaranteed ONUs’ List. The
BGP scheduling can interleave the GATE message to the next ONU with the
current data transmission. Therefore, the total average delay experienced by a
packet can be shortened.
BGP scheme incorporates the SLAs and instantaneous bandwidth require-
ments of ONUs into the scheduling mechanism. It ensures that the SLAs can
be met, while the remaining bandwidth could be fully utilized by distributing it
to non-bandwidth-guaranteed services. The contribution of BGP is to provide
differentiated services to different users with various bandwidth requirements. In
general, business customers prefer premium services with guaranteed bandwidth,
and residential users prefer low-cost BE services. This scheme can benefit both
groups as well as the operators.
2.2.6 Summary
Table 2.1 gives a qualitative comparison of the typical DBA schemes.
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Table 2.1: Summary of different DBA schemes
Scheme Strength Weakness
- Statistical multiplexing for high - Light-load penalty
IPACT bandwidth utilization - Unsuitable for delay and
- Supporting intra-ONU priority jitter sensitive service
scheduling - Not supporting inter-ONU
priority scheduling
- Eliminating light-load penalty - Increasing packet delay of
Two-stage - Using time slots entirely high-priority traffic
queue - Supporting intra-ONU priority - Not supporting inter-ONU
scheduling priority scheduling
- Requested bandwidth consisting - Not supporting inter-ONU
of three parts for three traffic priority scheduling
Enhanced classes - Higher-priority traffic may
DBA [12] - Early allocation mechanism be transmitted later than
reduces the channel idle time lower-priority traffic
to improve throughput and
eliminate waiting delay
- Minimizing jitter of high-priority - Redirecting the surplus
traffic high-priority traffic into
HSSR - Reducing gap time the low-priority queue
- Supporting QoS of differentiated degrades the QoS of this
services traffic
- Providing bandwidth guarantee - It is not clear how to
for premium subscribers based choose an appropriate
BGP on the SLAs while BE service window size G when
to other subscribers the OLT starts to poll
- Shortening the total average bandwidth-guaranteed
packet delay of a packet ONUs
2.3 Conclusion
In this chapter, we review some typical DBA schemes and summarize their
strengths and weakness. These discussed DBA schemes can be roughly classi-
fied into two types. One is to transmit all traffic within one time slot, such as
[10, 12]. Another one is to transmit traffic of different classes separately. BGP is
different from these two types above. It provides bandwidth guarantee for pre-








In this chapter, we develop a MPCP-based hierarchical bandwidth allocation
scheme for EPON, two-layer bandwidth allocation (TLBA) scheme. TLBA scheme
dynamically allocates the bandwidth according to the instantaneous demands of
ONUs. It also provides differentiated services for different traffic classes. This
chapter first presents the principle of the proposed DBA scheme. Then the band-
width allocation in the OLT and the buffer structure of the ONU are introduced
in detail. Finally, the numerical results are discussed.
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3.2 Principle of TLBA Scheme
As illustrated in Fig. 3.1, the bandwidth is first allocated among different traffic
classes, which is referred to as “class-layer allocation”. Then, the allocated band-
width is distributed to all ONUs within the same class. This is called “ONU-layer
allocation”.
 High priority class Medium priority class Low priority class
Class - layer allocation
ONU 1 ONU 3 ONU NONU 2
ONU









ONU - layer allocation
Figure 3.1: Principle of bandwidth allocation for TLBA
Here, we consider an EPON access network with N ONUs and three traffic
classes. These three classes corresponds to three priorities (i.e., high, medium and
low), which may be mapped to Expedited Forwarding (EF), Assured Forwarding
(AF) and BE classes in the Differentiated Services framework, respectively. The
OLT allocates the bandwidth according to the requests of ONUs and does not
limit the request size of ONUs. Hence an ONU is allowed to report the length
of all its queues to the OLT. Then, the OLT allocates the entire bandwidth to
satisfy all requests as much as possible.
There are two formats of the frame that may be used by the OLT in the
grant cycle to implement this scheme. The first one is illustrated in Fig. 3.2(a)
and simply called TLBA-a. That is, the time slots allocated to all ONUs for the
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Figure 3.2: Format of the frame
same traffic class are arranged consecutively with the high-priority class preceding
the low ones. The transmission order is from high-priority traffic to low-priority
traffic. A similar structure is also used in HSSR [13]. The major advantage of this
format is to ensure that high-priority traffic can be always served earlier than low-
priority traffic within each frame. Because the traffic of an ONU is transmitted
in different time slots, TLBA-a increases gap times. Gap time is the interval
between two adjacent time slots to avoid the overlap of signals from different
ONUs. The second format is shown in Fig. 3.2(b) and called TLBA-b. It assigns
only one time slot to each ONU. However, the GATE message sent to the ONU
will indicates how to distribute the granted bandwidth within the assigned time
slot. TLBA-b decreases the gap times and improves the bandwidth utilization.
However, this format may increase the delay of higher-priority traffic which is a
common weakness caused by transmitting traffic of different classes within one
time slot. In the later section, numerical results are discussed to compare these
two formats.
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3.3 Bandwidth allocation in the OLT
We denote traffic with priority by traffic p, for instance, 0, 1 and 2, to denote
high-priority, medium-priority and low-priority, respectively. The bandwidth of a
frame is divided into three parts for three traffic classes. All classes proportionally
share the bandwidth. A ratio, which is the demand of a single class to the total
demand, determines the total bandwidth allocated to this class. The bandwidth
demand of class p, ReBWp, often differs in every cycle, so does the total allocated
bandwidth of this class. Only the maximum bandwidth of a frame is constrained.
The bandwidth allocation is dynamic based on the reported requests. To prevent
a class (e.g., p) from monopolizing the bandwidth under heavy load, a weight (αp)
is set for each traffic class to determine a bandwidth threshold. The bandwidth
threshold is predefined to guarantee a minimum bandwidth for each class. After
the class-layer allocation, the total bandwidth allocated to each class is deter-
mined. Next, within the class, the OLT distributes the bandwidth to the ONUs
on their requests, accordingly. The ONU-layer allocation follows the max-min
fairness principle.
The OLT maintains a table illustrated in Fig. 3.3 to store the bandwidth
demands of all ONUs in an increasing order. When the OLT receives a REPORT
message from an ONU, it updates this table immediately. The OLT needs to
receive the REPORT messages from all ONUs to calculate the total bandwidth
demand of each service class. If the bandwidth of the uplink cannot satisfy the
demands of all ONUs, the OLT will restrict some demands.
Since all classes proportionally share the bandwidth, a large demand may
lead a class to occupy more bandwidth. Therefore, a bandwidth threshold,

























Figure 3.3: Bandwidth demand of an individual ONU
BWthresholdp (p=0, 1 and 2), is defined for each service class as
BWthresholdp = BWframe × αp. (3.1)
Where, BWframe is the available bandwidth within a frame, and αp satisfies 0
< αp <1 with
∑
2
p=0 αp = 1. Given the instantaneous demand of class p, ReBWp,
the bandwidth allocated to this class (GrantBWp) is calculated as follows:
GrantBWp = min {BWthresholdp, ReBWp}. (3.2)
When ReBWp is less than BWthresholdp, the remaining bandwidth (RemainBWp
= BWthresholdp - ReBWp) will be distributed to other classes. These classes
that require more bandwidth than their respective bandwidth thresholds propor-
tionally share the remaining bandwidth. ∆p denotes the additional bandwidth
obtained from the remaining bandwidth of other classes. Thus, (3.2) is amended





ReBWp, ReBWp ≤ BWthresholdp,
BWthresholdp + ∆p, ReBWp > BWthresholdp.
(3.3)
Under the heavy network load, another function of BWthresholdp is to ensure
a minimum throughput for class p, which can be estimated by
minthrp = Numberframe ×BWframe × αp. (3.4)
Where, Numberframe is the number of frames per second.
Within a service class, the bandwidth is distributed to all ONUs following
the max-min fairness policy. This policy maximizes the minimum share of a
source among those whose demands cannot be fully satisfied, with the following
principles [15, 16]:
• The shared resource is allocated evenly to all users in order of increasing
demand.
• No user is allocated the resource larger than its demand.
• Users with unsatisfied demands will evenly share the remaining resource.
Fig. 3.4 is the pseudocode of the allocation algorithm performed by the OLT.
Although there are many fairness policies available in the literature, we think
the max-min fairness policy is more suitable for EPON as explained below. Most
fairness policies were proposed for routers or switches, in which there is no MAC
layer. Therefore, these policies assume that the sever can know packet arrivals
immediately. However, EPON is a shared-media (i.e., uplink channel) network.
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/* After updating the bandwidth demand table */
The OLT calculates ReBWj (j = 0, 1 and 2);
/* Allocating the bandwidth to each service class */
FOR (j = 0; j ≤ 2; j++)
IF (ReBWj > BWthresholdj) THEN
GrantBWj = BWthresholdj + ∆j;
ELSE
GrantBWj = ReBWj;
RemainBWj = BWthresholdj− GrantBWj;




(k & l = 0, 1 and 2; k 6= l; k & l 6= j);
END
END
/* Distributing the bandwidth to every ONU */
FOR (j = 0; j ≤ 2; j++)
FOR (i=1; i ≤ N; i++)
The OLT distributes the bandwidth to ONUi following
the max-min fairness principle;
END
END
Figure 3.4: Algorithm of allocating the bandwidth to ONUs
Due to the medium access delay at the MAC layer plus the delay caused by
the REPORT-GRANT protocol, it takes time for the OLT to know the traf-
fic situation at ONUs. Hence, it is inefficient to request ONUs to adjust their
requirements in case that their requests cannot be satisfied. In this case, the
max-min fairness policy can partially satisfy all effected ONUs as much as pos-
sible according to their requests in a fair manner. This means for some ONUs
requiring a small bandwidth, their requests may be satisfied fully; while for those
requesting a large bandwidth, their requests can be satisfied as much as possible.
For the same reason, the way to support EF in EPON is also different from the
EF Per-Hop-Behavior (PHB) originally defined for routers.
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3.4 Buffer structure in ONU
Different from [11], the buffer of our scheme consists of three queues (as illustrated
in Fig. 3.5) for three service classes without a second stage queue. Therefore,
TLBA is simpler than the two-stage queue scheme [11] in terms of implementation
and operation. An ONU reports the length of all its three queues to the OLT,
then the OLT allocates the bandwidth and assigns time slots to ONUs. After
receiving the GATE message sent from the OLT, the ONU updates its local clock
according to “Timestamp” included in the GATE message and knows when it









Figure 3.5: ONU buffer structure
Since there are two frame formats, the corresponding GATE messages for
these two formats are different. TLBA-a assigns consecutive time slots to different
ONUs to transmit traffic with the same priority. Thus, its corresponding GATE
message format contains at most three grants as shown in Fig. 3.6. Each grant
has its own start time and grant length. On the other hand, the GATE message
format for TLBA-b informs the start time of the assigned time slot and the
allocated bandwidth for each class within the time slot (Fig. 3.7).
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Figure 3.7: MPCP GATE message format for TLBA-b
Since three priority queues share a limited-size buffer, an appropriate queue
management scheme is needed to control the buffer length. As mentioned in
Section 1.5, RED is a general queue management scheme. However, RED does not
support priority queues. In [17], Weighted RED (WRED) is introduced to drop
3.4 Buffer structure in ONU 30
packets selectively based on the priority of packets. It allows the network designer
to provide differentiated service quality with respect to dropping probability.
Packets with higher-priority are less likely to be dropped than those with lower-
priority. Our proposal employs the principle of WRED and performs RED for
each service class individually as illustrated in Fig. 3.8. Here, the x-axis is the
queue size and the y-axis is the probability of dropping an newly arriving packet.
 Queue size (bit)
Drop Probability
1




Figure 3.8: Principle of WRED
When a packet belonging to class p (p = 0, 1 and 2) arrives, the following
events occurs consecutively:
• The current queue size is calculated.
• If the queue size is less than minthp, the arriving packet is queued.
• If the queue size is between minthp and maxth, the packet is either dropped
or queued, depending on the packet drop probability, which is calculated by
maxpp×(maxth - queue size)/(maxth - minthp).
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• If the queue size is greater than maxth, the packet is automatically dropped.
Here, minth and maxth are the minimum and maximum threshold of the queue
size to drop packets, respectively. minth of higher-priority traffic is larger than
that of lower-priority traffic. maxp is the dropping probability when the current
queue size is at the maximum threshold.
3.5 Numerical results and comparisons
This section presents some simulation results with two frame formats described
in Section 3.2. To verify the effectiveness of TLBA, we conduct simulation with
OPNET [18] in comparison with the two-stage queue scheme [11].
3.5.1 Description of the simulated EPON
Traffic with the same QoS requirements is aggregated into one service class. Three
service classes are simulated, namely, class 0 (high-priority), class 1 (medium-
priority) and class 2 (low-priority). Class 0 is used to emulate constant-bit-rate
(CBR) voice streams, which generate a 70-byte packet (including 24-byte of data
and all headers) every 125 µs. Class 1 consists of real-time variable-bit-rate
(rt-VBR) video streams that show the characters of self-similar and long-range
dependence (LRD) (as discussed in [19]). Class 2 generates non-real-time (nrt)
VBR data which satisfies Pareto distribution.
Table 3.1 lists the parameters used in our simulation. All ONUs satisfy an
identical traffic profile that consists of 20% CBR voice traffic and the remaining
traffic equally provided by rt-VBR video traffic and nrt-VBR data. The offered
load of an ONU (φ) is normalized to the link capacity (RU=100 Mbit/s). For
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example, φ = 0.2 means each ONU generates 20 Mbit/s traffic, then the network
load Φ is n× φ = 16 × 20 = 320 Mbit/s.
Table 3.1: System Parameters Used in the Simulation Model
Parameter Description Value
n Number of ONUs 16
p Number of priority classes 3
RU Line rate of the link between user and ONU 100 Mbit/s
RL Line rate of the link between ONU and OLT 1000 Mbit/s
Bsize Buffer size of the ONU 8 Mbit
Distance Distance between ONU and OLT 20 km
F Maximum frame size 2 ms
GAP Gap time between adjacent time slots 1 µs
λ0 Rate of one CBR voice stream 4.48 Mbit/s
λ¯1 Mean rate of one VBR video stream 2.4 Mbit/s
For WRED, maxpp for class p is set as (1 − αp). Such setting ensures the
packet dropping probability for higher-priority class be less than that for lower-
priority traffic.
3.5.2 Variable weight sets
The weight is a key parameter in TLBA, thus, different sets of weight are used
under the same traffic profile. We need the simulation results to check how the
weight influences the packet delay and the throughput. The traffic profile is that
each ONU generates 100 Mbit/s traffic (φ), the network load (Φ = n×φ) is 1600
Mbit/s, and the channel capacity is 1000 Mbit/s. Then traffic 0, 1 and 2 is 320
Mbit/s, 640 Mbit/s and 640 Mbit/s, respectively. Table 3.2 and table 3.3 list six
sets of simulation results with two frame formats. With TLBA-a the overall
throughput is around 900 Mbit/s, and that of TLBA-b is about 930 Mbit/s.
TLBA-a needs more gap times than TLBA-b, hence it consumes more bandwidth
and its overall throughput is less than that of TLBA-b. Although the overall
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Table 3.2: Throughput and delay versus different sets of weight:TLBA-a
Total Delay THR Delay THR Delay THR
α0 α1 α2 THR of 0 of 0 of 1 of 1 of 2 of 2
2/5 2/5 1/5 902 0.00185 312 0.034 370 0.39 219
4/9 3/9 2/9 900 0.00184 313 0.036 358 0.27 229
1/2 1/3 1/6 901 0.0018 313 0.035 384 0.35 203
1/2 1/4 1/4 902 0.00182 313 0.038 315 0.25 272
4/7 2/7 1/7 900 0.0018 314 0.037 378 0.4 205
1/3 1/3 1/3 902 0.0036 296 0.032 344 0.14 260
(THR=throughput, Unit of delay: second, Unit of throughput: Mbit/s)
Table 3.3: Throughput and delay versus different sets of weight: TLBA-b
Total Delay THR Delay THR Delay THR
α0 α1 α2 THR of 0 of 0 of 1 of 1 of 2 of 2
2/5 2/5 1/5 930 0.00299 313 0.032 397 0.43 215
4/9 3/9 2/9 931 0.00297 313 0.035 373 0.3 240
1/2 1/3 1/6 931 0.00292 314 0.039 400 0.37 210
1/2 1/4 1/4 930 0.00295 315 0.04 321 0.3 293
4/7 2/7 1/7 933 0.0029 315 0.041 409 0.44 204
1/3 1/3 1/3 930 0.0042 300 0.035 325 0.17 300
throughput of both formats do not vary sharply with different sets of weight, the
delay and throughput of a single traffic class are variable. Under heavy network
load, the throughput of a single class is restricted by its bandwidth threshold






















), the average packet delay of class 0 is less than






) distinguishes the priority of
different traffic classes in terms of not only throughput but also average delay.






), this set allocates less bandwidth to class0 but obtains
the same throughput. Its average packet delay of class 1 and class 2 are lower.
Consequently, in the remaining, the discussed simulation results are obtained by
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3.5.3 Throughput
Fig. 3.9 presents the overall throughput of the network. The x -axis is the nor-
malized load of an individual ONU (φ) and the y-axis represents the overall
throughput of each DBA scheme. In our simulation, all ONUs have identical
traffic load, thus, the offered network load (Φ) equals 16φ. When φ is less than
0.55, the available bandwidth can accommodate requirements of all ONUs. Thus,
there is no difference with three schemes, TLBA-a, TLBA-b and two-stage-queue
scheme. With φ beyond 0.55, the bandwidth is not sufficient to satisfy all re-
quests. Thus, the overall throughput keeps around at a constant value which
is determined by the used bandwidth allocation scheme. The overall through-
put with two-stage-queue scheme is between that of TLBA-a and TLBA-b. The
difference of overall throughput is mainly caused by gap times consumed in ar-
ranging time slots. The more gap times used in the bandwidth allocation, the
smaller the bandwidth utilization.





















Figure 3.9: Overall throughput
Fig. 3.10 shows the throughput of traffic class 0. From the figure, we can find
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the throughput of all schemes are almost equal under any load. Since the used






), can guarantee one half of the available bandwidth
to class 0, this is sufficient to accommodate class 0 requirements of all ONUs.
Thus, the throughput approaches the load of this class. On the other hand,
the two-stage queue scheme permits the traffic of class 0 to be transmitted as
much as possible, and the arriving packets of class 0 can preempt lower priority
packets queued in the ONU buffer. Therefore, the throughput of class 0 with the
two-stage queue scheme is also close to its load.





















Figure 3.10: Throughput of class 0
Fig. 3.11 presents the throughput of traffic class 1. If φ is less than 0.6,
the available bandwidth is sufficient to accommodate requests of all ONUs. All
packets of class 1 can be transmitted, and the throughput of this class is close
to its traffic load. Once φ exceeds 0.6, some packets of class 1 may be dropped
and its throughput decreases. Nevertheless, BWthreshold1 used by TLBA guar-
antees a minimum throughput for class 1, about 350 Mbit/s and 380 Mbit/s for
TLBA-a and TLBA-b respectively. In contrast, when the offered load increase
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continuously, more stored packets with lower priority are pushed out to place the
newly arriving packets with higher priority. When all stored packets of class 2 are
pushed out, the packets of class 1 are discarded to place newly arriving packets
of class 0. As the offered load increases, more and more packets of class 1 are
discarded. Thus, the difference between its throughput and load increases.























Figure 3.11: Throughput of class 1
As shown in Fig. 3.12, when φ exceeds 0.6, the throughput of three schemes
all descend from the peak because more and more packets of class 2 are discarded.
However, a minimum throughput with TLBA is ensured by BWthreshold2. Whereas
the two-stage queue scheme drops packets of class 2 without constraints. Then,
the throughput of class 2 continuously decreases till a very low point under the
ultimate load.
To validate the max-min policy, we use different traffic profiles for each ONU
to conduct simulation. Table 3.4 lists the load and the throughput for each ONU
when the network load equals 1400 Mbit/s. According to parameters defined in
Tableset1, the maximum frame size F is 2 ms, if we use TLBA-a to do simulation,
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Figure 3.12: Throughput of class 2
Table 3.4: Throughput (Mbit/s) of a single ONU vs network load Φ=1400
Mbit/s: TLBA-a
ONU class 0 class 1 class 2
ID load throughput load throughput load throughput
1 4.48 4.48 11.5 11.34 13 9.4
2 8.96 8.96 13.8 13.7 14 9.5
3 13.44 13.44 16.1 16 15 9.4
4 17.92 17.92 18.4 18.23 16 9.4
5 22.4 22.4 20.7 20.65 17 9.4
6 26.88 26.88 23 20.267 18 9.5
7 31.36 31.36 25.3 20.34 19 9.6
8 35.84 35.34 27.6 20.45 20 9.5
9 40.32 36.5 30 20.78 21 9.3
10 44.8 36.7 32.3 20.94 22 9.4
11 49.28 37.05 34.6 20.56 23 9.3
12 53.76 36.78 36.9 20.67 24 9.5
13 58.24 36.65 38.2 20.86 25 9.3
14 62.72 36.63 40.5 20.72 26 9.4
15 67.2 36.75 42.8 20.77 27 9.2
16 71.68 36.72 46 20.73 28 9.2
then the available bandwidth within one frame is RL× (F - 3n × GAP) = 1000
× (2 - 48 × 0.001) = 1.952 Mbit. From (3.1), we can obtain BWthresholdp.
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Following the max-min fairness policy, for class 0, the bandwidth demand of
ONUi (i = 1, 2,..., 8) can be satisfied, thus, its throughput approaches its load.
For ONUi (i = 9, 10, ..., 16), its bandwidth demand cannot be satisfied. Then,
it evenly shares the remaining bandwidth with other unsatisfied ONUs. Thus,
the throughput of these unsatisfied ONUs vary slightly. Since the throughput of
an ONU is determined by the bandwidth allocated to this ONU, it demonstrates
that all ONUs fairly share the bandwidth within class 0, and the same for class
1 and 2.
3.5.4 Average packet delay
Figs. 3.13 - Fig. 3.15 show the average packet delay for three traffic classes. It
is found that TLBA decreases the average packet delays of class 0 and class 1
as compared with the two-stage queue scheme. The reason is that packets only

























Figure 3.13: Average packet delay for class 0
wait in one queue in TLBA so that the queuing delay is less than that of the
two-stage queue scheme. The average packet delay of class 0 and 1 for TLBA-a
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Figure 3.14: Average packet delay for class 1
are lower than those for TLBA-b due to the different frame formats. The results
show that TLBA-b increases the delay of higher-priority traffic since it cannot
support inter-ONU priority scheduling. TLBA also transmits more packets of


























Figure 3.15: Average packet delay for class 2
class 2 instead of discarding them, which may be queued longer in the buffer
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until the correct time slot arrives. Therefore, the average queuing delay of TLBA
is prolonged and longer than that of two-stage-queue scheme. Because TLBA-a
transmits packets of class 2 at last, its average queuing delay of class 2 is longer
than that of TLBA-b.
3.5.5 Packet drop rate
The last discussed is packet drop rate. Since the ONU buffer implements WRED
to control the queue length, the drop rate is usually non-zero. As shown in
Fig. 3.16, only when φ is larger than 0.8, the average queue length of class 0 with
TLBA-a may exceed minth0, and some packets of class 0 are dropped. Among








































Figure 3.16: Packet drop rate for TLBA-a
all minimum thresholds, minth0 is the largest. On the other hand, maxp0 is
the smallest among all maximum thresholds. These confinements determine that
packets of class 0 are dropped with a small probability. Dropping packets of
class 1 and 2 occurs when φ increases beyond 0.5, and drop rate of these two
classes continue rising. Fig. 3.17 indicates the similar result. Compared with
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Figure 3.17: Packet drop rate for TLBA-b
the drop rate of two-stage queue scheme illustrated in Fig. 3.18, WRED used
in TLBA leads to a very small proportion of packets with priority 0 and more
packets of class 1 being dropped. However, the situation that higher-priority
packets preempt lower-priority packets is moderated because of rejecting some
higher-priority packets.



























Figure 3.18: Packet drop rate for two-stage queue
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3.6 Conclusion
This chapter proposes a weighted-based DBA scheme which supports priority
scheduling not only among ONUs but also within the same ONU. Under heavy
traffic load, a bandwidth threshold is used to restrict the bandwidth requirements
and ensure a minimum bandwidth allocated to each traffic class.
Based on the same bandwidth allocation principle, two frame formats are
proposed to assign transmission order of different ONUs. TLBA-a supports not
only inter -ONU but also intra-ONU. TLBA-b only grants one time slot to each
ONU within a transmission cycle while explicitly indicating the amount of band-
width allocated to each traffic class.
Simulation results demonstrate that even if the network load is very heavy,
TLBA ensures each traffic class a minimum bandwidth based on its bandwidth
threshold in comparison with the two-stage queue scheme. The bandwidth thresh-
old also influences the throughput of each class. The second merit of TLBA over
the two-stage queue scheme is to reduce the average queuing delay of high-priority
traffic and medium-priority traffic.
This chapter does not provide an explicit method to determine the weight
in our proposal. To investigate further the proposal, an algorithm of estimating
the weight is introduced in the following chapter. The corresponding numerical
results are presented in Chapter 5.
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Chapter 4
An Algorithm to Determine
Weights
4.1 Introduction
As discussion in Chapter 3, the weight is a key parameter in our proposal. It deter-
mines the bandwidth threshold and the ratio of sharing the remaining bandwidth.
However, the previous chapter does not provide explicit method to determine the
weight for each traffic class. Therefore, in this chapter, we develop an algorithm
to rationally assign a weight for each traffic class. The algorithm analyzes the
medium access delay of a packet, which is a main part of packet delay relative
to transmission delay and propagation delay in optical network. Then, to sat-
isfy the access delay bound, a bound for the transmission time assigned to each
traffic class is derived. According to the bound of transmission time, two weight
estimation formulas are proposed.
The following notations are used in the analysis. Traffic with priority p is
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simply called traffic p.
• F : frame size (fixed) in time units;
• Ap: medium access delay bound for traffic p;
• λi,p: packet arrival rate for traffic p to ONU i (either average or peak rate);
• Tp (Tp,f ): transmission time allocated to traffic p in a frame (in frame f);
• αp: bandwidth allocation weight for traffic p in a frame;
• tp(i, f): time slot assigned to traffic p for ONU i in frame f ;
• tm: time of transmitting a control message;
• Tm: Tm =
∑n
i=1 tm, where n is the number of ONUs in an EPON;
• Tr: round-trip propagation delay between an ONU and the OLT (assumed
identical for all ONUs here) .
4.2 A Load-adaptive Scheme
Here, we still discuss three traffic classes, i.e., p = 0, 1 and 2, to be consistent
with the discussion in Chapter 3. The priority assignment is the same as defined
in Chapter 3. Class 0 (high-priority) is a CBR traffic corresponding to voice
applications. Class 1 (medium-priority) is rt-VBR traffic and class 2 (low-priority)
emulates nrt-VBR traffic. These two classes both can be shaped by a Token-
bucket controller before entering an ONU. The rt-VBR traffic corresponds to
video applications while the nrt-VBR to data applications.
The bandwidth in a frame depends on its length, which should be set dy-
namically according to the instant traffic load of all ONUs but cannot exceed a
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maximum. To simply analyze, the frame size is fixed as the maximum. In order
to maximize the bandwidth utilization, an ONU is allowed to submit the request
of all its queues. Then, the OLT tries to satisfy all request as much as possible
according to their QoS requirements. In case of some requests cannot be fully
satisfied, those relevant ONUs fairly share the available bandwidth based on the
max-min fairness principle. An ONU needs to re-submit the request for packets
that are not served by the OLT.
Since an EPON is just one part of end-to-end network communications,
actually the delay bound to access the EPON can be adopted to determine the
priority level. In the following, an algorithm to determine αp based on medium
access delay bound is discussed.
4.3 General Description of The Algorithm
The first step is to calculate the medium access delay of a packet which consists
of the waiting time and request response time. Since the medium access delay of
a packet is not fixed but changes with the arrival time of the packet, the later
discuss is based on the worst case, maximum medium access delay. Calculating
the medium access delay and determining the maximum value of it are the content
of section 4.4.
Then, we want to determine the available transmission time for an ONU
within one cycle frame. According to the derived results, such as the waiting
time of a packet and transmission time of an ONU, the accumulated traffic can be
approximated. These two parts are analyzed in section 4.5 and 4.6, respectively.
Due to the accumulated traffic in an ONU, a packet may request more
times to be transmitted. Thus, we need to estimate the maximum number of
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re-submitted requests. Section 4.7 presents this procedure.
Lastly, after we determine the maximum delay bound of a packet, the avail-
able transmission time for an ONU within a cycle frame, the traffic needed to be
transmitted, and the tolerable waiting time of the packet, the weight assigned to
each traffic class can be estimated. Based on two arrival rates, the mean rate and
peak rate, two equations of estimating the weight are proposed in section 4.8 and
4.9, respectively.
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Figure 4.1: w and r in the worst case for the 1st-request
To satisfy the access delay bounds, the MAC layer needs to bound medium
access delay experienced by packets in an ONU (d), which is defined as the
interval between a packet’s arrival to the ONU buffer and its departure from the
buffer before transmission. Due to the REQUEST-GRANT based DBA scheme in
EPON, d can be split into two parts for calculation. The first part is the waiting
time spent by a packet in an ONU to wait for its request being submitted, w. The
second part is the request response time r, which is measured from the request
being submitted to the requested packet being transmitted. Therefore, d = w+r.
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Regarding w, it depends on the arrival time of a packet versus when this
packet is reported to the OLT. Now we analyze the ‘1st-request’ scenario in which
the first request related to a newly arriving packet is submitted to the OLT.
The worst case for w of a newly arriving packet is that its arrival immediately
follows the transmitted request of the ONU. Then this packet has to wait to be
reported until the end of next time slot which is assigned to the ONU. Thus, the
waiting time of submitting this packet’s request to the OLT is almost an entire
transmission cycle as illustrated in Fig. 4.1. If a packet arrives at the ONU just
before transmitting the REPORT message, its w is almost zero. Let W denote
w in the above-mentioned worst case. Since the request for different classes are
submitted together, W is same for different classes of traffic within the same
ONU. However, W depends on bandwidth allocation for the traffic class 2 which
may vary for different ONUs as illustrated in Fig. 4.1.
Let i, f and p indicate ONU i, frame f and priority p, respectively. From




t2(j, f − 1) + T0,f + T1,f +
i∑
j=1
t2(j, f) + Tm + Tr. (4.1)
Where, constant Tr is the round trip propagation delay between an ONU and the
OLT; constant Tm is the sum of all tms in each frame; t2(j, f) is the transmission
time allocated to ONU j for class 2; T0,f and T1,f are total transmission time
allocated to class 0 and 1 within frame f , respectively.
As shown in Fig. 4.1, the worst case of r (denoted as R) is that the request
of a packet is first submitted but this packet is transmitted at the last. Hence, in
this case, R for packet of ONU i with priority p and its request being submitted
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tp(j, f + 1) + Tm + Tr +


(1− i)tm, p = 0,
T0,f+1 − (i− 1)tm, p = 1,
T0,f+1 + T1,f+1, p = 2,
(4.2)
where, constant tm is the time of transmitting a REPORT message to the OLT.
In the worst case for the 1st request, Di(p, f−1) indicates the medium access
delay of ONU i for traffic class p in frame f − 1, and is given by




t2(j, f − 1) + F +
i∑
j=1
tp(j, f + 1) +


Tm + (1− i)tm, p = 0,
T0,f+1 + Tm − (i− 1)tm, p = 1,
T0,f+1 + T1,f+1 + Tm, p = 2.
(4.3)
If a request cannot be satisfied completely, the remaining part will be re-
submitted until it is transmitted. In this case, the medium access delay should
also consider the delay for the re-submitted request and re-response. Let Dki (p, f)
indicate the maximal medium access delay with k times of re-submission for
packets with priority p arriving at ONU i in the f -th frame. Obviously, D0i (p, f) =
Di(p, f). Similar to Di(p, f), the extra delay induced by the re-submission and re-
response also includes re-request waiting time (X) and the re-response time. The
latter is the same as Ri(p, f) but within different frames. Therefore, replacing
f in (4.2) with f + k obtains response delay for k-th re-request. However, it
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is different from Wi,f−1 that X here also depends on priority p as illustrated in
Fig. 4.1. Thus, notation Xi(p, f + k) is used to indicate the waiting time for
k-th request of traffic class p from ONU i whose first request is submitted within






j=i+1 t0(j, f + k) + T1,f+k +
∑i
j=1 t2(j, f + k) + (i− 1)tm, p = 0,∑n
j=i+1 t1(j, f + k) +
∑i
j=1 t2(j, f + k) + (i− 1)tm, p = 1,
0, p = 2.
(4.4)
here, k = 1 for this figure. Then,
Dki (p, f − 1) = D
k−1
i (p, f − 1) + Xi(p, f + k) + Ri(p, f + k)
= 2(k + 1)Tr +
n∑
j=i+1
b2(j, f − 1) + (k + 1)F +
i∑
j=1
tp(j, f + k + 1) +


Tm − (i− 1)tm, p = 0,
T0,f+k+1 + Tm − (i− 1)tm, p = 1,
T0,f+k+1 + T1,f+k+1 + Tm, p = 2.
(4.5)
4.5 Bound for transmission time within one frame
Since the medium access delay is got, Tp can be deduced subject to its access
delay bound Ap. In (4.5), the new frame is the (f +k+1)-th frame. The previous
allocations for the related past frames o, f − 1 ≤ o ≤ f + k, are known already.
We only need to calculate tp(i, f + k + 1) for class p and ONUi according to
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Dki (p, f − 1) ≤ Ap. From (4.5), we have
i∑
j=1
tp(j, f + k + 1) ≤ Ap − 2(k + 1)Tr −
n∑
j=i+1
t2(j, f − 1)− (k + 1)F −


Tm + (i− 1)tm, p = 0,
T0,f+k+1 − Tm + (i− 1)tm, p = 1,
T0,f+k+1 − T1,f+k+1 − Tm, p = 2.
(4.6)
Obviously, (4.6) is used to first calculate the bound of tp(i, f + k + 1) one by one
for p = 0 from i = 1 to n. That is, the bound of tp(i, f + k + 1) is calculated by
deducting
∑i−1
j=1 tp(j, f + k + 1), which is zero for i = 1, from both sides of (4.6).
After the above calculation, we then continues those for p = 1 and last for p = 2
in the same way.
Since Tp,f+k+1 =
∑n
j=1 tp(j, f + k + 1), let i = n in (4.6) to have the bounds
of Tp,f+k+1 as (for p = 2, Tm should be considered as part of T2),
Tp,f+k+1 ≤ Ap − 2(k + 1)Tr − (k + 1)F −

tm, p = 0,
T0,f+k+1 − tm, p = 1,





Tp,f+k+1 = F. (4.8)
4.6 Bounds for Tp
Let λi,p as the bounded mean arrival rate of ONU i for traffic class p subject to
Tp,f+k+1 given by (4.7). It is reasonable to assume that the granted bandwidth
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will always be used to first transmitted the earlier arriving packets. That is, when
request re-submissions happen, packets arriving at ONU i during Wi,f−1 are al-
ways transmitted earlier than those arriving in the subsequent frames. Therefore,
with k re-submissions, the bandwidth allocated in frames from f + 1 to f + k
should be used to fully transmit packets arriving during Wi,f−1. The bandwidth
allocated in frame f +k+1 may be partitioned by packets arriving i after Wi,f−1.
Nevertheless, it is still treated as being fully used by re-requested packets. Then
we have an approximation as
n∑
i=1




Where ∆p,f−1 indicates the accumulated traffic p till frame f−1, and C is the line
rate of the link between the ONU and the OLT. We assume further that the traffic
arriving during Wi,f−1 would happen at the beginning of Wi,f−1 period for the
worst case consideration. Such kind of consideration is released with stochastic
bound, with which, the packet arrival pattern during Wi,f−1 rather than the above
extreme case is taken into account.
4.7 An estimation of maximum k for each class
(Kp)
Kp indicates the maximum number for re-submitted requests which are allowable
to traffic class p, and is subject to the access delay bound Ap. Since Ap ≥
Dki (p, f − 1), from (4.5), ki,p as the k bound for traffic class p at ONU i, is





[Ap − 2Tr − F −
n∑
j=i+1
t2(j, f − 1)−
i∑
j=1
tp(j, f + k + 1)−


Tm + (i− 1)tm], p = 0,
T0,f+k+1 − Tm + (i− 1)tm], p = 1,
T0,f+k+1 − T1,f+k+1 − Tm], p = 2.
(4.10)
The difficulty in the above calculation is from tp(j, f + k + 1), whose bound can
be calculated with (4.6) only if k is known. However, since k should be an integer
by flooring the righthand of (4.10), we estimate tp(j, f +k+1) with previous ones
such as tp(j, f + k). Hence, we have
Kp = min(bki,pc). (4.11)
(4.11) is approximated further by using F to estimate the sum of the items except
for Ap − 2Tr − F and (i− 1)tm in the square brackets of (4.10). Then,
Kp ≈
Ap − 2Tr − 2F
2Tr + F
. (4.12)
4.8 An estimation of αp with mean rate
Given Kp, we first try to estimate the minimum bandwidth that should be allo-
cated to each class in one frame subject to Ap, Tp, with (4.9). That is, replacing
the summation of the righthand of (4.9) with KpTp, then we have
Tp ≥
∑n
i=1 Wi,f−1 × λ¯i,p + ∆p,f−1
C(Kp + 1)
. (4.13)
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In the network stable state, ∆p,f−1 should be zero; otherwise, the system may
be overloaded by such accumulation. λ¯i,p is the mean arrival rate for traffic P of
ONU i. In addition, Wi,f−1 in (4.13) can be estimated by F . Then, from (4.13),
we have an estimation for the minimum Tp, T
′







Therefore, αp is approximated by










p=0 αp = 1.
4.9 An estimation of αp with bursty rate
In the above section, we estimate the minimum Tp based on the mean arrival rate
for p-class. However, for busrty traffic, such as VRB video traffic, the contribution
of peak rate should be also considered specially when it happens. Therefore, λj,p
should consist of λ¯j,p and an estimation for bursty traffic. That is, in the case of
one flow,
λ¯j,p = λ¯j,p + (Λj,p − λ¯j,p)pij,p. (4.16)
Where Λj,p is the peak rate of flow j with priority p, λ¯j,p is the mean rate of
flow j with priority p, and pij,p is the probability of peak rate to happen for this
flow. To discuss simply, we assume that any flow belonging to the same traffic
class satisfy an identical distribution. Thus, pip denotes the probability for peak
rate to happen for any flow with priority p. When there are N such flows in the
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network, term
∑n
















here, δj,p = Λj,p − λ¯j,p. We call this rate ”bursty rate”.
Since video frames are often organized into so-called group of pictures (GOP),
which is repeated periodically. Therefore, Λ is calculated according to the largest
frame in a GOP. pi can be determined by the number of such frames (or frames
with similar size) in a GOP. The format of GOP depends on the adopted cod-
ing and compression algorithms. For example, the typical frames in the MPEG
GOP are I, P and B frames, which are often ordered in a sequence of multi-
ple frames, such as, a 12-frame GOP ‘IBBPBBPBBPBB’. Here, an I frame is
a still picture coded using full-resolution luminance and half-resolution chromi-
nance along each picture. It can be used to predict P and B frames and is
the largest in terms of frame size (pp. 207-242 in [20]). In this case, Λ =
I frame size× Frame Number/second, and pi = 1
12
accordingly.
Since voice (i.e., p = 0) is CBR and more delay-sensitive than video, voice
traffic is often assigned a high-priority regardless of its delay bound. That is, the
amount of bandwidth allocated to voice traffic is fixed according to the traffic
rate by considering its acceptable packet dropping rate, i.e.,
∑n
i=1 λi,p(1 − Lp),
where Lp is the packet loss probability allowable for voice application. To this













αp = 1, (4.18)
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where C ′ is the effective bandwidth per second used to transmit application data.
4.10 Conclusion
This chapter first analyzes the maximum access delay for a packet, which in-
cludes two parts, waiting time for request to be transmitted and request response
time. Since each packet has its own access delay bound, it has to be transmit-
ted within this deadline. Otherwise, this packet will not be useful. Considering
this confinement, we deduce an equation to estimate the maximum transmission
time allocated for each class within a frame. After determining these maxima,
two formulas are proposed to estimate the weight for each class. The detailed





After introducing the method of determining the weight, this chapter discusses
the performance of the algorithm. The simulation is still conducted with OPNET
[18]. To validate the algorithm, we also compare it with other randomly selected
weight sets.
5.2 Parameters setting
Table 5.1 summaries the parameters used in the simulation model. Specially, we
need to explain how to obtain the average peak rate of VBR video stream, λpeak,1.
We directly read a MPEG data file which is available from ftp.research.telcordia.com,
in directory vbr.video.trace. According to the file description, the sequence of
MPEG I, P and B frames used is ‘IBBPBBPBBPBB’, i.e., there are 12 frames in
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where, G is the number of GOPs in the MPEG file, and Lsizeg is the size of the
largest frame in GOP-g. After getting the average size for all the largest frames
in the whole MPEG file, λpeak,1 is 24 times of the average size because the original
film frames are 24 per second.
To calculate αp, we first need to determine Kp with (4.12). The value of all
parameters used in (4.12) are defined in Table 5.1. The calculated K0, K1 and K2
is 0, 1 and 6, respectively. Now, we calculate T ′p according to (4.14). In (4.14),
λi,p is either average rate or burst rate. For CBR voice traffic, these two rates are
equivalent. For VBR video traffic, we consider both mean rate and bursty rate.
The nrt-VBR data traffic is modeled with Pareto distribution, thus, the mean
rate can be gotten by adjusting corresponding parameters.
1Our statistical data indicates that except for 3 GOPs, the largest frame in the remaining
GOPs (total 14508) is B frames. There may be some error in the file or the file description.
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Table 5.1: System Parameters
Parameter Description Value
n Number of ONUs 16
p Number of priority classes 3
RU Line rate of the link between user and ONU 100 Mbit/s
RL Line rate of the link between ONU and OLT 1000 Mbit/s
Bsize Buffer size of the ONU 8 Mbit
Distance Distance between ONU and OLT 20 km
F Maximum frame size 2 ms
GAP Gap time between adjacent time slots 1 µs
A0 Delay bound of class 0 2 ms
A1 Delay bound of class 1 8 ms
A2 Delay bound of class 2 20 ms
Round-trip propagation delay between ONU
Tr and OLT (assumed identical downstream 0.13 ms
delay and upstream delay)
λ0 Rate of one CBR voice stream 4.48 Mbit/s
λ¯1 Mean rate of one VBR video stream 2.4 Mbit/s
λpeak,1 Average Peak rate of one VBR video stream 11.7 Mbit/s
The probability of peak rate to happen for
pi1 VBR video stream
1
12
RW-1 A randomly selected weight set (1/2, 1/3, 1/6)
RW-2 A randomly selected weight set (4/9, 3/9, 2/9)
RW-3 A randomly selected weight set (4/7, 2/7, 1/7)
The packet loss probability allowable for
L0 voice application 5%
5.3 Results with fixed traffic load but different
traffic profiles
This section discusses the simulation results with a fixed network load (Φ) but
different traffic profiles. An individual ONU generates 45 Mbit/s traffic (φ), and
Φ is 16 × 45 = 720 Mbit/s. The available bandwidth (C ′) is around 910 Mbit/s,
and the utilization factor of upstream channel (ρ = Φ
C′
) approximates 0.8, where,
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5.3.1 Traffic profile and weight sets
As mentioned in the above section, two rates for VBR video traffic are used to
calculate T ′p . And based on the bursty rate, two weight estimate equations, (4.15)
and (4.18), are adopted to calculate αp. Different traffic profiles change the traffic
proportion of a single class which influences T ′p and corresponding αp.
Table 5.2 lists a weight set, which is estimated according to (4.15), where,
‘label’ denotes the traffic profile.
∑
16







i=1 λ¯i,p). Table 5.3 uses (4.18) and (4.15) for estimation. Both bursty
Table 5.2: Traffic profile and αp estimated based on the mean rate of VBR









i=1 λ¯i,2 Mean Set
Label N0 N1 λ¯2 = N0λ0 = N1λ¯1 =16λ¯2 α0 α1 α2
1 16 135 20.25 72 324 324 0.25 0.57 0.18
2 32 120 18 144 288 288 0.4375 0.4375 0.125
3 48 105 15.75 216 252 252 0.56 0.34 0.1
4 64 90 13.5 288 216 216 0.67 0.25 0.08
5 80 75 11.25 360 180 180 0.75 0.19 0.06
λ0 = 4.48 Mbit/s, λ¯1 = 2.4 Mbit/s, Unit of λ¯2: Mbit/s,
Np = number of flows for class p
Table 5.3: Traffic profile and αp estimated based on the bursty rate of VBR
video stream and (4.18) & (4.15)
∑
16
i=1 λi,1 Burst-voice Set Burst+voice Set
Label = N1λ¯1 + δPro α0 α1 α2 α0 α1 α2
1 429 0.076 0.76 0.164 0.208 0.651 0.141
2 381 0.152 0.7 0.148 0.3713 0.517 0.1117
3 334 0.227 0.636 0.137 0.503 0.409 0.088
4 286 0.31 0.574 0.116 0.6117 0.3194 0.0689
5 238 0.378 0.516 0.106 0.7027 0.2445 0.0528









rate and mean rate are required. We use Burst-voice set to denote the weight
set calculated according to (4.18), and Burst+voice set to indicate the weight set
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estimated by (4.15). For comparison, we also consider the scenarios with three
randomly selected weight sets defined in Table 5.1.
5.3.2 Average packet delay
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Figure 5.1: Average packet delay for class 0
Figs. 5.1 - 5.3 present the average packet delay, Adelayj, for three traffic
classes. As shown in Table 5.2, with the label increasing, traffic 0 increases while
traffic 1 and 2 decrease due to the fixed network load.
Fig. 5.1 shows that Adelay0 augments when more and more traffic 0 enters
the network. α0 of Burst-voice set is the smallest among all six sets and based
on (4.18), which guarantees sufficient bandwidth to class 0. This demonstrates
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Figure 5.2: Average packet delay for class 1
that the requirement of class 0 is less than the maximum bandwidth granted
for this class under different traffic profiles. Thus, the differences of Adelay0
among six weight sets are small. Because α0 of Mean set is the largest among
three calculated sets, Adelay0 of this set is smaller than that of other two sets.
Although Adelay0 of Burst-voice set is larger than the others, it is still within
the access delay bound (A0 = 2 ms).
For class 1, Burst-voice set guarantees that Adelay1 does not exceed A1 (= 8
ms) because its α1 is estimated according to the bursty rate of VBR video traffic
and equation (4.18). Since the calculated weight sets are adaptive to the change
of traffic profile, Adelay1 for these sets are influenced by α1. For example, for the
Adelay1 of Burst+voice set, when the label is not larger than ‘3’, it is only higher
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Figure 5.3: Average packet delay for class 2
than that of Burst-voice set; at ‘4’, it is lower than that of Mean and RW-3 sets;
and when the label is ‘5’, it is just lower than that of Mean set.
Because the priority for class 2 is the lowest and A2 is the largest, α2 is
always the smallest among three traffic classes. As shown in Fig. 5.3, when the
label is below ‘3’, Adelay2 for three calculated sets are higher than that for three
randomly selected sets but always lower than A2. As the traffic 2 decreases, α2 for
three calculated sets descend to low values. Therefore, the differences between
these three sets and three randomly selected sets are relative large. However,
except for Adelay2 of Burst+voice set at ‘5’, Adelay2 for three calculated sets
under all traffic profiles do not exceed A2.
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5.3.3 Overdue packet ratio




























Figure 5.4: Overdue ratio for class 0
In our simulation, all packets stored in the ONU buffer can be sent to the
OLT. However, there are some packets that are transmitted later than their access
delay bounds, and overdue when they arrive at the OLT. Thus, the OLT needs
to count these overdue packets and calculate the overdue ratio, overduej, which
equals the ratio of the number of overdue packets with priority p to the number
of received packets with priority p.
Fig. 5.4 - 5.6 present overduej for three classes. Due to the smallest α0, the
bandwidth allocated to Burst-voice set is the smallest, accordingly. This leads to
that less packets of class 0 can be transmitted before A0. As shown in Fig. 5.4,
overdue0 for Burst-voice set is always the largest among all sets regardless of
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Figure 5.5: Overdue ratio for class 1
the traffic distribution. However, it is less than L0 (5%) and allowable for voice
traffic. Although classes 1 and 2 provide the same amount of traffic, A1 being
smaller than A2 and the bursty characteristic of traffic 1 determine that overdue1
is relative high. Due to the largest α1 of Burst-voice set under all traffic profiles,
the maximum bandwidth guaranteed for this set is the largest among all six sets.
Then, this set can transmit the most number of packets with priority 1. Thus,
its overdue1 is the smallest among all sets. As Φ decreases, overdue2 of three
randomly selected sets descend to a very low value at ‘5’ for their fixed weight
settings.
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Figure 5.6: Overdue ratio for class 2
5.3.4 Throughput
Tables 5.4 - 5.7 show the throughput. The utilization factor (ρ) is 0.8 that means
the request of all ONUs can be satisfied. Thus, we find that the throughput of
either the network or a single class are almost equivalent under different weight
sets for any traffic profile. Note that the throughput includes the overdue packets,
and an effective throughput should exclude these overdue packets.
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Table 5.4: Overall throughput (Mbit/s)
Throughput
Label Mean Burst-voice Burst+voice RW-1 RW-2 RW-3
1 720 720 719 718 719 718
2 719 720 720 718 719 718
3 720 720 719 718 718 719
4 719 718 718 720 720 720
5 718 718 719 720 720 720
Table 5.5: Throughput for class 0 (Mbit/s)
Throughput
Label Mean Burst-voice Burst+voice RW-1 RW-2 RW-3
1 72 72 72 72 72 72
2 144 143 143 144 144 144
3 215 215 216 216 216 214
4 286 287 286 287 286 286
5 359 358 358 359 357 358
Table 5.6: Throughput for class 1 (Mbit/s)
Throughput
Label Mean Burst-voice Burst+voice RW-1 RW-2 RW-3
1 321 322 321 321 321 322
2 285 286 285 286 285 285
3 250 249 251 250 250 251
4 216 214 215 215 214 214
5 176 178 178 177 179 179
Table 5.7: Throughput for class 2 (Mbit/s)
Throughput
Label Mean Burst-vioce Burst+voice RW-1 RW-2 RW-3
1 324 324 324 324 324 324
2 288 288 288 287 288 288
3 250 250 251 250 251 250
4 216 216 215 216 216 215
5 180 180 179 180 180 179
Tables 5.8 - 5.10 present the effective throughput for a single class, Ethroughputp,
which is calculated by throughputp× (1 - overduep). Since under different traffic
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profiles, throughput0 for all sets are close and all results of overdue0 are lower
than 5%, the differences among all Ethroughput0s are small. From Table 5.9, it
is found that Ethroughput1 for Burst-voice set is higher than the others. How-
ever, for class 2, Ethroughput2 of three calculated sets are not so good as that of
three randomly selected sets. The reason is that the OLT receives more overdue
packets of class 2 with these three calculated sets.
Table 5.8: Effective throughput for class 0 (Mbit/s)
Throughput
Label Mean Burst-voice Burst+voice RW-1 RW-2 RW-3
1 69.6 68.5 69.3 69.9 69.8 70
2 139.4 135.9 138 139.5 139.4 139.8
3 208.3 205.3 209 208.9 208.6 207.5
4 277.8 273.4 276.6 277.1 275.7 276.9
5 347 341.5 345.8 346 343.1 346.4
Table 5.9: Effective throughput for class 1 (Mbit/s)
Throughput
Label Mean Burst-voice Burst+voice RW-1 RW-2 RW-3
1 270 283.4 274.8 256.8 255.5 253.1
2 250.8 254.8 253.1 235.4 229.1 225.7
3 205.5 222 215.9 208.3 203.8 202.6
4 178.6 191 184.9 183.4 175.8 174
5 144.7 159.5 155.8 151.9 150.7 149.3
Table 5.10: Effective throughput for class 2 (Mbit/s)
Throughput
Label Mean Burst-vioce Burst+voice RW-1 RW-2 RW-3
1 284.1 281.3 279.6 298.2 300.3 295.7
2 257.8 261.8 254 269.5 272.4 270
3 227 228.5 223.6 239.5 244.3 234.4
4 196.3 197.1 194.1 211.6 212.8 210
5 163.7 164.7 162.6 179.4 179.6 177.8
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5.4 Results with variable traffic load and fixed
traffic profile
This section discusses the simulation results under a fixed traffic profile and dif-
ferent traffic loads. That is, CBR voice traffic (class 0) contributes 30% load, and
the remaining 70% load equally provided by VBR video traffic (class 1) and nrt-
VBR data traffic (class 2). The offered load of an ONU (φ) is normalized to the
link capacity (RU=100 Mbit/s). For example, φ = 0.2 means each ONU generates
20 Mbit/s traffic, then the network load Φ is 16× φ = 320 Mbit/s. In all figures
discussed in this section, the horizontal axis represents the normalized load of an
individual ONU (φ). The vertical axis indicates the corresponding result, such
as the average packet delay, the overdue packet ratio and the throughput.
We choose two sets of weight from Table 3.2 for comparison. They are, RW-
1 and RW-2. Since the traffic profile is not changed, the traffic proportion of a
single class is constant. As the network load increases, Burst+voice set keeps
around (0.534, 0.372, 0.094) which is used in this scenario. Mean set is also
constant with Φ increasing and is (0.5588, 0.3431, 0.0981). However, Burst-voice
set is variable under different network loads and listed in Table 5.11.
5.4.1 Average Packet Delay
Figs. 5.7 - 5.9 present the average packet delay for three traffic classes. Burst-
voice set always guarantees sufficient bandwidth for class 0 under all network
loads. Compared with α0 of Burst-voice set, α0 of other sets are larger. This
demonstrates that the maximum bandwidth allocated to class 0 of all weight sets
are sufficient to satisfy the requirements. Therefore, except for Burst-voice set,
differences of Adelay0 among these weight sets are small. When the network is
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i=1 λ¯i,2 Burst-voice Set
φ N0 N1 λ¯2 = N0λ0 = N1λ¯1
∑16
i=1 λi,1 =16λ¯2 α0 α1 α2
0.2 22 46 7 96 112 146 112 0.1 0.737 0.163
0.3 32 70 10.5 144 168 223 168 0.15 0.7 0.15
0.4 43 93 14 192 223 296 224 0.2 0.66 0.14
0.5 54 116 17.5 242 279 369 280 0.252 0.615 0.133
0.6 64 140 21 288 336 445 336 0.3 0.574 0.126
0.7 75 163 24.5 336 392 518 392 0.353 0.532 0.115
0.8 86 186 28 386 447 591 448 0.403 0.491 0.106
0.9 96 210 31.5 432 504 667 504 0.453 0.45 0.097
(φ: normalized load for a single ONU,∑
16









stable, i.e., ρ < 1 and φ < 0.6, Adelay0 of three calculated sets are all bounded
by A0.
On the contrary, α1 of Burst-voice set is always the largest amongst all sets
while Adelay1 of this set is lower than that of the others. For the calculated set,
when φ is below 0.6, Adelay1 is bounded by A1; when φ is beyond 0.6, C
′ cannot
accommodate Φ and the network is not stable, then Adelay1 is not constrained
to A1.
As shown in Fig. 5.9, only when φ is not larger than 0.4, Adelay2 of all sets
are bounded by A2. As Φ rises, more and more traffic enters the network and
needs to be transmitted. Since packets of class 2 have to wait longer before being




































































































































































































































Figure 5.9: Average packet delay for class 2
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5.4.2 Overdue Packet Ratio
This section discusses the overdue packet ratio shown in Figs. 5.10 - 5.12. For
overdue0 (Fig. 5.10), Mean set performs best due to its largest α0 among all weight
sets. However, performance of Burst-voice set is the worst except for φ = 0.9.
This is because Burst-voice set assigns a large weight to class 1 and lowers α0,
which influences the bandwidth allocated to class 0. Only if the network is stable,
i.e., ρ < 1, overdue0 for all sets are below L0. Otherwise, overfull traffic load leads
to more and more packets delayed longer and augments overdue packets.
As shown in Fig. 5.11, because α1 of Burst-voice set is the largest among all
sets, this set transmits the most number of packets of class 1 within A1 regardless
of the network loads. α1 of other two calculated sets are constant, and overdue1
of Mean set is always higher than that of Burst+voice set and independent of
the change of network load. In general, three calculated sets perform better than
RW-1 and RW-2.
Since class 2 is assigned the lowest priority, with φ increasing, its packets
are delayed longer and transmitted later than packets of other classes. Thus, the
more traffic enters the network, the more overdue packets of class 2. For this
















































































































































































































































Figure 5.12: Overdue packet ratio for class 2
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5.4.3 Throughput
The last discussed is the throughput presented in Figs. 5.13 - 5.18. The overall
throughput shown in Fig. 5.13 indicates that it depends only on Φ and is in-
dependent of the weight set. Since the available bandwidth per second (C ′) is
around 910 Mbits, the throughput approximates Φ if Φ < C ′. Otherwise, the
throughput keeps around at 910 Mbit/s.
Figs. 5.14 and 5.15 show the throughput and effective throughput for class
0, respectively. Weight sets have a small influence on throughput0, but cause
significant change in effective throughput which is influenced by overdue0. When
φ is beyond 0.6, Ethroughput0 of Mean set is higher than the others.
Figs. 5.16 and 5.17 indicate that due to its largest α1 and smallest overdue1,
Burst-voice set performs best for both throughput1 and Ethroughput1. As the
traffic 1 increases, throughput1 and Ethroughput1 for all sets ascend. However,
once φ exceeds 0.7, Ethroughput1 for all sets begin to descend. The reason is that
more and more packets of class 0 enter the network and require more bandwidth.
Then, the bandwidth allocated to class 1 is reduced, accordingly. However, class
1 also needs more bandwidth. Otherwise, its packets have to be deferred until
their bandwidth requests are satisfied. Consequently, the proportion of packets
that cannot be transmitted within the access delay bound augments, and the
effective throughput decreases, correspondingly.
Since the priority assigned to class 2 is the lowest and A2 is the largest, the
bandwidth allocated for this class is the smallest. As shown in Fig. 5.18, when
φ is beyond 0.6, throughput2 for all sets decrease because higher-priority traffic
needs more and more bandwidth. On the other hand, a minimum throughput
can be ensured by the bandwidth threshold even though the traffic load is very
heavy. For example, at φ = 0.9, throughput2 of Burst-voice set is the smallest
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and about 90 Mbit/s which can be estimated by C ′ × α2. After subtracting the
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Figure 5.19: Effective throughput for class 2
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5.5 Conclusion
This chapter discusses the simulation results under different sets of weight. We
find that under a fixed network load, the calculated weight sets adapt to the
change of traffic profile. This demonstrates that the traffic proportion of a single
class affects only the weight assigned to this class. On the other hand, under
a fixed traffic profile, the change of traffic load will affect the whole weight set
which is calculated according to (4.18). It also indicates that (4.15) depends on
the traffic proportion of a single class.
From these discussed results, we find that (4.15) performs well for CBR
voice traffic while (4.18) is more adaptive for VBR video streams. However, both




Conclusion and Open Issues
In this thesis, an overview of PON technology is summarized. An introduction to
EPON is presented. It describes the EPON architecture and the function of the
OLT and the ONU. Since our work is to develop adaptive DBA schemes, some
existing DBA schemes are investigated and compared.
Then, we propose a weighted hierarchical bandwidth allocation scheme, two-
layer bandwidth allocation (TLBA) scheme. Two-layer means the class-layer and
the ONU-layer. The OLT not only allocates the bandwidth to each ONU but also
decides how to distribute the allocated bandwidth among all traffic classes within
the same ONU. Based on the same allocation principle, two frame formats are
proposed. TLBA-a ensures a prior service to high-priority traffic. Its transmission
order decides that higher-priority traffic is always transmitted earlier than lower-
priority both intra-ONU and inter-ONU. However, TLBA-a needs more gap times
during which the upstream channel is idle. TLBA-b assigns only one time slot to
an ONU and informs the ONU how to distribute the granted bandwidth. Thus,
it reduces the idle time consumed by the gap times. To manage the shared buffer
of ONU with a limited size, WRED is employed to control the buffer occupancy
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and selectively drop packets.
To restrict some bandwidth requirements under the heavy traffic load, a
weight is assigned to each traffic class. The function of the weight is to determine
a bandwidth threshold. If the network load is not larger than the available band-
width of the upstream link channel, all bandwidth requirements can be satisfied.
And the overall throughput approximates the network load. Once the network
load exceeds the effective capacity of the channel, the bandwidth threshold re-
stricts some requirements. On the other hand, this constraint also effectively
guarantees a minimum throughput for each traffic class.
Since the weight is a key parameter in TLBA scheme, an algorithm is de-
veloped to deduce a rational weight according to the medium access delay and
dynamic traffic load. After determining the maximum access delay for any packet,
a bound for the bandwidth allocated to each traffic class is obtained based on
the access delay bound. Then, two weight estimation formulas are derived to
calculate the weight.
This algorithm dynamically estimates the weight under different network
loads. If the network is stable, i.e., the network load is not larger than the
available bandwidth of upstream channel, the calculated weight sets are efficient.
For example, the average packet delays are within their respective delay bounds.
The simulation results show that two weight estimation formulas are adap-
tive for different traffic classes. Although this algorithm cannot simultaneously
improve the performance of all traffic classes, it is an optimal method to dynam-
ically estimate the weight.
The following work is ongoing. In chapter 3, the allocation within the same
class follows a simple principle, the max-min fairness policy. To satisfy the di-
verse requirements better, the allocation method within the same class should be
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improved. Chapter 4 presents two estimation formulas to calculate the weight.
The one estimated by the mean rate of traffic flow performs well for high-priority
traffic, while another one is more adaptive for medium-priority traffic. Thus, the
further work is to improve the estimation formula to achieve a trade-off between
these two estimation formulas. In Chapter 3, two frame formats are proposed
and corresponding numerical results are discussed. However, Chapter 4 analyzes
only the medium access delay of a packet under TLBA-a and does not discuss
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