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Abstract
Linear programming problems with quite square coecient matrix form a wide range
of problems that are not amenable to existing algorithms. The method proposed in this
paper attacks such problems from the dual side, alternatively arranging computations of
the simplex method using the QR factorization. In each iteration, its tableau version
handles an nÿ m  n 1 tableau rather than the m 1  n 1 conventional
tableau, where m and n are the numbers of rows and columns of the coecient matrix.
In contrast to the simplex method, where two m m systems are solved per iteration, the
new approach solves a single s s s6 nÿ m system only. It allows ‘‘nonbasis defi-
ciency’’, and hence could reduce computational work dramatically. A favorable com-
plexity analysis is given for one of its implementations against its conventional
counterpart. In addition, a new crash heuristic, having a clear geometrical meaning
towards an optimal basis, is developed to provide ‘‘good’’ input. We also report nu-
merical results obtained from our trials to give an insight into the method’s behav-
ior. Ó 1999 Elsevier Science Inc. All rights reserved.
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heuristic
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1. Introduction
Since it was discovered by Dantzig [6–8] a half century ago, the simplex
method for solving linear programming (LP) problems has experienced a tre-
mendous growth, and has become one of the most powerful and widely used
mathematical tools in engineering, natural sciences, economics, biological
sciences, and etc. Due to the wide spread use of LP models, nowadays one
might hardly find a serious scholar who is unaware of LP and/or the simplex
method entirely.
Consider the LP problem in the standard form
min cTx; 1:1a
s:t: Ax  b; x P 0: 1:1b
where A 2 Rmn with rank m m < n, b 2 Rm, and c 2 Rn.
Throughout, we shall denote the jth column of A by aj, and the jth com-
ponent of a vector á by áj. In addition, kák designates the 2-norm of a vector á,
and ei the unit vector with the ith component 1.
We begin with bringing up the most important simplex variant – the revised
simplex method [9]. Like many numerical approaches, this method solves
problems in an iterative manner. Each iteration of it can be characterized by
the basic and/or nonbasic index sets, denoted by JB and JN , respectively. As-
sume that currently we have
JB  fj1; . . . ; jmg; 1:2
where ji; 8i  1; . . . ;m; is the index of the ith basic column of A or of the ith
basic variable, and
JN  fk1; . . . ; knÿmg; 1:3
where ki; 8i  1; . . . ; nÿ m; is the index of the ith nonbasic column of A or of
the ith nonbasic variable. For simplicity of exposition, we rearrange the order
of components of x and c, and columns of A, so that their first nÿ m ones are
nonbasic, and the remaining basic; more precisely,
xT  xTN ; xTB   xk1 ; . . . ; xknÿm ; xj1 ; . . . ; xjm ;
cT  cTN ; cTB   ck1 ; . . . ; cknÿm ; cj1 ; . . . ; cjm ;
A  N ;B  ak1 ; . . . ; aknÿm ; aj1 ; . . . ; ajm ;
where N and B are termed nonbasis (matrix) and basis (matrix), respectively.
Thus, the associated basic solution is
x  xN
xB
 
 0
Bÿ1b
 
: 1:4
We can thereby state the following procedure for later references.
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Algorithm 1.1 (An iteration of the revised simplex method). Let JB and JN be
current index sets. Assume that Bÿ1 is the inverse of the basis B, and x the basic
feasible solution.
1. Compute the reduced cost
zN  cN ÿ NT y; 1:5a
where
y  BÿTcB: 1:5b
2. Optimality test. Stop if zN P 0: the current basic solution x is optimal.
3. Under some rule, select a column index q from the set
J  fi j zki < 0; i  1; . . . ; nÿ mg: 1:6
4. Compute the downhill-edge vector
dq  eq
d
 
; 1:7a
where
d  ÿBÿ1akq : 1:7b
5. Unboundedness test. Stop if d P 0: the problem is unbounded below.
6. Select a row index p and compute step-length k such that
k  ÿxjp=dp  fÿxji=di j di < 0; i  1; . . . ;m; g:
7. Modify x by x : x kdq.
8. Modify sets JN and JB by interchanging kq and jp, and adjust columns of B
and N conformably.
Note. Instead of using Bÿ1 explicitly, modern implementations of the preceding
algorithm compute in some way the y in Step 1 and d in Step 5 based on solving
the following two systems:
BTy  cB and Bd  ÿakq : 1:8
Note that the search direction dq featured by (1.7a) and (1.7b) is a
downhill-edge direction, satisfying
cTdq  zkq < 0: 1:9
The eciency of any pivot-based algorithm hinges on two factors: the
number of iterations required, and computational work involved per iteration.
The former depends on what kind of pivot rule will be used. It is clearly de-
sirable (though might not be realistic) to have such a rule that can always lead
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to the shortest or near-shortest path. In the past, enormous eort has been
drawn along this line, and quite a few rules have been suggested by numerous
authors (e.g. [19,16,37,35,4,33,23–30] for a survey, see [36]) though Dantzig’s
original rule (e.g., [10]) has been widely used in practice for many years. On the
other hand, great eort has also been made on the reduction of computational
work required per iteration (e.g., [2,11]).
Although several modern implementations of the revised simplex method
are developed up to a high standard of performance, LP problems with quite
square coecient matrix are not amenable to them, unfortunately. As m in-
creases, computational work will unavoidably become more and more labo-
rious – a linear program can fail to be solved, even when nÿ m is small (see,
e.g., [20]). Essentially, this is also the case with the new algorithms proposed by
the author ([31,32]), although ‘‘basis deficiency’’ was introduced there to reduce
computational work. The purpose of this work is to attack the problem from
the dual side, rearranging computations of the simplex method alternatively.
The proposed approach has several attractive features. Instead of the m
1  n 1 tableau, its tableau version handles an nÿ m  n 1 tableau.
In each iteration, it solves a single s s s6 nÿ m system only. It allows
‘‘nonbasis deficiency’’, and hence could reduce computational eort dramati-
cally. Yet another desirable feature of it is that a crash heuristic is employed
fittingly to supply potentially good input.
The paper is organized as follows. In Section 3, we first develop the main
procedure, which proceeds by handling a sequence of least squares problems
using QR factorization. In order to get this procedure started, a Phase-1
procedure is established in Section 3. In Section 4, a new crash heuristic,
having a clear geometrical meaning towards an optimal basis, is furnished to
provide ‘‘good’’ input. Section 5 highlights a favorable complexity analysis
for one of its implementations against an LU decomposition product form
simplex method, showing that the new approach is certainly faster for
solving LP problems with quite square coecient matrix, even if employed is
the more expensive QR factorization. Finally, in Section 6, we report nu-
merical results obtained from our limited tests, and make concluding re-
marks.
2. The main procedure
It is seen from Algorithm 1.1 that the determination of the reduced costs and
search direction, needed for column and row selection, constitutes the major
computations in a single iteration of the simplex method. In this section, we
shall focus our attention on how to compute them by handling least squares
problems using the QR factorization. For details of the QR factorization and
related applications, see [18].
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We begin with the optimality conditions for LP problems. It is known that
vector x is an optimal solution to (1.1a) and (1.1b) if and only if there is a pair
of vectors y; z satisfying
Ax  b; x P 0 2:1a
ATy  z  c; z P 0 2:1b
zTx  0: 2:1c
In such a case, y; z is also optimal to the dual problem of (1.1):
max bTy 2:2a
s:t: ATy  z  c 2:2b
z P 0: 2:2c
We shall solve the program (1.1) from its dual side, that is, by handling the
program (2.2). At first sight, (2.2) seems to be bigger than (1.1). However, it can
be reduced to one that is smaller than (1.1) in case of nÿ m. We continue using
the same notation as that in Section 1.
For a feasible solution x, featured by (1.4), the corresponding dual solution
y;z can be determined by solving system (2.2b) as follows. Partition the
identity coecient matrix of z in (2.1b) into I  IN ; IB, where IN corresponds
to zN (or cN ), and IB to zB (or cB). Setting all components of zB to zero, i.e.,
zB  zj1 ; . . . ; zjm T  0; . . . ; 0T 2:3
turns (2.2b) into the following n n system:
AT; IN  yzN
 
 cN
cB
 
: 2:4
Partition its coecient matrix further:
AT; IN   N
T I
BT 0
 
m nÿm
nÿm
m
; 2:5
where I 2 Rnÿmnÿm is the identity matrix and 0 2 Rmnÿm is the null matrix.
Note that since both B and I are nonsingular, so is AT; IN . And it is easy to
show that (2.4) has the unique solution, defined by (1.5).
On the other hand, (2.4) can be solved alternatively using the QR factor-
ization. Given the factorization AT; IN   QR, where Q 2 Rnn is orthogonal
and R 2 Rnn is upper-triangular, partitioned as
Q  Q1; Q2
m nÿm
and R  R11 R12
0 R22
 
m nÿm
m
nÿm
: 2:6
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Then, premultiplying the two sides of (2.4) by QT leads to
R11 R12
0 R22
 
y
zN
 
 Q
T
1 c
QT2 c
 
2:7
from which the solution to (2.4) is obtained readily, that is,
y  Rÿ111 QT1 cÿ R12zN ; 2:8a
zN  Rÿ122 QT2 c: 2:8b
Nevertheless, for a reason that will be declosed later, we would rather regard
the preceding as the solution to the following least squares problem:
min
y;zN
AT; IN  yzN
  ÿ cNcB
 : 2:9
In addition, it is easy to show that
R12  QT1 IN ; 2:10
R22  QT2 IN : 2:11
Therefore, R12 and R22 are just the first nÿ m (nonbasic) columns of QT1 , and of
QT2 , respectively.
Although quantities defined by (2.8a), (2.8b) and (1.5a), (1.5b) are equiva-
lent mathematically, the former is computationally more advantageous than
the latter, especially when A is quite square, since zN now can be determined by
(2.8b) alone, via solving the nÿ m  nÿ m upper–triangular system
R22zN  QT2 c; 2:12
while, according to (1.5a), an m m system has to be solved for y before zN can
be calculated.
Now assume that zN is available. If all components of zN are nonnegative,
then the y;z, given by (2.8) along with (2.3), fulfill conditions (2.1), and hence
we are done. Otherwise, select subscript q under some rule such that zkq < 0,
and then bring index kq from JN to the end of JB. The next to do is to determine
a downhill-edge direction. This time, however, we shall not determine dq by
(1.7a) and (1.7b), but handle the following least squares problem instead:
min
y;zN
AT; Iq y
zN
  ÿc; 2:13
where Iq 2 Rnnÿmÿ1 denotes the matrix, resulting from matrix IN by drop-
ping its qth column, eq. Note that the (2.13) is nothing but the least squares
problem (2.9) with the qth column of IN deleted, and that there exists an unique
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solution to (2.13), since AT; Iq is of full column rank nÿ 1. Assume now that
we have the QR factorization
AT; Iq  QqRq; 2:14
where Qq 2 Rnn is orthogonal and Rq 2 Rnnÿ1 is upper–triangular with
nonzero diagonal entries. If we partition Qq  Qq1;Qq2, where Qq1 2
Rnm and Qq2 2 Rnnÿm, then it is easy to show that the residual at the so-
lution to (2.13) is
rq  ÿeTnÿmQqT2 cQq2enÿm: 2:15
Since the preceding is the projection of ÿc onto the orthogonal complement
of the range space of AT; Iq, it holds that
AT; IqTrq  0: 2:16
On the other hand, it is easy to verify that for the q chosen the nonzero
vector dq featured by (1.7a) and (1.7b) satisfies
AT; IqTdq  0; 2:17
implying that the dq is also in the complement. Since the complement is a
subspace of dimension 1, therefore, there exists a scalar b such that
rq  bdq: 2:18
We shall show that b > 0. At first, we assert that rq 6 0 since if, otherwise,
rq  0, it follows from the definition of rq that
c  AT; Iq ~y
~zN
 
; 2:19
where ~y;~zN  is the solution to (2.13), and hence it holds by (2.17) that
cTdq  ~yT;~zTN AT; IqTdq  0; 2:20
which is a contradiction to (1.9). Thus, from (2.15), kQq2enÿmk  1, and
rq 6 0, it follows that
krqk2  eTnÿmQqT2 c2 > 0; 2:21
cTrq  ÿkrqk2 < 0: 2:22
Consequently, premultiplying the two sides of (2.18) by cT gives
cTrq  bcTdq, which along with (2.22) and (1.9) leads to
b  cTrq=cTdq  ÿkrqk2=zkq > 0: 2:23
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The preceding and (2.18) together implies that the residual rq featured by
(2.15) agrees in direction with the downhill-edge vector dq, and is therefore
eligible to be taken as the search direction. Further, since all nonbasic com-
ponents of eTnÿmQqT2 , and hence of rq are actually zero, what really need to
be computed are only basic components of rq or a normalized rq. Denote
by rB 2 Rm1 the vector consisting of all basic components of rq=krqk. Then
it is easy to show that
rB  ÿsignvTBcBvB; 2:24
where vTB 2 Rm1 consists of basic components of eTnÿmQqT2 . The preceding
formula will be used to determine a search direction.
The next to do is to modify QR factors from their predecessors by a process,
termed downdating or updating an QR factorization:
(i) Downdating is to compute QR factors of AT; Iq from AT; IN   QR.
We shall do so using Givens rotation ~Gj, that is, the n n identity matrix with
its principal submatrix in j and j 1th columns and rows replaced by ap-
propriate entries [15]:
c s
ÿs c
where c2  s2  1. Since AT; Iq results from dropping the m qth column
of AT; IN , it is clear that the matrix
QTAT; Iq  H 2:25
is nothing but the R with its m qth column deleted, and hence an upper
Hessenberg with nonzero subdiagonal entries in its m q through nÿ 1th
columns. Therefore, annihilating these nonzero entries using a sequence of
Givens rotations yields the wanted triangular factor, i.e.,
~GTnÿ1    ~GTmqH  Rq 2:26
with the associated orthogonal factor given by
Qq  Q ~Gmq    ~Gnÿ1: 2:27
(ii) Updating is to compute QR factors after bringing the pth basic index jp
from JB to the end of JN . Assume that the QR factorization
AT; Iq  QqRq
is known. We add the ep to the end of AT; Iq, creating a new AT; IN . Clearly,
Qq itself is just the wanted orthogonal factor since
QqTAT; Iq...ep  Rq..
.
QqTep 2:28
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is upper triangular. So, what is done is merely to append column QqTep to
Rq to obtain the new triangular factor.
Recall that the upper triangular matrix R22 2 Rnÿmnÿm, termed a nonbasis,
is just QT2 ’s nonbasic part (comprising its first nÿ m columns, see (2.11)). It is
observed that only the submatrix QT2 2 Rnÿmn, rather than the entire matrix
QT 2 Rnn itself, needs to be modified and maintained during the solution
process, since the submatrix contains all necessary information for computing
zN and rB, featured by (2.8b) and (2.24) respectively. Yet, it is required to re-
write the downdating and updating processes for aiming at this submatrix, as is
done as follows:
(i) Downdating. Let H22 be the submatrix in the m 1 through nth rows
and m 1 through nÿ 1th columns of H, defined by (2.25), and let Q and R
be partitioned as those in (2.6). Denote by GTi the nÿ m  nÿ m Givens
rotation with the entries in its i and i 1th rows and columns. Then, H22 is
nothing but the R22 with its qth column deleted, and hence is an upper Hes-
senberg with the unwanted subdiagonal entries in the q through nÿ mÿ 1th
columns. Therefore, according to (2.26),
GTnÿmÿ1   GTq H22  Rq22 2:29
is just the submatrix in the m 1 through nth rows and m 1 through
nÿ 1th columns of Rq. And the formula
QqT2  GTnÿmÿ1   GTq QT2 2:30
gives the wanted submatrix, consisting of the last nÿ m rows of QqT.
(ii) Updating. From (2.28), the new R22 and Q2 read directly, that is,
R22 : Rq22;QqT2 ep and QT2 : QqT2 : 2:31
Introduce a so-called (reduced canonical) tableau , as partitioned
QT2 j QT2 c  R22; V jc;
where columns of R22 correspond to indices in the ordered set JN , and those of
V do to indices in JB. Then accumulating related computations in such a
tableau gives rise to the following model.
Algorithm 2.1 (An iteration of the Phase-2 procedure). Let fJN ; JBg be the
current ordered set, and let R22; V jc be the canonical tableau, where
R22 2 Rnÿmnÿm. Assume that the basic feasible solution is x.
1. Compute zN by solving the nÿ m  nÿ m system R22zN  c:
2. Optimality test. Stop if zN P 0: the current solution x is optimal.
3. Under some rule, select q from set J  fi j zki < 0; i  1; . . . ; nÿ mg.
4. Bring kq from JN to the end of JB, and adjust columns of the tableau con-
formably.
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5. Downdate the tableau by premultiplying it by a series of Givens rotations
to zero the subdiagonal entries in its q through nÿ mÿ 1th nonbasic col-
umns.
6. Compute rB  ÿsigncnÿmV Tenÿm:
7. Unboundedness test. Stop if rB P 0: the problem is unbounded below.
8. Select p and compute step-length k such that
k  ÿxjp=rBp  fÿxji=rBi j rBi < 0; i  1; . . . ;m; g:
9. Modify x via xB : xB  krB:
10. Bring jp from JB to the end of JN , and adjust columns of the tableau con-
formably.
Solving program (1.1) from its dual side, the preceding oers an alternative
arrangement of the computations of the simplex method without touching the
pivot selection criteria at all. Its aim is not to change the philosophy of the
simplex method, but reduce computational eort involved per iteration when
nÿ m m (see Section 5 for a complexity analysis). Intuitively, both methods
move on the underlying polyhedron, from vertex to adjacent vertex along
downhill-edges, until an optimal vertex reached. In exact arithmetic, in fact,
Algorithms 1.1 and 2.1 proceed along the same path if both start from the same
vertex and use the same pivot selection criteria. So, Algorithm 2.1 and the
simplex method share common properties such as those about finiteness,
outcome, and etc.
Nevertheless, a modification of it somehow changes the philosophy, leading
to a dierent and promisingly better path consequently. The modification re-
sults from generalizing the nonbasis: R22 2 Rnÿms s6 nÿ m is termed a
nonbasis if s is equal to nÿ m, or else the last nÿ mÿ s P 1 components of
the associated QT2 c are zero. The former is called full, whereas the latter defi-
cient. Since it is closely related to dual degeneracy, such deficiency is expected
to occur very frequently in practice, as has been confirmed by our computa-
tional experiments (see Section 6).
Therefore, it is worthwhile to modify Algorithm 2.1, as follows.
Algorithm 2.2 (A modification of Algorithm 2.1). Let fJN ; JBg be the current
ordered set, and let R22; V jc be the canonical tableau, where R22 2 Rnÿms
with s6 nÿ m. Assume that the basic feasible solution is x.
1. Compute zN by solving the s s system
Rs22 zN  cs;
where the symbol ás denotes the first s rows or components of á.
2. Optimality test. Stop if zN P 0: the current solution x is optimal.
3. Under some rule, select q from set J  fi j zki < 0; i  1; . . . ; sg.
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4. Bring kq from JN to the end of JB, and adjust columns of the tableau con-
formably.
5. Downdate the tableau by premultiplying it by a series of Givens rotations
to zero the subdiagonal entries in its q through sÿ 1th nonbasic columns.
6. Compute rB  ÿsigncsV Tes:
7. Unboundedness test. Stop if rB P 0: the problem is unbounded below.
8. Select p and compute step-length k such that
k  ÿxjp=rBp  fÿxji=rBi j rBi < 0; i  1; . . . ; nÿ s; g:
9. Modify x via xB : xB  krB:
10. Bring jp from JB to the end of JN , and adjust columns of the tableau con-
formably.
11. Update the tableau by premultiplying it by a series of Givens rotations to
zero components below the diagonal of the newly entering end nonbasic
column.
12. Go to Step 1 if cs1  0.
13. Set s : s 1, and go to Step 6.
Note. Manipulations of Step 12 should be conducted in such a manner that all
c’s components below cs remain zero, perhaps except for cs1.
The underlying philosophy of the preceding Algorithm diers from the
conventional in that it needs not proceed along edges from vertex to vertex. It
is easy to show that in the case when s < nÿ m, the search vector, determined
by rB (see Step 6) along with rN  0, agrees in direction with ÿc’s orthogonal
projection onto the subspace parallel to a face of dimension exactly higher than
1, and hence searching along it no longer necessarily leads to a vertex. This
feature, which gives the name to the proposed approach, should be preferable,
since such search directions make more acute angles with ÿc than downhill-
edge directions, in general.
3. Achieving feasibility and using pivot rules
In order to get itself started, the procedures described in the foregoing
section requires primal feasibility. In this section, we demonstrate that it is
possible to achieve this by solving an auxiliary problem with piecewise-linear
sums of infeasibilities as its objective, as has been done with the simplex
method. In addition, important pivot selection issues are examined in the
present setting.
Assume that at current iteration the basic solution x is infeasible. Without
loss of generality, let the first l basic variables be feasible and the remaining
infeasible; more precisely,
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xji P 0 8i 2 I 0  f1; . . . ; lg; 3:1a
xji < 0 8i 2 I 00  fl 1; . . . ; nÿ sg: 3:1b
The Phase-1’s major feature is the use of the following auxiliary objective
function in place of cTx:
ÿ~eTxB; where ~eT  0; . . . ; 0|{z}
l
; 1; . . . ; 1|{z}
nÿsÿl
: 3:2
However, to keep the original objective traced, we still manipulate the ca-
nonical tableau QT2 j QT2 c  R22; V jc, where R22 2 Rnÿms is upper trian-
gular and nonsingular. There are two cases arising:
(i) s  nÿ m, or else the last nÿ mÿ s components of V ~e are zero. We
obtain the ‘‘reduced cost’’, zN , by solving
Rs22 zN  ÿV s~e; 3:3
where ás denotes the submatrix comprising the first s rows of á. So, the
right-hand side of (3.3) can be obtained by summing up all the infeasible basic
columns of V s. If zN P 0, then it can be asserted that there exists no feasible
solution to the program; otherwise, a subscript q is selected under some rule,
such that zkq < 0. The subsequent steps are the same as those in Phase-2, except
for the search vector replaced by
~rB  signeTs V ~eV Tes: 3:4
Yet, another point diering from Phase-2 is that the selection of p and deter-
mination of step size k should maintain current feasibilities.
(ii) s < nÿ m, and some of the last nÿ mÿ s components of V ~e are nonzero.
It is easy to show that, in this case, a relevant search vector is
~rB  V Ts1Vs1~e; 3:5
where Vs1 denotes the submatirx consisting of the s 1 through nÿ m rows
of V.
We summarize the associated steps in the following model to match Algo-
rithm 2.2.
Algorithm 3.1 (Phase-1 procedure). Let fJN ; JBg be the initial ordered set, and
let R22; V jc be the canonical tableau, where R22 2 Rnÿms. Assume that the
basic solution is x.
1. Stop if xB P 0: feasibility is achieved.
2. Determine ~e by (3.2).
3. If s < nÿ m and some of the last nÿ mÿ s components of V ~e are nonzero,
then compute ~rB by (3.5), and go to Step 10.
4. Solve system (3.3) for zN .
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5. Stop if zN P 0: the program has no feasible solution.
6. Under some rule, select qfrom set J  fi j zki < 0; i  1; . . . ; sg.
7. Bring kq from JN to the end of JB, and adjust columns of the tableau con-
formably.
8. Downdate the tableau by premultiplying it by a series of Givens rotations
to zero the subdiagonal entries in its q through sÿ 1th nonbasic columns.
9. Compute ~rB by (3.4).
10. Under some rule, determine p and step-length k such that current feasibil-
ities are maintained.
11. Modify x via xB : xB  k~rB:
12. Bring jp from JB to the end of JN , and adjust columns of the tableau con-
formably.
13. Update the tableau by premultiplying it by a series of Givens rotations to
zero entries below the diagonal of the newly entering end nonbasic column.
14. Go to Step 1.
In contrast, Phase-1 matching Algorithm 2.1 is simple relatively, and hence
omitted.
Let us examine pivot selection issues in the present context. Basically,
conventional rules can be implemented in the two phases without diculty.
For the p selection, for instance, it is relevant to use the two-pass idea due to
Harris [19]. Allowing infeasibilities in basic variables up to a prescribed tol-
erance, her scheme increases the number of pivot candidates so that the se-
lection of the largest among them tends to avoid too small pivots. It is accepted
that this reduces the eects of degeneracy, as well as improves numerical sta-
bility. We point out that this scheme is also advantageous in terms of a ten-
tative characterization of an optimal basis [23,24]: it encourages a nonnegative
constraint xjp P 0 to be binding, whose gradient ejp tends to make a more
obtuse angle with the downhill-edge direction (see also Section 4).
As to the q selection, the superiority of the steepest-edge criteria to other
ones on modern computer architecture for solving dicult large-scale problems
was firmly established by Forrest and Goldfarb [12]. Since then, it has been
implemented successfully in major commercial codes, such as CPLEX,
XPRESSMP, and etc. However, a flaw of this tactic in the conventional con-
text seems that one has to compute all the nÿ m edge weights initially, and
update and maintain them throughout iterations, even when merely a low
proportion of these edges are downhill, and actually needed.
In contrast, the steepest-edge criteria can be implemented in an selective
manner in the present setting. Dierences between with full and with deficient
nonbasis are negligible. We therefore only examine this issue with respect to the
former case, as for the Phase-2 case as follows. Note that the downhill-edge
direction rq defined by (2.15) is associated with every index q in set J defined
by (1.6). So an index, say _q, should be chosen such that the corresponding r _q
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is the steepest with respect to the objective function among all downhill-edge
directions, that is,
_q  arg min
q2J
cTrq
krqk : 3:6
From (2.21), it follows that krqk  jeTnÿmQqT2 cj, which along with (2.15)
gives
cTrq
krqk 
ÿcTeTnÿmQqT2 cQq2enÿm
jeTnÿmQqT2 cj
 ÿe
T
nÿmQqT2 c2
jeTnÿmQqT2 cj
 ÿjeTnÿmQqT2 cj: 3:7
Consequently, the formula (3.6) is simplified as
_q  arg max
q2J
jeTnÿmQqT2 cj: 3:8
It is somewhat interesting that the steepest edge vector r _q is nothing but one
that possesses the largest 2-norm among all downhill-edge vectors. Such a se-
lective manner seems to be favorable, at least in the case when the number of
downhill-edges is low relative to nÿ m. For the first time, moreover, this gives rise
to the possibility of implementing steepest edge criteria’s partiality variant e-
ciently.
4. Crash heuristic
What to do next is to have a crash procedure for providing initial index set
fJN ; JBg, and the associated QT2 as input to Phase-1. For this purpose, in this
section we shall present a heuristic based on a tentative characterization of an
optimal basis.
Assume that the QR factorization of AT has been computed using House-
holder reflections. Formally, let Householder reflections P1; . . . ; Pm be such that
Pm    P1AT  R^ is upper-triangular. The QR factorization reads AT  QR^,
where Q  P1    Pm. Partition Q as Q  Q1;Q2, where Q1 2 Rnm and Q2 2
Rnnÿm, and partition R^ as R^  R11
0
 
, where R11 2 Rmm and 0 2 Rnÿmm.
Premultiplying by QT the augmented coecient matrix of (2.2b) leads to
QTAT; I ; c  QTAT;QT;QTc  Q
T
1 A
T QT1 Q
T
1 c
QT2 A
T QT2 Q
T
2 c
 
 R
T
11 Q
T
1 Q
T
1 c
0 QT2 Q
T
2 c
 
: 4:1
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Actually, what we need is the southeast submatrix QT2 ;QT2 c 2 Rnÿmn1,
termed an initial (reduced) tableau. Note that columns of QT2 correspond to
components of z, and hence are indexed by 1; . . . ; n.
If an ordered index set fJN ; JBg is known, then rearranging columns of QT2
conformably and upper triangularizing the nonbasic columns by premultiply-
ing QT2 ;QT2 c by a series of appropriate Householder reflections yield the
wanted input to Phase-1 – an initial canonical tableau. This raises the following
big question:
How can we find a good initial set fJN ; JBg?
It might be well accepted that starting from such a set that is close to an
optimal one generally leads to fewer iterations required: if it happens to be
optimal ideally, in fact, then no iteration is needed at all. This point should
serve as the spirit of a good crash procedure. Unfortunately, existing ones, like
that used in MINOS, do not make much eort along this line.
In this respect, the tentative characterization of an optimal basis [23,24]
should be much better than nothing at all. Based on its essence, we develop a
crash heuristic, favoring an index j to be nonbasic for which the gradient, ej, of
the right-hand side of the nonnegative constraint xj P 0 makes the most obtuse
possible angle with the negative gradient, ÿc, of the objective.
The work of the determination of initial JN and JB is combined with the
work of the upper-triangularization, in a natural manner. Assume that the
initial tableau QT2 ;QT2 c is available. At first, set JN to empty and set
JB : fj1; . . . ; jNg  f1; . . . ; ng, so that all columns of QT2 are basic. We shall
select indices from JB, one by one, to enter JN . Consider the least squares
problem
min
y
ATy
 ÿc: 4:2
It is easy to show that the residual at the solution to (4.2) is
r  ÿQ2QT2 c: 4:3
Since it is the projection of ÿc onto the null space of A, the preceding may
be regarded as the ‘‘ steepest descent direction’’ in that space, with respect to
the objective. Suppose for the moment that r 6 0. In the case when r P 0, the
program (1.1) either has no feasible solution or is unbounded below, because, if
there is a feasible solution to it, say x, the vector x kr is also feasible for an
arbitrarily large k > 0. If, otherwise, r 6 0, then a subscript t can be determined
such that
t  arg minfrj j j  1; . . . ; ng: 4:4
Clearly, the gradient of the right-hand side of the constraint xjt P 0 makes
the most obtuse angle with r among all the nonnegative constraints. So, we
bring jt from JB into JN as its first element, and rearrange columns of QT2 by
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bringing column QT2 ejt to its first place. Thereby, the first column of the new Q
T
2
corresponds to the sole index k1  t in JN , and the remaining to those in JB.
Then, annihilating the nÿ mÿ 1 entries below the diagonal of the first non-
basic column by premultiplying QT2 ;QT2 c by a Householder reflection com-
pletes the first step.
Suppose now that for some s satisfying 16 s6 nÿ mÿ 1, the sth step has
been finished. In the s 1th step, it is logical to use the projection of ÿc onto
the null space of
A
ITN
 
; where IN  ek1 ; . . . ; eks , as the search direction. By
computing the residual at the solution to the following least squares problem
min
y;zN
AT; IN  yzN
  ÿc; 4:5
we obtain the wanted direction, that is,
r  ÿQ2s1QT2 s1c: 4:6
where QT2 s1 denotes QT2 ’s submatrix, consisting of its s 1 through
nÿ mth rows. Other steps are similar to those in the first step.
It is clear that, if the program has an optimal solution and all encountered
r’s are nonzero, repeating such steps will eventually produce the needed input
for Phase-1. However, the above process breaks down before JN contains up to
nÿ m indices if r vanishes at the s 1th step with s < nÿ m, as happens if
and only if QT2 s1c  0, implying that ÿc is included in the range space of
AT; IN . In this case, the process ends at a canonical tableau with deficient
nonbasis having s columns.
The preceding steps can be summarized into the following model.
Algorithm 4.1 (The crash heuristic). Given the coecient matrix A and the cost
vector c. This algorithm produces an initial index set fJN ; JBg, and the asso-
ciated canonical tableau QT2 ;QT2 c.
1. Compute n n Householder reflections P1; . . . ; Pm such that Pm    P1AT  R^
is upper–triangular.
2. Accumulate them in reverse order:
QT2 : I^ ;
For i  n; . . . ; 1;
QT2 : QT2 Pi;
where I^ 2 Rnÿmn is the n n identity matrix with its first m rows dropped.
3. Compute c  QT2 c, and form the initial tableau QT2 jc.
4. Crash. Set JN to empty and JB : fj1; . . . ; jNg  f1; . . . ; ng.
For s  0; . . . ; nÿ mÿ 1
(1) Compute r by r  ÿQ2s1cs1; where Q2s1 denotes the subma-
trix consisting of s 1 through nÿ mth rows of QT2 , and cs1 the
subvector consisting of s 1 through nÿ mth components of c.
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(2) If r P 0, then
(i) stop if r 6 0: the program has no optimal solution.
(ii) stop if r  0.
(3) Select index t such that t  arg minfrj j j  1; . . . ; nÿ sg.
(4) Bring the index jt from JB to the end of JN (as its s 1th element).
(5) Rearrange columns of QT2 to correspond to indices in fJN ; JBg.
(6) If s  nÿ mÿ 1, set s : nÿ m, and stop.
(7) Set QT2 jc : Ps1QT2 jc.
where Ps1 is the nÿ m  nÿ m Householder reflection that zeros
entries below the diagonal of the s 1th column of QT2 .
Note. Corresponding to JN , the nonbasic columns of the end product QT2 ; c of
the preceding algorithm constitute an upper triangularized nonbasis, as usually
denoted by R22. Termination at Step 4(2)(ii) yields a deficient nonbasis with
s < nÿ m columns, while that at Step 4(6) does a full one with s  nÿ m
columns.
5. A comparison between the new approach and the simplex method
Computational work per iteration varies from implementation to imple-
mentation. Three implementations of the proposed approach can be derived in
a manner similar to that with the simplex method. In this section, we first
briefly describe the main points of these schemes. Then we highlight a com-
parison between one of them and the LU decomposition implementation of the
revised simplex method, using the Bartels–Golubs update [1,2].
(1) Standard Projective Scheme (SPS). This is the way the Algorithms stated in
previous sections take. In each iteration of the two Phases, the reduced canonical
tableau QT2 jc is modified by sequentially accumulating orthogonal transfor-
mations in it. And required quantities are computed using entries from it.
(2) Revised Projective Scheme A (RPS-A). In the preceding scheme, some
computational eort could be wasted on the modification of the entire reduced
tableau iteration by iteration, since it would turn out to be that merely a low
proportion of the original basic columns become nonbasic, and need to be
calculated. This motivates the following arrangement of the computations.
Let QT2 jc be the initial canonical tableau yielded by the heuristic. It should
be cautioned that hereafter symbol QT2  u1; . . . ; uN  will just stand for that
from this initial tableau, specially. This scheme maintains, and modifies QR
factors and the right-hand side in a so-called revised tableau, and computes
required quantities using them and QT2 ’s entries.
At first, we construct such an initial tableau as follows:
R22; I j c; 5:1
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where R22 2 Rnÿms consists of nonbasic columns of QT2 , and I 2 Rnÿmnÿm is
the identity matrix. The essence of subsequent manipulations of this tableau
can be conveyed by those in the first iteration of Phase-1, using the same no-
tation as in Section 2:
(i) Downdating. Assume that Hq22 2 Rnÿmsÿ1 is the Hessenberg, re-
sulting from R22 by dropping its qth column (indexed by kq). Accumulate the
appropriate Givens rotations as follows:
Rq22;GTjc : Hq22; I jc:
For i  q; . . . ; sÿ 1
Rq22;GTjc : GTi Rq22;GTjc:
(ii) Updating. After determining the subscript p, we compute GTup, and then
modify the preceding tableau to obtain:
~R22;GTjc  Rq22;GTupjc: 5:2
Then we premultiply the preceding by Givens rotations to zero GTup’s entries
below its diagonal.
It is evident that the first two blocks, like Rq22 and G from the downdating,
of each resulting tableau above render the associated triangular and orthog-
onal factors, respectively.
(3) Revised Projective Scheme B (RPS-B). Instead of computing it explicitly
by accumulating Givens rotations, this scheme maintains the orthogonal ma-
trix GT in factored form, in the same manner as with its conventional coun-
terpart, i.e., the LU decomposition product form simplex method (LUD).
Let us now make a comparison between the proposed approach and the
simplex method. First of all, due to the use of the QR factorization, the former
is certainly more stable than the latter. Also, much improvement has been
made in the reduction of computational eort per iteration. For example, the
former involves the solution of a single system only, compared with two sys-
tems by the latter; the former appears to be favorable for solving LP problems
with quite square coecient matrix, as it handles the nÿ m  n 1 rather
than m 1  n 1 tableau.
However, since QR factorization is more expensive than LU factorization,
computational complexity should be examined to evaluate the payo carefully.
Let us make a comparison between RPS-B and LUD, using Bartels–Golub
update. Assume that both of them employ the same pivot criteria, and hence it
is only needed to compare operation counts involved in computing zN in Step 1
of Algorithm 1.1 and d in Step 4, with those in computing zN in Step 1 of
Algorithm 2.1 and rB in Step 6. If initial triangular matrices U 2 Rmm (for
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LUD) and R22 2 Rnÿmnÿm (for RPS-B) are available, and the column to
leave U or R22 is always the first column, then simply counting operations in the
k  1th iteration reveals that the number of multiplications and divisions
involved by LUD is
N1  3=2m2  mnÿ m  m2k  3=2 ÿ 2k ÿ 1; 5:3
while that by RPS-B is
N2  5=2nÿ m2  mnÿ m  nÿ m8k  25=2 ÿ 8k ÿ 14: 5:4
Addition counts are about the same. Additionally, LUD requires mÿ 1
comparisons and RPS-B requires nÿ mÿ 1 square roots. Consequently, the
dierence between N1 and N2 is
N1ÿ N2  3=2m2  m2k  3=2 5:5
ÿ 5=2nÿ m2 ÿ l8k  25=2  6k  13:
As expected, because of expenses of the QR factorization, RPS-B involves
more computational work per iteration than LUD, for problems with nÿ m
not too low relative to m. However, the situation is reversed when nÿ m is low
enough. For instance, for nÿ m6m=2 and k6 20 (which is a typical number of
iterations between two successive refactorizations of the basis for LUD), RPS-
B is superior over LUD whenever nÿ m P 24. So, the RPS-B is certainly faster
than LUD for solving LP problems with quite square coecient matrix even if
QR factorization is more expensive than LU factorization. An exact com-
plexity comparison between RPS-B and LUD concerning large sparse prob-
lems is almost impossible, since the relevant statistics vary unpredictably from
one problem to another. Even so, it could be still asserted that RPS-B is
preferable if nÿ m m. In such a case, the storage requirement by RPS-B is
also low relatively.
We stress that the preceding counts for RPS-B should be much higher than
actual ones, as the analysis was made under the idealized assumption that the
number of nonbasic columns is exactly equal to nÿ m. In the presence of
nonbasis deficiency, a system of order less than nÿ m is solved, and the
downdating is done with fewer columns; as a result, computational work
would reduce dramatically, as has been confirmed by our computational ex-
periments – it is this feature that makes the proposed method a winner over
other duallization approaches, like that described in the acknowledgement.
We also indicate that there were techniques in the past that involve fewer than
nÿ m nonbasic columns by allowing superbasic columns (see, e.g., [21,22]).
Implemented in conventional settings, unfortunately, these techniques even
increase system’s size, and do nothing with the case of quite square coecient
matrix.
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6. Numerical results
Although a favorable justification of the proposed approach is established, it
is still interesting to see what will happen while it is put into eect. For this
sake, we have done some computational experiments, not only to corroborate
the description and analysis made in the previous sections, but also to gain an
insight into method’s practical behavior. In this section, we report the nu-
merical results obtained, and make some remarks.
Implemented, and compared were the following two codes.
Code RSM: The revised two-phase simplex method, in which the inverse of
the basis is updated and maintained explicitly.
Code SPS: The two-phase standard projective scheme SPS, using Algo-
rithms 2.2 and 3.1 as Phase-2 and Phase-1, respectively. Algorithm 4.1 is fur-
nished to provide input.
The preceding were coded in FORTRAN 77 models, without exploiting
sparsity. Code RSM was a very ecient one available. Dantzig’s original
column rule and Harris’ row rule were employed in both of them. Compiled
using the NDP–FORTRAN–386 VER. 2.1.0. with default options, the codes
were run under DOS 6.2 system on an IBM 486/66 DX2 compatible micro-
computer with memory 16 Mb available. All the CPU time was measured in
seconds with utility routine DOSTIM. The machine precision used was about
16 decimal digits. And 10ÿ6 was taken to be as the primal and the dual fea-
sibility tolerance.
The tested problems fall into two sets, as is shown in Table 1, where the
columns labeled m and n give the number of rows and of columns of the co-
ecient matrix A, i.e., those after adding slack variables. So, the column la-
beled nÿ m indicates the number of nonbasic columns for the simplex method.
The first set were provided kindly by one of our colleagues, whereas the second
contains standard test problems from NETLIB that do not have BOUNDS
and RANGES sections in their MPS files [13] since the current version of our
code cannot handle such problems implicitly. In terms of n, the second test set
is the largest possible subset of NETLIB problems of such type that can be
solved in our computing environment.
Results obtained with Code RSM and Code SPS are displayed in Tables 1
and 2, respectively. The columns labeled Total and Fsb. give the total of iter-
ations or of running time, required for solving the program entirely and for
only achieving primal feasibility, respectively. The column labeled Objective
oers the final objective value obtained by both codes. To exhibit the perfor-
mance of the heuristic, the last four columns labeled Heuristic in Table 2
display the associated counts: the first two columns respectively give the
number of iterations and of CPU time required by the heuristic, and the others
labeled Pinfs and Dinfs show the number of primal and of dual infeasibilities
yielded from it. The total for each set is given in the line labeled Total.
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Table 3 compares the performance of the two Codes by giving count ratios
of RSM to SPS in its 3–6 columns. From lines labeled Total, it is seen that
whereas iterations required by them are the same for set 1, iterations required
by SPS are fewer than those by RSM for set 2. Most importantly, the total
running time required by SPS is much lower than that by RSM, with ratio 1:50
and 1:74 for set 1 and set 2, respectively. Therefore, SPS outperforms RSM
significantly overall.
Noticeably, such a success was achieved even with normal test problems,
whose coecient matrices are far from square; in fact, for test sets 1 and 2,
ratios of nÿ m to m are 1:10 and 1:09, respectively. Such outcome is much
better than what predicted by the complexity analysis made in the previous
section. This is due to the heavy occurrence of nonbasis deficiency: varying
dynamically during solution process, the number of nonbasis’ columns is much
lower than nÿ m for most iterations. Refer to the last four columns of Table 3
again, where the first two columns, respectively, give the number of such kind
of iterations and their percentage, and the rest the number of the end nonbasis’
columns, created by Code SPS, and their percentage against nÿ m. It is seen
Table 2
Code SPS test statistics
Problem Iters Time Heuristic
Total Fsb Total Fsb Iter Time Pinfs Dinfs
Set 1
1 28 28 0.22 0.22 7 0.17 5 0
2 31 29 0.22 0.22 25 0.22 3 0
3 136 104 3.89 3.29 57 2.41 14 0
4 188 109 5.33 3.62 57 2.53 17 0
5 138 109 5.87 5.27 43 3.84 17 1
6 239 168 21.86 18.89 91 15.38 45 5
Total 760 547 37.39 31.51 280 24.55 101 6
Set 2
AFIRO 29 29 0.27 0.27 8 0.22 6 0
SC50B 36 29 0.83 0.77 14 0.66 10 0
SC50A 39 32 0.88 0.82 15 0.66 8 0
ADLITTLE 167 101 6.15 4.12 57 3.08 18 0
BLEND 114 70 5.50 4.12 29 2.86 18 0
SHARE2B 136 112 6.76 6.10 43 4.39 16 1
SC105 83 63 7.80 6.81 32 5.71 19 0
STOCFOR1 90 67 10.71 9.23 48 7.80 14 0
SCAGR7 141 90 22.57 16.92 56 12.91 15 0
ISRAEL 406 183 52.18 36.97 110 32.13 57 1
SHARE1B 301 194 64.81 50.09 94 36.31 48 14
SC205 173 138 75.35 69.15 107 62.78 12 0
Total 1715 1108 253.81 205.37 613 169.51 241 16
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that deficiency occurs in up to 63:82% and 84:55% of the total iterations for set
1 and set 2, respectively. For set 2 alone, moreover, the end nonbasic columns
are as low as 62:55% overall. Thanks to a referee, we are aware of another
dualization approach which is also favorable for the case of nÿ m < m, but far
from to such an extent as to our approach, since it is certainly inferior to the
simplex method when applied to normal problems, such as those tested. (See
the Acknowledgements.)
It is noted that as ratio nÿ m=m decreases, SPS’s superiority over RSM
increases. Suce it to say here that SPS defeats RSM with the highest running
time ratio 2:80, 2:46 and 3:07 with Problem 5 of set 1, and SHARE2B and IS-
RAEL of set 2, respectively, as the three problems have the lowest ratio nÿ
m=m among their own test sets (0:69, and 0:82 and 0:82). Code SPS would have
performed even much better if problems with lower nÿ m=m had been tested.
Code SPS’s success should be also due to the use of the heuristic. It can be
seen from Table 2 that the numbers of dual infeasibilities yielded from the
heuristic are very low relative to problem sizes. In fact, for 4 out of 6 problems
of set 1, and 9 out of 12 problems of set 2, dual feasibility is fully achieved by
the heuristic alone; the remaining 6 dual infeasibilities of set 1 are shared be-
tween the other two problems, with 1 and 5 respectively; and the 16 infeasi-
bilities of set 2 are shared among three problems only: 1 for SHARE2B and
ISRAEL, and 14 for SHARE1B.
The merit of the heuristic has been confirmed in another trial with a set of 60
arbitrarily collected test problems, with sizes of up to 15 37, and an average
size of 6 13. Coinciding with what reported here, the total of resulting dual
infeasibilities was only 7. Amazingly enough, dual feasibility was achieved by
the heuristic for up to 56 out of 60 problems! The 7 dual infeasibilities were
shared among the other 4 problems, only 1 or 2 for each. Incidentally, a similar
success was met in other contexts [25–30] in a recent computational study [30],
a pivot rule based on the tentative optimal-basis characterization (which serves
as the essence of the heuristic), outperformed MINOS 5.3 unambiguously with
a complete set of 48 available NETLIB problems without BOUNDS and
RANGES sections. All these facts are convincing enough to encourage us to
believe that the heuristic, or some variant of it, should come into use for
providing input in the future generation of LP codes.
To conclude, it is certainly favorable to use the proposed method to solve
LP problems with quite square coecient matrix, especially with very large m
but very small nÿ m, that might be dicult to cope with, otherwise.
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the liberty of presenting a straightforward approach posed by one of the ref-
erees. Using the same notation as those in Section 1, he wrote:
The problem (1.1) is equivalent to
min cTBxB  cTN xN
s:t: xB  Bÿ1NxN  Bÿ1b; xB; xN P 0:
By eliminating the variables xB, the following reformulation of problem (1.1) is
obtained:
cTBB
ÿ1bmincTN ÿ cTBBÿ1NxN
s:t:ÿ Bÿ1NxN P ÿ Bÿ1b; xN P 0:
Let us denote cT  cTN ÿ cTBBÿ1N 2 Rnÿm; A  ÿBÿ1N 2 Rmnÿm and
b  ÿBÿ1b 2 Rm. Then the dual of the preceding problem is
cTBB
ÿ1bmin by
s:t: A Ty6 c; y P 0:
This problem has only nÿ m (a small number of ) constraints. As solving it
with any standard simplex or interior point method one has to work only with
an nÿ m  nÿ m matrix, which is much smaller than the m m basis
matrix needed when attacking the problem from the primal side.
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