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Abstract 
Biometric identification has been widely used in identifying a genuine person from an 
impostor. Fingerprint identification is becoming a very popular biometric identification 
technique because it has special properties: fingerprints are unique and unchangeable. 
With increased processing capability of computers and larger the size of fingerprint 
databases are increased, the demand for higher speed processing and greater processing 
capacity for automatic fingerprint identification systems (AFIS) has increased. AFIS 
consists of fingerprint feature acquisition, fingerprint classification and fingerprint 
matching. Fingerprint classification plays a key role in fingerprint identification as 
efficient and accurate algorithms cannot only reduce the search time for searching large 
fingerprint databases, but they can also reduce the number of fingerprints that need to be 
searched. Fingerprint classification techniques have matured over last twenty years, 
however problems still exist in the feature extraction and classification stages. How to 
effectively extract feature vectors from poor quality fingerprint images is still a key 
problem for fingerprint classification. Inter-class variability in the fingerprint 
classification stage is another key problem because some fingerprints from different 
classes have a similar appearance and some fingerprints belonging to the same classes 
have different characteristics. 
In order to improve the performance of fingerprint classification, we propose to use a 
combination of neural networks operating on different feature vectors to exploit their 
individual characteristics. Combining several neural networks appears to offer many 
advantages over using a single network, because such combinations can reduce error and 
improve results under particular conditions. For ensemble neural networks, decreasing the 
correlation among ensemble members is one of the effective methods to improve 
performance. The intent of this research is to treat the fingerprint classification problem 
as a learning process, whilst trying to explore how combining neural networks can 
contribute to fingerprint classification when using different features. In this thesis, we 
explore this proposal using a preliminary method that feeds diverse fingerprint vectors 
into ensemble neural networks. To test this method, we employ a set of data taken from 
the National Institute of Standards and Technology (NIST-4) database. 
Our results show that the performances of Block direction feature vector have best 
performance because it do not need to extraction centre point and it can extraction lower 
dimensional feature vectors. Based on our experiments, the quality of feature extraction is 
very important for fingerprint classification because the classification accuracy affected 
by the feature. 
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Chapter 1: Introduction 
Chapter I 
I Introduction 
Biometric identification is a method that measures unique and special physical 
characteristics of each person in order to identify an individual. Biometric identification 
has attracted a great deal of attention especially since the terrorist attacks of the past few 
years. It has shown huge potential in various security applications. Biometric 
identification has more advantages than traditional password systems. In traditional 
password systems, the password can be forgotten or used by others, and such systems 
only provide limited variability. For example, 4 digit PINs only have a variability of 1 in 
10000 (Ross, 2001). However, biometric identification has been widely used in 
identifying a genuine person from an impostor (Ratha and Bolle, 2004; Bolle, Connell, 
Pankanti, Ratha, and Senior, 2003). Such identification is based on people's special 
characteristics and takes into consideration the following advantages: 
9 Universality: each person has biometric characteristics 
e Invariant: some biometric characteristics do not change over time 
* Distinctive physiology: each person has his/her own special and distinct 
characteristics 
* Behavioural characteristics: each person has their own special behaviour 
depending on differences in lifestyle 
High variability: each person can have different biometric identification methods, 
such as: fingerprint identification, face identification or voice identification. 
Based on these, the application of biometrics in personal identification is becoming more 
widespread as the technologies become more reliable. Biometric identification is being 
increasingly used in airport security, law enforcement and physical access control (Jarvis, 
2005). Fingerprints, the iris, face and hand geometry recognition are the most common 
popular biometric identification techniques; each of which has been used in various 
applications based on its strengths and weaknesses (Jarvis, 2005; Maltoni, Maio, Jain, 
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Prabhakar, 2003; Ross, 2001; Blackburn, Butavicius, Graves, Hemming, Ivancevic, 
Johnson, Kaine, Mclindin, Meaney, Smith, Sunde, 2002). 
Table 1-1., Comparison of various biometric methods. (Angela; Maltoni, Maio, Jain, 
Prabbakar, 2003; Ross, 2001; Blackburn, Butavicius, Graves, Hemming, Ivancevic, 
Johnson, Kaine, Mclindin, Meaney, Smith, Sunde, 2002) 
Biometric Weaknesses Strengths 
Fingerprint The image quality can be Invariant 
affected by an angled Large and standard database 
fingerprint have been estimated. 
Reliable. Accurate. 
DNA Easy to steal. Reliable. Accurate 
Process with conditional 
Iris Need Conditional Invariant. Reliable. 
Equipment Accuracy 
Process accuracy and fast 
Face The image quality can be Can use in existing 
affected by variant, facial equipment. Accuracy 
expressions, and angled 
face. 
Hand geometry Variant, Few representational 
Environmentally affected requirements. Can used in 
memory-limited systems 
Signature Variant. The signature Low cost 
quality can be affected by 
emotional and physical 
conditions 
Easily copied by others, 
Low accuracy and not 
reliable 
Voice Variant. The voice quality Low cost, Has been applied 
can be affected by healthy, in personal identification 
emotional. Can mimic by over a telephone 
I others. Not reliable 
Compared with other biometric identification (see Table I- 1), fingerprint identification is 
one of the most popular biometric techniques and has been used in various personal 
identification domains, such as airport check-in systems, access control, forensics, 
driving licences and for the identification of passports and visas, because of its distinct 
properties which are unique and time invariant (Maltoni, Maio, Jain, Prabhakar, 2003). 
The research on fingerprint identification can be traced back to the 19th century where it 
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was used in forensic identification (for example, providing accurate fingerprint records as 
effective evidence) (Maltoni, Maio, Jain, Prabhakar, 2003; Hunter, 2007). 
As the processing capability of computers and the size of fingerprint databases are 
increased, the demand for higher speed processing and greater processing capacity for 
automatic fingerprint identification systems (AFIS) has also increased. Fingerprint 
identification can be treated as a pattern recognition problem in AFIS. It consists of 
fingerprint feature acquisition, fingerprint classification and fingerprint matching. 
Fingerprint feature acquisition is a method used to extract useful fingerprint properties 
and information from original fingerprint images. The robustness of such systems can 
enhance quality and remove 'noise' in the fingerprint image processing stage. Fingerprint 
classification is a method used to index a fingerprint into one of several categories for 
instance, a fingerprint is firstly indexed into a coarse level of categories and then it is 
compared to a subset of the database corresponding to that fingerprint (Jain, Prabhakar, 
Hong, 1999). Fingerprint matching is a method used to compare two given fingerprints to 
establish whether they both came from the same finger. For example, some secure 
buildings need to identify genuine persons from imposters using their own databases. 
Fingerprint classification plays an important role in fingerprint identification not only 
because is it used for reducing the search time and the size of search space of fingerprints 
of the same class before attempting exact matching, but also because it is used for 
extracting effective information from fingerprint images (Jain, Prabhakar, Hong, 1999; 
Senior, 2001). 
In this thesis, we are going to examine fingerprint classification techniques. Fingerprint 
classification has matured in the last decade. Here fingerprint classification consists of 
feature extraction and classification. How to extract effective features from poor quality 
fingerprint images has been identified as a major problem in the feature extraction stage 
(Maltoni, Maio, Jain, and Prabhakar, 2003). Many fingerprint classification approaches 
have been developed in last ten years; however each one of them still has its own 
problems. The main problems are how to deal with low quality fingerprint images. 
Various fingerprint feature extraction methods have been developed to solve problems 
encountered during the extraction stage, but none of them can extract fingerprint features 
with high accuracy. Fingercode (Jain, Prabhakar and Hong, 1999) is an effective method 
to extract fingerprint features from poor fingerprint images. However, it cannot guarantee 
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to correctly locate the fingerprint centre point, which is crucial for this technique, despite 
its tolerance of noise in fingerprint images. The ridge structure and orientation are the 
basic fingerprint properties, which have been used as useful feature vectors to perform 
fingerprint classification (Nagaty, 2003; Ratha, Chen and Jain, 1990; Senior, 2001; Yao, 
Marcialis, Pontil, Frasconi and Roli, 2003). In the fingerprint classification stage, various 
classifiers are used for different feature vectors. Here, we are interested in Nagaty's 
(Nagaty, 2003) suggestion to treat fingerprint classification as a learning problem. As 
neural networks have the capability of learning, they have been widely used in 
classification because they can simulate how to distinguish different kinds of objects 
(Rojas, Feldman, 1996). In the classification area, the approach of combining different 
classifiers has attracted a great deal of attention because combined classifiers can perform 
better than a single network (Kittler, Hatef, Duin and Matas, 1998; Sharkey, 1999). 
Sharkey (1999) said that Multi-nets can not only solve problems that cannot be solved by 
single network, but also combining networks can improve generalisation ability. One of 
the biggest advantages of using combined neural networks is that the combination can 
guard against the failure of an individual component with the network (Sharkey, 1999). 
Kittler pointed out that using different feature sets, different topology and different 
classifiers can improve the overall performance of classification (Kittler, Hatef, Duin and 
Matas, 1998). Combining different classifiers to improve classification performances has 
been used in fingerprint classification. For example, Senior combined Markov models 
and decision trees (Senior, 2001), while Yao and colleagues proposed a new classification 
method based on two machine learning approaches: support vector machines and 
recursive neural networks (Yao, Marcialis, Pontil, Frasconi and Roli, 2003). 
In this thesis, we propose to use different feature vectors as members of an ensemble to 
improve fingerprint classification performance. In order to treat fingerprint classification 
as a learning problem, we use neural networks to perform the classification task. We 
utilise two different fingerprint methods, Fingercode and the directional image method, to 
provide the diversity of fingerprint features for the neural network. The aim of this is to 
reduce the failure in a single feature vector during feature extraction. Combining several 
individual networks brings a greater advantage than a single network on its own because 
the combination can help the whole system reduce the error rate and improve overall 
results. 
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1.1 Main Contribution 
This thesis attempts to explore a combination method to improve fingerprint 
classification accuracy. Methods used in this work are based on theories studied in image 
processing and pattern classification 
In order to improve the fingerprint classification accuracy with high dimensional features, 
various methods of achieving lower dimensional features have been explored during in 
this research. 
In neural networks used for fingerprint classification, we have carried out several 
experiments to survey the relationship between high dimension features and overfitting in 
a neural network. 
Based on the idea of creating diversity in an ensemble can improve the performance in 
terms of generalization, we use different feature subsets among the component neural 
networks. We use Fingercode and Block directional method to extract two different 
feature vectors for ensemble neural networks. Combining different feature vectors for 
fingerprint classification has been proposed in many papers, and we use this approach in 
this thesis. 
Neural network ensemble has been used in many pattern recognition areas, such as face 
recognition and signature recognition. In this thesis, we applied neural network 
ensembles in fingerprint classification. 
1.2 Structure of the Report 
In this thesis, we first introduced the concepts of biometric: identification and fingerprint 
identification, in particular. Fingerprint identification has been widely used in many 
security identification areas. Although fingerprint identification is the most mature 
biometric identification techniques, challenges still exist. For example, how do we extract 
feature vectors effectively from poor fingerprint images? 
-5- 
ChaDter 1: Introduction 
In chapter 2, we provide a detailed review of fingerprints and image processing. The 
purpose of studying image processing is to understand how fingerprint images are 
transformed into feature vectors. Basic fingerprint feature extraction methods are 
introduced and compared in this chapter. Based on the investigation of image processing 
and fingerprint characteristics, two different fingerprint feature extraction methods, 
Fingercode and Block direction, that can invert fingerprint images into different feature 
vectors are used in our approach, these are extracted by FingerCode and Block direction 
methods respectively. The aim of using those two methods is to try to create two different 
fingerprint feature vectors as inputs to different classifiers. In addition, in order to 
improve the performance, various high dimensional feature reduction methods have been 
used in our approach, such as principal component analysis and the process of splitting 
high dimension Gabor feature vectors into low dimension feature vectors also has been 
implemented. More details about these two methods are introduced in this chapter. 
In chapter 3, we focus on describing the framework for fingerprint classification. First, 
various fingerprint classification techniques are presented and compared. The studying of 
ensemble neural networks and creating diversity in ensembles is also presented in this 
chapter. Ensemble neural networks have been successfully used in biometric 
identification, such as face identification and signature identification. We also explore the 
combination of neural networks as a key method to perform the task of fingerprint 
classification. The details of our approach are provided at the end of the chapter. 
In chapter 4, the database used in our system is introduced in detail. The applications of a 
single neural network using Fingercode and the directional image method are examined 
respectively. Based on the performance of a single neural network in fingerprint 
classification, different ways of combining methods are further examined. Various 
methods of creating diversity features in ensemble neural networks are evaluated to 
establish whether ensemble neural network with diversity feature vectors can improve 
fingerprint classification. The results of single multilayer perceptrons, of combining 
neural networks when using the same feature vectors, and the result of combining neural 
networks with different feature vectors are presented and discussed in this chapter. 
Finally, chapter 5 concludes the thesis by summing up the work done. Limitations of the 
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algorithm, suggestions for improvement of the system, and possibilities for future 
research will also be discussed. 
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Chapter 2 
2 Fingerprint Feature Extraction 
In this chapter, we introduce fingerprint properties and provide a general review of image 
processing, fingerprint feature extraction and fingerprint classification. Two fingerprint 
feature extraction approaches used in our research will also be introduced in this chapter. 
2.1 Fingerprints 
A fingerprint is a pattern that consists of a series of ridges and valleys on the surface of 
the finger (Maltoni, Maio, Jain and Prabliakar, 2003; Ratha and Bolle, 2004). The ridges 
and valleys are interleaved and paralleled and most of them come from one side of the 
finger, coming out on the other side; this is called fingerprint directional flow, is the 
characteristic used for fingerprint classification. However, the ridges are not continuous 
lines, as they can suddenly come to an end or can divide into two ridges in any phase in 
the ridge flow; such ridge characteristics are named as minutiae. There are 150 different 
local ridge characteristics (minutiae), but only three main ridge characteristics: the 
Bifurcation, the Ending Ridge and the Dot (Jones, 2000) fingerprint properties. These 
may be observed below, in Figure 2-1 Fingerprints minutiae and Singular point. 
According to Jones (2000) fingerprints are characterized by global and local features: the 
global ridge refers to the main ridge furrow in the centre area of a fingerprint, which 
consists of the ridge orientation map, core and delta. From Figure 2-2 we can see that 
each of the three basic fingerprint pattcms has its own distinctive ridge shape and 
different positions between Singular point (core and delta points), which is very 
important for fingerprint classification and fingerprint indexing (Maltoni, Maio, Jain and 
Prabhakar, 2003). The local ridge refers to the minutiae of small but important 
information in the ridge. We focus on global ridges in this research because global ridges 
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are used for fingerprint classification, whereas local feature are typically used for 
fingerprint matching (Lee and Gaensslen, 2001). 
Figure 2-1: Fingerprint minutiae and Singular points (taken from NIST-4) 
Based on different ridge flow directions, fingerprints can be classified into three basic 
pattern types: Loop, Arch and Whorl. Jones (2000) states that each of them then can be 
subdivided into eight types for the fingerprint classification purposes: Loop (Ulnar, 
Radial), Arch (Plain, Tented) and Whorl (Plain, Central Pocket Loop, Double Loop, 
Accidental) as shown in Figure 2-2. 
N%N 
IWO 
(a) Lcop N Arch (C) Whorl 
Figure 2-2: Three basic fingerprint patterns (taken from NIST-4) 
For the ancient Chinese, it was very common to use inked fingerprints on official 
documents, land sales or contracts as well as establishing fingerprint identity in courts to 
resolve disputed business dealings (Hunter, 2007a). Fingerprint research can be dated 
back hundreds of years. The first known fingerprint research report was published by 
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Nehemiah Grew in 1684 and gave details about fingerprint ridges, furrows and pore 
structure (Maltoni, Maio, Jain and Prabhakar, 2003). In 1888, fingerprint minutiae were 
introduced into the area of fingerprint matching by Sir Francis Galton (Hunter, 2007a). 
The most important advances in fingerprint research were made by Dr Henry Faulds in 
the late 10 and the early 20th centuries. Based on a large number of experiments and 
observation, Faulds summarized that fingerprints are permanent, invariant and individual 
even for twins (Hunter, 2007a; Maltoni, Maio, Jain and Prabhakar, 2003). At the same 
time, Herschel also proved that fingerprints do not change over time by observing his 
own fingerprints over 50 years together with practical observations of prisoners (Hunter, 
2007b). This research established the foundation of modem fingerprint recognition, and it 
has been used as a personal identification method and as a standard routine in forensics 
since the early 20th century (Maltoni, Maio, Jain and Prabhakar, 2003). However, for the 
purpose of maintaining organized criminal records and meeting the demand of criminal 
investigations in the court, the "manual" fingerprint classification system was established 
in 19'h century (Ratha and Bolle, 2004). 
With increasingly large volumes of fingerprints being collected and stored everyday for a 
wide rang of purposes, the demand for automatic fingerprint pattern recognition systems 
is driven by the desire to reduce search time and improve the efficiency of personal 
identification.. Compared with traditional manual fingerprint classification methods, the 
advantages of AFIS methods are that they are more reliable, rapid, consistent and cost- 
effective in performing fingerprint identification (Maltoni, Maio, Jain and Prabhakar, 
2003). Since 1972, the American Federal Bureau of Investigation (FBI) installed a set of 
the simplest AFIS that consists of a fingerprint scanner and a fingerprint reader. With the 
development of pattern recognition techniques and various algorithms applied in AFIS, 
automated fingerprint pattern recognition has advanced rapidly in last decade. However, 
most AFIS systems still have various problems which affect the performance of the 
whole system. Therefore here we provide a review of various fingerprint algorithms. 
Some theoretical concepts and effective methods to figure out the existing fingerprint 
classification problems are also presented in the next section. 
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2.1.1 Automatic Fingerprint Identification Systems 
Currently, with the rapid expansion of fingerprint identification techniques, Automatic 
Fingerprint Identification Systems (AFIS) are used not only for criminal investigation but 
also to access control of restricted areas, and for driving licence registration, financial 
applications, passports and visas (Maltoni, Maio, Jain and Prabhakar, 2003; Ratha and 
Bolle, 2004). Compared with other biometric methods, fingerprints have two special and 
distinct properties: each person's fingerprint cannot change over time and each person has 
a unique fingerprint, even for twins. This means that fingerprint provide easier and more 
stable characteristics for a computer to perform person identification when compared 
with other person identification techniques like face identification, iris identification and 
hand identification. Also AFIS is easier to train than a real individual to perform person 
identification. As a result, biometrics based on fingerprints are becoming more and more 
popular in personal identification. 
AFIS is a method that requires the comparison of a fingerprint with all of those stored 
fingerprints in a database. It has been used in many applications, such as access control to 
buildings, personal identification and the ongoing war against terrorism (Maltoni, Mail, 
Jain and Prabhakar, 2003). The advantages of AFIS are that fingerprint identification is 
more distinguished than other biometric identification methods and it is more efficient to 
perform the task of person identification than traditional "manual" methods. Furthermore, 
it is easy to establish a set of automatic fingerprint identification systems because 
fingerprint scanners are not only small, portable and inexpensive compared with other 
biometric identification devices but also they have been widely accepted and applied in 
many areas. The disadvantages are that fingerprint image quality cannot be guaranteed if 
people press their fingers at an incorrect angle or with different strengths on the 
fingerprint scanners, if the fingers are too moist or too dry, or if the fingers are injured 
whether temporarily or permanently (see Figure 2-3). Some countries such as the USA 
and the UK have set up national databases to record population fingerprint for different 
purposes. These national fingerprint databases contain over a million records, which may 
be shared or requested by international law enforcement agencies or even by bank 
commercial requirements from country to country. Therefore, how to establish, maintain 
and protect fingerprint databases effectively and safely are major problems for the large 
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national fingerprint databases. AFIS is a system that automatically matches one or many 
unknown fingerprints against a database of known prints (Ratha and Bolle, 2004). AFIS 
has been used in law enforcement for over 25 years (ISACA; Ratha and Bolle, 2004). The 
rapidly expanding AFIS technology has already had a significant impact on fingerprint 
identification in this area it has reduced the search time compared with a manual 
fingerprint identification process enhanced the capability of searching unidentified latent 
fingerprints in large fingerprint databases, and shows huge potential for touch screen 
identification for access to internet sites (Ratha and Bolle, 2004). 
z 
r 
A 
Wet fingerprint image Dry fingerprint image Low quality fingerprint image 
Figure 2-3: Examples of poor fingerprint images (BIO Key International Inc. 2007ab) 
Fingerprint identification consists of fingerprint feature acquisition, fingerprint 
classification and fingerprint matching (see Figure 2-4). Fingerprint feature acquisition is 
a method used to extract useful fingerprint properties and information from fingerprint 
image. It is easy to extract effective information from good quality fingerprint images; 
however, it is a tough task to extract useful information from poor or bad quality 
fingerprint images. Therefore, the robustness AFIS heavily relies oil its advanced ability 
to process bad quality images. Fingerprint classification is a method used to index a 
fingerprint into one of several categories for instance, a fingerprint is firstly indexed into 
a coarse level of categories and then it compared to a subset of the database 
corresponding to that fingerprint category (Jain, Prabhakar and Hong, 1999). 
Classification plays an important role in fingerprint identification because not only is it 
used for reducing the search time and the size of search space to fingerprints of the same 
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class before attempting exact matching (Jain, Prabhakar and Hong, 1999; Senior, 2001), 
but also it is used for extracting effective information from fingerprint images. 
Fingerprint matching is a method used to compare two given fingerprints to establish 
whether they both came from the same finger. 
In fingerprint classification, the three basic fingerprint patterns are normally decomposed 
into five or more sub-classes (see Figure 2-8). It is possible to divide into more sub- 
classes; for example, Purkinjie proposed the first fingerprint classification scheme. He 
classified fingerprints into nine categories based on the ridge configurations (Maltoni, 
Maio, Jain, and Prabhakar, 2003). The most famous fingerprint classification system is 
the Henry system established by Edward Henry in 1899 (Jones, 2000; Maltoni, Maio, 
Jain and Prabhakar, 2003). However those fingerprint classification systems are used by 
fingerprint experts to identify a person for the purpose of criminal investigation and law 
enforcement. 
For the AFIS, it is difficult to classify poor fingerprints into five or more classes. These 
difficulties not only cause rejection rates for fingerprint classification but are also 
decrease the performance of classification techniques because of the complexity of the 
algorithms (Kristensen, Borthen and Fyllingsnes, 2007). The FBI also established a 
standard fingerprint classification, which has been widely applied in many automatic 
fingerprint classification systems, such as the National Institute of Standards and 
Technology (NIST) database. Five categories of fingerprint are used in the majority of 
AFIS: left loop (L), ridge loop (R), whorl (W), arch (A), tented arch (T). Therefore we 
use five categories in this research in order to compare our results with others results (see 
Figure 2-8). 
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Figure 2-4: The flowchart for automatic fingerprint identification 
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However, extracting feature vectors from poor quality fingerprint images effectively is 
still a key problem which affects the accuracy of fingerprint classification. Many 
fingerprint feature extraction methods have been proposed for the variable goals of 
fingerprint processing in the last decade. Based on the literature, it is evident that both 
fingerprint feature extraction and fingerprint classification are very important for 
fingerprint identification when applied to large databases. As mentioned before, there are 
two types of features in fingerprints, global ridge and local ridge. In fingerprint 
identification, the global ridge is used for fingerprint classification when an input 
fingerprint image is matched with a subset of the fingerprint database, whilst the local 
ridge can alsO'be used for fingerprint matching when an input fingerprint image needs to 
be matched against another fingerprint in the same class to check whether they are from 
the same finger. 
2.2 Feature Extraction 
In order to identify or classify an object in an image, feature extraction plays a key role in 
image processing. Feature extraction is a process to extract the special characteristics or 
properties from background of an image (Morris, 2004), which is essential for pattern 
recognition and machine learning. Low level features of images, such as colour, shape, 
shading and texture, are generally used in image processing and pattern recognition to 
identify different objects. Three basic types of features can be extracted: spectral, 
geometric and textural features. Spectral features use information such as: colour, tone 
ratio and spectral index (Mark and Alberto; 2002). In the example below, the images are 
partitioned into several connected regions according to different colours, so the 'targets' 
in the image can be captured or classified by segmenting the different colour areas, such 
as detecting mountains, sea or roads from images (Westwood, 2006; Ozden and Polat 
2005) 
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Figure 2-5: Spectral feature (Ozden and Polat, 2005) 
Geometric feature recognition regards edges of objects as useful information. It 
accurately represents the shape of the entire object, such as points, lines, oriented points 
or frames. It has been applied in hand shape detection, 3D model matching and face 
recognition. In face recognition, faces are characterized by calculating the distance, size 
and position of eyes, mouth, and head outline, and the relationships among these features 
as in Figure 2-6 below, 
Figure 2-6: Face recognition based on geometric feature 
Texture is a visual property on the surfaces of objects, which refer to the homogeneity in 
the skin of object (Smith and Chang, 1996). Texture features have been used in 
classification and image segmentation. From Figure 2-7 we can see that various objects 
have their own special characteristics and frequency, which means the object can be 
easily identified or classified based on frequency analysis or pixel matrix analysis. 
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Figure 2-7: Example of Texture features (Vision Research Lab 2008) 
Fingerprints consist of a series of ridges and valleys son the surface of the finger, which 
are parallel and interleaved. Fingerprint images are special grey images where the 
fingerprint ridges show as dark lines and valleys as light lines so that typically different 
classes have different ridge furrow typologies (Maltoni, Maio, Jain and Prabhakar, 2003). 
Therefore, we do not take into account spectral feature analysis for fingerprint feature 
extraction because it is not relevant to segment ridge flow by distinctive colour and 
spectral features cannot be extracted from poor quality fingerprint images. Each class of 
fingerprint has different typologies and ridge flow direction, so geometric feature 
extraction methods have been used for fingerprint feature extraction area. Meanwhile, 
those parallel ridges and valleys can be used to estimate local ridge frequency as the local 
ridge frequency varies across different fingerprints and may even vary across different 
regions in the same fingerprint. Those properties can also be extracted using texture 
feature techniques, such as Gabor filter, wavelet, co-occurrence matrices (Smith and 
Chang, 1996). 
We recall that the core of a fingerprint is an end point in the innermost ridge and a delta 
point is a place where there are three different flow directions (as was illustrated in Figure 
2-1). The core and the delta are commonly used for fingerprint classification because 
classes, such as Whorl or Arch can be characterized by the different number and shape of 
cores and deltas. For example, a Whorl consists of one core (this is termed a normal 
whorl) or two cores (a double whorl) and two deltas, Ridge loop and Left loop consist of 
one core and two deltas, Arch and Tented Arch consist of none or one core and none or 
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one delta (see Figure 2-8). These distinctive characterizations for each category can be 
used to perforin fingerprint classification. 
Left loop Right loop Whorl Tented Arch Arch 
Figure 2-8: Three types of minutiae features (taken from NIST-4) 
As mentioned in Chapter 1, minutiae are local features in the fingerprint images. 
Minutiae refer to the ending ridge, bifurcation and the dot in the fingerprint ridge. 
According to Jones (2000) the ending ridge is the point at which a ridge ends, the 
bifurcation is the point at which the ridge divides and the dot is small ridge with no 
direction (see Figure 2-9 below). Various fingerprint feature extraction methods based on 
minutiae extraction have been presented in the literature (Coctzee and Botha, 1993; 
Hong, Wan and Jain, 1998; Hung, 1993; Ratha Chen and Jain, 1995; Sherlock, Monro 
and Millard, 1994). However these methods depend heavily on the image quality and it is 
difficult to extract minutiae from the fingerprint when the following problems arise: 
1) The minutiae may be lost in the minutiae map when the fingerprint image is 
transferred. For example, it is difficult to achieve a completely recovered 
fingerprint image after it is compressed. The minutiae can also be lost when 
fingerprint image is transferred from the fingerprint sensor to the image database. 
2) It is difficult to extract the minutiae from poor fingerprint images because too 
much 'noise' can change the 'global' information. 
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However the minutiae are commonly used in fingerprint matching, therefore we do not 
focus on minutiae extraction in this research. Based on the studies described which 
studied the special properties of fingerprints, geometric feature methods and texture 
feature methods are possible techniques for fingerprint feature extraction, and have been 
used in by many researchers (Mehtre, 1993; Nagaty, 2003). The spectral feature method 
which requires colour definition is not suited for fingerprint feature extraction as 
fingerprint images are grey images. Feature extraction is the most important stage in 
fingerprint identification and fingerprint classification. Currently, most of the existing 
fingerprint feature extraction methods can be categorised as follows: Directional Image, 
Singular Points, Ridgeline Flow and Gabor Filter. 
2.2.1 Directional Image 
Fingerprints can be regarded as an oriented texture, so fingerprint ridges and valleys can 
be presented as orientation field. Directional image is a discrete matrix in which each 
element describes the combination of local orientation of the fingerprint ridges (Ratha 
and Bolle, 2004; Maltoni, Maio, Jain and Prabhakar, 2003) Figure 2-10 illustrates one of 
the most common fingerprint features used for classification (Halici and Ongun, 1996). 
From Figure 2-10 we can see that the directional image can effectively represent the 
topological information of global ridge flow and direction. Cappelli and colleagues (1999) 
proposed a method based on computing the tangent direction of each ridge point along 
with ridge line, and then set a dynamic mask that divided fingerprint images into 
"homogeneous" connected regions based on the topology of different categories, which 
synthetic is used for fingerprint classification (Cappelli, Lumini, Maio and Maltoni, 
1999). Furthermore, by using this method, the local directional image can be easily 
extracted by calculating the gradients in the fingerprint, and the local direction of 
damaged area in fingerprint image can also be restored by means of a regularization 
process (Maltoni, Maio, Jain and Prabliakar, 2003). Based on the above reasons, 
extracting local direction has been used in many fingerprint classification methods (Jain, 
Hong and Bolle, 1997; Marr and Hildreth, 1980; Nagaty, 2003). The simplest method to 
extract local direction is based on the calculation of gradients in fingerprint image 
(Maltoni, Maio, Jain and Prabhakar, 2003). In the fingerprint ridge, the gradient is a two- 
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dimensional vector [ V, (x,, yj), Vy (x,, yj) ], where the Vx and Vy are the derivatives of 
I of a point [ xi, yj ] along the x and y directions respectively. 
Fingerprint Directional image 
Figure 2-10: Fingerprint image and the corresponding directional image 
Although this method is simple and effective, it is still not sensitive enough to cope with 
the poor fingerprint images. Simply averaging the orientation is not reliable enough to 
build local orientation in the circularity of angles; for example, the average orientation 
between 15" and 165* is 90% that is not same as the average orientation between 90* 
and 0* because they have different directions even if they have the same value. In order 
to improve the perfonnance of the extraction of feature vectors, normal fingerprint 
images are smoothed to reduce the 'noise' (smudge marks or broken ridges) in poor 
images. Ratha et al (1995) and Jain et al (1997,1999) present a method that computed the 
dominant ridge orientation 0, by averaging multiple gradients in a 17 x 17 window. 
Nagaty (Nagaty, 2003) computed the direction of sub-blocks to get Block direction code. 
In this method, Nagaty divided fingerprint images into sub-blocks and then computed the 
direction of each sub-block. The advantage of this method is they do not need to find the 
Singular points, which means it can still achieve effective feature vectors even when it 
failed to find Singular points from poor quality fingerprint images. 
2.2.2 Singular Points 
As we mentioned before, the core is the area located on the inner most upward recurving 
ridge. The delta point is the triangular area where three different direction flows meet 
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(See Figure 2-8), which are main two Singular points used for reference points for 
fingerprint classification (Park, Lee, Smith, Park, 2006). In Figure 2-8, the 0 means core 
and A presents delta. One of the main purposes for extracting the 
Singular points in a fingerprint is that the number and location information between the 
Singular points can be used for fingerprint classification because each category has 
special topology between the Singular points. For example, in arch-type fingerprints, 
Singular points do not exist (no core and no delta), but in whorl-type fingerprints, there 
are 4 Singular points in a double whorl fingerprint (two core and two delta). The 
advantage of Singular point method is the Singular point can be used for fingerprint 
classification effectively after they are detected. However, the disadvantage of the 
Singular points method is that it is not easy to detect Singular point in poor quality 
images. So far, Singular points are one of the most common techniques used for 
fingerprint feature extraction (Park, Lee, Smith and Park, 2006; Jain and Karu, 1996; 
Hong, Min, Cho and Cho, 2008; Zhang and Yan, 2004; Huang, Liu and Huang, 2007; Li, 
Yun and Wang, 2008; Wang and Dai, 2007). Most Singular point methods are based on 
the Poincare index (Maltoni, Maio, Jain and Prabhakar, 2003). The angle of 
Poincare(ij) is decided by computing the absolute value of the angle between dk and 
dk-1 (k = 0-7). It can be calculated as (see Figure 2-11, from Maltoni, Maio, Jain and 
Prabhakar, 2003)): 
0 
Poincare(i, j) ang1e(dkd(k+1) mod 8 )where 0< dk :57 
k=7 
If Poincare(i, j) = 0" then it does not have singularities 
If Poincare(ij)=180* then it is a loop type singularity 
If Poincare(i, j) =- 180* then it is a delta type singularity 
If Poincare(ij)=360* then it is a whorl type singularity 
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Figure 2-11: Examples of computation of the Poincare index (Ratha and Bolle, 2004) 
Table 2-1: The Singularities point in each fingerprint class (Ratha and Bolle, 2004). 
type cores deltas 
Right loop 1 1(180*) 
Left loop 1 1(180*) 
Tented Arch 1 1(- 180') 
Plain Arch 0 0 
whole 1 and 2 2 
Using Singularity extraction to extract fingerprint feature is a simple method for feature 
extraction. However, the drawback for this method is that it cannot guarantee the 
detection of a core from poor image (Ratha, and Bolle, 2004), also this methods is 
sensitive to noise in poor quality image. Additionally, this method relies heavily on the 
core and delta in fingerprint image, but those Singular information points are not reliable 
because a delta point is often out of the captured fingerprint, which lead to 
misclassification of the fingerprints because the number of cores or deltas may not be 
paired in poor quality images. Another problem is that this kind of method can miss 
Singular points in some special classes with two cores (or two deltas) because the 
location between two cores (two deltas) are too close to each other, such as, double whorl 
(Zhang and Yan, 2004). Due to those problems, Li (Li, Yun and Wang, 2008) uses both 
orientation information and Singular points to classify fingerprints, which aim at 
providing added information. In cases where the Singular point method extracted wrong 
information or missed some key information, then the best result between Singular point 
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and orientation is used as the final feature vector for classification. He used a filter-based 
method to extract the Singular point. The advantage of this method is that it can reduce 
misdetection effectively because it not only extract any possible Singular point but also 
uses the Orientation method to provide added information. However this approach needs 
to determine the detection thresholds for the filter responses. Wang and Dai (2007) have 
proposed a new Singular point extraction method by using the distribution of Gaussian- 
Hermit of different orders. Different from the other methods they classify the fingerprint 
images based on three types of Singular point: core, delta and a pair of core and delta. 
2.2.3 Ridgeline Flow 
In this method, the ridge flow describes the local orientation of a fingerprint ridge 
(Marcialis, Roli and Frasconi, 2007). This method extracts the direction of the ridge flow 
as fingerprint feature vectors to perform the classification task (see Figure 2-12). The 
advantage of this method is that it is easy and flexible to extract the shape of a ridge. This 
method also is used with the Poincare index described above. The local orientation is 
computed by finding the average of the tangent orientation within a window centred 
at [i, j]. Tracing the ridge flow can obtained by the following method (Ratha and Bolle, 
2004): 
1) Pre-process the fingerprint images: enhance, thinning and some pre-processing for 
fingerprint image 
2) Convert the fingerprint into a binary model 
3) Set centre point and tracing windows 
The new tracing window W, moves from pre-centre C, _1 
to new centre point C, along 
the direction of Oi , the distance between two centre points C, is radiusR,. Then the 
tracing windows run toward the flow orientation of the ridge line. Chang and Fan (2002) 
proposed a new ridge distribution model based on this ridge tracing method, then they 
pre-defined 10 basic ridge patterns and classified fingerprints depended on the 
combination of those 10 ridge patterns. 
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However, this method still cannot tolerate poor quality fingerprint images, few 
researchers use ridgeline flow to act as effective feature information in fingerprint 
processing. Ridge line flow needs a series of image pre-processing techniques, such as: 
smoothing and thinning. Senior (2001) extracted ridgeline flow as the second feature 
vector. This may affect accuracy when extracting bifurcations of ridges. 
2.2.4 Gabor Filter Responses 
Fingerprint feature extraction methods can be divided into two categories: spatial domain 
methods and frequency domain methods. The spatial domain method is based on the 
processing of the relationship between the gray level of a pixel and its neighbours in the 
fingerprint image. Such spatial domain methods as directional image processing, Singular 
points and ridgeline flow, are all of them based on point processing. The frequency 
domain processing method uses Fourier transform method to extract useful information. 
As we mentioned before, the spatial domain method is sensitive to poor quality 
fingerprint images, which is the main problem of the spatial domain method. Gabor filter 
is a useful tool to analyse both the space and spatial-frequency domain information and 
optimally combine the advantage of space and spatial-frequency domains information 
(Daugman, 1998), which is one of motivations for using Gabor filter to extract texture 
image feature (Manjunath and Ma, 1996). Kyrki proposed the extraction of face features 
using Gabor based on its special properties such as, rotation, scale, and translation (Kyrki, 
2003). It has been widely used in fingerprint classification and matching (Ratha and Bolle, 
2004). Jain et al (Jain, Prabhakar and Hong, 1999) presented a Fingercode method to 
extract fingerprint features, which can effectively deal with the images with noise. Ridge 
frequency refers to the distance between two ridge lines, and the ridge direction shows us 
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where the ridge is going. However fingerprint ridge frequency and direction vary in 
different regions. Because the Gabor filter can optimally combine orientation-selection 
and frequency-selection, it can remove the noise in poor images effectively. Jain et al 
present a Fingercode extraction method based on the Gabor filter algorithm. 
2.3 Fingerprint Feature Extraction 
The literature review of image processing and fingerprint characteristics have been 
described above. Figure 2-13 shows a flowchart of fingerprint classification, which 
consists of fingerprint feature extraction and fingerprint classification. Based on our 
investigations described above, here we are going to present our approach in the 
fingerprint feature extraction stage. 
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2.4 Fingerprint Feature Processing 
Fingerprints contain rich information (parallel ridge structure, Minutiae, ridge flow etc), 
but fingerprints may not always have clearly ridge structures or fingerprint images may 
have heavy noise in as fingerprint quality can be affected by these factors: the problem 
with acquisition devices, the quality of fingerprint (circumstantial influences: wet or dry 
skin fingerprint, and physical skin injuries: scratches or broken ridge). Many fingerprint 
feature extraction methods have been proposed in the last ten years. However, the 
performances of currently available feature extraction methods lean heavily on the quality 
of the input fingerprint images. The challenge for fingerprint feature extraction is that 
when the fingerprints are acquired and scanned into representations, the procedures 
convert the three dimensional fingerprints into two dimensional digital images, which 
may lead to useful information being missed, noise being made in images and images 
being blurred. Normally fingerprint images need some pre-processing before features can 
be extracted: 
1) Segmentation is a simple approach which segments the foreground by a global 
threshold. 
2) Enhancement is an effective algorithm to improve the clarity of the ridge 
structures. These approaches employ frequency domain techniques, however 
spatial domain filtering algorithms also have been used in enhancement. 
3) Normalisation is aimed at deriving the mean and variance from input fingerprint 
images, which achieved by pixel operation. The purpose of normalization is to 
reduce the variation in gray-level values along ridge and valleys (Ratha and Bolle, 
2004). 
2.4.1 Fingerprint Segmentation 
Fingerprint segmentation is the first step in fingerprint image processing. A fingerprint 
image normally consists of ridge area and non-ridge region. Good quality fingerprint 
images have clear high quality ridge areas and clear bounds between ridge regions and 
non-ridge regions. But low quality fingerprint images have low quality ridge regions, low 
quality ridge areas and non-ridge regions. The non-ridge regions or small variance along 
all directions are called background, and the ridge regions or large variance along the 
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orthogonal direction and small variance along the direction parallel to the ridges regions 
are called foreground. The aim of fingerprint segmentation is to remove non-ridge 
regions and keep high quality ridges in images. Then the foreground can be used in other 
feature processing steps, such as enhancement and feature extraction. The basic algorithm 
of segmentation is described as below (see Figure 2-14) (Yin, Zhu, Yang, Zhang and Hu, 
2007; Maltoni, Mail, Jain and Prabhakar, 2003; Bernard, Boujemaa, Vitale and Bricot, 
2002). 
The existing difficulties still affect the quality of fingerprint image segmentation, such as 
1) Dealing with low quality regions 
2) Estimating the orientation in the low quality regions 
In the segmentation, various different filter bands have been used to filter images, such as 
Gaussian filter and Gabor Wavelets (Maltoni, Mail, Jain and Prabhakar, 2003; Bernard, 
Boujemaa, Vitale and Bricot, 2002). Maio and Maltoni (1997) use the average magnitude 
of the gradient in each image block to segment the foreground and background. Mehtre et 
al proposed a composite method that segments the fingerprint area according to the 
varying of local histograms of ridge orientation and calculates the gray-scale variance of 
each block as well (Mehtre and Murthy, 1987). 
Step 1: Detect the background and noisy regions and foreground region 
Step 2: At each pixel A(i, j), set 8-neighbourhood 
Step 3: Calculate the local ridge orientation and primary segmentation in 
each block 
Step 4: use Gaussian filter to smooth noisy responded values on the 
orientation domain and image block domain. 
I 
A'[K](i, j) =Z zu(u) 9 A[K + uji, j) 0: 5 K --515 
U--l 
II 
A"[K](i, j)=Ll: co(u, v)*A'[K](i+u, j+v) 0: 5K: 515 (2) 
u--Iv--l 
Where co(u) and tu(u, v) are Gaussian filter. 
Step 5: Select the maximum smoothed responded value for the block 
Step 6: Set up two global thresholds B, and B2 2 0: 5 B, -5 B2 :! ý I for each 
Pixel (iogjo) 
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If 0:: ý A(i,, J,, ): ý B, , then the point is a background region 
If B, :5 A(io, jo): 5 B2 , then the point lies in noisy region 
If B2 :5 A(io, jo) <1, then the point is in the foreground region 
Step 7: calculate the pixel and its neighbour and decide whether the point 
belong to a ridge or a valley in foreground region 
T,.,, g cos(co * [cos(O) e (i - io) + sin(O) e (j - jo)]) - V.,, g 
Figure 2-14: The fingerprint segmentation (Ratha and Bolle, 2004) 
2.4.2 Fingerprint Enhancement 
Fingerprint ridge is a major source of information but is only one of the characteristic 
features. Ridges and valleys are parallel and altemate structure with same flow direction. 
The fingerprint enhancement process is the estimation of the local frequency of 
fingerprint ridges. The aim is to remove the noise and enhance the structure of ridge from 
the valleys. Thus after fingerprint segmentation, the enhancement algorithm is used to 
improve the clarity of fingerprints' ridges and valleys. After the local orientation have 
been estimated, the grey level value at pixel (m, n) of the enhanced image can be 
achieved by the following formula: suppose fi (m, n)(i = 0.1.2.3.4.5.6.7) 
(m, n) = a(m, n)fp(.,. ) (m, n) + a(m, n))fq(m,. ) (m, n), 
where p(m, n) -- 
[O(m, n) 
L 22.5 
q(m, n) =FO(m, 
n) 
mod8 (5) L 22.5 
] 
a(m, n) = 
O(m, n) - p(m, n) 
22.5 
O(m, n) is the value of local orientation field at pixel (m, n) 
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2.4.3 Fingerprint Normalisation 
Fingerprint normalization is a process that modifies the value of every pixel in case the 
image is too bright or too dark. The fingerprint image is greyscale and its pixels will have 
different mean and variance based on the image lightning conditions. Suppose the A(ij) 
is the gray value at pixel (ij) and B(ij) is the normalized gray-level value at pixel 
01 A 
MO + LO(A(ij) 
Mý 
B(ij) V 
ifA(i, j) >M 
(7) 
V 
LO(A(iJ)-M)' otherwise M0 
Where M and v are the estimated mean and variance of A(i, j) respectively. 
After fingerprint image pre-processing, the clarity of the image makes it easy to extract 
effective ridge details. Then those images can be processed by different fingerprint 
feature extraction methods. In this thesis, we will focus on two types of fingerprint 
feature vectors: Fingercode and Block direction. In fingerprint classification, the category 
of fingerprint is classified by its global ridge direction and ridge flow structures (Jain, 
Prabhakar and Hong, 1999). We are interested in the method which can capture the global 
infonnation effectively. Fingercode is most effectively method to capture the global ridge 
and furrow structure (Jain, Prabhakar and Hong, 1999). It uses a Gabor filter to extract 
feature vectors because Gabor filter can optimally combine the resolutions that are 
extracted from spatial and from frequency domains. Block direction presents the 
orientation of ridges flow and can extract the macro-characteristics of ridges effectively; 
it has attracted much attention as it is easy and efficient. We are going to describe in more 
detail those two fingerprint feature extraction methods in the following section. 
Fingerprint enhancement is essential for fingerprint image pre-processing. Various 
methods have been used to enhance images in order to remove noise. Gabor filter is one 
of the popular methods used in feature processing, and it has been widely used in various 
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image processing techniques, such as edge detection, texture analysis and feature 
extraction (Bianconi, Fernandez, 2007). Gabor filters have long been used for fingerprint 
image processing, such as Hong's (1996) fingerprint image enhancement, and in 
Fingerprint feature extraction such as FingerCode (Jain, Prabhakar and Hong, 1999). The 
advantage of using Gabor filter to process fingerprint images is that it is both efficient 
and robust when removing the noise from poor images because the Gabor filter has both 
frequency-selective and orientation-selective properties and optimally combines 
resolution in spatial and frequency domains (Daugman, 1985; Jain and Frasconi, 1991). 
However the disadvantages are: it is very complex to design a Gabor filter bank and to 
know how to properly set parameters which is very important for Gabor filters and which 
may affect the performance of classification (Bianconi, Fernandez, 2007). 
Gabor filters are widely applied in the area of signal detection and can optimally conjoint 
the frequency and spatial domain; it is especially good at processing the image and 
creating a slowly varying sinusoidal-shaped wave-form. Based on those advantages of 
Gabor filter, Gabor filter is more suitable for fingerprint images processing because 
fingerprint images present a strong orientation tendency as well as clear spatial frequency. 
Also as motioned before, fingerprint ridges and valleys are parallel in most regions (see 
Figure 2-15), and every fingerprint has similar spatial frequencies (inter-ridge distances), 
which properties can be used efficiently by Gabor filter (Jain, Prabhakar, Hong and 
Pankanti, 2000; Maltoni, Maio, Jain and Prabhakar, 2003), 
Figure 2-15: The fingerprint ridges and valleys 
It is difficult to capture good quality fingerprint images under bad conditions, such as 
sweat, damaged fingers or fingerprints that are under stress (Maltoni, Maio, Jain and 
Prabhakar, 2003). How we deal with low quality fingerprint image is an important 
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problem for fingerprint feature extraction. Based on Gabor filter advantages and 
fingerprint pattern properties, Jain and his colleagues (Jain, Prabhakar and Hong, 1999) 
used of Gabor filters to perform a fingerprint texture process. FingerCode is a well known 
technique for capturing both local texture information and global texture information in 
fingerprint image processing, which was developed by Jain to use a Gabor band in 
Classification. It can be used not only for fingerprint classification (Jain, Prabhakar and 
Hong, 1999) but also for fingerprint matching (Jain, Prabhakar, Hong and Pankanti, 
1999a). There are a lots of fingerprint classification publications that describe the use of 
FingerCode to extract fingerprint features (Jain, Prabhakar and Hong, 1999; Kristensen, 
Borthen and Fyllingsnes, 2007; Yao, Marcialis, Pontil, Frasconi and Roli, 2003; Min, 
Hong and Cho, 2007). 
2.5 FingerCode and Block direction 
Based on studies in image processing and fingerprint feature processing, we are interested 
in FingerCode method and Block direction method. FingerCode is one of most popular 
feature extraction methods. It has been used in many publications to evaluate fingerprint 
classification algorithms. The FingerCode process consists of three parts: fingerprint 
image pre-processing, image filtering and computing a feature vector. 
2.5.1 Fingerprint image pre-processing 
Fingerprint image pre-processing consists of centre point detection and region of interest 
division. Here, the core point in fingerprint image is used as the reference point. The 
centre point extraction is based on the method of Poincare point extraction. As described 
before, the core point is the area located on the innermost upward recurving ridge. Here 
we use Poincare index algorithm described in more detail in section 2.2.1, for centre point 
detection: 
1) Fingerprint orientation estimation: 
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The local orientation at each pixel (m, n) can be estimated by the following formula 
(Maltoni, Maio, Jain and Prabhakar, 2003; Ratha and Bolle, 2004; Jain, Prabhakar and 
Hong, 1999): 
Step 1: Divide the input fingerprint into MxM sub-block. 
Step 2: Calculate the gradients G., andG, in each sub-block. 
Step 3: Estimate the local orientation at each pixel (m, n) based on the 
following equations (Maltoni, Maio, Jain and Prabhakar, 2003; Karu, 
Chen and Jain, 1996) 
ww (m, n) = T. 2G., (i, j)GY (i, j) (8) 
ww Ay (m, n) 2G'(i, j)GY (i, j) x 
(9) 
i=l j=l 
O(m, n) tan-' 
A, (m, n) (10) 
2 AY(m, n)) 
Where W is the size of local window centred. pixel (m, n), G.,, andGy are the 
gradient magnitudes in x and y directions respectively, and 
(A., (m, n), Ay(m, n)) is the value of the estimated vector field of the 
input fingerprint image at the given pixel (m, n). 
Step 4: Calculate the consistency level of the orientation field 
Figure 2-16: Fingerprint orientation estimation 
2) Poincare index 
After fingerprint ridge orientation estimation, the Poincare index algorithm is used to find 
reference point. The algorithm have been described in section 2.2.2, 
If Poincare(i, j) = 0" then it does not have Singularity 
If Poincare(i, j)=180* then it is a loop type Singularity 
If Poincare(i, j) = -180' then it is a delta type Singularity 
If Poincare(i, j) =3 60' then it is a whorl type Singularity 
Here, if no core point is detected, the image processing has to repeat previous step to find 
centre point again. If one core is detected, the detected core is assigned as the reference 
point. If two cores are detected, the centre point is assigned the core point that is closest 
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to the bottom of the image (lower core point, see Figure 2-17). Yang and his colleagues 
(Yang, Liu, Jiang and Fan, 2003) pointed out that low frequency regions in fingerprint 
image where the ridges vary slowly and are near to the centre of the fingerprint, usually 
contain useful texture information. Also in Jain's Finget-Code (Jain, Prabhakar and Hong, 
1999), they assigned the upper core as the centre point when two cores were detected, 
which lead to misclassifying a Twin Whorl into Left loop or Right loop. Here we want to 
test whether it can reduce misclassification if we use the lower core point as the reference 
point. 
I 
Figure 2-17: The upper core point and the lower core point, n represents the upper core 
point, U represents the lower core point (Park, Lee, Smith and Park, 2006) 
3) The region of interest 
After centre point detection, the region of interest set is based on the reference point. The 
region of interest is normally divided into N concentric bands around the centre point 
and each band is segmented into M sectors. As Jain et al (Jain, Prabhakar, Hong and 
Pankanti, 2000) suggested 20 pixels wide is best for each sector because a 20 pixels wide 
band can extract a region about the size of one pair of ridge and valley. However this 20 
pixels wide band is more suitable for fingerprint matching than fingerprint classification 
because the band with 20 pixels can extract single minutia in a sector. Also Jain (2000) 
pointed out that more global information may modulate the local inforinatioii if the sector 
band contains more than 20 pixels. In our research, we focus on fingerprint classification 
and we are interested in global information (ridge orientation) more than local 
information (minutia). Therefore, we set 40 pixels wide in each band. The number of 
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sectors is one of the factors that decides the number of dimensions of the FingerCode 
feature vector. The less number of sectors we set, the lower the dimensional feature 
vector we could achieve. However, small size sectors only containing a few pixels, 
leading to the standard deviation estimates in this sector not being reliable (Jain, 
Prabhakar, Hong and Pankanti, 1999). In our research, we set 3 concentric bands and 
segmented into 12 sectors (see Figure 2-18). Thus we have a total of 36 sectors 
(3bands xl2sectors = 36sectors ) centred at the reference point. 
12, } 
20 
Figure 2-18: The region of interest of FingerCode with 288-diniension feature 
The region of interest can be obtained by the following forniula (Jain, Prabhakar, Hong, 
1999): 
Suppose centre point (m, n. ) 
Si =ý (m, n) I b(Ti + 1):! ý r< b(Ti + 2) ý, 
Oi : 5: 0< Oj, 1:! ý x:! ý N, 1:! ý y! ý M 
Where T. = idiv k 
27 
0i = (i niod k )( kr 
r= 
V(X 
_ XC)2 +(, _. Y")2 
0= tan-'( y -Y, ) 
x- xC 
Where b is the with of each band and k is the 
number of sectors 
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4) Filtering image 
The aim of filtering image is to remove noise and enhance the fingerprint ridge and 
ftirrow structures. The standard formula of Gabor filter can be presented as the following 
equation: 
-2 -2 
f(i, 0, m) = exp( -( 10 +-: ýý, o, )cos(O)i0) 2 u2 u 2) (12) 1j 
Where 0 is the orientation of the filter, and ( i,,, j, 9 ] are the coordinates of [ i, j] after a 
clockwise rotation of the Cartesian axes by an angle of ( 90-0 ), and 
io=-jsinO+icosO jo =jcosO+isinO, and 0=0. cois the frequency of a sinusoidal 
plane wave. a,, anda Y are the standard 
deviations of the Gaussian envelope along the i- 
and j -axes, respectively (Dauginan, 1985). 
As mentioned earlier, the width of a region of one pair of ridge and valley contains 
approximately 20 pixels in a 500 dpi fingerprint image and the average inter-ridge 
distance is approximately 10 pixels in a 500 dpi fingerprint image. In Gabor filter bands, 
Gabor filter frequency can affect the result of the filtered image; Jain suggested setting 
1 Gabor filter f1equency as the average ridge frequency (f =-=0.1). Also the Gaussian 10 
envelope along x and y axes (a. anday) can affect the results of the filtered image. For 
example, the filter can be more robust to remove more information from fingerprints if 
they are too large, but the filter cannot effectively remove noise if they are too small. Jain 
suggested setting both of them to 4.0. In our experiment, we set up 8 different 
orientations of Gabor filter bands, which are 0 degree, 22.5 degree, 45 degree, 67.5 
degree, 90 degree, 112.5 degree, 135 degree and 157.5 degree, with respect to the 
x-axis, because 8 bands can extract more global ridge directionality information and 
local ridge characters (Jain, Prabliakar, Hong and Pankanti, 2000). The ridges in filtered 
images where they are parallel to the same orientation as the Gabor filter bands, are being 
emphasised and rest of areas are being smoothed. Thus, 8 sets of different orientation 
filtered bands present the global information and local information in different orientation 
to the whole fingerprint image. 
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Feature vector extraction 
The feature vectors are achieved by computing the standard deviation for each sector. As 
motioned earlier, we have 36 sectors in a region of interest, and the region of interest is 
convolved with 8 different orientations of Gabor bands. Thus we extracted totally 288- 
dimensional FingerCode feature vectors (36 sec tors x 8bands =288). However, a28 8- 
dimensional feature vector is perhaps too large for our classifier, leading to poor 
generalisation and classification performance (Bishop, 1995). 
Bishop (1995) pointed out that high dimensional feature vectors can reduce the 
generalization performance. In order to investigate the effect of high dimensional feature 
vectors to the neural network performance for fingerprint classification, we reduce high 
dimensional features into lower dimensional features. Two methods can be used to 
produce lower dimensional FingerCode feature vectors: using a different new region of 
interest with fewer Gabor filter bands to achieve lower dimensional FingerCode feature 
vectors, or using Principal Component Analysis (PCA) to reduce high dimensional 
FingerCode feature vector to lower dimensional FingerCode feature vectors. 
Firstly, we change FingerCode structure to extract lower dimensional FingerCode feature 
vectors; for example, by using fewer Gabor filter bands or reducing the number of sector 
in the region of interest. We thus set a new region of interest and use fewer Gabor filter 
bands to extract lower dimensional FingerCode features. In order to compare our 
experiment with Jain's experiment, we set the same region of interest and use same 
number of Gabor filter bands to extract lower dimensional FingerCode feature vectors. 
Based on earlier FingerCode studies, we still use the Poincare index method to extract our 
reference point. We set a region of interest with 6 concentric bands centred around the 
reference point, and each band is divided into 8 sectors. Comparing with the region of 
interest with FingerCode with 288-dimensional feature vectors, we reduce the width of 
each band, so each band contains one pair of ridge and valley (20 pixels). But we set 
more concentric bands centred at the reference point, which aims at extracting more local 
information instead of global information. We reduce the width for each band, but we 
reduce the number of sectors in each band, which aims at keeping enough pixels in each 
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band for further feature extraction processes. Thus we divided the region of interest into 
48 sectors (6handsx8sectors = 48sectors )See Figure 2-19 
20 40 ; ", o . 90 10. ) 120 140 160 
Figure 2-19: The region of interest of FingerCode 192-diniensional feature 
Then we set 4 different orientation Gabor filter bands, which are 0 degrees, 45 degrees, 
90 degrees and 135 degrees, with respect to the x- axis. Jain suggested that 8 Gabor 
filter bands can extract more global ridge directionality information and local ridge 
characters, which is more useful for fingerprint matching, but 4 Gabor filter bands is 
enough for the purpose of fingerprint classification (Jain, Prabliakar, Hong and Pankanti, 
2000). Also using fewer Gabor filter band can reduce the feature dimension. In total we 
can achieve 192-dimensional FingerCode feature vectors ( 48 sec tors x 4bands = 192 ). 
Based on FingerCode and experiment, we found that some reliable factors still exist in 
FingerCode method: 
1. The centre point detection is an essential and important step for Finget-Code because 
it can influence the accuracy of fingerprint classification. For example, It can lead to 
misclassification in classification. The Poincare index is a main method to detect a 
reference point, however this method is not reliable when trying to find a centre point 
in poor fingerprint images (Jain, Prabhakar and Hong, 1999; Kristense, Borthen and 
Fyllingsnes, 2007). How to effective set centre point for the class of double whorl is 
still a problem. Jain et al (Jain, Prabhakar and Hong, 1999) assigned the upper core as 
the reference point, Sha et al (Sha, Zhao and Tang, 2003) set the coordinates of the 
midpoint in the line between the two giving the maximum value in the area as 
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reference point. However, both those methods may fail to capture the centre point for 
the fingerprint with poor quality images. 
2. Too many parameters needing to be set properly is another shortcoming for the 
FingerCode method. For example, the width of the region of interest needs to be set 
up based on the image size and ridge frequency. However, a large fingerprint 
database or different fingerprint databases may have different standards and different 
sensors to capture fingerprint images. For example, a single-plate capacitive sensor 
array with 1000 physical pixels per inch (ppi) generates an image with 500 dots per 
inch (dpi) information, but a 500-ppi RF sensor can generates images with 500-dpi 
information content. Also there is some variation in the fingerprint spatial frequency 
in a fingerprint image. As it is difficult to estimate the width of ridge and valley, it is 
difficult to estimate the standard frequency parameters for a Gabor filter. The 
frequency parameters and other parameters are not suitable for some images with 
different ridge frequencies. 
3. As we described before, high dimensional FingerCode feature vectors can influence 
the classification performance. FingerCode feature vectors are decided by the number 
of sectors in the region of interest and the number of Gabor filter bands. Few sectors 
in the region of interest estimation can lead to lost local information. For example, if 
we only estimate 3 concentric bands and the width of each band contain only 20 
pixels, we can only extract 3 pairs of ridge and valley information. However, the 
distance between core and delta is more than 3 pairs of ridge and valley in some 
fingerprints. So Fingercode can not extract any local information if we estimate just a 
small region of interest. So if we estimate fewer concentric bands, we have to increase 
the width of bands and segment each band into more sectors to capture enough local 
information. Jain suggested that 4 different orientation Gabor filter bands is the least 
number required to extract local characteristics for fingerprint classification. Sun (Sun, 
Lam, Gu and Sun, 2006) extracted 512-dimensional Fingercode feature vectors 
( 4bands x 16 sec tors x 8Gaborfilterbands = 512 ) for fingerprint identification. Jain 
(Jain, Prabhakar and Hong, 1999) extracted 192-dimensional Fingercode feature 
vectors ( 6bands x8 sec tors x 4Gaborfilterbands = 192 ) for fingerprint classification. 
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And Jain (Jain, Prabhakar, Hong and Pankanti, 2000) capture 640-dimensional 
FingerCode feature vectors ( 5bands x 16 sec tors x 8Gaborfilterbands = 640 ) for 
fingerprint matching. Kristensen Borthen and Fyllingsnes (2007) extracted 640- 
dimensional FingerCode feature vectors (80sectors x 8Gaborfilterbands = 640) for 
fingerprint classification. Yao Marcialis, Pontil, Frasconi and Roli (2001) achieved 
192-dimensional FingerCode feature vectors 
(6bands x8 sectors x 4Gaborfilterbands =192) for fingerprint classification. 
So FingerCode is a complex algorithm requiring large computation and time costs. 
However it cannot find the centre point in poor quality fingerprint image which is 
weakness for this algorithm because it leads to high reject rate for feature extraction. 
High dimensional FingerCode feature vectors can influence the fingerprint classification 
performance if neural networks are used as classifiers. 
One technique we chose to reduce the high dimension Fingercode feature vectors is PCA- 
The goal in dimensionality reduction is to keep as much relevant key information as 
much as possible and reduce irrelevant information from original vectors. PCA is one 
method to achieve this. It has been used in face recognition and image high dimension 
decompression processing and seems suitable for high dimensional vectors. For example, 
a 300x300 image has a total of 90000 pixels: if a neural network is used to train on 
those 90000 pixels, this gives at least 90000 adaptive weights for every unit in the first 
hidden layer. In our experiment, we anticipated high dimensional Gabor filter features, 
and chose to use PCA will be used to reduce high dimensional Gabor filter features. 
However, the reduction in the dimensionality of input vector will lead to loss of 
information. In order to keep more effective information for the performance of neural 
networks, we split the high-dimensional Gabor filter feature vectors into several sub- 
vectors based on different degree Gabor filter bands. 
-39- 
Chapter 2: Fingerprint Feature Extraction 
2.5.2 Block direction 
Block direction image has been used to various fingerprint image processing, such as 
fingerprint minutiae extraction, feature enhance (Kasaer, Dcriche and Boashash, 1997). 
Orientation is basic and useful information for presenting directionality in fingerprint 
image, which has been used for many fingerprint processing algorithms. Such as Block 
direction method, fingerprint ridge tracing algorithm and minutiae extraction method. 
Block direction is based on fingerprint ridge orientation field that describes the global 
pattern of ridge structure and ridge directional variation of a fingerprint. Many feature 
extraction approaches for the fingerprint classification purpose are based on Block 
direction image processing to extract useful values. Mehtre (1993) enhance fingerprint 
image based on Block direction and use Singular points to classify fingerprint. Halici 
(Halici and Ongun, 1996) extracted Block direction feature by calculating the average 
directional in each sub-block of Block direction image (image is divided into 
16xl6block). Nagaty (Nagaty, 1999) obtains Block direction feature by using neural 
network to account the direction of each sub-block of Block direction image (16xl6 
block). 
Here we extract another feature vectors based on Block direction image. As the 
processing of Block direction image is based on raw input images that contain many 
noise in image. Such as, blurred areas are caused by over-ink area and breaks in ridges 
are caused by'under-ink areas. So the pre-processing of those raw input image is essential 
for fingerprint feature extraction. The purposes of pre-process are that remove noise and 
improve the contrast and improve the clarity of the ridge structure in the images. The 
main steps of block directional feature extraction are as following: 
(1) Estimation orientation 
First we need to get dominate ridge direction as it is used to form the Block 
direction image. We use one of the popular and the basics orientation estimation 
algorithm (Chikkerur, Cartwright and Govindaraju, 2007; Hong, Wan and Jain, 
1998; Kasaei, Deriche and Boashash, 1997). The dominant ridge direction at every 
pixel in the fingerprint image is obtained as: the horizontal ( G" ) and vertical ( GY ) 
of the gradient at each pixel is computed by using 3x3 Sobel masks. Then 
dominant direction in block of size 16 x 16 is computed in the following equation 
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(Kass, Witkin, 1987): 
16 16 
ZZ2G. ji, j)GYQ, j) 
i-I j-1 Od 
2 
tan -16 16 
2y (i, j)2 
G., #0 and Gy #0 
1] 1] -G ., _, 
(G,, (i, j) 
i-I j-1 
(2) Fingerprint Enhancement 
In order to reduce the effects of noise, the fingerprint image need to be enhanced 
and smoothed. Many techniques have been proposed for fingerprint image 
enhancement in the literature. Sherlock et al (Sherlock, Monro and Millard, 1994) 
divide the image into 32 x 32 small blocks and then use a directional Fourier 
filtering to enhance each block. Mehtre (Mehtre, 1993) divide image into small 
blocks and then use a set of eight 7x7 masks to filter image. Chikkerur (Chikkerur, 
Cartwright and Govindaraju, 2007) applied short time Fourier transform analysis 
into fingerprint image enhancement. Hong and Lee (Hong, Wan and Jain, 1998; 
Lee, Yang, Chen and Lin, 2006) applied Gabor filter in fingerprint image 
enhancement. Chikkerur et al (Chikkerur, Cartwright and Govindaraju, 2006) use 
short time Fourier transform analysis to enhance fingerprint image, also he uses 
probabilistic approximation of dominant ridge orientation and ftequency to 
reconstruct and enhance the noise area in the fingerprint image. Some of ridge 
image enhancement methods only ignore direction in noisy area (such as smudge 
marks and broken ridge) or vary the direction in noisy area depends on direction of 
neighbourhoods. As mentioned earlier, Features extracted by FingerCode need 
large amounts of computation and many parameters selection. Here we use same 
method as FingerCode to extract the Ridge frequency. Then the region mask slide 
to the image from top to button from left to right, which aimed at calculating the 
directional in each sub-block. 
(3) Then the image is grid into WxW block, the number and the size decide the 
dimensional feature vector because feature vectors is achieved by averaging 
direction in each block as direction. 
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2.6 Conclusion 
This chapter has reviewed the literature in the field of image processing and fingerprint 
feature extraction. First of all, the fingerprint characteristics and basic feature extraction 
methods are introduced briefly. Main fingerprint feature extraction methods have been 
presented in this chapter. All of them have different advantages and disadvantages. 
Directional image uses a discrete matrix to present the local average direction of 
fingerprint ridges. As this method can restore a damaged image by means of a 
regularization process and it can tolerate the noise in poor fingerprint image, it has been 
widely used in fingerprint feature extraction. Singular point method is a popular method 
in fingerprint feature extraction because core and delta are main characteristics used for 
fingerprint classification, but it relies heavily on the quality of images. In order to reduce 
the influence of poor fingerprint image, Singular point extraction by frequency methods 
and combined frequency domain with orientation domain methods have been proposed 
for improving the Singular point detection accuracy. As ridge orientation and ridge space 
vary slowly and continuously over the ridge, they are suitable for anisotropic filter that 
can deal with the images with variation in local properties (Ratha and Bolle, 2004). 
Tracing ridgeline flow is another method to obtain useful fingerprint feature information. 
The Hidden Markov Models use this method to perform fingerprint recognition tasks. As 
different advantages and disadvantages between spatial domain and frequency domain 
algorithm, the optimal combination both of those spatial domains and frequency domain 
algorithms have been used in fingerprint feature extraction, such as Gabor filter. 
Fingerprint feature extraction plays a key role in fingerprint classification, the more 
useful and effective information extracted from fingerprint images can improve the 
classification accuracy. However the poor quality image is still the main problem for 
every feature extraction algorithm. So combining different fingerprint feature algorithms 
may work together to extract more useful fingerprint feature vectors. Based on these 
studies, we are interested in the FingerCode and Block direction methods to extract two 
different fingerprint feature vectors. FingerCode is good at dealing with noise because it 
not only extracts local information but also extracts the global fingerprint frequency, 
which leads to large vectors and complex computation. In contrast, Block direction 
produces smaller vectors through less complex processing, but is less tolerant to noise. In 
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order to explore whether the combination of these features can improve fingerprint 
classification accuracy, we use both within an ensemble of neural networks. 
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Chapter 3 
3 Fingerprint Classification 
3.1 Fingerprint Classification 
Fingerprint classification is a technique that classifies a fingerprint into one of the several 
categories established in the literature (Jain, Hong, 1999; Ratha and Bolle, 2004). In 
AFIS, it is time-consuming to compare a fingerprint with all fingerprints in large database. 
In order to speed up the identification process, fingerprints are split into sub-classes (W, 
L, R, A, T) so that fingerprint classification plays an important role in AFIS. Such 
fingerprint classification is a difficult pattern recognition problem because some 
fingerprints from different classes have a similar appearance and some fingerprints 
belonging to the same classes have different characteristics (see Figure 3-1). It is also 
difficult to classify fingerprints when dealing with poor quality fingerprint images. 
a) b) 
Figure 3-1: a) is right loop, b) is tented arch, but they have similar appearance. 
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a) b) 
Figure 3-2: a) is double whorl, b) is whorl, they are same classes even they have different 
appearance. 
Early fingerprint classification techniques used the delta and fingerprint orientation maps. 
However, the limitation of this method is that this information heavily depends on the 
image quality (Maltoni, Maio, Jain and Prabhakar, 2003; Ratha and Bolle, 2004). For 
example, the system cannot effectively extract the delta or the fingerprint orientation map 
from poor fingerprint images because the ridge line could break or disappear in some 
areas, or some areas are blurred. Later, more and more algorithms and approaches have 
been proposed to reduce the effect from poor fingerprint images. As mentioned in chapter 
2, various feature vectors are extracted with the aim of improving the classification 
accuracy. Now more and more people regard fingerprint classification problerns as 
machine learning problems. Nagaty (2003) proposed a method that used a hierarchical 
neural network architecture to perform fingerprint classification, with use of a back 
propagation (BP) network to account for the direction of each sub-block. The outputs of 
the BP network were used as the Block direction features, which were clustered using a 
self-organizing feature map in second stage. Jain et a] (1999) use a K-nearest 
neighbourhood classifier to find the two most probable classes in the first stage, then a 
further network to classify those into five categories (W, R, L, A, T). Yao et al (2003) 
used two machine learning approaches: support vector machines (SVMs) and recursive 
neural networks (RNNs) respectively. Senior (2001) proposed a new method that 
combined the results of Hidden Markov models and decision trees to recognise the ridge 
structure of fingerprint. We now introduce some basic fingerprint classification methods: 
Fingerprint classification is generally based on global fingerprint ridge information and 
Singularities. There are six main approaches have been taken for the purpose of AFIS: 
model-based, structural -based method, statistical -based method, syntactic-based method, 
-45- 
Chapter 3 : Fingerprint Classification 
frequency-based method and hybrid-based method. Table 3-1 summarizes the approaches 
taken. 
Table 3-1: The comparison of various fingerprint classification. 
Author Feature Classification 
extraction 
Candela et al (1995) Orientation image Model-based ; Neural network 
and ridge flow 
Zhang and Yan (2003) Orientation Model-based 
Wang and Dai (2007) Singular point Model-based 
Maio and Maltoni (1996) Orientation image Structural 
Cappelli, Maio, and Orientation Statistical 
Maltoni(1999) 
Nagaty(2001) Orientation Structural ; Statistical ; Neural networks 
Senior(2001) Ridge flow Structural ; Hybrid-based (Combining the 
Hidden Markov models and decision tree 
result) 
Chang and Fan (2002) Orientation Syntactic 
Wilson, Candela and Orientation Neural network 
Watson (1994) 
Jain, Prabhakar, and Gabor filter Statistical; Neural network; 
Hong(1999) 
Jain, Prabhakar and Gabor filter Statistical; Neural network; 
Hong(1999) 
Yao, Frasconi and Gabor filter Statistical; Neural network 
Pontil(2001) 
Shah and Sastry (2004) Orientation Neural networks Hierarchical 
Li, Yau and Wang(2008) Orientation Hybrid-based 
singulanties 
Pattichis, Panayi, Bovik AM-FM model Neural networks (PPN) 
and Hsu(2001) 
3.1.1 Model-based Methods 
This method is based on the number Singular points and the locations of Singular points 
to perform fingerprint classification. This approach normally used by fingerprint experts 
for manual classification (Ratha and Bolle, 2004). For the AFIS, it is a simple 
classification method, however the limitation are that this approach heavily depends on 
the result of Singular point features extraction. The main problem for Singular point 
feature extraction is that it can be extremely difficult to extract Singular points from poor 
-46- 
ChaDter 3 : FinzerDrint Classification 
fingerprint images and images missing Singular points (such as delta point). In order to 
reduce the effect of noisy images, various approaches that use more ridges information as 
a supplement to the classification have been proposed. Zhang and Yan (2004) proposed a 
new approach based on an analysis of Singular points and pseudo ridges together to 
classify the fingerprint. In this method, the pseudo ridge tracing starts from centre point 
(Singular points) and the connection line between the start point and end point describe 
the ridge orientation and ridge structure. This method is more reliable than those that rely 
on Singular points, only however it is still limited by the quality of images. Li et al (Li, 
Yau and Wang, 2008) proposed a method that uses both Singular point information and 
the constrained nonlinear orientation model together to classify because they use 
orientation global information to complement limited Singular local information. 
3.1.2 Structural-based Methods 
The structural approach is a method that analyse the global ridge topology of fingerprint 
patterns using the distribution of ridge orientation and the position of Singular points 
(Marios, Panay, Bovik and Hsu, 2001; Jain, Prabhakar and Hong, 1999). Compared with 
model-based methods, structure-based methods is a more reliable because structure-based 
mode is based on the information of ridge orientation instead of the information of 
Singular points (Jain, Prabhakar and Hong, 1999) and it is easier to set up orientation than 
to find Singular point. Orientation images are often used to present fingerprint ridge 
structure. The fingerprint classification approach of Maio and Maltoni (1996) is based on 
different class "homogenous" maps that segment orientation ridge map into several 
"homogeneous" (see Figure 3-3) connected regions according to the fingerprint structure. 
Cappelli et al (Cappelli, Lumini, Maio and Maltoni, 1999) use a set of dynamic mask 
templates to guide the segmentation of the orientation image. The advantage of this 
method is the feature extracted by this method can also be used as a neural network or a 
statistical classifier to perform fingerprint classification. Senior uses Hidden Markov 
models to perform fingerprint classification because the Hidden Markov Models is very 
suitable for pattern recognition (Senior, 2001), the novel ideas in this paper is that he 
combined two different features with different error function to perform fingerprint 
classification. However this method is limited with the quality of fingerprint image. The 
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advantage of structure-based approaches is that it can work on noisy images and does not 
need to find the centre and Singular points since it relies on global structured information. 
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Figure 3-3: The homogenous map used in structure methods 
3.1.3 Syntactic-based Methods 
In syntactic methods, fingerprint classification is based on the grammar that defines the 
different classes rule according to the directional elements in fingerprint orientation. 
Various grammars have been used for fingerprint classification, such as tree grammar 
(Senior, 2001; Moayer and Fu, 1986a) and stochastic grammars (Moayer and Fu, 1986b). 
Chang and Fan (2002) proposed a new method that combines a structural and a syntactic 
method to perform fingerprint classification. In this approach, the regular expressions for 
10 different classes are defined based on the different ridge shapes and the sequence of 
ridge distribution and the corresponding nondeterministic finite automata model is used 
to analyse ridge configuration and ridge distribution sequence to classify fingerprint. This 
approach does not need Singular points to perform the classification task, it still needs to 
trace the ridge flow from the images, which is a limitation for this approach when 
processing poor fingerprint images. Another drawback is that it requires complex 
grammars to define and analyse each class and classes that have similar structure can lead 
to misclassification. So this approach is not popular in fingerprint classification. 
3.1.4 Neural Network Approaches 
Nagaty (2001) have mentioned that fingerprint classification should be treated as a 
learning problems. Neural networks model have attracted more and more attention in 
fingerprint classification research. Several neural network approaches to fingerprint 
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classification have been proposed, with multilayer perceptrons being a popular tool. One 
of the well-know multilayer perceptrons approaches to fingerprint classification was 
proposed by NIST system (National Institute of Standards and Technology, 2002). 
Kamijo (Kamijo, Mieno and Kojiarna, 1992) used several MLP neural networks and 
trained them to recognize fingerprints belonging to different classes. Jain et al (Jain, 
Prabhakar and Hong, 1999) use a K-Nearest neighbour decision rule and neural network 
classifier respectively for fingerprint classification. Marcialis et al (Marcialis, Roli and 
Frasconi, 2007) proposed for combining two fingerprint classifications to increase 
classification performance. Nagaty (2001), Halici and Ongun (1996) use SOM to perform 
fingerprint classification task. Nagaty (2003)uses Back-propagation neural networks to 
learn how to index the direction code into five classes in the first stage, and then the SOM 
is used to groups the outputs generated by Back-propagation in the first stage into clusters, 
which is based on weight distance measure is used to achieve clusters. Wilson, Candela, 
and Watson use MLP to perform fingerprint classification. 
3.1.5 Hybrid-based Approaches 
Hybrid approaches combine two or more approaches to perform the classification task 
(Ratha and Bolle, 2004). In fingerprint pattem classification studies, the fact that different 
classifiers often misclassify different patterns have been observed, which is one of 
motivations for combining different approaches for the fingerprint classification task. 
The combination strategy can be achieved by the follows methods, combine the different 
classifiers trained on the same data, the same classifier trained on different data or the 
same classifier trained on different input features by a simple heuristic criteria such as the 
majority vote average rule to make the final decision. Senior (2001) proposed a approach 
that combines the result of Hidden Markov models and the result of decision trees to 
recognise the ridge structure of fingerprints. Many papers have addressed the problem of 
improvement in the accuracy of fingerprint classification. They discuss the advantage of 
the different advantage methods; most of them advocate the use of the neural network 
method in the fingerprint classification stage. In the fingerprint image extraction stage, 
the most famous algorithms are Fingercode and Block direction code. Fingercode, 
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approached by Jain, utilizes the Gabor filter to extract fingerprints image vectors and then 
used a K-nearest neighbour Classifier and multilayer perceptron neural network classifier 
to classify fingerprints. Senior (2001) and Nagaty (2001) also used combining method to 
improve classification accuracy. 
3.2 The Problem of Many Classes 
Fingerprint data sets contain thousand of large scale fingerprint images. However, most 
of existing machine learning methods are difficult to handle with those large data sets as a 
long training time and huge space are required. Several classifiers to fingerprint 
classification have been used, such as support vector machine (SVM), neural networks 
and Markov models and decision trees. In this thesis, we use multilayer perceptron neural 
network as classifier to perform fingerprint classification, which depend on follows 
reason: 
1) Fingerprints form a very specific pattern with peculiar flow and statistical 
characteristics. 
2) Neural networks can avoid some of pitfalls inherent to other more conventional 
approaches. 
3) Neural networks are robust, adaptive and trainable from environment. 
As most of AFIS have five or four classes, fingerprint classification is belong to multi- 
class problem (He, Ou and Guo, 2003). One-against-one approach and one-against-all 
approach are popular multi-class SVM method. One-against-one is method that divides 
all classes into all possible two-class classifiers of multi-class groups and every classifier 
performs the two-class task. The final decision is based on voting the one that have most 
tickets. The one-again-all is a method that each class separates from all remaining classes. 
The corrected class is decided by the classifier with maximal outputs from all classifiers 
(Wang, Yuan, Liu, Wang and Yu, 2007). The training dataset, each classifier is trained 
based on two-class training data in one-against-one method. But for one-against-all 
method, each classifier trained by all data from training set. The advantage of support 
vector machine (SVM) is that it not only can deal with training dataset with high 
dimensional vector but also has good ability to solve binary classification problem. 
However multi-class SVM is still an open topic to improve (He, Ou and Guo, 2003; Liu, 
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Wang and Zeng, 2007). SVM have been used in fingerprint classification(He, Ou and 
Guo, 2003; Honh, Min, Cho and Cho, 2008), SVM focused on one-against-one method in 
fingerprint classification because the performance of one-against-all is not as good as the 
performance of one-against-one and one-against-all requires more training time than one- 
against-one (He, Ou and Guo, 2003). The one-against-one in multi-class just convert 
multi-class problem into binary class problem. So for 5-class fingerprint classification 
task, those five classes have to divide into 10 pairs (C2' ) of 2-class problems. The final 
decision is made by voting the maximum number of votes (He, Ou and Guo, 2003). 
However the problem of one-against-one method is that it requires large prediction time 
for the network because it needs to calculate k(k - 1) /2 decision function especially when 
k is large. Various neural networks also have been used for fingerprint classification, such 
as Multilayer perceptron algorithm multiple, self-organizing map, and radial basis 
function. Multilayer perceptron neural networks have been widely used in solving 
classification problems. SVMs do not have very good performance on one-against-all 
tasks and require more training time (He, Ou and Guo, 2003; Hus and Lin, 2002). For 
large size databases with multiple, SVM is not the best choice. In our work, we therefore 
use MLPs. 
3.2.1 Multilayer Perceptron Algorithm 
Many algorithms have been developed and tested in the fingerprint classification domain, 
such as nearest-neighbour classifier, neural network and support vector machines. Here 
we mainly focus on Multilayer perceptron algorithm for classification. The multilayer 
perceptron algorithm is backpropagation 
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Step 1. Initialise weights and thresholds 
Step 2. Present input and desired output 
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where m is the number of input nodes and n is the number of output of 
Step 3. Calculate actual output 
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Step 4. Adapt weights 
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Figure 34: The image fingerprint minutiae 
An MLP can be considered as a statistical pattern recognition, which set some 
mathematically links between MLP output of the MLP to posterior probabilities for 
pattern classification. It has been used for face recognition and medical image 
classification and so on. Various error measure function are used in neural network to 
minimize the error generalized from trained networks. Sum-of-squares error and Cross 
entropy are both error measure function for neural network. However the sum-of-squares 
is good for regression problem. For the classification problem, Bishop suggested that 
Cross entropy error function can perform better than sum-of-square error in estimating 
small probabilities. Cross entropy error function can be present as following: 
(t4 Iny" +(1-l')In(I-y")) 
it 
Where n is the number of patterns. The softmax activation function is used to in the final 
layer of networks. 
-52- 
Chapter 3 : Fingerprint Classification 
3.2.2 Multiple Classifiers Systems 
The combination of classifiers has attracted a great deal of attention because the 
performance of such systems is generally much better than single classifiers (Jain, 
Prabhakar and Hong, 1999). As neural networks possess a capability for learning, they 
have been widely used in the area of classification because they can simulate how to 
distinguish two kinds of different objects and how to perform better in identification. 
Multi-nets can not only solve problems that cannot be solved when using a single 
network, but she also thought that the improvement in the generalization ability is a main 
reason for combining the neural networks (Sharkey, 1999). One of the greatest 
advantages when combining several neural networks is that it can guard against the 
failure of an individual component network. Kittler pointed out that using the different 
feature sets and different topologies or cluster analysis is very important for combining 
classification (Kittler, Hatef, Duin and Matas, 1998). In other words, creating diversity in 
classifiers can improve the ability of pattern recognition because it provides 
complementary information about the pattern. The diversity can be created through the 
use of different input vectors, using different input features can remedy the problem of 
having a missing extraction vector by covering each other when one fails but can also 
improve the performance of combining classifications (Kuncheva and Whitaker, 2003). 
That is why we use two different feature vectors as input for fingerprint classification. 
Base on the studies in fingerprint classification, different classifiers can be used for 
different feature vectors. As we extract FingerCode and Block direction features, these 
present more information about fingerprint frequency. Model and structural-based 
methods need to analyse the fingerprint ridge structure, therefore the Singular point and 
Tracing ridge directional methods are more suitable for these features because Singular 
point and Tracing ridge present the local ridge structure. 
Pattern recognition can be decomposed into the feature extraction and classification tasks. 
For the classification task, many classification algorithms have been used. The most 
significant property of neural networks is the ability to learn (Simon, 1970); a network 
can adapt by itself through correcting previous errors and improving its performance in 
different environments. Neural networks can improve the performance through learning 
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because they can adapt the results by correcting previous information errors. In this thesis, 
we try to use pattern recognition techniques to solve the fingerprint classification problem 
instead of trying to find some best method that can classify based upon the special 
properties of a fingerprint. 
In combining neural network, the popular method for creating accurate classifiers from a 
set of training data is to combine several classifiers, which is called an ensemble. The 
motivation for ensemble is that it can improve the generalization ability by simple 
combining the outputs of several individual classifiers, and can guard against the failure 
of individual component nets (Kyrki, 2003). A neural network is suitable for the 
ensemble technique, as it is an unstable learning method (Kyrki, 2003). We provide 
several neural networks with different input feature, which the neural network 
constructed with different weights or different topology to achieve the aim of diversity 
among the member of ensemble. The aim of diversity is to create several neural networks 
that each has a different profile of error. 
Parallel, cascading and hierarchical are three basic architectures for classifier 
combination. In parallel architectures, each component works independently and the 
results are combined by combining a rule. In the cascading architecture, a couple of 
possible classes are reducing gradually. In the hierarchical architecture, each component 
are combined into a treelike structure (Sharkey, 1999). In this thesis, our approach is 
based upon the simple ensemble in parallel structure. Here, in our experiments, we use 
parallel architectures in combining neural networks. 
Classifier I 
Classifier 2 Combination 
Classifier 3 
it 
i 
Figure 3-5: Parallel ensemble 
Kittler provide a theoretical framework for the classifiers combination, where each 
individual classifiers use different measurement spaces to estimate a posterior 
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probabilities. The sum rule and ma, ority voting are the simplest method in ensemble. i 
Majority vote is a way to choose the class that is chosen by the majority of the classifiers. 
It selects the most popular classifier from the summation of each participants vote. 
Give a group of classifier N, average ensemble algorithms is simple averaging the output 
of each neural network in ensemble. As this method is easy to understand and implement, 
it is the most popular algorithm in ensemble. 
Ar 
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We use 8 same Multilayer perceptron (MLP) neural networks with different input feature 
vectors. The aim of creating different input vectors is to make those 8 same MLP neural 
networks that guard each against each other as much as they can. We suppose that the 
performance can effective improve the accurate of classification. We also set up a 
combining MLP neural networks that each of them have same 288-dimension input 
vectors and a single MLP neural networks to perform same task with 288-dimension 
input vectors. In the ensemble we average the output of each neural network. In order to 
approach ensemble a set of neural networks with different feature vectors, we fed Gabor 
feature 288-dimension, Gabor filter PCA feature vectors and Block direction 31- 
dimensional feature vectors into 3 single neural networks respectively, then use majority 
vote to make final decision for ensemble neural networks. In order to create the diversity 
in ensemble neural networks, we also incorporate the negative correlation into this 
ensemble. 
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Figure 3-6: The flowchart for Fingerprint classification using an ensemble of features and 
classifiers 
3.3 Summary 
In this chapter, we have looked at the literature in the field of fingerprint identification 
and reviewed various well established fingerprint classification methods. Some existing 
theoretical concepts related to pattern recognition have also been discussed in this 
chapter. Here, we are interested in a neural networks-based approach for fingerprint 
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classification as neural networks are adaptive. It has been used in pattern recognition, 
such as face identification and signature identification. Cross-entropy can allow MLP to 
estimate the posterior to perform statistical pattern recognition task as well as for multi- 
classification, we used MLP neural networks with Cross-entropy error measure to 
perform fingerprint classification. Combining the output of several networks is useful 
only when the inputs differ from each other; also ensemble also is an effective method to 
reduce generalization error for neural networks classification. We propose a method that 
feeds diverse fingerprint feature vectors to different ensemble neural networks in an 
ensemble to increase the accuracy of fingerprint classification. For ensemble neural 
networks, the reduction correlation in ensemble neural networks is a useful method for 
improving the performance of ensemble neural networks. 
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Chapter 4 
4 Case Studies and Evaluation 
In this chapter we describe the results of a number of preliminary experiments evaluating 
the proposed method outlined in chapter 3. In this thesis, we consider whether the 
performance of fingerprint classification can be improved by using diversity features 
among ensemble neural networks. In order to improve the generalization performance 
and observe the effect of single MLP and ensemble neural network in fingerprint 
classification, we used different fingerprint features, varied the number of hidden units, 
and also the number of networks in a multi-neural network. The standard benchmarks the 
National Institute of Standards and Technology database 4 (NIST-4) is used to evaluate 
our approach. 
4.1 Datasets 
The fingerprint datasets are chosen from the National Institute of Standards and 
Technology (NIST) fingerprints of Data Interchange Workshop (National Institute of 
Standards and Technology, 2000). The NIST database not only contains thousands of 
fingerprint pairs from each of the five categories (W, R, L, A, T) but also provides over a 
thousand special images such as faces and hand prints. Fingerprint classification systems 
and fingerprint minutiae detection systems are also provided by NIST (National Institute 
of Standards and Technology, 2000). Most researchers use the data from NIST as a 
benchmark to evaluate their systems; hence, it can be used to compare and evaluate 
different fingerprint classification algorithms. Several other public domain fingerprint 
datasets have also been used. For instance, the fingerprint Verification Competition 2000 
(FVC2000) and Fingerprint Verification Competition 2002 (FVC2002) were organized 
with the aim of providing fingerprint databases to evaluate fingerprint matching 
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algorithms. NIST Special Database 4 and NIST Special Database 14 are well suited for 
the development and testing of fingerprint classification systems. Table 4-1 shows the 
comparison of the databases used in the fingerprint classification publications and also 
compares the rejection rate and accuracy stated in those publications. Extracting useful 
information from poor quality images is a key goal of fingerprint feature extraction. Some 
fingerprint classification algorithms reject the images from which useful information 
cannot be extracted, which we called the rejection rate. Different algorithms have 
different thresholds to reject images and refuse to classify those patterns. The accuracy is 
the overall success rate of the models in classifying images into the right category. It is 
calculated as the sum of correct classifications divided by the total number of 
classifications. It is determined using the following equation: 
Accuracy = 
the number of samples correctly classified in a category X100% 
total number of samples in fingerprint database 
Table 4-1: The comparison of the databases used in the fingerprint classification 
publications 
Authors & Year Classes Reject Data set Training Testing Accuracy 
Jain et al (1999) 5 
4 
1.8% 
32.5% 
NIST-4 2000 2000 90% 
97.8% 
Nagaty (2003) 6 NIST 979 979 99% 
Senior (200 1) 4 1.8% NIST-4 
NIST-9 
2000 
5400 
Wang and Dai (2007) 5 NIST-4 88.6% 
Cappelli et al (1999) 5 20% NIST-14 48600 2700 94.4% 
Yao et al (200 1) 5 
4 
1.8% NIST-4 2000 2000 90.0% 
94.7% 
Li et al (2007) 5 
4 
NIST4 2000 2000 93.5% 
95% 
Min et al (2005) 5 
4 
1.8% NIST4 2000 2000 
Chang and Fan (2002) 7 
5 
5.1% NIST4 2000 2000 93.4% 
94.84% 
Zhang and Yan (2004) 5 
4 
NIST4 2000 2000 84.3% 
92.7% 
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In NIST-14,27000 fingerprint pairs are classed into one of the 6 classes (L = left loop, R 
= right loop, W= Whorl, T= tented arch, A= arch, S= scar) and the proportion of the 
fingerprints belonging to each class is 29.6%, 36.7%, 37.8%, 3.1%, 1.85% and 0.5% for 
the classes L, R, W, T, A, S respectively. These distributions resemble the natural 
distribution of fingerprints (Maltoni, Maio, Jain and Prabhakar, 2005). Although NIST-14 
constitutes a very useful benchmark for studies on fingerprint recognition, it is not well 
suited for fingerprint training and testing in fingerprint classification because of the 
imbalance in each class size which can lead to misclassification of underrepresented 
classes. Instead we use in NIST-4 which contains 4000 (2000 pairs) fingerprints, and is 
widely used for benclunarking performance (Table 4-1). In NIST-4, each image 
represents a fingerprint from a different finger and was manually analysed by a human 
expert. Fingerprints in NIST-4 have additional references to a "secondary" class because 
the human experts could not agree on the true class of the fingerprint. Each fingerprint 
has 512 x 512 pixels and has two impressions (F and S) numbered from FOOO I to F2000 
and from S0001 to S2000. There are 5 classes (W, L, R, A, T). NIST-4 contain 400 pairs 
of fingerprint images belonging to each class, so 2000 pairs of fingerprints are uniformly 
distributed into 5 classes which is well suited for the research on fingerprint classification 
as each class can be trained and tested by classifiers with enough data. However, as we 
mentioned before, some fingerprints have an additional class, which will lead to unequal 
size of images in each class if we use NIST-4 to evaluate our hypothesis. 
For our experiment in this chapter, we took the first 2000 (from FOOOI to FIOOO and 
SOOOI to SIOOO) images from NIST-4 as training data, and then divided the remaining 
2000 images into a testing dataset (from FlOOI to F2000 and S1001 to S2000) 
respectively. This follows the procedure of previous work, allowing us to directly 
compare results; thus the fingerprint feature vectors are extracted by using the 
FingerCode and with the Block direction. In order to improve classification performance, 
we use various dimension reduction methods, such as splitting up high dimensional 
features into lower dimensional features and using PCA. In the end, we use an ensemble 
to combine the results and classify the fingerprint. The whole procedure is shown below 
in Figure 4-1. 
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--------- I -------------------------------------------------------------------------- 
Fingerprint Features I F- 
288-dimensional Gabor filter 
Lower dimensional features 
I 
Block Direction 
F- 
192-dimensionalal Split -up PCA reduction 
Gabor filters Gabor filter 
Arch Whorl Left Loop Right loop Tented Arch 
------------------------------------------------------------------------------------ 
Figure 4-1: The flowchart of our experiments 
4.2 Experimental Method 
In order to achieve the best combination of ensemble neural networks, the perfon-nance of 
a single MLP neural network should be implemented and analysed in advance. We 
compare the performance of a single MLP and an ensemble of MLPs with FingerCode 
288-dimensionality features (FC288) and FingerCode 192-dimensionality features 
(FC192) and the Block direction 31 -dimensionality features (BD), respectively. We will 
explain how each of these different feature sets is created in the respective experiments. 
The aim of these experiments is to explore how to improve classification performance in 
a multi-feature ensemble. The outputs of the MLPs are treated as estimates of the 
posterior probabilities associated with the input vectors as demonstrated by Bishop 
(1995). The aim of estimating probabilities for multi-classification in pattern recognition 
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is to calculate the classification probabilities for input patterns and then classify the 
patterns into one of the target classes with the highest probability. Cross-entropy is a 
standard measure for evaluating such models, and it can be at improving the performance 
and reduce the training time (Hampshire and Perlmutter, 1990), so here we consider use 
MLP networks interpreted with cross-entropy error function in this multi-classification. It 
can be presented as follow equation: 
In y' + (I - t') In(l - y") (15) 
In order to reduce the effect of too many hidden neurons, we use weight decay 
regularization methods helping us to avoid overfitting (Bishop, 1995). It adds a penalty as 
a term to the error function, which nonnally a factor of the sum of squared weights 
E(co) = E. (co) + 
IA 
Coi2 
21 
Where the E. (co) is a standard error function, here we used cross entropy, and A is a 
parameter that controls how strongly large weights are penalized. 0) is weight vector, here 
O)i2 
2 is the weight decay. 
The network architecture used in for classification is multi-layer perceptron (MLP) 
utilizing backpropagation learning because an MLP can solve non-lincarly separable 
problems with sufficient hidden layers and neurons. For our experiments we vary the 
hidden units from I to 40 to determine what effect this has. In line with the cross-entropy 
error function, we use the softmax activation function in the output layer of the network. 
4.3 Experiments with 288 Dimension FingerCode Features (FC288) 
Here we present the results of a single MLP neural networks perfonnance with 288 
dimensional FingerCode features, for the NIST-4 database for the five-class fingerprint 
classification problem. We use 2000 images (from FOOOI to FlOOO and SOOOI to SIOOO) 
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as training data and the remaining 2000 images (from F1001 to F2000 and S1001 to 
S2000) as testing data. In this experiment, we set up three concentric bands around the 
centre point and segmented those bands into 12 sectors, which are 
3bands x 12 sec tors = 36 sec tors sub-sectors. The aim of setting 36 sub-sectors is to focus 
on global information from the images because each band we can get two pairs of ridge 
and valley. Also we use more Gabor bands to convolve with the images to extract more 
features. As mentioned before, the more Gabor bands we set the more global ridge 
directionality information and local ridge characters we achieved. Hence, we have 
36 sectors x 8Gaborfilterbands = 288 dimensional features. We construct a single 
multilayer perceptron using back propogation learning, which is interpreted with the 
cross-entropy error function. Here, the logistic sigmoid function is used in the hidden 
layer and the softmax function is used in the output layer. The coefficient of weight decay 
is 0.2. We trained 10 single MLP networks respectively, which each MLP network has 
same topology and same hidden units from I to 40. Each of the 10 neural networks 
initialized and trained with 10 times for 1000 epochs respectively, and the final decision 
made by averaging those 10 networks. 
For neural networks, the best number of hidden units depends on many factors, such as 
the number of input and output units, the type of hidden unit activation function, training 
algorithm and so on. The neural networks have to be trained several times to provide an 
estimate of the generalization error. The fewer hidden units in a fietwork the lower the 
generalization error; this potentially avoids overfitting. In order to find the number 
hidden units of the lowest generalization error, we varied the hidden units from I to 40. 
Figure 4-2 shows the performance of a single neural network with 288-dimensional 
FingerCode vectors and shows that the single MLP had poor generalization with such 
high dimensional features. The training classification accuracies increased by adding 
more hidden units to the single network. However 10% of the fingerprint images were 
rejected from NIST-4 because the FingerCode method cannot find the centre point from 
the images and hence cannot establish a valid region of interest in those fingerprint 
images. 
From Figure 4-2, we can see the best generalization is obtained when there are 40 hidden 
units. The generalization performance is generally better than the training results; 
however, the generalization performance does not improve with increasing hidden units, 
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whereas the training results are improved with increasing the number of hidden units. 
However, if we increase the number of hidden units from 20 to 40, the accuracy is greater 
than the test result, showing a degree of overfitting. 
Single MLP Neural Network with FC288 features 
26% 
25% 
24% 
23% 
22% 
21% 
20% 
19% 
Train 
Test % 
Figure 4-2: The performance of single MLP with FingerCode 288-diniensional features. 10 
neural networks trained 10 times for 1000 epochs. The hidden units varied from I to 40. 
Table 4-2: The confusion matrix of the best generalization when hidden units are 40 in tile 
single NILP neural network with FingerCode 288-dimensional features. 
w R L A T 
Classification 
accuracy 
w 69 102 87 97 51 17% 
R 74 164 71 141 42 33% 
L 68 122 101 123 51 22% 
A 70 136 75 126 62 27% 
T 13 31 29 32 63 38% 
Table 4-2 gives an example of the confusion matrix for a single MLP neural network with 
FingerCode 288-dimensional features. In row 1, we can see that there are 69 whorls 
classified correctly and others are misclassified into right loop, left loop, arch and telitc-I 
arch 102,87,97 and 51 respectively, with an overall of accuracy of 17%. The highest 
accuracy score is 38% in class, tented arch, and the lowest accuracy is 17% in class whorl. 
There are two main reasons leading to poor general izat 1 on. Tile whorl class consists of 
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four different types of whorls (plain whorl, central pocket, double whorl and accidental 
whorl, as detailed in chapter 2). Those four different appearances can make more 
misclassifications happen even for fingerprint experts. Another reason is that it is difficult 
to extract the centre point from the region of interest in the whorl class, especially for a 
double whorl because the FingerCode depends heavily on the success rate of the centre 
point extraction. As mentioned in Chapter 2, the centre point of the double whorl is 
assigned the core point that is closest to the bottom of image (lower core point) because 
the low frequency regions in fingerprint images where the ridges vary slowly and near to 
the centre of the fingerprint usually contain useful texture information. Based on the 
results, it seems that setting the lower core point as centre point does not work out very 
well for the problem of centre point extraction for double whorls. Thus, the whorl has 
poor results compared with other classes, which leads to lower accuracy achieved in the 
whole performance. High rejection rate for images is another reason for poor 
generalization in the performance of FC288 because any rejected image can not be 
classified into the right class. 
The performance of a single MLP with FingerCode 288-dimensional feature has poor 
generalization one way to improve this is to reduce high dimensional FingerCode features 
into lower dimensionality features because the reduction of feature dimensions may lead 
to improved performance through less weight in the system. Here, we use principal 
component analysis (PCA) to remove redundant or irrelevant information from the 
features eliminating those principal components that contribute less than 2%, 1%, and 
0.5% respectively to the variation in the data set. Therefore, FingerCode 288-dimensional 
features are reduced into 7-dimensional features, 14-dimensional features and 31- 
dimensional features respectively. Here we use the same MLP architecture as in the last 
experiments to test on the lower dimensionality features. We varied the hidden units from 
I to 20 in the experiments. The Figure 4-3, Figure 4-4 and Figure 4-5 show the results of 
FingerCode 288 dimensional feature reduced by PCA (FC288PCA). 
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Figure 4-3: The performances of dimensional reduction by PCA 2% with FingerCode 288- 
dimensional features. It presents the performance with 7-dimensional FingerCode vectors. 
The hidden units varied from I to 20 and epochs is 1000. 
Table 4-3: The confusion matrix of the best generalization when hidd unit,, -C en , are N ill the single MLP neural network with FingerCode 7-dimensional Fingel-Code vector. 
-- T-W 
R L A T 
Classification 
accuracy 
w 103 71 137 28 64 26% 
R 113 112 152 29 78 23% 
L 106 79 165 34 70 36% 
A 80 82 143 69 _ 88 _ 15% 
T 26 27 32 13 99 50% 
Single MLP neural network with FC288 PCA 1 
featu res 
>. 50% 
4u, /o 
30% 
20% 
10% 
(-) 
Train 
m- Test 
Figure 4-4: The performances of dimensional reduction by PCA 1%) with FingerCode 288- dimensional features. It presents the performance with 14-dimensional FingerCode vectors. 
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The hidden units varied from I to 20 and epochs is 1000. 
Table 4-4: The confusion matrix of the best generalization when hidden units are 8 ill tile 
single NILP neural network with FingerCode 14-dimensional FingerCode vector. 
w R L A T 
Classification 
accuracy 
w 103 82 80 35 103 26% 
R 99 122 89 66 91 26% 
L 91 104 98 59 99 22% 
A 86 113 88 0 76 99 16% 
T 27 16 
t 
4 3 14 126 58% 
Single MLP neural network with FC288 PCA 0.5% 
features 
>% 1400 
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400 
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Figure 4-5: The performances of dimensional reduction by PCA 0.5% with FingerCode 288- dimensional features. It presents the performance with 31-dimensional FingerCode feature 
vectors. The hidden units varied from I to 20 and epochs is 1000. 
Table 4-5: The confusion matrix of the best generalization when hidden units are 5 in tile 
single MLP neural network with FingerCode 31-dimensional FingerCode vector. 
w R L A T 
Classification 
accuracy 
w 114 85 67 50 87 28% 
R 117 130 80 67 86 27% 
L 106 90 7- 71 102 17% 
A 94 104 58 87 114 19% 
T 20 26 26 18 124 50% 
Figure 4-3, Figure 4-4 and Figure 4-5 demonstrate the results of performance Nvith lower 
dimensional FingerCode features reduced by PCA. From Figure 4-3, we can see that the 
generalization performance is around 25%, but it has actually improved 1% compared 
with the results of FC288. In contrast, the training accuracy has increased, reaching 37%. 
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However, this stabilises often at 20 hidden neurons. Overall, there has been no real 
increase in performance compared to the original feature vectors. For example, in Figure 
4-3 the best training result is 37% when hidden units are 20; the best training results are 
45% and 61% when the hidden units are 20 for Figure 4-4 and Figure4-5 respectively, 
But the best testing results for Figure 4-3, Figure 4-4 and Figure 4-5 are still only around 
25%. But, comparing the classification accuracy for those 5 classes from Table 4-3, Table 
4-4 and Table 4-5, we can see that the best and highest accuracy is class tented arch at 
around 50%, and the lowest accuracy is class arch around 15%. As mentioned earlier, 
tented arch have one core in the ridge centre, but arches do not have a core In tile ridge 
centre. These results show that efficient detection of the centre point is very important for 
the FingerCode method. These experiments have shown that using PCA to reduce high 
dimensionality FingerCode features can improve performance. However, the drawback of 
PCA is that some useful information can be lost when it transform high dimensional 
feature space into lower feature space, which can affect the classification performance. 
Comparing Figure 4-5 and Figure 4-3, we can see that the training result of' 
FC288PCAO. 5% is better than that of FC288PCA2%. Figure 4-5 shows the performance 
with 31-dimensional FingerCode feature vectors with PCA eliminating those principal 
components that contributed less than 0.5% respectively to the variation in tile data set. 
We can see that it does not mean that fewer dimensional feature vectors call improve tile 
performance, because in these experiments, perforinance was not sufficiently Improved. 
Next we consider whether a FingerCode extracting a lower dimensional feature vector 
can overcome this problem. 
4.4 Experiments with 192 Dimension FingerCode Features (FC192) 
The perforinance of MLP with FC288 features has shown poor generalization because of 
high dimensional FingerCode feature vectors. The best way to improve this situation is 
try to reduce the dimensionality of features. In order to improve the performance of MLP 
networks with FingerCode features, we reduced the number of sub-sectors in tile 
concentric bands to extract lower dimensional features. Here, we set up 6 concentric 
bands and divided them into 8 sectors, giving 6bands x8 see tors = 48 see tors sub-sectors. 
Here, we focus on local information because each band contains one pair of ridge and 
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valley. As mentioned earlier, the fewer Gabor bands we use the fewer dimensional 
features we can achieve. Therefore, we only used four different direction 
(0', 45', 90', 135') Gabor bands to convolve with the region of interest, and then we 
obtained 48 sec tors x 4Gahorfilterhands = 192 dimensional features. In these 
experiments, we still employ the single MLP neural network, with the same structure as 
before, the coefficient of weight decay is 0.2 and each network was initialized and trained 
10 times for 1000 epochs respectively, varying the hidden units from I to 40. 
Figure 4-6 shows the performance of a single neural network with 192-diniensionality 
FingerCode vectors (FC192). We can see that the generalization is better than tile training 
results when hidden units are varied from I to 4. However, the testing accuracy remains 
around 24% when hidden units are varied from 5 to 40, while, the training result accuracy 
increased with increasing the number of hidden units. The best training accuracy is 43% 
when the hidden units are 37. 
Single MLP neural network with FC192 features 
50 
40 
30 
20 
lo 
0 
Train% 
Test% 
Figure 4-6: The Performance of single neural network with FingerCode 192-dinlensionality 
features. Hidden units are varied from I to 40. 
The Table 4-6 shows the confusion matrix for an example of the best generalization when 
hidden units are 17 in the single MLP neural network with FingerCode 192-diniensional 
features. The best result is tented. 51% of tented arches are classified into the right 
category. However, the network is confusing right and left loops with whorl, which is 
same problem as FC288. The class, arch, still has the worst perfon-nance as it Is difficult 
to detect the centre point for this class. 
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Table 4-6: The confusion matrix of the best generalization when hidden units are 17 In the 
single MLP neural network with FingerCode 192-dimensionality features. 
w R L A T 
Classification 
accuracy 
w 74 106 100 23 99 18% 
R 82 129 149 24 90 27% 
L 82 126 142 25 82 31% 
A 81 122 127 43 94 9% 
T 24 31 37 6 102 51% 
Comparing the results of FC288 with the results of FC288PCA and the results of FC192, 
we can see that using lower dimensional FingerCode features vectors can improve the 
training performance and generalization performance as well. The training accuracy of 
FC192 has a significant increase compared with the training accuracy of FC288, but the 
generalization result has only increased 1%. The main reason for this poor generalization 
is again the high rejection rate which is caused by the failure of the FingerCode feature 
extraction process. However, the classification performance when using PCA to extract 
lower dimensional FingerCode can improve generalization. For example, in Figure 4-5, 
PCA generalization is slightly better than the generalization result of FC288 and FC192, 
but the PCA training accuracy is much higher than the training accuracy of FC288 and 
FC192. Hence, lower dimensional feature vectors can improve the classification 
performance. But the drawback of PCA is that it can result in the loss of some useful 
information when it transforms high dimensional features into lower dimensional features. 
We now consider extracting lower dimensionality FingerCode vectors by splitting up 
high dimensionality FingerCode features and combining them via different classifiers. 
4.5 Experiments with FingerCode 192 Dimension Features Split-up 
(FC192SP) 
We want to improve generalization. We have tried to reduce the high dimensional 
features into lower dimensional features in different ways, such as, using PCA to reduce 
high dimensional feature vectors and using fewer sub-sectors and fewer Gabor bands to 
extract lower dimensional feature vectors. The dimension of the FingerCode features is 
decided by the number of sub-sectors in the region of interest and the number of Gabor 
bands we used. Now we consider whether splitting high dimensional FingerCode features 
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into several lower dimensional features based of the number of bands we use, will offer 
any improvement. Here we split FingerCode 192 dimensionality features into 4 sets of 48 
dimensional FingerCode features because we use Gabor bands Of four different degrees, 
which means we have 48 dimensional FingerCode feature vectors extracted by each 
degree Gabor band. Figure 4-7, Figure 4-8, Figure 4-9 and Figure 4-10 present the results 
for each of these 4 bands respectively. Figure 4-7 is that the 0' oriented Gabor filter band 
convolved with the 48 dimensionality tessellation image Figure 4-8, Figure 4-9 and 
Figure 4-10 are the results of that the 45'oriented , 
90' oriented and 135'oriented Gabor 
filter bands convolved with 48 dimensional region of interest respectively. In each neural 
network, the architecture weight decay and epochs are the same as for the one of FC 192. 
From Figure 4-7 to Figure 4-10 we can see that the testing accuracy is around 24% for 
each sector, and the training accuracy is increased by adding hidden units. Once again, 
there have been no notable improvements. 
Single MLP neural network with FC192 split up 
Features 
>% 30% u 
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20% 
c 15% 
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0 
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m 
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Figure 4-7: The performance of 4 sets of split up, of FingerCode 192-dimensionalitv 
features. It presents the performance of 0' oriented Gabor filter band convolved jj, ith the 
region of interest. The hidden units are again varied from I to 20. 
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Single MLP neural network with FC192 split up 
featu res 
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Figure 4-8: The performance of 4 sets of split up, of FingerCode 192-diniensionalitý 
features. It presents the performance of 45' oriented Cabor filter band convol% ed N% ith the 
region of interest of Fingercode 192-dimensional feature. The hidden units are again Naried 
from I to 20. 
Single MLP neural network with FC192 split up 
features 
nnn/ 
Train% 
Test% 
Figure 4-9: The performance of 4 sets of split up, of FingerCode 192-dinien%io na lity 
features. It presents the performance of 
90' 
oriented Gabor filter hand cow-ol%ed %% ith the 
region of interest of FingerCode 192-dimensional feature. The hidden units are again %aried 
from I to 20. 
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Single MLP neural network with FC192 split up 
features 
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Figure 4-10: The performance of 4 sets of split up, of FingerCode 192-diniensionality 
features. It presents the performance of 135' oriented Gabor filter bands convolved iý ith the 
region of interest of FingerCode 192-dimensional feature. The hidden units are again varied 
from I to 20. 
From our experiments on FC288, FC192 and FC192SP so far, we can see that the 
performance of FingerCode features is limited by the accuracy of the centre point 
extraction. It is difficult to extract the centre point from poor images for some classes, 
such as whorl, which lead to a high rejection rate. From Table 4-2 to Table 4-6, Nve can 
see that the tcnted arch always has good results compared with other results and arch 
always has the worst results, which means that centre point extraction is tile key issue for 
the FingerCode method and is the main reason for poor generalizatioii pert-orniance with 
FingerCode features. High dimensional features are another reason for pro(ILIC111g poor 
generalization; however, here high dimensionality feature reduction seems not to improve 
generalization. Various methods of reducing high dimensional features into lower 
dimensional features have been tried and the results do not show notable improvement. 
Hence, we consider using another method that can extract lower dimensional lingerprint 
features directly in order to improve classification performance. Block dircction is 
another fingerprint features extraction method. It is different from the I'Mi4ei-Code in tliat 
it does not need to extract the centre point. Also, this method can extract lower 
dimensionality features directly. 
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4.6 The Performance of a Single Neural network with Block Direction 
Features (SBD) 
We reviewed the Block direction method in chapter 2. Block direction is one of the 
simplest methods of extracting fingerprint feature vectors resulting in 31-dimensional 
features. Different from the FingerCode method, the Block direction method does not 
need to extract a centre point, but it still needs to pre-process the fingerprint images, 
before they are divided into WxW sub-blocks. Here we compute the mean grey level 
value in each sub-block as feature vectors. Figure 4-11 shows the result of Block 
direction vectors in a single MLP neural network. Here, we still employed the single 
MLP network with cross-entropy, weight decay and the softmax activation function in the 
output layer. 10 MLP neural networks were initialized and trained for 2000 epochs, and 
the final results are an average those 10 networks. The hidden units are varied from I to 
40. From Figure 4-11 we can see that the training accuracy increases with adding hidden 
units, with the best training result of 75% when hidden units are 40. The testing 
performance is better than the training performance when the hidden units are from I to 8. 
However with increasing hidden units, the test performance drops to 42%. The best 
testing performance is 56% when hidden units are 4. These performance results show that 
overfitting occurs in this performance when neural networks have too many hidden units. 
Therefore, in the further experiments we do not use hidden units more than 20 hidden 
units. Compared with the performances of single MLP with FingerCode features, the 
testing accuracy of single MLP with Block direction features has increased from 24% 
(FC288) and 25% (FC192) to 56% (SBD). 
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Single MLP neural network with BD features 
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Figure 4-11: The performance of Block direction 31-dimensional feature vectors. The 
hidden units are varied from I to 40, and the networks are trained for 2000 epochs and 
weight decay is 0.1. 
Table 4-7: Confusion matrix of the best generalization when hidden units are 4 in single 
neural network with 31-dimensional Block Direction feature vectors. 
w R L A T 
Classification 
accuracy 
w 260 60 64 3 13 65% 
R 42 279 54 46 46 60% 
L 55 63 236 54 43 52% 
A 1 54 256 63 55% 
T 10 43 20 1 
1 
59% 
Table 4-7 shows the confusion matrix for an MLP with 4 hidden units. Compared with 
the performance of single MLP with FingerCode features, each class has improved the 
classification accuracy rate. In whorl class, it is increased from 17% (FC288) and 18% 
(FC192) to 65% (SBD) which is the highest accuracy rate in all five classes. Class arch 
has also seen a significant increase in classification accuracy from 27% (FC288) and 9% 
(FC192) to 55% (SBD). The accuracy rate of the right loop, left loop and tented arch 
classification are increased to 60%, 52% and 59% respectively. Clearly the performance 
of a single MLP with Block direction features is much better than the perforniance of a 
single MLP with FingerCode features because no centre point is needed for the 
Block direction features. However, we found that the FC288PCAO. 5 can achieve the 
same dimensional feature vector as the dimension of SBD feature vector (31- 
dimensional), but the performances are distinguished. 
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Compared with the lower dimension feature achieved by the FingerCode method, we 
know that the single MLP with Block direction features can achieve better results, so we 
want to investigate how weight decay affects the network performance. Hence, we used a 
weight decay of 0.1,0.01 and 0.001 in the same network architectures, with 1000 epochs 
of training and the hidden units changed from I to 20. Figure 4-12, Figure 4-13 and 
Figure 4-14 below show the results of single MLP with different weight decay. However, 
there is little difference among these three performances. All of the results show that 
testing accuracy is better than training accuracy with froml to 8 hidden units; after that 
and then the training accuracy keeps increasing and the testing mean keep decreasing 
until the hidden units are 20. So using different weight decay in the same architecture 
seems not to affect classification. 
SBD with epochs 1000 and weight decay 0.1 
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Figure 4-12: The performance of single neural network ivith 31 -dimensional Block direction 
feature vectors, the weight decay are 0.1 and the networks are trained for 1000 epochs. 
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SBD with epochsl 000 and weight decay 0.01 
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Figure 4-13: The performance of single neural network with 31-dimensional Block direction 
feature vectors, the weight decay are 0.01 and the networks are trained for 1000 epochs. 
SBD with epochs 1000 and weight decay 0.001 
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Figure 4-14: The performance of single neural networks with 31-diniensional Block 
direction feature vectors, the weight decay are 0.001 and the networks are trained for 1000 
epochs. 
We also observed the effect on performance when we changed the number of training 
epochs. Figure 4-15, Figure 4-16 and Figure 4-17 shows the performance of a network 
when the epochs are 100,1000 and 2000. The hidden units are varied from I to 20 and 
the network architectures are the same as the before (weight decay 0.2) because, based oil 
previous experiments, using a different weight decay seems not to affect the performance. 
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From Figure 4-15 we can see that the best performance is SBD with 100 epochs. Table 4- 
8 is the confusion matrix for a single MLP with Block direction features with epochs of 
100. Compared with the performance of a single MLP with Block direction features with 
epochs of 2000, the accuracy rate of the performance of a SBD with epochs of 100 has 
improved, especially for fingerprint classes, whorl, arch and tented arch. This shows that 
a greater number epochs can not help improve the performance very much because too 
many epochs can cause overfitting for neural networks. 
SBD with epochs 100 
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Figure 4-15: The performances of single MLP with Block direction features. It presents the 
performance of SBI) with 100 epochs. 
Table 4-8: Confusion matrix of the best generalization when hidden units are 16 in single 
MLP with Block direction features. The networks are trained for 100 epochs. 
w R L A T 
Classification 
accuracy 
w 269 58 57 6 12 67% 
R 42 258 47 59 59 55% 
L 62 53 227 58 49 51% 
A 14 75 49 276 48 60% 
T 9 39 21 20 133 60% 
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SBD with epochs 1000 
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Figure 4-16: The performances of single NILP with Block direction features. It presents tile 
performance of SBD with 1000 epochs. 
Table 4-9: Confusion matrix of the best generalization when hidden units are 16 in single 
MLP with Block direction features. The networks are trained for 1000 epochs. 
R L A T 
Classification 
accuracy 
w 268 59 58 4 14 67% 
R 53 239 54 49 73 51% 
L 75 49 210 51 59 47% 
A 24 63 52 267 53 58% 
T 15 28 24 22 137 61% 
SBD with epochs 2000 
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Figure 4-17: The performances of single MILP with Block direction features. It presents the 
performance of SBD with 2000 epochs. 
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Table 4-10: Confusion matrix of the best generalization when hidden units are 4 in single 
MLP with Block direction features. The networks are trained for 2000 epochs. 
w R L A T 
Classification 
accuracy 
w 253 56 78 8 6 63% 
R 39 285 60 76 34 58% 
L 58 64 240 63 33 52% 
A 14 70 1 57 48 60% 
12 45 1 21 26 75 42% 
From the above experiments, we can see that the performance of a single MLP for 
fingerprint classification is decided by the quality of the image features. As we know, the 
drawback of the FingerCode method is that it cannot guarantee quality and accuracy 
when extracting efficient fingerprint features because it is difficult to find the centre point 
for poor fingerprint images. This is main reason for the poor results when using the 
FingerCode method of extracting features even when we reduce the high dimensional 
FingerCode features into lower dimensional features. Compared with the performance 
when using FingerCode features, the performance when using lower dimensional Block 
direction features is significantly higher, especially for class whorl and arch, because 
Block direction does not need to extract the centre point. 
4.7 The Performance of Ensemble Classifiers 
As we discussed previously, ensemble networks can achieve a better performance when 
compared to a single network. The reason for using an ensemble in fingerprint 
classification is that an ensemble can improve the generalization performance and reduce 
the effect on prediction if one of the components fails (Sharkey, 1999). It has been 
applied in fingerprint classification by Senior (2001), and Yao, et al (Yao, Marcialis, 
Pontil, Frasconi and Roli, 2003). In order to achieve better performance in our 
experiments, we used an ensemble of neural networks on the feature sets already 
discussed, and then as a combination of features. Here, we will combine several neural 
networks with different input feature vectors. As mentioned before, we split up FC192 
(FC192SP) into 4 sets of 48 dimensional FingerCode features because we use four 
different degree Gabor bands, which means that 48 dimensional regions of interest are 
convolved with four different degree Gabor bands respectively. A region of interest 
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image is enhanced with different orientation Gabor filter bands, so each set of 48 
dimensionality vectors has robust infon-nation in different orientations. Here, four 
networks with the orientation FC192SP are combined. Each MLP was initialized and 
trained 10 times for 100 epochs respectively, and all of them have same network 
architecture for the 48-dimensional feature vectors. The test results are combined by a 
majority vote to produce the final class. From Figure 4-8 we can see that the ensemble 
performance with FC192SP features is as same as the single performance of FC192, the 
testing accuracy always around 24%. The best training accuracy is 28%. A lower 
correlation between the components of an ensemble can improve the performance 
because the whole system can learn from errors in each component From Figure 4-18, we 
can see that there is no difference between the performances of the FC192SP and the 
performances of the Ensemble 4 sets of FC192SP. In order to reduce the correlation 
among the components in ensemble networks, we combined FC288, FC192 and SBD 
features together. 
iI 
Ensemble 4 MLP with FC1 92SP features 
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10% 
5% 
0 
Train% 
T t, es x 
Figure 4-18: Performance of combined 4 sets of FC192SP features. The hidden units are 
varied from I to 20. The weight decay are 2.0 and the networks are trained with 100 epochs. 
As we have noted the main problem in FingerCode features is the very low quality of 
information that can be extracted from poor fingerprint images. However, the Block 
direction perfori-nance is much better than the FingerCode perfoi-mance because it does 
not need to extract centre point and has none rejection errors for classification 
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performance. Hence, we can combine two different features to create diversity in the 
ensemble. Another motivation to combine these two different features is that the 
ensemble can get efficient features from the neural network with SBD features when the 
neural network with FC288 or FC192 can not extract effective features (such as poor 
image rejection). Here, combined 3 MLPs, one of them has FC192 features: one of them 
takes FC288 features as input; and one of them has Block direction features. The 
parameter choice is based on pre-experiments. As mentioned earlier, the overfitting 
occurs in the single MLP neural networks when the hidden units are over 20. Also the 
100 epochs can get better performance for the SBD. Each component has the same 
hidden units varying from I to 20. The weight decay is 0.2 and epoch is 100. Tile 
'Majority voting' is used to combine the output of each component. Figure 4-19 presents 
the generalization performance of this ensemble. The training and testing accuracy are 
around 25%. Compared with single MLP perfon-nance, there is no difference between 
ensemble perfon-nance and that of a single MLP performance. Table 4-11 presents the 
confusion matrix for the ensemble perfon-nance. The best class accuracy is whorl. 
However if we compared Table 4-2 (performance of FC288) with Table 4-11, tile 
accuracy of the class, whorl, is increased from 17% to 62%. The ensemble results of right 
loop, left loop and arch also have significant increases compared with the results of a 
single MLP with FC288. The class, tented arch, has good results not only in a single MLP 
with FC192 feature (51%) but also in single MLP with BD fcature (60%), but the 
ensemble result of tented arch drops to 28%. 
Enesemble networks with Gabor filter features 
and Block direction features 
30% 
25% 
20% 49 Train% 
15% 
10% '--a- Test% 
a- 5% 
0% 111111. I 
13579 11 13 15 17 19 
Hidden Units 
Figure 4-19: The performance of combined 3 MLPs with FingerCode features and Block 
direction feature. The hidden units varied from I to 20. The weight decay is 2.0 and the 
networks are trained 100 epochs 
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Table 4-11: Confusion matrix for combined with MLP with FingerCode feature and MLP 
with Block direction feature. 
w R L A T 
Classification 
accuracy 
w 246 66 47 17 22 62% 
R 32 245 51 38 42 60% 
L 62 44 212 38 58 51% 
A 24 65 46 189 56 50 Yo 
T 61 82 84 113 1 3% 
However from above ensemble experiments, we can see that the best ensemble 
performance cannot beat the performance of a single MLP with 
Block direction features. But performance of combing the different feature is slightly 
better than the performance of combing the same feature. Here we again use 'majority 
vote' as our combination method, so more useless information can lead to wrong 
decisions in ensemble neural networks. Table-12 presents the combined results of the 
various main experiments we have done in researching our thesis. From it we can see 
that the best performance is by single MLP neural networks with Block direction feature. 
Table 4-12: The comparison of various experiments 
Best training accuracy Best test accuracy 
GB288 25% 24% 
GB288PCA2% 37% 25% 
GB288PCA1% 45% 25% 
GB288PCAO. 5% 61% 25% 
GB192 43% 24% 
GB192SP Odegree 27% 24% 
GB192SP 45 degree 28% 24% 
GB192SP 90 degree 29% 25% 
GB192SP 135 degree 29% 24% 
SBD 75% 56% 
EnsembleGB192SP 28% 24% 
EnsembleGB288GB192SBD 129% 24% 
4.8 Conclusion 
This chapter has described the classification performance of the individual classifiers, and 
the multiple classifier combiners. Empirical results proved that feature extraction plays a 
key role in fingerprint classification. 
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Compared with other studies of performance with FingerCode features, our 
experiments do not demonstrate good performance because of the problem of 
extracting the centre point, which lead to high rejection rates and affects 
classification accuracy. In Jain's work, there 25 fingerprints were rejected from the 
2000 training dataset and 35 images were rejected from the 200 testing dataset, 
giving a rejection rate of 1.25 and 1.8, respectively. However, despite using the 
same method we have a 10% rejection rate for the training dataset and the testing 
dataset respectively. Compared with Fingercode method, the Block direction 
method does not have a rejection problem as it does not need to extract the centre 
point. 
2) The feature vector dimension is another problem. We used a FingerCode method to 
extract two high dimension feature vectors: FingerCode 288 dimensions and 
FingerCode 192 dimensions. Based on our investigations, the high dimension 
feature vectors can reduce the performance of classifiers. So here we used various 
methods to achieve lower dimension features. For example, we used FC288PCA 
and FC192SP. However, none of them have a significant performance. The 
dimension of feature vectors extracted by Block direction is only 31-dimension, 
with which generalization performance is much better compared with the 
performance of high dimensional FingerCode feature vectors. In Jain's work, they 
set 20-40 hidden neurons in one hidden layer with 192 dimension feature vectors 
without regularization. However in our experiment, overfitting occurs for single 
MLP neural networks with FC288, FC192 and SBD respectively when hidden units 
are over 20. 
3) Fingercode is not reliable a method sometimes because too many parameters need 
to be selected. For example, spatial frequencies (inter-ridgc distances) of the 
fingerprint ridges could vary in some fingerprint images or some regions. Therefore, 
fixed parameters are not suitable for processing every fingerprint image. Also 
computation of FingerCode is more complex than Block direction, which leads to 
greater time consumption. 
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4) Block direction is the simplest feature extraction method. However, using Block 
direction feature vectors can achieve better performance than the performance with 
FingerCode vectors. Two reasons can explain this. One reason is that the input 
dimension affects the performance of classification, the FingerCode feature vectors 
we used are 192 dimensions and 288 dimensions respectively. The Block direction 
feature vectors are only 31-dimensional. Although we tried to reduce the high 
dimension for FingerCode feature vectors, it did not improve the performance of the 
FingerCode method because PCA lost some useful texture information when it 
reduced high dimensional feature into lower dimensional features. Another reason is 
that there is no rejection rate for the Block direction method, so the performance of 
Block direction is much better than the performance of the FingerCode method. 
5) Based on our experiments, we found that FingerCode is more suitable for 
fingerprint matching than fingerprint classification. This is because FingerCode 
needs to set up a region of interest and use some Gabor filter bands to extract 
feature vectors, which means more focus on local information and leads to high 
dimensional feature vectors. 
6) The exp eriments of splitting high dimension FingerCode feature vectors into low 
dimensional vectors did not lead to as good results as we supposed. However, the 
performance of combining FingerCode vectors and Block direction vectors is 
increased. 
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Chapter 5 
5 Conclusions and Future Work 
5.1 Conclusion 
In this thesis, we have explored the idea of using a combination of neural networks for 
fingerprint classification. Many ensemble methods have been developed in the last 
decade, theoretical and empirical studies (Sharkey, 1999) have shown that an ensemble 
classifier performs better as compared to a single classifier. Motivated by this knowledge, 
ensemble methods have been applied in the area of fingerprint classification. 
The main methods used for the creation of ensemble members have been suggested by 
Sharkey (Sharkey, 1999), such as: using different algorithms, using different initial 
random weights, and using different training data in each member of ensemble. Here, we 
have chosen to use different feature extraction techniques for creating the data. The two 
techniques are Gabor filter and Block direction. A FingerCode is good at removing the 
noise from poor fingerprint images, however extracting the correct ccntre point is a 
problem for this Fingercode method, which can also affect the performance of 
classification. A fingerprint is a special pattern with regions that are difficult to identify, 
even for fingerprint experts. Fingerprints can be identified according to the centre point 
where all the useful information required for fingerprint classification is located. If we arc 
to use Fingercode to overcome the problem, we must improve it or use another 
fingerprint feature extraction method. The Block direction method is a simple way to 
calculate the fingerprint ridge orientation, which is based on tracing the ridge direction 
and averaging the pixels in the decomposed blocks. The problem with this method is that 
it may not extract fingerprint information effectively in poor fingerprint images, but it 
does not need to extract the centre point. In chapter 4, we have shown that the 
performance of Block direction is better than the performance of the FingerCodc. As 
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mentioned before, different features can make different errors in the members of an 
ensemble in order to increase classification accuracy, so we used the Block direction 
feature as the second feature to try to overcome the problem when the centre point cannot 
be found in FingerCode method. 
With those two kinds of fingerprint features we have carried out single network and 
multi-network experiments to compare their performance. We use MLP networks 
interpreted with cross-entropy error function in this multi-classification because cross 
entropy can perform better than sum-of-square error for multi-classification problem. 
Because majority voting can select the highest vote from the components of an ensemble 
here the final results are achieved by combining majority votes among the components to 
produce the final class. 
Based on the experimental results, we notice that the hypothesis of using different feature 
sets to improve the ensemble performance does not work in decomposing the whole 
feature sets into sub-feature set based on different direction Gabor bands. NIST provides 
the main benchmarks in the fingerprint classification domain. Different researchers 
divided the training, validation and testing data into different proportions. In the 
fingerprint classification stage, we only used a simple MLP and combined several MLP 
networks to classify a fingerprint image. Simple neural network algorithms and a simple 
topology structure cannot solve complex tasks effectively such as fingerprint 
classification. In the ensemble method, we averaged outputs of all component of the 
ensemble instead of majority voting. The experiment we carried out combined several 
neural networks with different input feature vectors and trained those neural networks 
independently, which mean there was not enough interaction among the individual 
networks. That is a disadvantage of neural network ensembles that was also pointed out 
by Liu, Yao and Higuchi (2000). 
5.2 Main Contribution 
Fingercode is one of the most popular methods for fingerprint feature extraction and it 
has been described in a number of studies (Min, Hong and Cho, 2007; Marcialis, Roli, 
and Frasconi, 2001; Yao, Marcialis, Pontil, Frasconi and Roli, 2003). In our experiments, 
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we have demonstrated that it suffers from significant drawbacks when used on noisy 
images. Following this, the effects of high dimensional features for the neural networks 
performance were considered. We have tried to reduce the high dimensional features 
using various methods and compared the corresponding performance of the classifiers. 
We have shown the trade-off between these features. 
Based on the idea that creating diversity in an ensemble can improve the performance in 
terms of generalization, we use different feature subsets among the component neural 
networks of an ensemble. We used the Fingercode and Block direction methods to extract 
two different feature vectors for an image. Combining different feature vectors for 
fingerprint classification has been proposed in many papers. We have shown that this can 
have a benefit. 
5.3 Future Work 
There are other algorithms for the creation of ensembles that may be able to improve the 
performance of fingerprint classification. Sharkey (1999) suggested that if we use 
artificial neural networks as a member of the ensemble, various statistical techniques 
could be employed to judge the performance of individual members. Many of the 
machine learning algorithms have been used in fingerprint classification, such as self- 
organization (SOM) (Nagaty, 2003), recursive neural networks (RNN) and support vector 
machines (SVM) (Yao, Luca, Pontil, Frasconi and Roli, 2003). Yao et al (2003) and 
Senior (2001) have proposed the method of combining two different classifiers. Although 
the relationship between two different classifiers has been investigated, theoretical 
analysis in the general classification domain, and various advantages of ensemble 
algorithms have not been used in fingerprint classification. Negative Correlation Leaming 
focuses on the interaction and cooperation among the individual component in the 
ensemble, which uses a correlation penalty term to affect each individual component. 
This could be applied to fingerprint classification with different feature to determine if 
this is a performance gain. 
-88- 
Bibliography 
Bibliography 
Bernard, S., Boujemaa, N., Vitale, D. and Bricot C. (2002). Fingerprint Segmentation 
Using the Phase of Multiscale Gabor Wavelets. Yhe 5th Asian Conference on Computer 
Vision, Melbourne, Australia, Oxford University. 
Bianconi, F. and Fernandez, A. (2007). Evaluation of the Effects of Gabor Filter 
Parameters on Texture Classification. Pattern Recognition, vol, 40(12), pp. 3325-3335. 
Bishop, C. M. (1995). Neural Network for Pattern Recognition: Oxford University, UK: 
Clarendon Press. 
BIO Key International Inc. (2007a). Dry fingerprint image. http: //www. bio- 
key. com/fingerprintbiometrics/lýmages/old/verydry. gif [Lastaccessed: 10/10/08] 
B10 Key International Inc. (2007b) Wet fingerprint image. http: //www. bio- 
key. com/fingeiprintbiometrics/images/old/verywet. gif [Last accessed: 03/11/08] 
Blackburn, T., Butavicius, M. Graves, I., Hemming, D., Ivancevic, V., Johnson, R. Kaine, 
A., Mclindin, B. Meaney, K. and Smith, B. Sunde, J. (2002). Biometrics Technology 
Review, ht! p: //dspace. dsto. defence. gov. au/dspace/bitstream/1947/3843/l/DSTO-GD- 
0359%20PR-. pdf [last access in 10/10/081. 
Bolle, R. M., Connell, J. H., Pankanti, S., Ratha, N. K. and Senior, A. W. (2003). Guide to 
Biometrics, Sringer-Verlag New York Inc. 
Brown, G. and Yao, X. (2001). On The Effectiveness of Negative Correlation Learning. 
http: //www. cs. man. ac. uk/-gbroMMý2ublications/UkciOl. 12df First UK Workshop on 
Computational Intelligence(UM'01). Edinburgh, Scotland. 
Brown, G., Yao, X. and Wyatt, J. (2002). Exploiting Ensemble Diversity for Automatic 
FeatureExtraction. http: //www. cs. man. ac. uk/-jý-bronMýpublications/iconippaper02. pdf 9t 
h International Conference on Neural Information Processing (ICONIP'02), Singapore. 
Brown, G. and Wyatt, J. (2003). The Use of the Ambiguity Decomposition in Neural 
Network Ensemble Learning Methods. http: //www. cs. bham. ac. uk/-g2ib/ýesearch/ 
International Conference on Machine Learning (ICML'03). Washington DC, USA. 
Brown, G., Wyatt, J., Harris, R. and Yao, X. (2005). Diversity Creation Methods: A 
Survey and Categorisation. Journal of Information Fusion (Special issue on Diversity in 
Multiple Classifier Systems), vol. 6(l), pp 5-20. 
Canny, J. (1986). A Computational Approach to Edge Detection. IEEE Transactions on 
Pattern Analysis and Machine Intelligence, vol. 8(6), pp. 679-698. 
-89- 
Bihliography 
Cappelli, R., Lumini, A., Maio, D. and Maltoni, D. (1999). Fingerprint Classification by 
Directional Image Partitioning, IEEE Transactions on Pattern Analysis Machine 
Intelligence, vol. 21(5), pp. 402-421. 
Chang, J. H. and Fan, K. C. (2001). Fingerprint Ridge Allocation Indirect Gray-Scale 
Domain, Pattern Recognition. vol. 34, pp 1907-1925 
Chang, J. H. and Fan, K. C. (2002). A New Model for Fingerprint Classification by Ridge 
Distribution Sequences. Pattern Recognition. vol. 35, pp 1209-1223. 
Chikkerur, S., Cartwright, A. N. and Govindaraju, V. (2007), Fingerprint Enhancement 
using STFT Analysis, Pattern Recognition, vol. 40, pp. 198-211. 
Chung, K. C., Kee, S. C. and Kim, S. R. (1999), Face Recognition Using Principal 
Component Analysis of Gabor Filter Responses, Proceedings IEEE International 
Workshop on Recognition, Analysis, and Tracking of Faces and Gestures in Real-Time 
Systems, pp. 53-57. 
Coetzee, L. and Botha, E. C. (1993). Fingerprint Recognition in Low Quality 
Images. Pattern Recognition, vol. 26(10), pp. 1441-1460. 
Daugman, J. G. (1985). Uncertainty Relation for Resolution in Space, Spatial-frequency 
and Orientation Optimized by 2D Visual Cortical Filters. Journal of the Optical of 
American A pp. 1160-1169. 
Daugman, J. G. (1998). Complete Discrete 2D Gabor Transforms by Neural Networks for 
image Analysis and Compression. IEEE Transactions on Acoustics, Speech, and Signal 
Processing, vol. 36(7), pp 1169-1179. 
Geman, S., Bienestock, E. and Doursat, R. (1992). Neural Networks and the 
Bias/Variance Dilemma. Neural Computation, vol. 4, pp. 1-58. 
Halici, U. and Ongun, G. (1996). Fingerprint Classification Through Self-Organizing 
Feature Maps Modified to Treat Uncertainties. Proceedings of IEEE vol. 84(10), 
pp. 1497-1512. 
Hampshire II, J. B. and Pearlmutter, B. A. (1990). Equivalence Proofs for Multi-Layer 
Perceptron Classifiers and the Bayesian Discriminant Function. 
http: //www. cs. unm. edu/-bap/Papers/hampshire. bayes90. ps. gz 
Haykin, S. (1994). Neural Networks: A Comprehensive Foundation, Macmillan College 
Publishing Company, New York. 
He, Y., Ou, Z. Y. and Guo, H. (2003). A Method of Fingerprint Identification Based on 
Space Invariant Transforms and Support Vector Machines. In Proceedings of the second 
international conference on Machine Learning and Cybernetics. 
Hong, L., Wan, Y. and Jain, A. (1998). Fingerprint Image Enhancement: Algorithm and 
Performance Evaluation. IEEE Transactions on Pattern Analysis and Machine 
Intelligence, vol. 20(8), pp. 777-789. 
-90- 
Bibliography 
Hong, J. H., Min, J. K., Cho, U. K. and Cho, S. B. (2008). Fingerprint Classification Using 
One-Vs-All Support Vector Machines Dynamically Ordered with Nave Bayes Classifiers, 
Pattern Recognition, vol. 41(2), pp. 662-671. 
Huang, C. Y., Liu, L. M. and Hung, D. C. D. (2007). Fingerprint Analysis and Singular 
Point Detection, Pattern Recognition Letter, vol. 28(15), pp. 1937-1945. 
Hung, D. C. D. (1993). Enhancement and Feature Purification of Fingerprint 
Image. Pattern Recognition, vol. 26, pp. 1661-167 1. 
Hunter, I. (revised 2007a). The Thin Blue Line-Information Section, History of 
Fingerprinting Partl. http: //www. policensw. com/info/fingerprints/finger0l. html [Last 
accessed: 03/11/08] 
Hunter, I. (revised 2007b). The Thin Blue Line-Information Section, History of 
Fingerprint Part2. http: //www. policensw. com/info/fingerprints/fingerO2. html [Last 
accessed: 10/30/2008] 
Hsieh, C. T., Lu, Z. Y., Li, T. C. and Mei, K. C. (2000). An Effective Method for Extracting 
Singular Points in Fingerprint Images. 4th International Conference on High-Performance 
Computing in the Asia-Pacific Region, vol. 2 
Hsu, C. W. and Lin, C. J. (2002). A Comparison of Methods for Multiclass Support Vector 
Machines. IEEE Transactions on Neural Networks, vol. 13(2), pp. 415-425. 
Jain, A. K. and Frasconi, F. (1991). Unsupervised Texture Segmentation Using Gabor 
Filters. Pattern Recognition, vol. 24(12), pp. 1167-1186. 
Jain, A. K., Hong, L. and Bolle, R. (1997). On-Line Fingerprint Verification. IEEE 
Transactions on Pattern Analysis and Machine Intelligence, vol. 19(4), pp. 302-313. 
Jain, A. K., Prabhakar, S. and Hong, L. (1999a). A Multichannel Approach to Fingerprint 
Classification. IEEE Transactions on Pattern 4nalysis and Machine Intelligence, vol. 
21(4), pp. 348-359. 
Jain, A. K., Prabhakar, S., Hong, L. and Pankanti, S. (1999b). FingerCode: A Filterbank 
for Fingerprint Representation and Matching, IEEE Computer Society Conference on 
Computer Vision and Pattern Recognition (CVPR99), vol. 2, pp. 23-25. 
Jain, A. K., Prabhakar, S., Hong, L. and Pankanti, S. (2000). Filterbank-Based Fingerprint 
Matching, IEEE Transactions on Image Processing, vol. 9(5), pp. 846-859. 
Jarvis, A., (2005). Biometric Identification. http: Hforensic- 
evidence. com/site/ID/ID_Biometricjarvis. html [Last accessed: 10/10/08] 
Jiang, X. D., Liu, M. H. and Kot, A. C., (2006). Fingerprint Retrieval for Identification, 
IEEE Transactions on Information Forensics and Security, vol. 1(4), pp. 532-542. 
Jones, G. (2000). Introduction to Fingerprint Comparison: Springer-New York. 
-91- 
Bibliography 
Kamijo, M., Mieno, H. and Kojiama, K. (1992). Classification of Fingerprint Images 
Using a Neural Network. Systems and Computers in Japan, vol. 23 (3), pp. 89-10 1. 
Karu, N. K., Karu, K., Chen, S. Y. and Jain, A. K. (1996). A Real-time Matching System 
for Large Fingerprint Database. IEEE Transactions on Pattern Analysis and Machine 
Intelligence, vol. 18(8), pp. 799-813. 
Karu, K. and Jain, A. K. (1996) Fingerprint Classification. Pattern Recognition, vol. 29(3), 
pp. 389-404. 
Kasaei, S., Deriche, M. and Boashash, B. (1997). Fingerprint Feature Enhancement using 
Block-Direction on Reconstructed Image, Proceedings of 1997 International Conference 
Information, Communications and Signal Processing, 199ZICICS., vol. 2, pp. 721-725. 
Kass, M. and Witkin, A. (1987). Analyzing Oriented Patterns, IEEE on Computer Vision, 
Graph ics, and Image Processing, vol. 3 7(3), pp. 3 62-3 8 5. 
Kittler, J., Hatef, M., Duin, R. P. and Matas, J. (1998). On Combining Classifiers. IEEE 
Transactions on Pattern Analysis and Machine Intelligence, vol. 20(3), pp. 226-239. 
Kristensen, T., Borthen, J. and Fyllingsnes, K. (2007). Comparison of Neural Network 
based Fingerprint Classification Techniques. Proceedings of International Joint 
Conference on Neural Networks, Orlando, Florida, USA. 
Krogh, A. and Vedelsby, J. (1995). Neural Network Ensembles, Cross Validation, and 
Active Learning. Advances in Neural Information Processing Systems, vol. 7, pp. 231- 
238. MIT Press, Cambridge MA. 
Kuncheva, L. I. and Whitaker, C. J. (2003). Measures of Diversity in Classifier Ensembles 
and Their Relationship with the Ensemble Accuracy. Machine Learning, vol. 51(2), pp. 
181-207. 
Kyrki, V., Kamarainen, J. K. and Kalviainen, H. (2003). Simple Gabor Feature Space for 
Invariant Object Recognition. Pattern Recognition Letters, vol. 25, pp. 311-318. 
Lam, S. L. Y. and Lee, D. L. (1999). Feature Reduction for Neural Network Based Text 
Categorization, Proceedings 6th International Conference on Database Systems for 
Advanced Application, pp. 195-202. 
Lee, C. J., Yang, T. N., Chen, C. J. and Lin, K. L. (2006). Direct Minutiae Matching in 
Gray-Level Fingerprint Images, First International Conference on Innovative Computing, 
Information and Control, vol. 3, pp. 577-580. 
Lee, H. C. and Gaensslen, R. E. (2001). Advances in Fingerprint Technology. CRC Press. 
Li, J., Yau, W. Y. and Wang, H. (2008). Combining Singular Points and Orientation 
image Information for Fingerprint Classification, Pattern Recognition, vol. 41 (1), pp. 3 53- 
366. 
-92- 
Bibliography 
Liu, Y. and Yao, X. (1999). Simultaneous Training of Negatively Correlated Neural 
Networks in an Ensemble. IEEE Transactions on Systems, Man, and Cybernetics-Part B: 
Cybernetics. vol. 29(6), pp. 716-725. 
Liu, Y., Wang, R. and Zeng, Y. S. (2007). An improvement of one-against-one method 
for multi-class support vector machine. 2007 International Conference on Machine 
learning and Cybernetics, vol. 5, pp. 2915-2920. 
Liu, Y., Yao, X. and Higuchi, T. (2000). Evolutionary Ensembles with Negative 
Correlation Learning. IEEE Transaction on evolutionary computation, vol. 4(4), pp. 380- 
387. 
Maio, D. and Maltoni, D. (1996). A structural Approach to fingerprint classification, 
Proc. 13 ICPR, Vienna. 
Maio, D. and Maltoni, D. (1997). Direct Gray-Scale Minutiae Detection in 
Fingerprints. IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 
19(l), pp. 27-40. 
Maltoni, D., Maio, D., Jain, A. K. and Prabhakar, S. (2005). Handbook of Fingerprint 
Recognition. Springer-New York 
Manjunath, B. S. and Ma, W. Y. (1996). Texture Features for Browsing and Retrieval of 
image Data. IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 18(8), 
pp. 837-842. 
Marcialis, G. L., Roli, F. and Frasconi, P. (2001). Fingerprint Classification by 
Combination of Flat and Structural 
Approaches. http: //www. dsi. unifi. it/-paolo/Ps/avbpaOt-structural. pdf Proceedings of 3 
rd International Conference on Audio- and Video-Based Bionzetric Person Authentication. 
pp. 241-246. 
Mark S. N. and Alberto S. A. (2002). Feature Extraction and Ihage Processing. Newnes. 
Marr, D. and Hildreth, E. (1980). Theory of Edge Detection. Proceedings of the Royal 
Society of London B, pp. 187-217. 
Mathworks. (2007) Mathworks. http: //www. mathworks. com/. [Last accessed: 03/11/08] 
Mehtre, B. M. (1993). Fingerprint Image Analysis for Automatic Identification, Machine 
Vision and Applications, vol. 6, pp 124-139. 
Mehtre, B. M., Murthy, N. N. and Kapoor, S. (1987). Segmentation of Fingerprint Image 
Using the Directional Image. Pattern Recognition, vol. 20(4), pp. 429-435. 
Michael, M. S. Chong, T. H. N., Liu, J. and Robert, K. L. G. (1997). Geometric 
framework for fingerprint image classification, Pattern Recognition, Vol. 30(9), ppl475- 
1488. 
-93- 
Bibliography 
Min, J. K., Hong, J. H. and Cho, S. B. (2007), Ensemble Approaches of Support Vector 
Machines for Multiclass Classification. Pattern Recognition and Machine Intelligence, 
Lecture Notes in computer Science, vol. 4815, pp. 1 -10. 
Min, J. K., Hong, J. H. and Cho, S. B. (2005). Effective Fingerprint Classification by 
Localized Models of Support Vector Machines, Advances in Biornetrics, Lecture Notes in 
Computer Science, vol. 3832, pp. 287-293. 
Moayer B. and Fu K. (1976). An Application of stochastic languages to fingerprint 
pattern recognition, Pattern Recognition. Vol. 8, pp. 173-179. 
Moayer, B. and Fu, K. (1986). A Tree System approach for fingerprint pattern 
recognition, IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 8(3), 
pp 376-388. 
Morris, T. (2003). Computer Vision and Image Processing. Palgrave Macmillan. 
Movellan, J. R. (2005). Tutorial on Gabor Filter. 
http: //mplab. ucsd. edu/tutorials/Pdfs/gabor. pdf [Last accessed: 03/11/08] 
Nagaty, K. A. (2001). Fingerprints Classification Using Artificial Neural Networks: A 
Combined Structural and Statistical Approach. Neural Networks, vol. 14, pp. 1293-1305. 
Nagaty, K. A. (2003). On learning to estimate the Block directional image of a fingerprint 
using a hierarchical neural network. Neural Networks, vol. 16, pp. 133-144. 
National Institute of Standards and Technology (2000). National Institute of Standards 
and Technology. http: //www. nist. gov/ [Last accessed: 03/11/08] 
New Zealand Police. (2007). Image of fingerprint 
minutiae. http: //www. police. govt. nz/service/fingerprint/images/characteristics. jpg [Last 
accessed: 10/10/08] 
Ozden, M. and Polat, D. (2005). Image Segmentation using colour and Texture Features, 
http: //www. acikarsiv. gazi. edu. tr/dosya/crl950(oýinalcdden). pdf [Last accessed: 
10/10/081 
Park, C. H., Lee, J. J., Smith, M. J. T. and Park, K. H. (2006). Singular Point Detection by 
Shape Analysis of Directional Field in Fingerprints, Pattern Recognition, vol. 39, pp. 
839-855 
Park, C. H., Lee, J. J., Smith, M. J. T., Park, S. I. and Park, K. H. (2004). Directional Filter 
Pattocjos, M. S., Panayi, G., Bovik, A. C., Hsu, S. P. (2001). Fingerprint classification 
using an AM-FM Model. IEEE Transactions On Image Processing, Vol. 10(6), pp. 95 1- 
945. 
Pike, J. (2007). Global Security. org http: //www. globalsecurity. org/org/index. html [last 
accessed 10/10/08] 
-94- 
Bibliography 
Ratha, N. and Bolle, R. (2004). Automatic Fingerprint Recognition systems. Springer 
New York. 
Ratha, N., Chen, S. and Jain, A. K. (1995). Adaptive Flow Orientation-based Feature 
Extraction in Fingerprint Images. Pattern Recognition, vol. 28, pp. 1657-1672. 
Rojas, R. and Feldman, J. (1996). Neural Networks: A Systematic Introduction, 
Springer. 
Ross, G. (2006). Biometrics. http: //www. it-c. dk/courses/DSK/F2003/Biomctrics. pdf 
[Last acccssed: 10/10/08] 
Ross, G. (2001). Biometrics and the ATM, http: //www. it- 
c. dk/courses/DSK/F2003/Biometrics. pdf [Last accessed: 10/10/08] 
SearchSecurity. com (2007). Protecting Your 
ID. http: //www. silicon. com/research/specialreports/Protectingid/0,3800002220,3911734 
8,00. htm [Last accessed: 10/10/08] 
Senior, A. (2001). A Combination Fingerprint Classifier. IEEE Transactions on Pattern 
Analysis andMachine Intelligence. vol. 23(10), pp. 1165-1174. 
Sha, L. F., Zhao, F. and Tang, X. O. (2003). Improved Fingerprint for Filterbank-Based 
Fingerprint matching, Proceedings 2003 International Conference on Image Processing, 
vol. 2, pp. 11- 895-8 vol. 3 
Sharkey, AJ. C. (1999). Multi-Net System. In Sharkey, AJ. C. (Ed), Combining Artificial 
Neural Nets: Ensemble and Modular Multi-net Systems. pp. 1-30. London: Springer- 
Verlag. 
Sherlock, B. G., Monro, D. M. and Millard, K. (1994). Fingerprint Enhancement by 
directional Fourier filtering, IEE Proceedings on Vision, Image and Signal Processing, 
vol. 141(2), pp. 87-94 
Smith, J. R. and Chang, S. F. (1996). Automated binary texture feature sets for image 
retrieval. Proceedings IEEE International Conference on Acoustics, Speech, and Signal 
Processing, ICASSP-96, vol. 4(7), pp. 2239-2242 
Sun, H. W., Lam, K. Y. Gu, M. and Sun, J. G. (2006), An Efficient Algorithm for 
FingerCode-Based Biometric Identification, Lecture Notes in Computer Science of 
Biometrics for Security, vol. 4278, pp. 469-478. 
Tan, X. J., Bhanu, B. and Lin, Y. Q. (2005). Fingerprint Classification Based on Learned 
Features, IEEE Transactions on Systems, Man, and Cybernetics-Part C. ý Applications and 
Reviews, vol. 35(3), pp. 287-300 
The Information Systems Audit and Control Association (ISACA). (2007). Fingerprint 
Identification: An Aid to the Authentication Process (JOnline). 
http: //isaca. org/Template. cfm? Section--Home&CONTENTID=34319&TEMPLATE=/Co 
ntentManagement/ContentDisplay. cfin [Last accessed 10/30/2008] 
-95- 
Bibliography 
Vision Research Lab, (2008). Vision Research Lab -A Multiresolution Approach to 
Image Segmentation Based on EdgeFlow. 
http: //vision. ece. ucsb. edu/segrnentation/edgeflow/ [Last accessed: 29/07/08] 
Wang, A., Yuan, W. J., Liu U., Wang, QW. and Yu, Z. G. (2007). Study of a Multi- 
Class Classification Algorithm of SVM Combined with ART. Third International 
Conference on Natural Computation, vol. 1, pp. 59-63. 
Wang, L. and Dai, M. (2007). Application of a New Type of Singular Points in 
Fingerprint Classification, Pattern Recognition Letters, vol. 28(13), pp. 1640-1650. 
Westwood, R. (2006). Texture Descriptors Form Compressed Images, 
http: //homepages. inf. ed. ac. uk/rbf/CVonline/LOCAL_COPIES/A`V0506/sO568243. pdf 
[Last accessed: 10/10/08] 
Windeatt, T. (2006). Accuracy/Diversity and Ensemble MLP Classifier Design. IEEE 
Transactions on Neural Networks, vol. 17(5), pp. 1194-1121 
Yang, J. W., Liu, L. F., Jiang, TZ and Fan, Y. (2003). A Modified Gabor Filter Design 
Method for Fingerprint Image Enhancement. Pattern Recognition Letter, vol. 23, 
pp. 1805-1817 
Yao, X. and Liu, Y. (1999). Neural Networks for Breast Cancer Diagnosis. Proceedings 
of the 1999 Congress on Evolutionary Computation. vol. 3(3), pp. 1760-1767 
Yao, Y., Marcialis, G. L., Pontil, M., Frasconi, P. and Roli, F. (2003). Combining flat and 
structured representation for fingerprint classification with recursive neural networks and 
support vector machines. Pattern Recognition, pp. 397-406. 
Yao, Y., Marcialis, G. L., Pontil, M., Frasconi, P. and Roli, F. (2001), A New Machine 
Learning Approach to Fingerprint Classification. Lecture Notes in Computer Science, vol. 
2175/4, pp. 57-63 
Yin, J. P., Zhu, E., Yang, X. J., Zhang, G. M. and Hu, C. F. (2007). Two Steps for 
fingerprint segmentation. Image and Vision Computing, vol. 25(9), pp. 1391-1403. 
Zhang, G. P. (2000). Neural Networks for Classification: A Survey. IEEE Transaction on 
Systems, Man, and Cybernetics-Part C. - Applications and Reviews, vol. 30(4), pp. 1094- 
6977. 
Zhang, Q. Z. and Yan, H. (2004). Fingerprint Classification based on Extraction and 
Analysis of Singularities and Pseudo Ridges. Pattern Recognition, vol. 37, pp. 2233-2243. 
-96- 
