M ultiple regression analysis is one of the most widely used of all statistical methods. Traditionally, the values of the explanatory variables are treated as fixed and known, and the only variability in the model pertains exclusively to the response variables. The relevant results would be specific to the particular values of the explanatory variables that are observed or preset by the researcher. However, it is quite common in several applications that the levels of the explanatory variables for each subject cannot be controlled and are available only after making the observations. Therefore, the explanatory variables are also outcomes of the study. The corresponding models are usually referred to as random models. Sampson (1974) emphasized the important differences between the random and fixed models and discussed the theoretical properties when the response and explanatory variables have a joint multivariate normal distribution. Although the underlying normality assumption provides a convenient and useful setup, the resulting probability density function of the sample squared multiple correlation coefficient R 2 is notoriously complicated in form. The complexity incurs continuous investigations to give various expressions, approximations, and computing algorithms for the distribution of sample squared multiple correlation 388 Organizational Research Methods coefficients (see Johnson, Kotz, & Balakrishnam, 1995, chap. 32; Stuart & Ord, 1994, chap. 16 , for further details). It is well known that R 2 is a positively biased estimator of the population squared multiple correlation coefficient ρ 2 . For the purpose of reducing the bias, several shrinkage estimators have been suggested in the literature. Specifically, Raju, Bilgic, Edwards, and Fleer (1997) and Yin and Fan (2001) provided excellent reviews and thorough descriptions of the existing analytic formulas including the unique minimum variance unbiased estimator developed by Olkin and Pratt (1958) . Furthermore, Raju, Bilgic, Edwards, and Fleer (1999) conducted a Monte Carlo study to evaluate the performance of seven renowned estimators using the data from 84,808 U.S. Air Force enlistees as the population for repeated sampling. On the basis of an eight-predictor linear regression setting, Raju et al. (1999) concluded that the most widely used Ezekiel procedure is consistently better than the other six estimators. Nonetheless, Alf and Graf (2002) pointed out that the 84,808 enlistees in the study of Raju et al. (1999) contained no school failures, and therefore the designated population did not follow a multinormal distribution. On the other hand, Yin and Fan (2001) performed a simulation study to investigate the effectiveness of six shrinkage estimators under the assumption of multivariate normality with various model configurations. It should be noted that these six analytic formulas were also included in the empirical study of Raju et al. (1999) although probably cited with different names. Interestingly, the results of Yin and Fan (2001) indicated that the aforementioned Ezekiel procedure, which was referred to as the Wherry formula-1 in Yin and Fan (2001) , failed to possess the advantage within the multinormal theory framework. More important, no single formula demonstrated the dominance over the whole range of conditions, whereas the Pratt estimator was found to be the most stable and satisfactory among all competing procedures. Therefore, the absence of consensus in determining the performance of shrinkage estimators and the failure to examine the competing formulas in a unified setup are obvious limitations of the existing results in Raju et al. (1999) and Yin and Fan (2001) . Although investigations employing real data and simulation techniques are of practical interest in its own right, the underlying discrepancy inherent in these analyses may have contributed to the inconsistent findings in the literature. Instead, a comprehensive evaluation should incorporate the distributional property of shrinkage estimator into consideration. Specifically, the exact statistical bias and mean square error (MSE) should be calculated using knowledge of the distribution of the sample squared multiple correlation coefficient in conjunction with accessible computing techniques. Conceivably, further examinations are essential to resolve the existing conflicting findings and enhance the comprehension of normal correlation analysis so that the researchers may make use of the appropriate estimator of ρ 2 in practice.
Although the shrinkage estimators correct successfully the overestimation of R 2 , they suffer from the serious disadvantage that the resulting estimate may be negative for small values of R 2 , but the parameter ρ 2 being estimated is nonnegative. Moreover, unbiasedness is certainly not the only criterion of theoretical importance. Another consideration related to the statistical properties of a point estimator deals with the concept of MSE. Along the same line of point estimation, Alf and Graf (2002) adopted the method of maximum likelihood to yield the estimator of ρ 2 , based on the marginal likelihood function derived from the probability density function of R 2 . Note that the resulting maximum likelihood estimator (MLE), denoted by ρ 2 ML , is always within the parameter range. According to the exact comparisons in Alf and Graf (2002) under some selected model configurations, the MLE was shown to give smaller MSE than the other currently available estimators. However, the notion of maximum marginal likelihood estimator of ρ 2 has previously been presented in Venables (1985) . Using an analytic justification, Venables (1985) explicitly showed that 0 ≤ ρ 2 ML < 1. It should be observed that the calculations of the MLE require the involved computation of infinite series and iterative evaluation of the likelihood function. Unfortunately, such a specialpurpose computer algorithm is not commonly available, at least in standard statistical packages. To our knowledge, the Microsoft Excel workbook developed by Alf and Graf (2002) is the only accessible program for calculating the MLE. Because of the computational requirement of the MLE, it is worthwhile to consider alternative procedures that might yield similar results with less computation.
Although the study of population validity is important, much more effort has been devoted to the construction of useful measures of population cross-validity in the literature. For example, the usefulness of cross-validation procedures is repeatedly stressed in Aguinis (2005a, 2005b) and St. John and Roth (1999) . The problem of evaluating the effectiveness of cross-validation occurs when a regression equation derived from one sample is employed to predict the criterion variable for a new sample drawn from the same population. As in the case of the squared multiple correlation coefficient, parallel treatments have been given in Raju et al. (1999) and Yin and Fan (2001) regarding the accuracy and usefulness of various formulas for estimating the squared cross-validity coefficient ρ 2 C .
Unfortunately, there appears to be a lack of agreement in these two studies once again on which is more appropriate for representing the underlying squared coefficient of cross-validation. Explicitly, the Burket estimator was reported as the most accurate among the nine formulas in Raju et al. (1999) , whereas it was concluded that the two Browne estimators outperformed the other eight procedures in Yin and Fan (2001) . It should be emphasized that the renowned Burket and Browne estimators were concurrently evaluated in both studies; however, their respective simulation processes are very different as described earlier. Therefore, it is not as much of a surprise that their findings are so distinct and contradictory. Consequently, a comprehensive assessment is needed as well to resolve this issue. Note that the squared crossvalidity coefficient is nonnegative, and all the currently available shrinkage estimators of ρ 2 C are functions of R 2 . Paradoxically, some of them can produce negative estimates for small values of R 2 just as the shrinkage estimators of the squared multiple correlation coefficient mentioned above, whereas others carry the same drawback for directly incorporating the shrinkage estimator of ρ 2 in their formulations. Such observable facts were not addressed in the appraisals of Raju et al. (1999) and Yin and Fan (2001) . Furthermore, it was noted in Raju et al. (1997) that there are some variations of the form of ρ 4 in Browne's formula. It is straightforward to use (ρ   2   ) 2 as an estimate of ρ 4 , and this practice was generally recommended in the literature. Even this simplification and the original specification given in Browne (1975) produced approximately identical results; however, Lautenschlager (1990) cautioned that it should not preclude concern with precision. Nonetheless, Raju et al. (1999) and Yin and Fan (2001) did not explicitly discuss the sources of disparity in the construction of the term ρ 4 for Browne's estimator. Consequently, it is of intrinsic interest to investigate the aforementioned issues for the implementation of predictive validity in greater detail.
To improve the practical usefulness and to extend the current results of normal correlation analysis, this article provides systematic adaptation of the established shrinkage formulas Shieh / Improved Shrinkage Estimation 389 for population squared multiple correlation coefficient and population squared cross-validity coefficient. First, the essential attributes of shrinkage estimators and MLE of squared multiple correlation coefficients are combined to present natural modifications of the existing shrinkage estimators. The proposed positive-part shrinkage estimators not only maintain the computational simplicity but also resolve the overshrinking behavior of their counterparts. Second, the notion of positive-part modification is extended to the estimation of squared cross-validity coefficient. Such a perspective essentially leads to various positivepart adjustments of the recognized shrinkage estimators. To have a clear understanding of the proposed procedures and to offer a well-supported recommendation on the desirable estimator for empirical research, detailed numerical investigations were conducted to assess the exact bias and MSE of the prescribed competitors. The distinct features of this research are the coverage of all documented procedures along with the presented positivepart estimators for population validity and population cross-validity, the consideration of both exact bias and MSE assessments of statistical properties, and the resolution of some inconsistent findings and recommendations in the literature. For related issues on interval estimation, power calculation, and sample size determination, interested readers can refer to Algina and Olejnik (2003) , Gatsonis and Sampson (1989) , Mendoza and Stafford (2001) , Shieh (2006) , and Steiger and Fouladi (1992) for the squared multiple correlation coefficient, and Algina and Keselman (2000) , Cattin (1980) , Fowler (1986) , Mendoza and Stafford (2001) , and Park and Dudycha (1974) for the squared cross-validity coefficient.
In the following section, the positive-part shrinkage estimators of the squared multiple correlation coefficient are presented. Then, several modified estimators of the squared cross-validity coefficient are described. Owing to the complex nature, the R 2 -based measures require rigorous computations to evaluate their statistical properties. Exact bias and MSE are calculated for the suggested positive-part estimators under a wide variety of model configurations, and their performances are compared with that of the existing formulas described in the literature. Finally, some concluding remarks are given.
Positive-Part Shrinkage Estimators of the Squared Multiple Correlation Coefficient
Consider the standard multiple linear regression model with response variable Y i and p explanatory variables (X i1 , . . . , X ip ) for i = 1, . . . , N independent sets of these variables.
It follows that the squared multiple correlation coefficient for Y i with respect to 
function of R 2 was originally obtained by Fisher (1928) and is extremely complex. The result is conveniently expressed in terms of a hypergeometric function (1) where 0 ≤ r 2 ≤ 1, is the standard beta function with parameters p/2, and (N − p − 1)/2, F h (a, b; c; x) is the hypergeometric function defined as and Γ(⋅) is the regular gamma function. Accordingly, it leads to the remarkable result that and therefore, R 2 is a positively biased estimator of ρ 2 . Specifically, E[R 2 ] = p/(N − 1) when ρ 2 = 0. To correct this overestimation problem, several modified formulas have been suggested in the literature. According to the recent work of Raju et al. (1999) and Yin and Fan (2001) , the following seven shrinkage estimators were examined:
and (2) Note that ρ 2 U is the unique minimum variance unbiased estimator of ρ 2 given in Olkin and Pratt (1958) . Unfortunately, it appears that the desirable property of unbiasedness is outweighed by its computational complexity. This may contribute to the fact that the ρ 2 U estimate is not commonly reported in applications. On the other hand, ρ 2 OP1 is a simplifying approximation of ρ 2 U by retaining the first two terms in the expansion of hypergeometric function Likewise, it yields the following estimator if the first three terms in the infinite series are included: (3) which was also presented in Equation (7) of Raju et al. (1997) . The other estimators of ρ Raju et al. [1997] and Yin and Fan [2001] and the references therein for further details). However, it is well known that these shrinkage estimators suffer from the serious disadvantage that the resulting estimates can take negative values when R 2 approaches zero. It is worth noting that the exact probability density function (pdf) of R 2 given in (1) depends on the covariance matrix Σ Σ through ρ 2 only and provides a marginal likelihood function for ρ 2 . Venables (1985) discussed the MLE ρ 2 ML of ρ 2 based on the marginal likelihood calculated from (1). Unlike the aforementioned formulas, there is no exact analytic expression for ρ 2 ML . Because the likelihood function is fairly complicated, it requires a special-purpose program for computing the estimate. Conversely, the explicit measure R 2 is the MLE of ρ 2 derived from the multivariate normal likelihood function described above. Despite the computational requirements, Venables (1985) showed that the marginal likelihood function has a unique maximum value in the parameter space 0 ≤ ρ 2 ≤ 1. Correspondingly, the resulting estimate (4) In view of the common practice of reporting zero estimates of ρ 2 when shrinkage estimators yield negative values and the maximum likelihood principle gives ρ ) in the form of (5) where ρ 2 (R 2 ) is the shrinkage estimators given in (2) and (3). Therefore, the corresponding positive-part shrinkage estimators of the estimators defined in (2) and (3) are denoted
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U , and ρ 2+ OP2 , respectively. Although this natural modification is intuitive and heuristic, the theoretical properties of ρ 2+ (R 2 ) are substantially different from those of its counterpart ρ 2 (R 2 ) when the underlying parameter ρ 2 is small. However, a unified and rigorous presentation of these positive-part measures of ρ 2 does not exist to my knowledge. Consequently, no research to date has compared the performance of these estimators with the currently available procedures. For pedagogical purposes, it is constructive to provide informative results that not only permit new insights into their relationships but also allow clear representations of various methodological issues. Owing to the complexity of the estimation problem, analytic justifications of the theoretical discrepancies of competing estimators are generally not feasible. Regarding the soundness of the numerical investigation approaches for comparing different estimating formulas, Alf and Graf (2002) cautioned the problematic issues related to using Monte Carlo study and conducted exact MSE comparisons of MLE and shrinkage estimators presented in (4) and (2), respectively. Thus, intensive numerical integrations with respect to the distribution of R 2 are employed to assess the exact properties of the prescribed MLE, shrinkage formulas, and the proposed positive-part estimators. Particularly, the exact bias and MSE of an estimator ρ 
Improved Shrinkage Estimators of the Squared Cross-Validity Coefficient
The second type of estimation arises in cross validation that consists of drawing a second random sample and correlating the observed response variable with its estimated values obtained from the originally derived equation of the first random sample. It was shown in Park and Dudycha (1974) that the sample squared cross-validity coefficient is an estimate of the predictive effectiveness measure ρ ∼2
for the derived equation with regression weights β. Note that ρ ∼2 C is a function of β β and hence is a random variable rather than a fixed parameter. Moreover, ρ ∼2 C can be expressed as
where F* is distributed as F(1, p − 1, δ), the noncentral F-distribution with 1 and p − 1 degrees of freedom and noncentrality parameter δ = (N − p − 2)ρ 2 /(1 − ρ 2 ). Correspondingly, the population squared cross-validity coefficient is defined as
where the expectation is taken with respect to the distribution of F*. Correspondingly, Browne (1975) provided a different approach to computing ρ 2 C and suggested a closed-form approximation
The exact computation of ρ 2 C requires the one-dimensional numerical integration with respect to a noncentral F probability density function in order to carry out the expectation of E F* [ρ ∼2 C ] . Because the probability function is readily embedded in modern statistical packages such as the SAS system, no substantial computing efforts are required. This exact approach is implemented in the numerical assessments shown later. However, the underlying population squared coefficients of cross-validation in Raju et al. (1999) and Yin and Fan (2001) were computed from the average of 500 replicated values of sample squared cross-validity coefficient obtained from repeated sampling.
For the purpose of estimating the squared cross-validity coefficient ρ 2 C , the following shrinkage estimators were considered in Raju et al. (1999) and/or Yin and Fan (2001) :
2 with ρ being the positive square root of ρ 2 ,
where ρ 2 stands for an estimator of the squared multiple correlation coefficient. The most common practice is to replace ρ 2 with ρ 2 E , ρ C . CL1 , respectively. Therefore, the estimators considered in Raju et al. (1999) and Yin and Fan (2001) are only subsets of these formulas (a total of 18) presented here.
Nonetheless, the notion of positive-part shrinkage estimators described earlier in the estimation of the squared multiple correlation coefficient can be exploited to improve the estimation of the squared coefficient of cross-validation as well. I propose to consider the following two categories of modifications. First, the positive-part versions of the first five estimators given in (7), namely, ρ 
The resultant estimators are represented by ρ Browne (1975 Browne ( , 2000 for a similar problem. Thus, the suggested two types of adjustments yield 13 shrinkage estimators of the squared cross-validity coefficient. In this situation, the exact bias and MSE of an estimator ρ 2 C (R 2 ) of ρ 2 C are computed as and
where f(r 2 ) denotes the pdf of R 2 given in (1) and ρ
is defined in (6). The advantages of the proposed positive-part estimators over the currently available estimators defined above in (7) are presented in the next section.
Exact Numerical Evaluations
In view of the difficulty of evaluating the theoretical aspects for point estimators of ρ 2 and ρ 2 C , the exact statistical properties are empirically examined for the available shrinkage formulas and the conceptually transparent positive-part estimators. The bias and MSE of these procedures are computed for ρ 2 = 0 to 0.9, with the increment of 0.1 under various combined settings of p and N for p values of 2, 5, and 10, and N values of 20, 50, 100, and 200. It should be noted that the calculations of bias and MSE from scratch raise some practical problems because it involves both infinite series and integrals. First, the algorithm of Ding (1996) does not require any auxiliary subroutine, and the accuracy of recursive computations is effectively controlled. Hence, his simple method is employed to evaluate the pdf of R 2 . Second, it was described in Thisted (1988, sec. 5.1. 3) that Simpson's rule is one of the most "cost-effective" of integration rules. Furthermore, by doubling the number of points, the error is reduced by a factor of approximately 16. Therefore, the basic Simpson's rule is used for numerical integrations in our programs. Note that the number of points in our programs is set as 2001. All calculations are performed using programs written with SAS/IML (SAS Institute, 1999) . In general, the exact bias and MSE vary with the relative magnitudes of ρ 2 , p, and N. As would be expected, the bias and MSE decrease with increasing N for all estimators. However, the order of performances is unaffected. Space limitations preclude reporting all details; only the outcomes associated with p = 5 for sample size N = 50 are presented. The full set of results is available upon request.
The numerical investigations include the MLE ρ Tables 1 and 2 for the estimation of ρ 2 suggest the following observations.
For the bias comparison of shrinkage estimators, ρ 2 OP2 and ρ 2 OP5 render the two smallest values. Their biases are comparatively smaller for larger ρ 2 for fixed values of p and N. However, the Pratt's formula ρ 2 P appears to be very competitive with these two higher order approximations and outperforms all other estimators including the MLE ρ 2 ML for most of thê cases. Note that the Pratt approximation involves the first two terms of the expanded hypergeometric series and a partial correction for the omitted later terms. It was reported in Claudy (1978) that the correction in ρ 2 P has the effect of minimizing asymptotically the maximum error caused by the omission of the latter terms of hypergeometric function. Conversely, the results of Yin and Fan (2001) did not demonstrate such prevailing results for ρ 2 P that may be attributed to the sampling variations incurred from the limited number of replications in their simulation study. The best estimator ρ 2 E reported in Raju et al. (1999) is obviously not impressive here, although it is unbiased when ρ 2 = 0 for all p and N. This markedly different finding supports the critique of Alf and Graf (2002) concerning the nonnormal data characteristic in Raju et al. (1999) . Regarding the discrepancy between shrinkage estimators and their positive-part versions, the bias of the positive-part estimator is consistently greater than that of the corresponding shrinkage formula, and the situation is more prominent for small ρ 2 or small N when other factors are fixed. For a concise visualization of the results, the biases associated with shrinkage estimators ρ In contrast to the situation of relative bias assessment, the positive-part shrinkage estimator dominates the associated shrinkage procedure for all ρ 2 , although the difference is marginal for larger ρ 2 (≥ 0.3 when N = 50). It was illustrated in Alf and Graf (2002) that the MLE achieves a smaller MSE than the shrinkage estimators; however, the same statement does not apply to the proposed positive-part estimators here. As can be seen in Table 2 , the MSE values of ρ 2 ML and positive-part estimators tend to cross each other, showing that each estimator is better with respect to the other only in a portion of the parameter space. The end result of this is that no absolute answer is obtained but rather more information is gathered. In a sense, they differ very little from one another, and the choice among these measures thus depends primarily on other features pertinent to the researcher's purpose. The considerations based on the theoretical principle of maximum likelihood or the practical viewpoint of computational simplicity can lead to a distinct decision of estimator. In view of the prescribed bias property and the computation requirement, the modified Pratt procedure ρ 2+ P is thus recommended. The problem of estimating the squared cross-validity coefficient is comparatively more complex than that for the squared multiple correlation coefficient. Note that unlike other simulation studies, the population squared coefficient of cross-validation needs to be calculated by ρ
C ] as defined in (6). Essentially, the exact quantity of ρ 2 C depends on the values of N, p, and ρ 2 of the model setting. In addition, it seems that no existing research has conducted any exact and comprehensive assessment of the available shrinkage estimators described in (7) for ρ 2 C . My detailed numerical evaluations of bias and MSE encompass not only the formulas suggested over the years but also their positive-part modifications proposed in the preceding section. The corresponding results of p = 5 and N = 50 are listed in Tables 3-5 for the established shrinkage estimators and in Tables 6-7 for the improved shrinkage estimators.
Among the 18 shrinkage estimators, the exact bias and MSE in Tables 3-5 show that the integrated Rozeboom estimators ρ Table 5 may be too large to be satisfactory. In particular, the aberrant MSE when ρ 2 C = 0 was not reported in other studies with simulation designs.
Table 3
The Bias and MSE of Shrinkage Estimators of ρ ρ 2 C for p = = 5 and N = = 50 Note: MSE = mean square error.
Table 4
Table 5
Table 7
The Bias and MSE of Positive-Part Shrinkage Estimators of ρ ρ 2 C for p = = 5 and N = = 50 For the adequacy of the suggested positive-part modification, the computed bias and MSE of the shrinkage formulas in Tables 3 and 4 can be conveniently contrasted with those of their modified counterparts in Tables 6 and 7 Browne (1975 Browne ( , 2000 gave larger bias than ρ Figure 4 , the situation is somehow reversed with respect to MSE. The MSE of the positive-part modified estimator seems to be larger than its counterpart. However, one exception should be noted: the positive-part estimator greatly reduced the MSE when ρ 2 C = 0. Overall, the improvement of the positive-part notion is more pronounced for the estimation of the squared cross-validity coefficient than that of the squared multiple correlation coefficient.
For the contest among all 13 positive-part estimators, it is seen from the numerical results in Tables 6 and 7 that the three modified Browne estimators ρ 2+ C . BR-P , ρ 2+ C . BR-OP1 , and ρ 2+ C . BR-OP2 are certainly the top choices for all cases but ρ 2 C = 0. As it is more plausible that the actual predictive validity may not be substantial rather than completely absent, these estimators are of practical value. As there is no dominance among these three estimators for the investigated model configurations, the estimator ρ 2+ C . BR-P appears to be most stable and accurate. In short, the formula-based estimate ρ 2+ C . BR-P of the squared cross-validity coefficient is computationally simple and will lead to more informed use of prediction assessment. 
Conclusions
The effectiveness of procedures for estimating the squared multiple correlation coefficient and the squared cross-validity coefficient has received considerable attention from researchers. In an attempt to correct the positive bias of the sample squared multiple correlation coefficient, various shrinkage estimators have been considered in the literature. However, the overestimation problem is eased at the expense of giving an undesirable negative estimate of true squared multiple correlation. Under such circumstances, the estimate is then taken to be zero. Although this simple and intuitive adjustment is of practical meaning in its own right when it is appropriate, the researcher who uses this truncation for interpretation unknowingly alters the fundamental features of the shrinkage estimator.
This article judges the merits of various formulas in the context of point estimation and makes efficiency comparisons on the basis of the bias and mean square error. However, it is not feasible to derive these two criterions in explicit analytic forms within the framework of normal correlation analysis. Alternatively, exact numerical investigation is conducted to evaluate the performances of the available shrinkage estimators and the corresponding positive-part formulas for the squared multiple correlation coefficient, along with the computationally intensive procedure of the maximum likelihood estimator. Strictly speaking, the maximum likelihood estimator conforms intrinsically to the proposed positive-part formulation. Moreover, the ideas of positive-part modification and cross-validation estimation are integrated to present natural extensions of the existing procedures designed to estimate the squared cross-validity coefficient. In this study, the improved shrinkage methodology and exact numerical investigation extends and combines various considerations into one unified framework for the estimation of the squared multiple correlation coefficient and the squared cross-validity coefficient.
From the results presented in this article for the squared multiple correlation coefficient, it is evident that the three positive-part estimators ρ B are found to be the most satisfactory and give virtually the same results under several model specifications. Although all these methods can be used in a particular situation, one technique is preferable in most problems. Greater emphasis is given to the ease of use than to the negligible advantage, because simplicity is often more meaningful in practice. In view of the ultimate aim of selecting the best procedure, the positive-part Pratt shrinkage estimator ρ 2+ P and the Browne formula in combination with ρ 2+ P and ρ 4+ B are recommended based on their overall performance, computational ease, and usefulness for the estimation of the squared multiple correlation coefficient and squared cross-validity coefficient, respectively.
The underlying multinormal assumption of the response and explanatory variables not only provides a useful situation in its own right but also gives rise to mathematically tractable and analytically simple results, even if it is expressed in terms of an infinite series. Apparently, it is not the only case of practical interest. When the underlying normality assumption is not present, it is questionable that the procedures will give accurate and reasonable results. For example, the discrepancy in the studies of Raju et al. (1999) and Yin and Fan (2001) may be due to the fundamentally different population settings. Accordingly, Shieh / Improved Shrinkage Estimation 405 it is important to investigate the possible extension that the explanatory variables may have a joint distribution other than normality. In this article, we restrict ourselves to the normal theory framework and intend to provide specific guidance to the measures of population validity and population cross-validity. As in other statistical applications, the extensive results based on the multivariate normality assumption furnish the basis and motivate the need for further generalizations.
The major contributions and findings of this research can be summarized as follows. First, the present study included a wider range of shrinkage estimators for both the squared multiple correlation coefficient and the squared cross-validity coefficient than has been previously investigated. The investigation not only included all the prestigious formulas but also covered various positive-part modifications that were not considered in previous research. Second, the exact statistical bias and MSE are evaluated using knowledge of the distributional property of the sample squared multiple correlation coefficient in conjunction with accessible computing techniques. The numerical computation requires the evaluation of the one-dimensional integration with respect to the density function of R 2 . The integration is theoretically exact provided that the auxiliary functions can be evaluated exactly. Moreover, unlike the simulation-based approximation in existing comparisons, the exact calculation of the population squared cross-validity coefficient is also performed. Third, systematic examination of positive-part adjustment in the shrinkage estimation of the squared multiple correlation coefficient has not been previously conducted in the literature. The results presented in this article assure researchers that the common practice of replacing a negative estimate with zero for some prominent estimators is better than the MLE. Furthermore, the recommended positive-part Pratt estimator appears to offer the most for practitioners concerned with population validity and contributes to an informative finding for the presumably more important issue of cross-validity. Finally, the essential problem of shrinkage cross-validation estimation is closely investigated. Coupled with the positive-part transformations, the results provided the most comprehensive comparison of various formulas available to date. The most commonly implemented Browne estimator in combination of adjusted R 2 of the squared cross-validity coefficient can be further improved by the synthesis of Browne and positive-part Pratt estimators. As the implementation of the suggested formula is computationally simple, the corresponding results in this article should facilitate the advocated practice of formula-based cross-validation assessment in organizational and other social science research streams.
