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Abstract
In this paper, high-order prediction–correction algorithms are presented to solve unilateral contact problems.
These algorithms are built up using the asymptotic numerical method which associates a perturbation technique
with a numerical one as the 4nite element method.
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1. Introduction
Numerical methods for contact problems are of great importance in many 4elds of engineering.
To solve such problems, one usually applies iterative methods as the Newton–Raphson one coupled
to the penalty method or to the Lagrange multiplier procedure [1,8–10]. In this work, the asymptotic
numerical method (ANM) is used to solve nonlinear contact-problems for elastic bodies. ANM
associates a perturbation technique with the 4nite element method. Because the contact law is not
analytic, it must be replaced by a regular relation well adapted to the ANM procedure. The unilateral
contact conditions are replaced by an hyperbolic relation which leads to a penalty method [3]. The
unknowns of the nonlinear problem are expanded into power series truncated at high orders, generally
between order 10 and 20. In this way, the nonlinear problem is transformed into a recursive sequence
of linear ones solved by the 4nite element method [2]. Next, the series representation is replaced by
Pad;e approximants, allowing us to reduce signi4cantly the computation time. To obtain the whole
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solution branch we use a continuation procedure controlled by an ad hoc parameter 1. For small
values of 1, no correction are needed. For large values of 1, one reduces the step number, but as
a counterpart, some corrections are necessary. As in [5], we shall discuss the best strategy. In the
present work, we combine a high-order predictor with a high-order corrector [5,6]. It allows large
step lengths and corrections of the residual if necessary. Two classes of algorithms are presented.
The 4rst one requires the decomposition of two matrices per step, it can be identi4ed to a high-order
Newton–Raphson method. In the second algorithm we compute approximately the solution path, this
leads to decompose only one matrix per step.
Numerical tests on 2D frictionless contact problems are presented to assess the eHciency of these
algorithms. The results are compared with those obtained by the industrial code Abaqus.
2. Contact problem without friction
2.1. Contact law
We consider a contact problem with possible large displacements between an elastic body and a
2D rigid surface. A point of the deformable body comes into contact with the rigid surface when its
distance h towards this surface vanishes. Since we consider a contact problem without friction, the
contact force Rc is parallel to the normal n to the rigid surface at the contact point. The unilateral
contact conditions can be written as follows:
(Rc:n)h= 0;
Rc:n¿ 0;
h¿ 0: (1)
This contact law is not analytic. As we shall apply a perturbation technique, we choose to replace
it by the following hyperbolic relation (see Ref. [3]):
Rc =
(− h)
h
n; (2)
where  is a positive and suHciently small parameter and  is the initial clearance. For small values
of , contact behavior of Eq. (2) tends to the one described by Eq. (1), see Fig. 1.
2.2. Variational formulation
The starting point of this formulation is the Hellinger–Reissner functional. By adding the contact
energy to this functional, the stationary condition leads to a governing equation as follows (see [3]):
L(U) + Q(U;U) = F+ Rc; (3)
where L(·) is a linear operator, Q(:; :) a quadratic operator, F the external force,  is the scalar load
parameter and Rc is the contact force. The mixed unknown vector U includes both the displacement
u and the stress 4eld.
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Fig. 1. Regularization with various .
Fig. 2. Geometric description of the contact.
Reaction force Rc can be written in terms of the displacement 4eld. Its expression depends on
the shape of the master surface (see Fig. 2). For example, in the case of a plane rigid surface the
normal n is constant and the clearance h is de4ned by the equation
h= + u:n: (4)
By substituting h in (2), we obtain
Rc =
−(u:n)
+ u:n
n: (5)
In the case of a circular rigid surface where the normal is no more constant, n and h are given
by the two following relations:
(h+ r)2 = ‖X + u − C‖2; (h+ r)n = (X + u − C); (6)
where X;C and r are, respectively, the initial position vector of the considered point, the position
vector of the center of the circular surface and its radius. ‖ · ‖ is the Euclidian norm.
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3. High-order predictor
To solve the nonlinear problem (3) by the ANM we apply a perturbation technique which consists
in expanding the unknowns into power series truncated at a high order N with respect to a path
parameter ‘a’. We seek the solution branch in the neighborhood of a known solution (U0; 0) in the
following form:
U(a)−U0 =
N∑
i=1
aiUi ; (a)− 0 =
N∑
i=1
aii: (7)
The path parameter is similar to the control parameter of the classical iterative algorithms. We de4ne
it as a quasi arc-length parameter
a= 〈u − u0; u1〉+ (− 0)1; (8)
where 〈:; :〉 is a scalar product for the displacement 4eld.
Next, we substitute the series into Eqs. (2), (3) and (8) to obtain a recursive sequence of linear
problems written at order N as follows:
Lt(UN ) = NF−
N−1∑
i=1
Q(Ui ;UN−i) + RcN
= NF+ FnlN ;
RcN = Lc(uN ) + f
nlc
N ;
〈uN ; u1〉+ N1 = 0; (9)
where Lc is a linear symmetric operator which represents the contact stiMness, FnlN and f
nlc
N are vectors
depending on the terms computed at previous orders. Lt(:) = L(:) + 2Q(U0; :) is the tangent operator
de4ned at the starting point. After discretisation, the solutions of these linear problems involve the
decomposition of only one matrix deduced from Lt and the treatment of N right-hand sides.
The series representation is improved by using Pad;e approximants [7]. This consists in replacing
the power series by the rational fractions:
U(a)−U0 =
N−1∑
i=1
fi(a)aiUi; (a)− 0 =
N−1∑
i=1
fi(a)aii; (10)
where fi(a) are rational fractions. The path following technique has been recently presented, see [4]
for details where the reliability and the eHciency of this numerical method is clearly established. The
validity range of the approximated solution (10) is de4ned by requiring that the diMerence between
two consecutive order solutions must be smaller than a given accuracy parameter 1
1 =
‖uN (amp)− uN−1(amp)‖
‖uN (amp)− u0‖ : (11)
The control parameter 1 permits to control the step size amp, that varies along the solution path.
A small value of 1 induces a large number of steps to describe the solution branch but allows one
to limit the number of correction phases. DiMerent strategies are possible: in this study, we shall use
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a 4xed truncation order of the series (15 for the prediction, 5 or 10 for the correction) and we shall
study the inNuence of the parameter 1 on the computation cost.
4. High-order corrector
4.1. Homotopy technique
Recently, correction steps have been de4ned so as to increase the robustness of the ANM algo-
rithms [6]. A homotopy transformation is coupled with a perturbation technique. Let U1 be a given
trial solution of Eq. (3). We assume 4rst that the loading parameter  is 4xed during the iteration.
We de4ne iteratively the approximated solution Up from this point. At the iteration (p + 1), the
correction OUp =Up+1 −Up should satisfy
R(Up+1; p+1) = Lpt (OU
p) + Q(OUp;OUp) + Rp = 0; (12)
where Lpt (:)=L(:)+2Q(Up; :) and Rp are, respectively, the tangent operator and the residual vector,
de4ned at point (Up; p). Then we introduce the following perturbed problem depending on a real
parameter ‘’ (06 6 1):
(1− )L∗(Vp) + Lt(Vp) + Q(Vp;Vp) + Rp = 0; (13)
where L∗ can be arbitrarily chosen. The solution branch is sought in the form of power series, the
path parameter being . Next, we replace this representation by Pad;e approximants. If the residual
for = 1 is not suHciently small, we compute the next iteration in the same way.
4.2. Correction procedures
Various iterative algorithms can be de4ned. We propose two procedures based on the choice of
L∗. For the 4rst one, we identify L∗ to the consistent tangent operator Lpt . This algorithm requires
to decompose a matrix at each iteration. For the second procedure we replace L∗ by the tangent
operator L1t at the 4rst trial point U
1. This leads to decompose only one matrix for all the iterations.
In practice, these two algorithms do not diMer signi4cantly, because the convergence is generally
achieved after only one iteration.
The eHciency of the algorithms can be strongly improved by allowing variations of  during the
iterations, see [6] for details. Here we shall apply these high-order correctors with arc length control.
We do not need high-order of truncation Ncorr for the correction step: generally a truncation order
of 5 or 10 is suHcient.
5. High-order prediction–correction algorithms
In this section we combine the high-order predictor with the high-order corrector de4ned in the
previous section to construct our algorithms. Since eHcient procedure without correction has been
established, we do not prescribe a correction at each step. The procedure is almost the same as in [5]
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and each step includes the following substeps:
(1) Compute the prediction curve by formula (10) at the order N = Npred.
(2) De4ne the end of the prediction curve amp by formula (11). It depends on the parameter 1.
(3) If the residual is greater than 2, compute iterative corrections at order N = Ncorr, until the
residual becomes lower than 3.
In fact, there are many ways to de4ne the prediction and the correction. Two strategies will be
considered here. The 4rst one is a sort of high-order Newton–Raphson algorithm and it requires at
least two decompositions of the tangent stiMness matrix for a step with corrections. The second one
is a sort of high-order modi4ed Newton algorithm and, generally, it needs only one matrix inversion
per step:
Strategy 1: the prediction formula (10) is computed exactly. In the correction, the operator L∗ is
the tangent operator at the current trial point.
Strategy 2: the prediction formula (10) is computed approximately, by replacing the consistent
tangent operator by the one of the last correction. In the correction, the operator L∗ is the tangent
operator at the 4rst trial point. To improve the reliability, we reduce the step length when the residual
is too bad until it becomes smaller than 10−1. Next a correction phase can start. The step length is
also reduced when a penetration occurs.
6. Numerical applications and discussion
Two numerical tests are presented to assess the validity of the proposed algorithms. We consider
an elastic cantilever beam subjected to an external force F and undergoing contact with a rigid
surface. The structure is discretized with quadrilateral elements with four nodes. In any case, we
choose a corrector using the arc-length procedure [6].
The main point is to discuss the reliability of the correction algorithms and to compare their
robustness. In these tests, the number of degrees of freedom is not large enough to be representative
of large-scale problems so the computing time cannot be signi4cant. Thus we shall evaluate the
computation time from the number of matrix decompositions. Results obtained by the proposed
algorithms are compared with those given by the industrial code Abaqus. This code uses the Lagrange
multipliers method and the correction is done by the Newton–Raphson one.
In the 4rst example we consider the contact between the beam and a plane rigid surface. Geometry
and boundary conditions are described in Fig. 3. The initial clearance is the same for all the contact
nodes and is equal to 2 mm. We have applied strategies 1 and 2 to this problem for diMerent values
Fig. 3. Contact between an elastic beam and a rigid segment.
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Table 1
Contact between a cantilever beam and a rigid segment, inNuence of parameter 1, with Npred = 15 and Ncorr = 10: NbStep:
number of steps, NbCorr: total number of corrections, NbInv: number of matrix decompositions
1 Strategy 1 Strategy 2
NbStep NbCorr NbInv NbStep NbCorr NbInv
10−7 37 0 37 37 0 37
10−6 30 0 30 30 0 30
10−5 26 4 30 25 4 26
10−4 21 16 37 20 16 21
10−3 19 18 37 21 16 22
10−2 19 16 35 19 19 20
10−1 19 16 35 20 19 21
Fig. 4. Vertical displacement of the node A.
of the parameter 1 varying from 10−7 to 10−1. For all the tests, the correction phase works only
when ‖R‖¿ 2 = 10−2 and one corrects until the residual becomes lower than an acceptable value
3 = 10−4. The computation results are reported in Table 1. For each value of the control parameter
1, the table gives the number of steps, the total number of the iterations and the number of matrix
decompositions. For comparison, 130 matrix decompositions are needed to get the same path (Fig. 4)
with Abaqus (the required residual is 5× 10−3). Clearly the two algorithms are very eHcient since
they converge with a small number of iterations.
For very small values of the control parameter (1 = 10−7 or 10−6), the correction phases are
not needed. So we obtain the classical process of the asymptotic numerical method [2,3]. When 1
increases, the number of corrections increases too. The algorithms still work for very large values
of 1 (10−2 or 10−1) with corrections at each step, but the total number of corrections remains
low: generally only one iteration per step is suHcient. ANM without correction requires at least 30
matrix decompositions. The introduction of correction phases allows to reduce the number of steps
for large values of 1. The optimum results are obtained with strategy 2 and 1¿ 10−4: 20–22
matrix decompositions are suHcient instead of 30. Let us recall that generally this strategy requires
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Fig. 5. Contact between an elastic beam and a circular rigid surface.
Table 2
Contact between a cantilever beam and a circular rigid surface, inNuence of parameter 1, with Npred=15 and Ncorr=5: NbStep:
number of steps, NbCorr: total number of corrections, NbInv: number of matrix decompositions
1 Strategy 1 Strategy 2
NbStep NbCorr NbInv NbStep NbCorr NbInv
10−7 41 0 41 41 0 41
10−5 28 2 30 28 2 29
10−1 20 18 38 24 24 25
only one matrix decomposition per step. Strategy 1, which needs two matrix decompositions per
step gives good results too. Compared to strategy 2, the predictor is computed exactly: this leads
to larger step lengths and also to a reduced number of iterations. However, the number of matrix
decompositions is never smaller than 30.
The second example concerns the contact between the cantilever beam and a circular rigid surface
(see Fig. 5). The results of this study are collected in Table 2. Roughly, the conclusions are similar
as with the 4rst example. With respect to the classical ANM without correction, the number of
matrix decompositions is reduced: from 41, to 30 or 25. The reliability is very good, because the
algorithms work well for the same values of 1 as in Table 1. Last, the second algorithm is more
eHcient than the 4rst one.
7. Conclusion
In this study, we have proposed high-order iterative algorithms to solve contact problems. The
high-order predictor is associated to a high-order corrector, which increases the reliability and the
eHciency of the classical ANM. As compared with the classical contact algorithms, the number of
matrix decompositions is signi4cantly reduced. By comparison with the classical ANM, the proposed
algorithm is much more robust.
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