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1. CONSIDERAÇÕES GERAIS 
1.1. Introdução 
Quando temos t grupos de observações independentes, originadas de 
populações normalmente distribuídas e buscamos compará-las através de suas 
médias, utilizamos a análise de variância (ANOV A) para determinar se existe pelo 
menos uma média de um grupo que se diferencie das demais. Quando, pela ANOV A 
conclui-se que as médias são significativamente diferentes, pode-se comparar as 
médias dos grupos duas a duas por um simples teste t o que nem sempre é a melhor 
solução, pois quando são realizados testes com este procedimento, a cada 
comparação a siginificância é acrescida de um erro. 
Para solucionar este problema, utiliza-se o método das comparações múltiplas, 
o qual tem sido desenvolvido para vários problemas de comparação, como os 
descritos abaixo: 
P 1) Intervalo de confiança para todas as diferenças !Li - flk (1 ::; i ::; t, i :t= k) onde 
consideramos flk como a média de uma população controle e t o número de 
populações a comparar. 
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P2) Intervalo de confiança para todas as diferenças duas a duas Jli - flk 
(1::::; i::::; t, 1::::; k::::; t, i -:t:. k) e todos os contrastes lineares onde 
CI, C2, • • ·, Ck é um conjunto arbitrário de constantes reais satisfazendo a condição 
k 
~c. = O L....J J . 
i=l 
I 
P3) Intervalo de confiança para todas combinações lineares I aijli onde 
i=l 
ai, a2, · · ·, ak é um conjunto qualquer de constantes reais. 
Tanto a ANOV A como as · comparações múltiplas têm como hipótese a 
homogeneidade das variância. Neste caso, encontramos vasta literatura descrevendo 
as suas metodologias. 
Quando as variâncias dos grupos são possivelmente heterogêneas, técnicas 
alternativas foram estudadas e serão apresentadas neste trabalho. Além destas 
técnicas, outros procedimentos também são eficazes para contornar este tipo de 
problema, como por exemplo a transformação dos dados observados para uma outra 
escala que reduza a variabilidade e em onde os dados não satisfazem as exigências 
para uma análise paramétrica dos dado um procedimento natural é recorrer a análises 
não-paramétricas. 
Mais especificamente daremos alternativas para o problema de 
heterogeneidade de variâncias na ANOVA quando temos um ou dois fatores fixos. 
Estas alternativas surgem como uma extensão da solução do problema de Behrens-
Fisher. O problema de Behrens-Fisher se caracteriza quando desejamos comparar as 
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médias de duas amostras independentes, normalmente distribuídas e que não 
podemos assumir igualdade entre as variâncias dos grupos. Este problema tem uma 
demonstração dificil e todas as possíveis soluções são geralmente criticadas 
(Tamhane [6]). 
A proposta de fazer inferência sobre dados que apresentassem variâncias 
heterogêneas recebeu atenção de muitos autores. No caso do teste F convencional 
(para variâncias homogêneas) citaremos as alternativa de Welch [3], que é uma 
extensão modificada para o teste t considerando k grupos e a alternativa de Brown-
F orsythe [ 4] que propõe uma discussão para o uso do procedimento de Scheffé 
aplicando uma aproximação para as distribuições de algumas estatísticas como as 
usadas no problema sugerido por Behrens-Fisher. 
Para as comparações múltiplas serão mostradas os métodos de Welch [5] e o 
método de Banerjee [6], que são testes aproximados. Também será discutido o teste 
exato sugerido por Hochberg [7]. Todos os testes de comparações múltiplas 
mencionados utilizam intervalos de confiança na sua concepção. 
No trabalho de Brown-Forsythe [4], existe uma alternativa para o teste F 
quando temos problema de heterogeneidade de variâncias para a ANOV A com dois 
fatores fixos, que será mostrada no Capítulo 5. 
No Apêndice acrescentamos a alternativa de Welch para o problema de 
Behrens-Fisher e alguns lemas usados por Banerjee pra obter os intervalos de 
confiança para comparações múltiplas. 
Neste trabalho serão simuladas três situações para comparar os resultados dos 
teste tradicionais com os alternativos: 
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SI) grupos com médias diferentes e variâncias levemente heterogêneas, que 
propiciam uma aceitação da hipótese de igualdade das variâncias mas com uma 
probabilidade de erro tipo I não muito superior a 0,05; 
S2) grupos com médias diferentes e variâncias acentuadamente diferentes; e 
S3) grupos com médias iguais e variâncias acentuadamente diferentes. 
Para obter os resultados dos testes propostos que serão comparados, foi 
implementado, no programa Excel, uma rotina de cálculos que a partir dos dados 
observados dará como resposta primeiramente uma tabela com as estatísticas F 
calculadas assumindo a homogeneidade dos grupos a serem comparados (F 
convencional) e mais duas, a F w e a F BF, sugeridas pelos autores Welch [3] e Brown-
F orsythe [ 4]. 
Na seqüência serão mostrados os resultados dos procedimentos de 
comparações múltiplas através de intervalos de confiança construídos pelos métodos 
sugeridos pelos autores Welch [6], Banerjee [6] e Hochberg [7] e usaremos o teste de 
Tukey para comparar com as técnicas alternativas. 
1.2. Justificativa 
Pesquisadores das mais diversas áreas, quando têm por objetivo o teste de 
efeitos fixos através do modelo de Análise de V ariância e posterior comparação 
múltipla de médias, freqüentemente se deparam com grupos que apresentam 
variâncias heterogêneas. 
Com o objetivo de estudar e trazer à discussão as alternativas para o teste F e 
comparações múltiplas quando temos um fator fixo e não é possível assumir a 
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igualdade das variâncias dos grupos, este trabalho realiza um levantamento das 
principais referências bibliográficas sobre o assunto. 
1.3. Nota Histórica 
Neste breve histórico, começamos com o procedimento alternativo sugerido 
por Welch (1938) através de intervalos de confiança que garantem um nível de 
confiança aproximado e envolve distribuições t student com grau de liberdade 
aleatório. Banerjee (1961) propõe um conjunto de intervalos que garantem um nível 
de confiança específico para diferenças entre médias. Em 1962, Banerjee e Slepian 
implementaram um método para obtenção de intervalos com uma população controle 
e para contrastes ortogonais. 
Uma importante referência é Miller (1966) que faz um apanhado de todos 
esses métodos de comparações múltiplas, descritos até 1966. 
Quando o teste de comparações múltiplas envolvem intervalos e comparações 
não ortogonais, os procedimentos dados por Banetjee são conservadores, mas como 
alternativa ainda podemos citar Sp<J>jotvoll (1972), baseado no teste de Scheffé e 
Hochberg (1976) baseado no teste de Tukey. Procedimentos buscando a solução do 
problema de Behrens-Fisher são sugeridos através de cálculos em dois estágios, mas 
essas técnicas não serão abordadas neste trabalho, mas cabe mencionar Stein [15], 
Chapman [ 16] e Gosh [ 17]. 
3. ANÁLISE DE V ARIÂNCIA (ANOV A) 
Sabemos que duas médias amostrais podem ser comparadas pelo teste t para 
duas amostras. A generalização deste problema para k grupos, k>2, nos leva para um 
conjunto de técnicas conhecido como Análise de Variância. Temos um modelo com 
um fator quando existe somente um classificação considerada. Basicamente, existem 
duas situações distintas, que são modelos fixos (modelo I) e modelos com fatores 
aleatórios (modelo 11). Vamos restringir nosso contexto ao modelo I, quando os 
grupos da amostra representam grupos específicos nos quais estamos interessados, 
onde os resultados podem ser considerados apenas para o conjunto especificado de 
grupos. 
3.1. Modelo Matemático 
A forma mais simples de um experimento ocorre quando comparamos os 
níveis de um único fator e a mesma característica é medida em cada indivíduo 
(Johnson e Leone [8] e Gomes [9]). Suponhamos que temos t grupos de observações 
Y u , · · · , Y In 
1 
, Y 2l • • • , Y 2 n 2 , • • • , Y 11 , ••• , Y tn, independentes, de k populações 
normalmente distribuídas com médias J.11 , ••• ,J.lk, e com mesma variância ri. 
O modelo de análise de variância considerando um fator fixo é dado por 
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Y. ==11+-z: +&. 
lJ r 1 lJ {
i= 1, ... ' t 
j = 1, ... , ni 
(3 .1) 
onde: 
Yij : observação da variável resposta da j-ésima repetição do tratamento i; 
1J. : constante inerente a todos os dados (média geral); 
'ti : efeito do tratamento ~ modelo fixo; 
Eij : erro experimental (não observável); 
t : número de níveis de um único fator; 
ni : número de repetições para o tratamento i. 
3.2 Suposições do modelo 
As suposições do modelo para ANOV A fixo com um fator, de acordo 
com Johnson e Leone [8] e Gomes [9], são as seguintes: 
i) Yij são funções lineares de Eij ; 
ii) os erros Eij são independentes e têm distribuição N( O, u 2); 
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3.3. Análise de variância com um fator: modelo I 
Para proceder o teste F convencional da análise de variância, as condições de 
normalidade, aditividade e homogeneidade de variâncias devem estar satisfeitas. 
Esses resultados são convenientemente e convencionalmente resumidos numa tabela 
de análise de variância. 
Quadro 1: Quadro da análise de variância 
Causas da G.L. Soma de Quadrado 
Variação Quadrado Médio F 




Erro t SQE QME 
:Lni - t 
i=l 
Total t SQtotal 
:Lni - 1 
i = l 
Onde 
- = ~ y ti é a média do tratamento i, e Y;. , 
J=l n; 
y .. = i = l j=l é a média geral. 
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Í ni(Ji i.- Ji .. J
2 
QMT = _1=_1_....:__ __ _:__ 
t - 1 
Sabemos também que: 




t n i 2 ""'""Y·· - t ni L...,; L...J IJ 
SQtotal =L~ (yij - Y .. J = LLY~ _ i = l ~=1 
1= 1 ] = 1 i= l j= l ""' 
L..n; 
i = ! 
o que às vezes pode ser útil para o cálculo das somas de quadrado. 
3.4 Teste de Efeito dos Tratamentos 
A hipótese de nulidade é 
Ho : 'ti = O Vi = 1, 2 ... t, 
que é equivalente a testar Ho: 1-li=l-l Vi = 1, 2 ... t, ou seja, desejamos testar se o efeito 
dos tratamentos, em média, é nulo. Para testar esta a hipótese, usaremos a estatística 
F, que consta no Quadro 1. 
Rejeitaremos a hipótese se o valor da probabilidade de erro tipo I for menor do 
que o nível de significância adotado. 
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Cabe salientar que a hipótese alternativa da ANOVA é que 'ti -:F O para algum i, 
isto implica que quando rejeitamos Ho não sabemos qual tratamento tem efeito não 
nulo, por isso a necessidade de realizarmos testes de comparações múltiplas que 
serão descritos mais adiante. 
3.5. Teste de homogeneidade de variâncias 
Vamos citar as técnicas de Bartlett e Levene para verificar a suposição de 
homogeneidade de variâncias. Entretanto, percebemos que a estatística F (na 
ANOVA) é um teste robusto para diferenças de médias desde que: 
a) o número de observações por grupo é superior a dez; 
b) as médias através dos grupos não são correlacionadas com os desvios padrão 
através dos grupos, o que pode ser facilmente verificado através de um gráfico entre 
as médias e os desvios padrão de cada tratamento. 
3.5.1. Teste de Levene 
O teste de Levene é um teste robusto para testar a condição de homogeneidade 
de variâncias. Neste método, é realizado uma análise de variância para a variável 
dependente X iJ dada por 
Y .. - Y;. 
IJ 
-
onde Yi. é média de cada tratamento. 
17 
Se o teste de Levene é estatisticamente significante, então a hipótese da 
homogeneidade de variância pode ser rejeitada. 
3.5.2. Teste de Bartlett 
Outro teste é o de Bartlett que é baseado na distribuição qui-quadrado. A 
estatística do teste é dada por, Riboldi [22] 
2 M 
X = - , c 
onde: 
M ~ 2,3026 [ t. (r, -l)log S ' - t. (r, -l)log s,']' 
o valor 2,3026 converte logaritmo na base decimal para logaritmo na base e, 
i = l 
c = 1 + 1 [± _ 1 - 1 j ' 
3(t - 1) i = l (r; - 1) t (r; - 1) 
Se 1j = r2 = · · · = r1 = r , então 
M ~ 2,3026{r-{tlogS '-t.logS:], 
s 2 = _i=_.:l __ 
t 
C =l+ t+l 
3t(r -1)" 
Mn 2 
Sob Ho C X (r-1), logo rejeita-se Ho ao nível a de significância se 
2 2 X calculado > X a(t-1) . 
3.6. Teste F proposto por Welch 
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Podemos entender a ANOV A com um fator como uma generalização do teste 
t-student para duas -amostras. Considerando t amostras para o modelo (3.1), a 






I I I ' 
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t / t y = "w y "w . .. L..Jz ~. L..J, 
i=l i=l 
Sob a hipótese nula temos que 
onde: 
f1 = t - 1 e 
2 -1 
f = - 3-± _!_ 1- ___3_ 2 e - 1 i=l ( ~ 
L..J w; 
i=l 
Quando temos t = 2, este procedimento se reduz a um teste t para duas 
amostras com variâncias desiguais. 
3.7. Teste F proposto por Brown e Forsythe 
Quando não é satisfeita a condição de homogeneidade de variância entre os 
grupos, podemos proceder o teste proposto por Brown-Forsythe. 
A soma de quadrados para o numerador usual da ANOV A com um fator é 
dado por t n{Y .. -Y .. J e seu valor esperado sob a hipótese nula 
~T T .... 
t t _ t ni y .. 
é L(l-n)n)o} onde n = Ln; e y = LL __!!_. 
. i= I i=I i=I J=I n 
Então, a hipótese nula pode ser testada pela estatística 
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(3.3) 
Esta estatística pode ser aproximada por uma estatística F com t - 1 e f graus 
de liberdade, onde 
1 t cz 
- "" I - ~--,e 
f t=I n; -1 
4. COMPARAÇÕES 






Quando, pela ANOV A conclui-se que as médias são significativamente 
diferentes, não podemos definir quais médias diferem entre si. Procede-se, então um 
teste de comparações múltiplas, para então, determinar quais médias estão mais 
próximas e quais realmente são responsáveis pela diferença observada. 
Quando as variâncias são heterogêneas e desconhecidas, o problema das 
comparações múltiplas torna-se relativamente mais complicado. Vários métodos têm 
sido sugeridos para solucionar este problema. Em especial, destacaremos as 
sugestões de Banerjee, Welch e Hochberg. 
Segundo Tamhane[6] "procedimentos conservadores baseados no método de 
Banerjee para a solução do problema de Behrens-Fisher foram propostos quando se 
deseja comparar as médias dos grupos em relação à média de uma população 
controle ou quando se deseja comparações duas a duas e contrastes lineares para as 
médias dos grupos. Desde que esse procedimento evidenciou ser muito conservador 
na prática, um procedimento aproximado baseado nos métodos de W ele h aparece 
como alternativa. Ambas técnicas necessitam somente da tabela de probabilidades da 
distribuição t-student para sua aplicação e são muito simples na prática". 
Os dois procedimentos serão descritos na seqüência deste trabalho, assim 
como o procedimento proposto por Hochberg. 
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Considerando o modelo (3.1), trataremos dos problemas de comparações 
múltiplas através do cálculo de intervalos de confiança para os seguintes casos 
descritos na introdução: 
Pl) Intervalo de confiança para todas as diferenças Jl; - Jlk (l~i~t, l~k~t,i:;t:k) 
onde consideramos f.lk como a média de uma população controle. 
P2) Intervalo de confiança para todas as diferenças duas a duas Jli - flk 
l 
(l~i ~t, l~k~t,i :;t:k) e todos os contrastes lineares L Cd..li onde C1, C2 , • • ., Ck é um 
i=l 
k 
conjunto arbitrário de constantes satisfazendo a condição L C i = O . 
i= I 
t 
P3) Intervalo de confiança para todas combinações lineares L ad..li onde 
i=l 
a 1 , a2 , ••• , a k é um conjunto de constantes reais. 
4.1. Método de Banerjee 
Os intervalos de confiança proposto por Banerjee são desenvolvidos com base 
em alguns lemas que serão apresentados no Apêndice. 
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4.1.1. Comparações Múltiplas com Controle (Pl) 
Considerando o modelo (3 .1) e supondo que J.1 k é a média da população 
controle, temos que os coeficientes de confiança de cada uma das famílias de 
intervalos de confiança é no mínimo 1 - a se t3::; 1 - (1 - a)11<t-I)_ 
(i) intervalo de confiança unilateral superior: para, (l~i ~t, l~k~t,i :t:k) 
(ii) intervalo de confiança unilateral inferior: para (1::;i :=;t, 1::;k::;t, i :t:k) 
(4.2) 
(iii) intervalo de confiança bilateral: para (1::;i :=;t, 1::;k::;t, i :t:k) 
- -
f-lt - f-lk E Yt - Yk + 
(4.3) 
Nas equações de [4.1] a [4.3] temos que: 
lli é o número de observações no tratamento i, 
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Esta mesma notação será utilizada nos demais métodos. 
4.1.2. Comparação de médias duas a duas e contrastes ortogonais 
(P2) 
i) Intervalo de confiança para comparação de médias duas a duas 
Para comparações de médias duas a duas, considerando todos os grupos, 
Banerjee propõe o seguinte intervalo de confiança para as diferenças 
(lSi~ l~t,i:;t:~ (4.4) 
e neste caso também temos um nível de confiança de pelo menos 1 - a se 
fJ :s; 1 - (1 - a y;t(t - 1). 
ii) Intervalo de confiança para contrastes ortogonais 
Os intervalos de confiança para contrastes ortogonais são dados por: 
t t 





para todos os contrastes(c1 ••• c1); ~:C; = O e tem coeficiente de confiança de no 
i=l 
P 1 (1 )2/t(t- 1) mínimo I - a. se < - - a . 
4.2 Comparações múltiplas baseadas no método de Welch 
Outro procedimento para comparação de médias quando não é satisfeita a 
condição de homogeneidade de variância é o proposto por W elch. Esta técnica é 
análoga a de Banerjee, com algumas modificações 
4.2.1. Comparações Múltiplas com Controle (Pl) 
(i) Intervalo de confiança unilateral superior: para{l~i~t, l~k~t,i:t:k), 
(ii) Intervalo de confiança unilateral inferior: para (l~i ~t, l~k~t,i :t:k) 
(4.7) 
(iü) Intervalo de confiança bilateral: para (l~i ~t, l~k~t, i :t:k) 
L. O 
(4.8) 
4.2.2. Comparação de médias duas a duas e contrastes ortogonais 
(P2) 
Vamos buscar um intervalo de confiança para a diferença das médias. 
O Intervalo de confiança bilateral: para (1:.::-:;i <:::;t, l<:::;k<:::;t,i :t:k) pela proposta de 
Welch é dada através de ( 4. 9) e o coeficiente de confiança é aproximadamente 1- a . 
( 2 2]~ - - s. sk 11 - 11 E y - y +t - 1 +-ri rk i k - 1\ r:xl Vik,~2 ni nk (4.9) 
/\ 






onde V ik é aleatório (não necessariamente um inteiro), e o valor f " 12 pode ser vik,a 
interpolado na tabela t. Então, estes intervalos de confiança tem a mesma concepção 
que o de Banerjee, exceto que o proposto por Welch é utilizado para a aproximação 
de probabilidades individuais. 
4.3. Procedimento baseado no método de Hochberg 
4.3.1. Comparação de médias duas a duas e contrastes não 
ortogonais (P3) 
Este procedimento é uma extensão do método de Tukey para condições onde a 
homogeneidade da variância não é verificada. Aqui, apresentaremos somente o caso 
para tamanhos de amostras iguais. 
Os intervalos de confiança para os contrastes não-ortogonais são obtidos 
através do Teorema 1: 
Teorema 1: O coeficiente de confiança para a família de intervalos de confiança 
(4.3.1) 
é exatamente 1 - a. 
Onde: 
t é número de grupos a serem comparados, 
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g tv (a) obtido através da Tabela 1, 
v = n - 1, 
b _c;S; 




p(c) o conjunto de índices i para os quais Ci >O, 
.1r(c)o conjunto de índices i para os quais Ci <O. 
Tabela 1 - Valores de g 1 n . _ 1 (a ) 
' I 
T 
a Di 2 3 4 5 6 7 8 9 10 
0,10 5 2,91 3,73 4,26 4,66 4,99 5,27 5,50 5,72 5,91 
8 2,66 3,37 3,81 4,13 4,39 4,61 4,79 4,95 5,09 
10 2,58 3,26 3,68 3,98 4,22 4,42 4,59 4,74 4,87 
15 2,49 3,13 3,52 3,80 4,02 4,19 4,35 4,48 4,59 
20 2,45 3,07 3,44 3,71 3,92 4,09 4,23 4,36 4,47 
30 2,40 3,01 3,37 3,63 3,83 3,99 4,13 4,24 4,35 
40 2,38 2,98 3,34 3,59 3,79 3,94 4,08 4,19 4,29 
60 2,36 2,95 3,30 3,55 3,74 3,90 4,03 4,14 4,24 
0,50 5 3,63 4,49 5,05 5,47 5,82 6,12 6,37 6,60 6,80 
8 3,24 3,95 4,40 4,73 4,99 5,21 5,40 5,560 5,71 
10 3,13 3,80 4,22 4,52 4,76 4,96 5,13 5,28 5,41 
15 3,00 3,62 4,00 4,27 4,49 4,66 4,81 4,94 5,05 
20 2,94 3,54 3,90 4,16 4,36 4,53 4,67 4,79 4,89 
30 2,88 3,46 3,81 4,05 4,25 4,40 4,53 4,65 4,74 
40 2,85 3,42 3,76 4,00 4,19 4,34 4,47 4,58 4,67 
60 2,82 3,39 3,72 3,95 4,13 4,28 4,41 4,51 4,60 
Referência: Hochberg [7] 
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4.4. Procedimento baseado no método de Brown-Forsythe 
4.4.1. Comparação de médias duas a duas e contrastes ortogonais 
(P2) 
Este procedimento é uma extensão para o método de Scheffé 
convencionalmente utilizado quando a condição de homogeneidade de variância não 
é satisfeita. O nível de confiança obtido para todos os contrastes possíveis é de 1 - a . 
Intervalos de confiança para contrastes ortogonais são dados por: 
onde 
1 I d2 
- =í:- ' e f i=I ni -1 
' d.szl 
(t - 1 )F( r-a );t-I;f ~ ~1 ' J (4.4.1) 
5. ANOVA COM DOIS FATORES FIXOS 
Quando o experimento em estudo envolve dois fatores, é de interesse 
determinar o efeito da ação conjunta desses fatores sobre as observações. 
Neste capítulo, daremos um opção para a ANOV A quando o modelo envolve 
dois fatores e não é satisfeita a condição de homogeneidade de variância. 
5.1. Modelo Matemático 
Admitindo-se um modelo em delineamento completamente casualizado, 
Riboldi [22] 
(5.1) 
i = 1,2, ... ,a; j = 1,2, ... ,b; k = 1,2, ... ,r, onde: 
l..l : média geral 
a;: efeito do i-ésimo nível do fator A, defmido como ai = !li . - ll 
fJi : efeito do j-ésimo nível do fator B, definido como J3 1 = J1.1 - J1 
apiJ: efeito da interação entre o i-ésimo nível de A e o j-ésimo nível de B e é 
definido como apij = f..Ly - {,u + ai + P1 ) = f..Ly - f..Li. - JL.J + f.1 
. . 2 
& · variável aleatória normalmente distribuída com média zero e vanânc1a CJ' . 
1] • 
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Temos que as restrições a seguir, são devidas as definições dos parâmetros do 
modelo: 
a b 




=> _'L_'Laf3ii = O . b 
Laf3ij =o, vi i= l J =l 
J=l 
E o como suposição do modelo temos Y!ik ~ N(p +a; + P1 + apiJ ; a
2
) e 
independentes e eiJk ~ N( O, a 2 ) . 
5.2 Teste de efeito de tratamentos 
A hipótese nula é dada por: 
i) H 0 : a ; = O, Vi , onde testa-se a hipótese de não existir efeito do fator A, 
ii) H 0 : /31 =O, \f 1 , onde testa-se a hipótese de não existir efeito do fator B, 
iii) H 0 : af3if =O, Vi, Vj , onde testa-se a hipótese de não existir efeito da interação. 
A seguir, teremos uma tabela de análise de variância para o modelo (5 .1) 
Causas da G.L. Soma de Quadrado F 
Variação Quadrados Médio 
Tratamento A a-I SQA QMA QMA/QME 
Tratamento B b-1 SQB QMB QMB/QME 
Interação AxB (a- l)(b-1) SQAxB QMAxB QMAxB/QME 
Erro ab(r-1) SQE QME 
Total abr-I SQtotal 
Onde: 
a 2 2 
SQA = LYi .. _L, 
i= l rb abr 
SQAB = II-L _ L _ I~-L - I - ·l·_L' a b Y~ 2 [ a 2 2 ] [ b y2 2 ] 
i=I J=I r abr i=l rb abr J= l ar abr 
Os quadrados médios são dados por: 
QMA = SQA I (a -1), 
QMB = SQB I (b -1), 
QMAxB = SQAxB I (a -1)(b -1) e 
QME = SQE I ab(r -1). 
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Para proceder o teste F, quando não podemos assum1r a condição de 
homogeneidade de variância, Brown-Forsyhe [4] sugere um teste F com a mesma 
concepção de um teste F convencional (assumindo variâncias homogêneas) fazendo 
um correção nos graus de liberdade do erro. Na ANOV A convencional, para testar o 
efeito do fator A, teríamos uma F com (a -1) e ab( r -1) graus de liberdade, a sugestão 
de Brown-Forsythe é fazer uma correção nos graus de liberdade do denominador. 
Então, teríamos uma estatística com distribuição F aproximada com ( a-1) e f graus 
de liberdade, onde f é dado por: 
1 a b c2 -=II- ij , 
f i=! J=' (r - 1) 
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onde: 
Analogamente, para testar o efeito do tratamento B (ou da interação) teríamos 
uma estatística com distribuição F aproximada com (b -1) e f(ou (a-1)(b-1) e f) graus 
de liberdade. 
6. APLICAÇÃO 
Serão apresentadas três simulações para aplicação numérica para as técnicas 
sugeridas. Os exemplos 1, 2 e 3 são simulações de valores amostrais teoricamente 
extraídos de populações normais cujos parâmetros foram intencionalmente 
estipulados. Em cada situação temos então cinco grupos amostrais com seis 
repetições cada, aos quais arbitraremos médias e variâncias para posterior discussão. 
O objetivo é verificar diferenças entre as técnicas de comparações múltiplas e obter 
algumas conclusões de suas aplicações. 
Para gerar estes grupos amostrais, foi utilizado o aplicativo Excel do Windows 
[20]. Através deste programa foi criada uma rotina que nos fornece os valores e 
probabilidades da estatística F. 
Os intervalos de confiança para cada conjunto de dados não podem ser obtidos 
diretamente, pois precisam de valores específicos da tabela t. Neste caso, utilizamos 
o programa Statistica [21] para obtenção dos valores t tabelados. 
Para testar a hipótese de homogeneidade de variância entre os tratamentos, 
usaremos o teste de Levene, o qual será obtido através do pacote estatístico 
SPSS/8.0. 
Em cada uma das simulações somente foram construídos intervalos de 
confiança para comparar médias duas as duas. Os procedimentos utilizados são os 
sugeridos por Banerjee, Welch, Hochberg. O teste de Tukey será utilizado para 
efeito de comparação. Para esses resultados, as diferenças entre médias dos 
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tratamentos cujos os intervalos construídos não contiverem o valor zero, indicam que 
não há evidências amostrais que nos levem a rejeitar a hipótese de que essas médias 
. . . 
seJam tguats. 
Simulação 1. 
Neste caso, são simulados cinco grupos de observações com seis repetições 
cada. Foram geradas amostras oriundas de populações normalmente distribuídas com 
p = ( 20 ; 23 ; 25 ; 24 ; 27) e u = ( 2 ,00 ; 2 ,65 ; 5 ,48 ; 3 ,16 ; 1,23) · Foi simulada uma 
situação em que os grupos apresentam médias diferentes e variâncias levemente 
heterogêneas, isto é, aceitamos a igualdade entre variância dos grupos, mas com 
valor próximo a 0,05 de nível de significância. 
Para verificar a condição de homogeneidade dos grupos, foi realizado o teste 
de Levene que apontou um p = 0,072. Podemos aceitar a condição de 
homogeneidade, mas devemos perceber o valor de p é muito próximo ao 0,05 da 
significância. 
Realizamos o teste ANOV A para verificar se pelo menos uma média se 
diferencia das demais médias dos grupos. Foi, então, realizado um teste F (anova 
convencional), Fw (sugerida por Welch) e FsF (sugerida por Brown-Forsythe). Neste 
caso, somente o teste F modificado sugerido por Welch evidenciou que existe 
diferença entre as médias dos grupos, conforme Figura 1. 
Após verificarmos que existe diferenças entre as médias, prectsamos 
determinar quais médias dos grupos se diferenciam entre si. 
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Para isso, utilizamos o procedimento de criar intervalos de confiança para 
verificar se as médias apresentam diferença significativa. Foram obtidos intervalos 
sugeridos por Banerjee, Welch, Hochberg e Tukey (Figura 2). Podemos observar que 
os intervalos sugeridos por Banerjee, Welch e Hochberg captaram diferença 
significativa entre as médias dos grupos 1 e 5, que são a menor e maior média 
respectivamente. O intervalo de Welch ainda captou diferença significativa entre as 
médias dos grupo 1 e 4, onde o grupo 4 é a segunda maior média. Foi realizado, 
também, um intervalo de confiança pelo método de Tukey (embora esse não seja 
indicado nesta situação) e este não captou diferença entre a média de nenhum dos 
grupos. 
Gr!!!!_:!1 GMlo2 Gr~ Gfuclo4 GrupoS 
11 18,28 24,74 19,62 27,37 25,05 • 21,06 22,50 12,74 22,39 26,29 
21 ,15 18,39 23,21 23,04 26,66 
17,56 22,04 34,78 26,62 27,52 
23,53 :J:I,25 28,87 23,52 27,45 
21 ,40. 23,46 24,00 26,55 29,78 
~ -~ -~ 
11l!éde~ 20,50 23,56 23,90 24,92 27,13 . 
; 
. . ~ 
V8fiânc_ia ilmc~ 4,86 15,26 56,95 4,69 2,51 j 
- dos uores ·.·• :· 
F'lt' FBf i. 
f C8lcul8do 2,05 7,83 2,31 
~numerada 4 4 4 





d fi nerva os e con ança para dife fi d 95% 'd' renças entre as me tas com con ança e 
Banefjee Welch Hochherg Tukey 
diferencas u LS u LS u LS u LS 
M1-M2 -13.29 7,15 -8JO 1,97 -1U2 4,99 -10101 3187 
M1-M3 -21,32 14,:ll -12,94 6,13 -18,97 12115 -10 35 I 3,53 
M1-M4 -11.46 2,62 -774 -110 t I I -8,96 0113 -1136 I 2152 
M1-~ -12181 -045* I -9 61 -3 65 t I I · -11,17 -2100 t -1357 I 031 I 
M2-M3 -19,70 19102 -9,00 9,11 -15,00 15.22 -7;28 6,aJ 
M2-M4 -1153 I 8182 -6 ,37 31El.i -9 41 I 6,70 -8,29 5,59 
M2-M5 -13,16 604 l -8,45 1,33 -11,62 4,49 -1050 I 3,33 
M3-M4 -18,00 16,87 -10153 8151 -16,57 14155 -7 95 1 5,93 
M3-M5 -JJ.79 14,34 -13,17 6.73 -18,78 12134 -10116 3.72 
M4-M5 -8,32 3,00 -5116 0.74 -6167 2.25 -915 I 4.73 




F oram geradas amostras oriundas de populações normalmente distribuídas 
com p = (20; 15 ; 25 ; 24; 27) e (J = (6,33; 0,78; 5,47; 3,16 ; 9,49) . Foi simulada uma 
situação em que os grupos apresentam médias diferentes e variâncias 
acentuadamente heterogêneas. 
Para verificar a condição de homogeneidade dos grupos, foi realizado o teste 
de Levene que apontou um p < 0,001, portanto, rejeitamos a condição de 
homogeneidade entre as variâncias. 
Realizado testes de análise de variância para este conjunto de observações, 
percebemos que os testes F, Fw e FBF evidenciaram diferenças entre médias para os 
grupos (Figura 3). 
Para os testes de comparações múltiplas, pelos procedimentos de Banerjee 
Welch e Hochberg verificou-se diferença entre as médias dos grupos 1 e 2 e os 
grupos 2 e 4. O método de Welch ainda captou diferença entre os grupos 1 e 4. Os 
intervalos gerados pelo método de Tukey evidenciam diferença entre a média do 
grupo 2 em relação ao grupo 5, que são os que apresentam a maior diferença entre 
médias e possuem a menor e maior variâncias respectivamente (Figura 4). 
A seguir mostraremos um resumo dos resultados obtidos na Simulação 2. 
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Gtml1 ~2 ~ ~ GrupoS 
18)8 15)3 19182 27137 1599 I · 
21,06 14,9J 12,74 22,3S 33154 -r 
21 r15 14,72 13)1 23,04 44,53- .. 
17,56 14,65 34178 2662 2189 • • I I • 
23,53 12,77 28167 23,52 10152 • 
.. __ 21,40 _15146 24100 26,55_ ~.29 cl .. .. 
né:i& alt'OSiral 20,50 14152 2300 24,92 27-00 " I I llf 
variârda amosiral· 4186 0192 56195 . 4,69 1~,03 a I I r • """• • .. .... 
Te&eF 
.. 
dos81.Jores ~ ·: :..:~ • ' . .. Vd F c F 'ti FBF •• 11 ,. ' 
fcftulsdo 3,04 29.~ 7;:!J 
à f .~J 11 I .. : ' . ~ 
-~ runeradcf 4 4 4 
!· :j t .. _·::1 
~ denontlaOOr 25 11 8 • • r :-: • l ·'· -~ lllil : ... _.:_:1 






lrvaJ d fi ne os · e con ança para dite fi d 95% renças eri re as me 1as com con ança e · 
Baneijee Welch Ho.chberg Tuk€y 
diferencas u LS u LS u LS . u LS 
M1-M2 0,40 11,lS t 3CB 8ffi * I I 1133 10.42 t' -6l) 18101 
M1-M3 -21,32 14,!iJ -1294 613 I I -18,97 12,15 -1555 I 8l3 
M1-M4 -11146 21õ2 -774 -110 t I I · -8.1!J.i 013 I -16~ I 7.72 
M1-~ -:}3110 24118. -25~~ 10145 -35l3 J1,81 -1960 I 4,e3 
M2-M3 -2ô,61 81[}5 -19110 0153 -2484 I 6.1d -21.42 2100 
M2-M4 -15 69 
' 
-400* I -1304 -7S t I I -1476 -583 * I I -2243 I t,Bti 
M2~MS -44P5 17.~ -31,07 411} 41,61 14,93 -2548 I -1,ll t 
M3-M4 -181!ll 16187 -10153 8151 -16157 14.S -13115 11,13 
M3-MS -33.71 31,00 -21163 13152 -32,33 24)1 -16,20 8,00 
M4-~ .3467 28!:8 I · I ' -J}.!~ 141ffi -31 ,32 25.23 -151B I 9.10 




Neste caso, foram geradas amostras oriundas de populações normalmente 
distribuídas com Jl = (20; 20 ; 20 ; 20; 20) e () = (6,33 ; 0,78; 5,48 ; 3,16; 9 ,49). Foi 
simulada uma situação em que os grupos apresentam médias iguais e variâncias 
acentuadamente heterogêneas. 
Para verificar a condição de homogeneidade dos grupos, foi realizado o teste 
de Levene que apontou um p < 0,001, logo rejeitamos a condição de homogeneidade 
entre as variâncias (Figura 5). 
Realizado testes de análise de variância para este conjunto de observações, 
percebemos que nenhum dos testes F, Fw e FaF evidenciaram diferenças entre médias 
para os grupos. Apesar da alta heterogeneidade entre as variâncias dos grupos, 
quando as médias são iguais, os três testes são robustos para não rejeitar a hipótese 
de igualdade. Consequentemente, teste de comparações múltiplas, neste caso, não se 
faz necessário. 
Mesmo neste caso, as comparações múltiplas foram feitas e não foi encontrada 
nenhuma diferença significativa, sendo todos os intervalos robustos para não 
evidencias diferença entre as médias. 
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A seguir mostraremos um resumo dos resultados obtidos na simulação 3. 
, \ Microsoft Excel -SIMULAÇÃ02.xls ~§ E3 
Gr!!Q1 ~2 ~ ~· GrupoS 
18,10 19)4 13,77 20,93 8,99 
11,92 18,95 12,81 19,59 315.f I 




19,00 25,04 18,58 14,89 
27,58 19,35. 19,04 1089 3,52 -I 
3096 ... I .. 19,35 25,06 21,89 29,29 ~·- .. ~ 
; . ~ ·: 
. ,. ,, .. _,_ . t . =--; 
néiaarooWal 23,03 19,57 19,98 18,46 20,~ ~ -· ( 
I ~- ·:· : 
vsriânci&Mral . 51l9 ~.36 31,91 15,33 1~,03 11. : :· --~ .I : ·,, l . . . .. ~-=_:· J .,. 
1111 ; . -~ 
T~F .. ; j 
k: { 
'l : ~ .. ; > 
f cabia® 
' ., 
• :,_ ' ~ 





ll~) 0,87 0,80 0,81 "' ~ ... 
Figura 5 
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Complementando, temos os intervalos 
\ Microsoft bcel · SIMULAÇÃ02.xls f'§ 1:1 
I d fi nerva os e con ança para 
Baneqee 
difere.ncas u LS 
MM112 -12199 19,91' 
M1-M3 -17.79 23,e3 
M1-M4 -14109 23.23 
M1-Wó ·33)1 37,35 
M2-M3 -13,35 12,53 
M2-M4 -7 91 I · 10113 
M2-MJ ·32166 29,87 
M3-M4 -14114 17118 
MJ..~ -34.77 32100 
M4-Wó -34~99 29,SEI 
• 
dite fi d 95% renças entre as me tas com con anca e 
Welch Hochberg Tukey 
u LS u LS u LS 
-5,e5 12.78 -11,37 18,33 .g 41 I 16,34 
-7100 13,10 -11.78 17,e3 ' -982 I 15193 
-4,63 13177 -1027 19.41 -8131 17 45 I 
-15,32 19,45 -26)) ll,34 -10m 14194 
-7.74 6,92 -12,00 1124 -13,29 12,47 
-4,00 6.22 -696 I 9,18 -1177 I 13,00 
-19.10 16,31 -29,66 ~~ffi -14~7 11148 
-6103 9107 -10113 13,17 -1136 I 14133 
-18118 1621 -13,25 27 JJ -131il I 11100 










7. ROTINA NO EXCEL 
Para o teste F e comparações múltiplas, quando temos um fator com cinco 
tratamentos e seis repetições, foi implementada uma rotina de cálculos no Excel. 

















devem se digitados de 
acordo com a/2 e os 
graus de liberdade 
indicados 
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Os cálculos serão desenvolvidos, e os resultados são mostrados através das 
planilhas ANOV A e Comparações Múltiplas, onde temos: 
Figura 8 
46 
• I -·· • 11 
Bane~ee Welch Hochberg T ukey 
diferencas U LS U LS U LS U LS 
M1-M2 -12,99 19,91 -5,ffi 12,78 -H ,37 18,3J -9A1 16,34 
M1-M3 -17.79 23,00 -7.00 13,t0 -11,78 17100 -9,82 15,93 
M1-M4 -UJS 23.23 -4,63 13.77 -1027 19,41 -8,31 17,45 
M1-~ -3321 37,35 -15}2 19,45 -26.]1 l1,34 -10,S1 14,94 
M2·M3 -13,35 12,53 -7.74 6,92 -12~ 1124 -13~ 12,47 
M2-M4 {91 10,13 -4,00 6.22 -6,$ 9.18 -11.77 13~ 
M2~M5 -32.66 '13,87 -19,10 16,31 -29,ES !>,00 -1427 11,48 I 
MJ..M4 -14,14 17,18 ~.03 9,07 -10,13 13J7 -11,13 14 .~ 
M3-~ -34.77 32,00 -18,18 16,21 -29.25 27 29 -13,86 11,0CI 
M4•W6 ~34.99 29,fE •1 1 1 · .JJ,77 'ljl7 -15,~ 10,13 




Neste trabalho procuramos abordar um problema muito comum que é a 
heterogeneidade entre as variâncias dos grupos envolvidos para comparação de 
médias. Procuramos enfatizar que, especificamente num modelo de um único fator 
fixo, quando ocorre a não homogeneidade entre as variâncias caímos num caso 
clássico conhecido como problema de Behrens-Fischer, que é a situação onde temos 
duas populações com variâncias diferentes. Proposto este problema, foram sugeridas 
algumas alternativas para contorná-lo. 
Existem técnicas eficazes para contornar a heterogeneidade das variâncias, 
como por exemplo a transformação dos dados observados para uma outra escala 
que reduza a variabilidade. Outra alternativa seria recorrer a análises não 
paramétricas, como por exemplo testes de Kruskall-Wallis, Friedman, entre outros. 
Com o objetivo de chegar a resultados robustos podemos verificar a 
normalidade e a heterogeneidade das variâncias. Caso forem satisfeitas estas 
condições, estamos em condições de continuar a ANOV A A propriedade da 
normalidade parece ser o problema de menor relevância, já que ANOV A assume 
normalidade das médias para grande amostras, e o Teorema Central do Limite dá 
suporte para o fato de que mesmo populações não normalmente distribuídas têm 
médias assintoticamente normais. Caso a ANOV A não seja significante, não temos 
maiores preocupações se as variâncias são desiguais, já que isso aumentaria o erro 
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tipo I (rejeitar a hipótese nula quando ela é verdadeira, evidenciando diferenças 
onde não existe) mas no caso de encontrar diferenças significativas e existir grupos 
com variâncias heterogêneas, devemos levar em consideração alguns aspectos: 
a) ANOV A é robusta mesmo com a violação da homocedasticidade se tivermos 
dados balanceados e um tamanho grande da amostra. 
b) heterogeneidade de variância toma-se um problema quando temos amostras 
pequenas e particularmente um grupo apresenta variância muito maior em relação 
aos outros grupos. O problema não é tão relevante se existir heterogeneidade e um 
dos grupos apresentar variância muito pequena. [10] . 
Neste trabalho foram abordados testes alternativos para análise de variâncias 
e posteriores testes de comparações múltiplas, através dos quais podemos chegar a 
conclusão de que o teste F tradicionalmente utilizado chega aos mesmos resultados 
de aceitação ou não, do que os testes sugeridos por Welch e por Brown-Fosythe, 
quando não é assumida a condição de homogeneidade de variância. Através da 
literatura pesquisada e das simulações efetuadas, percebemos que os referidos 
testes tem robustez para não evidenciar diferenças entre médias quando estas são 
muito próximas, mesmo quando existem variâncias heterogêneas. 
Foram abordados os testes de comparações múltiplas sugeridos por Welch, 
Banerjee e Hochberg. O método de Banerjee é notoriamente o mais conservador. 
Os intervalos propostos por Hochberg tem maior amplitude que os propostos pelos 
outros métodos, e são exatos. 
Recentemente, programas computacionais tem implementado em suas 
rotinas testes aplicáveis quando a variância dos tratamentos é heterogênea. 
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O programa SPSS/8.0 traz, no procedimento GLM (general linear model), 
testes paramétricos de comparações múltiplas. O teste Tamhane 's T2 é um teste 
conservador, baseado no teste t para comparações de médias duas a duas. Dunnett 's 
T3 é baseado no módulo máximo studentizado, o teste de Games-Howell não é 
muito rigoroso, e o teste Dunnett 's C é baseado numa escala studendizada. Todos 
os testes mencionados, são úteis para comparação de médias duas a duas, sem 
nenhuma restrição. 
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1. Alternativa de Welch para o problema de Behrens-Fisher 
Apresentaremos aqui uma opção para o método de Welch para contornar o 
problema de Behrens-Fisher. 
Consideremos duas populações normalmente distribuídas com médias ll 1 e ll 2 
e variàncias a-~ e o-i, respectivamente. Quando desejamos testar a igualdade entre 
as médias de suas respectivas amostras, devemos considerar dois casos: 
i) se a-~ e a-; podem ser iguais, podemos usar 
(8.1) 
para testar distribuição t com f = (n1 + n2 -2) graus de liberdade, 
ii) se a razão de a-~ e a-; é conhecida, um teste parecido a (8.1) pode ser usado, 
mas se a razão é desconhecida, não haveria um teste exato para ser utilizado. A 
solução para esse teste de hipótese foi proposta por R A Fischer utilizando o 
conceito de uma distribuição aproximada. Fischer percebeu a equivalência deste teste 
com o já proposto por W.V. Behrens. 
A validade deste teste foi questionada por M. S. Bartlett. Então, uma 
alternativa foi sugerida, 
(8 .2). 
n l n 2 
LY~ LY;j 
j=l + _..::_i=~l,...-----c-
n, + (~ - 1) ~ + (~ - 1) 
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Esta estatística tem como referência uma tabela da distribuição normal se as 
amostras forem suficientemente grande. Para amostras pequenas, não é tão claro o 
teste e a distribuição associada. Quando é assumida a igualdade das variâncias, 
Fisher verificou que na prática U tem sido satisfatoriamente utilizada, com base 
numa distribuição t, no sentido de que este controla de maneira segura a chance de 
rejeitar a hipótese quando esta é realmente verdadeira. Ué provavelmente o melhor 
critério quando desejamos detectar diferenças entre médias considerando variâncias 
heterogêneas. Entretanto, pode ocorrer que utilizando U pode ocorrer situações em 
que o teste pode ser realizado com diferenças entre a-~ e a-i e que isso mascare 
diferenças entre as médias, apontando não significância quando na realidade existe. 
Nem sempre U tem uma distribuição t-student, pois o quadrado do erro padrão 
de (y1- y2 ) é ( cr;< + cr;<) que é uma quantidade sob a raiz em U um estimador 
não viciado de (n1 - 1 )a-12 + (nz - 1 )a-; (_!_ + _!_J . Isso é igual a (cr12 + cr; J somente 
(~ + n2 - 2) ~ n2 ~ n2 
se a-12 =a-i ou n1 = n2 . Temos que, utilizando V não sofremos essa imposição, mas 
esta distribuição ainda depende da grandeza do valor obtido em cr12 /cr;. Então, um 
problema é determinar uma distribuição para U e V A alternativa é determinar uma 
distribuição aproximada. 
A distribuição aproximada de U e V quando l1t = f.12 pode ser escrita por 
- - ' ()1 Cí 2 . 2 - 2 2 - 2 '2 2 2 -Y1 - Y2 = x - +- , LY1j - %1 , LY2j - %2 onde X ,X1 e X2 , sao ( ) 
2 2 r r 
~ n2 J=l J=l 
variáveis independentes com distribuição qui-quadrado com (nt-1) e (nz-1) graus de 
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liberdade respectivamente. É possível, então, escrever U e V sob a forma de 
x' = rw (8.3) 
Onde: 
2. Lemas para comparações múltiplas de Banerjee 
Para proceder testes de comparações múltiplas a partir das técnicas sugeridas 
por Banerjee, deve-se utilizar os seguintes lemas (Tamhane [6]). 
Lema 1: Consideremos U e Vi variáveis aleatórias com distribuição qui-quadrado 
com um 1 e v i graus de liberdade, respectivamente, sendo U independente de Vi e 
1 ::; i ::; t . Consideremos, também 2i 2: O (1 ::; i ::; k) um conjunto de constantes, sendo 
I 
que L Â i = 1 . Então, 
i = l 
P{u::; ±t~.a/z( 21~ ]} 2: 1- a. 
z=l v; 
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Lema 2: Deixemos Yl, · · ·, Yk (Zi' ... , Zi) serem variáveis aleatórias 
normalmente distribuídas com matriz de correlação 
Se PiJ > 'liv (lsist-1), então para qualquer conjunto de constantes reais 
Lema 3: Consideremos Yl , · · · , Y k , variável aleatória normalmente distribuída 
com uma matriz de correlação {piv}. Então, para qualquer conjunto não negativo de 
constantes a1 , a2 , ••• , a k , temos 
t 
P~~~ s ~, ... ,IYKI s ak}2 IlP~Y:I s aJ 
i=l 
Para desenvolver o próximo lema, é necessário utilizar a seguinte definição 
devida a Esary, Proschan e Walkup [18]. 
Definição: Variáveis aleatórias Y1,. · .,yk são ditas associadas (correlacionadas) se 
para todas funções reais não decrescentes de <j) e \jf de k argumentos, nós temos 
No seguinte lema teremos a generalização do resultado obtido por Kimball 
[19]. 
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Lema 4: Sejam X 1 , X 2 , • • ·, X k variáveis aleatórias a valores reais independentes e 
lf/ j (xl ' ... 'xk XI ::;; j ::;; p )função não negativa a valores reais as quais são 
funções não decrescentes para cada um de seus argumentos X i ( 1 < i < k) . Então, 
fazendo yj = \11 j ( y 1 , ... , y k ), temos 
E{~yj }> ~E{rj} 
