Braid action on derived category of Nakayama algebras by Muchtadi-Alamsyah, Intan
ar
X
iv
:m
at
h/
05
06
19
3v
2 
 [m
ath
.R
T]
  2
 Ju
l 2
00
8 Braid action on derived category of
Nakayama algebras
Intan Muchtadi-Alamsyah
Abstract
We construct an action of a braid group associated to a complete
graph on the derived category of a certain symmetric Nakayama al-
gebra which is also a Brauer star algebra with no exceptional vertex.
We connect this action with the affine braid group action on Brauer
star algebras defined by Schaps and Zakay-Illouz. We show that for
Brauer star algebras with no exceptional vertex, the action is faithful.
Introduction
For a commutative ring R we shall study the group of self-equivalences of
the derived category of an R-algebra A which is projective as an R-module.
We denote such a group by TrP ic(A) and call it the Derived Picard group.
Rouquier and Zimmermann [16], motivated by Broue´’s conjecture, stud-
ied the TrP ic(A) of Brauer tree algebras A (with no exceptional vertex) by
defining an action of the Artin braid group B(An) on D
b(A), the bounded
derived category of A. Khovanov and Seidel [10], motivated by mirror sym-
metry, defined an action of B(An) on bounded derived category of certain
algebras similar to Brauer tree algebras, which turn out to be related to
certain classes of representations of simple Lie algebras, and they proved
that the action is faithful.
In this paper we will define an action of B(Kn), the braid group whose
associated Coxeter group is given by the complete graph on n vertices, on
Db(Nnn ), the bounded derived category of the Nakayama algebra N
n
n which
is a basic Brauer star algebra with no exceptional vertex.
We will also define a group homomorphism η from B(Kn) to B(An) and
give a categorification of η. This categorification provides a link between the
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action of B(Kn) on D
b(Nnn ) and the faithful action of B(An) on derived
category of Brauer tree algebras defined by Rouquier and Zimmermann [16]
and Khovanov and Seidel [10].
In [17] Schaps and Zakay-Illouz defined an action of affine braid group
B(A˜n−1) on derived category of Brauer star algebras and left open the ques-
tion whether this action is faithful.
We will provide a positive answer to this question for Brauer star algebras
with no exceptional vertex. We will use the categorification of η stated
above, another categorification of braid group embeddings defined in [9], [5]
and [3] and the faithfulness of the action in [10] and [16].
The paper is organized as follows.
In Section 1, we review Rickard’s Morita theory for derived equivalence and
we give the definition of derived Picard groups TrP ic and of Nakayama
algebras.
In Section 2, we recall the Nakayama algebra Nnn which is also a basic
Brauer star algebra with n edges and no exceptional vertex. We define
explicit elements of TrP ic(Nnn ).
The action of the braid group B(Kn) on D
b(Nnn ) is defined in Section 3.
And in Section 4 we show that this action is not faithful using a categorifi-
cation of the group homomorphism η.
In the last section, we use the results of sections 2, 3 and 4 to show
that the action defined in [17] is faithful for Brauer star algebras with no
exceptional vertex.
Acknowledgement I would like to thank Robert Marsh and Steffen
Ko¨nig for numerous discussions on studying the braid action on derived cat-
egories. I also thank Alexander Zimmermann for encouraging me to prove
the faithfulness of the action defined in [17].
1 Derived Picard groups and Nakayama algebras
1.1 Derived equivalence
Let A and B be algebras over a commutative ring R and assume that A and
B are projective as modules over R. The bounded derived category Db(A)
is the category whose objects are complexes of finitely generated projective
modules which are bounded to the right and which have nonzero homology
only in finitely many degrees. Morphisms are morphisms of complexes up
to homotopy. We refer to [11] for the definition of derived categories.
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Denote by A − per the full subcategory of Db(A) consisting of the per-
fect complexes, i.e. bounded complexes of finitely generated projective A-
modules.
Rickard [14] and Keller [8] have given a necessary and sufficient criterion
for the existence of derived equivalences between two rings A and B.
Theorem 1.1 (Rickard [14] and Keller [8])
The following statements are equivalent :
1. Db(A) ≃ Db(B) as triangulated categories.
2. There is a complex T in A− per such that
(a) Hom(T, T [i]) = 0 for i 6= 0,
(b) A− per is generated by T, and
(c) EndDb(A)(T ) ≃ B.
3. There is a bounded complex X in Db(A⊗R B
op) whose restrictions to
A and to Bop are perfect and a bounded complex Y in Db(B ⊗R A
op)
whose restrictions to B and Aop are perfect such that
X ⊗LB Y ≃ A in D
b(A⊗Aop) and Y ⊗LA X ≃ B in D
b(B ⊗Bop).
A complex T satisfying the condition in 2 is called a tilting complex for A
and the complexes X and Y in 3 are called two-sided tilting complexes in-
verse to each other. The image and the pre-image of an indecomposable
projective B-module under derived equivalence Db(A) ≃ Db(B) is a partial
tilting complex in A, i.e. a complex satisfying the condition in 2(a).
We define the Derived Picard group of A as
TrP ic(A) =
{
isomorphism classes of two-sided tilting complexes
in Db(A⊗R A
op)
}
where the product of the classes of X and Y is given by the class of X⊗A Y.
It is clear that if A and B are projective as R-modules then Db(A) ≃
Db(B) implies
TrP ic(A) ≃ TrP ic(B).
The Picard group Pic(A) (i.e. the group of isomorphism classes of in-
vertible A ⊗ Aop-modules M where M ⊗AM
∗ ≃ A) can be embedded into
TrP ic(A) by sending an invertible A ⊗ Aop-module M to a stalk complex
concentrated in degree 0.
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1.2 Nakayama algebras
The self-injective Nakayama algebra Nnm is the path algebra over a field K
of the following quiver
2 → 3
ր ց
1 4
տ ւ
m ← · · ·
modulo the ideal generated by all compositions of n+1 consecutive arrows.
By [2] Nnm is a representative of the class of standard self-injective algebras
of finite representation type associated to the Dynkin diagram of type An.
The algebra Nnm is symmetric if and only if m divides n. In this case
the Nakayama algebra Nnm is a basic Brauer star algebra with n edges and
multiplicity n/m, a particular Brauer tree algebra where all the edges are
adjacent to the exceptional vertex. A Brauer tree algebra with n edges and
multiplicity n/m is (up to Morita equivalence) a p-block with cyclic defect
group of order pd = m+1 where the number of its simple modules is n. (See
[1] for the definition of Brauer tree algebras).
By [13, Theorem 4.2], up to derived equivalence, a Brauer tree algebra is
determined by the number of edges of the Brauer tree and the multiplicity
of the exceptional vertex. Hence, an arbitrary Brauer tree algebra is derived
equivalent to a Brauer star algebra associated with a star having the same
number of edges.
If m = n, the Nakayama algebra Nnn is the trivial extension algebra of
the path algebra of the quiver
1→ 2→ 3→ · · · → n− 1→ n.
It is a Brauer star algebra with n edges and multiplicity 1.
Notation : From now on, A is the Nakayama algebra Nnn over K and
B is the Brauer tree algebra associated to a line without exceptional vertex.
For projective A-modules we use the letter P and for projective B-modules
we use the letter Q. We use the letters F, R, and H to denote two-sided
tilting complexes (elements of TrP ic) and the letters F , R, and H for the
corresponding auto-equivalences. The symbol ⊗ means ⊗K .
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2 Two-sided tilting complexes for Nakayama alge-
bra Nnn
Denote by (i1 i2 · · · il+1) the path starting at i1 and ending at il+1. Note
that we have ik+1 − ik = 1 (mod n) for all 1 ≤ k ≤ l.
Let A be the Nakayama algebra Nnn . The algebra A is the path algebra
of the quiver
2 → 3
ր ց
1 4
տ ւ
n ← · · ·
modulo the relations : (i i+ 1 ... n 1 2 ... i i+ 1) = 0 for all 1 ≤ i ≤ n.
The paths (i) of length 0 are mutually orthogonal idempotents and their
sum is the unit element. The Loewy series of the indecomposable projective
modules Pi = A(i) are as follows :
Pi =
Si
Si+1
...
Sn
S1
S2
...
Si
The dimension of homomorphisms between projective modules is given
by :
dimKHomA(Pi, Pj) =
{
2 if i = j,
1 if i 6= j.
Define iP = (i)A ∼= HomA(Pi, A). Define the complexes
Fi := 0→ Pi ⊗ iP
αi−→ A→ 0
and
F ′i := 0→ A
βi
−→ Pi ⊗ iP → 0
where A is in degree 0 and
αi : Pi ⊗ iP → A
(i) ⊗ (i) 7→ (i)
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βi : A→ Pi ⊗ iP
1 7→ (i · · · n 1 · · · i)⊗ (i) + (i)⊗ (i · · · n 1 · · · i)
+ (i+ 1 · · · n 1 · · · i)⊗ (i i+ 1)
+ (i+ 2 · · · n 1 · · · i)⊗ (i i+ 1 i+ 2)
+ · · · + (n 1 · · · i)⊗ (i i+ 1 · · · n)
+ (1 · · · i)⊗ (i · · · n 1) + (2 · · · i)⊗ (i · · · n 1 2)
+ · · · + (i− 1 i)⊗ (i · · · n 1 · · · i− 1).
Theorem 2.1 The complexes Fi and F
′
i are elements of TrP ic(A).
Proof We will show that Fi and F
′
i are two-sided tilting complexes and
inverses to each other and to do that, we will show that Fi⊗AF
′
i is homotopy
equivalent to A as complex of A−A−bimodules. (See [15, Theorem 6]). We
follow the method of [16, Theorem 4.1] and [10, Proposition 2.4]. We have
Fi ⊗A F
′
i = (0→ Pi ⊗ iP
d1
−→ A⊕ (Pi ⊗ U ⊗ iP )
d0
−→ Pi ⊗A iP → 0)
where U is the 2-dimensional space iP ⊗A Pi with a basis u1 = (i)⊗ (i) and
u2 = (i · · · i)⊗ (i), and the differentials are given by
d1 = αi + τ and d
0 = (βi,−δ) where
τ(x⊗ y) = x⊗ u1 ⊗ (i · · · i)y + x⊗ u2 ⊗ y,
δ(x ⊗ u1 ⊗ y) = x⊗ y,
δ(x ⊗ u2 ⊗ y) = x(i · · · i)⊗ y.
The map d0 is surjective since δ is surjective. Therefore, since Pi ⊗ iP
is projective, d0 is a split surjection.
Denote by Bi (resp. iB) the basis of Pi (resp. of iP ) where
Bi = {(i), (i−1 i), (i−2 i−i i), · · · , (n 1 2 · · · i), · · · , (i i+1 · · · n 1 · · · i)} and
iB = {(i), (i i+1), (i i+1, i+2), · · · , (i i+1 · · ·n 1), · · · , (i i+1 · · ·n 1 · · · i)}.
Let x ∈ Bi and y ∈ iB. Then,
τ(x⊗ y) =
{
x⊗ u1 ⊗ (i · · · i) + x⊗ u2 ⊗ (i) if y = (i),
x⊗ u2 ⊗ y if y 6= (i).
Therefore, if x ⊗ y ∈ Pi ⊗ iP, then x ⊗ y 6= 0 implies τ(x ⊗ y) 6= 0.
This means that τ is injective, therefore so is d1. This implies d1 is a split
injection.
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Therefore, Fi⊗AF
′
i is homotopy equivalent to a module V which satisfies
(Pi ⊗ iP )⊕ (Pi ⊗ iP )⊕ V ≃ (Pi ⊗ iP ⊗A Pi ⊗ iP )⊕A.
Since dimK(Pi ⊗A iP ) = dimKHomA(Pi, Pi) = 2, we obtain V ≃ A as a
left module and this finishes the proof. 
Denote by
Fi := Fi ⊗A −.
It follows from above that :
F−1i = F
′
i ⊗A −.
Lemma 2.2 We have
Fi(Pj) =
{
0 → Pi → 0 if i = j
0 → Pi → Pj → 0 if i 6= j
F−1i (Pj) =
{
0 → Pi → 0 if i = j
0 → Pj → Pi → 0 if i 6= j
where Pj is in degree 0.
Proof The images of Pj under Fi and F
−1
i are
Fi(Pj) = (0→ Pi ⊗ iP ⊗A Pj
αi⊗idPj
−→ A⊗A Pj → 0) and
F−1i (Pj) = (0→ A⊗A Pj
βi⊗idPj
−→ Pi ⊗ iP ⊗A Pj → 0).
When i 6= j, iP ⊗A Pj is generated by the path (i · · · j), hence
αi ⊗ idPj (x⊗ y ⊗A z) = x(i · · · j) for all x⊗ y ⊗A z ∈ Pi ⊗ iP ⊗A Pj,
βi ⊗ idPj (1⊗A x) = x(j · · · i)⊗ (i · · · j) for all x ∈ Pj .
Since dimK(iP ⊗A Pj) = dimKHomA(Pi, Pj) = 1 we have Pi⊗ iP ⊗A Pj ≃
Pi. The only map up to scalars between Pi and Pj is
µij : Pi → Pj where µij(x) = x(i · · · j) for all x ∈ Pi.
Therefore, αi ⊗ idPj ≃ µij , βi ⊗ idPj ≃ µji and
Fi(Pj) = (0→ Pi
µij
→ Pj → 0) and F
−1
i (Pj) = (0→ Pj
µji
→ Pi → 0).
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When i = j, Pi ⊗ iP ⊗A Pi
αi⊗idPi−→ A⊗A Pi is surjective since for all x ∈ Pi,
(αi ⊗ idPi)(x⊗ (i) ⊗ (i)) = x.
Now if x ∈ Pi, then one can check that
βi ⊗ idPi(1⊗A x) = x⊗ (i · · · i) + x(i · · · i)⊗ (i).
Hence, if x 6= 0, then βi ⊗ idPi(1 ⊗A x) 6= 0; therefore, A ⊗A Pi
βi⊗idPi−→
Pi ⊗ iP ⊗A Pi is injective.
Hence, Fi(Pi) (resp. F
−1
i (Pi)) has homology concentrated in degree 1
(resp. −1). As dimK(iP⊗APi) = 2, Fi(Pi) ≃ Pi[1] and F
−1
i (Pi) ≃ Pi[−1].
Denote by ∆ the subgroup of TrP ic(A) generated by F1, · · · , Fn.
Lemma 2.3 For F,F ′ ∈ ∆, F ≃ F ′ if and only if
F ⊗A P ≃ F
′ ⊗A P
for any indecomposable projective module P.
Proof Let us assume that F ⊗A P ≃ F
′ ⊗A P for any indecomposable
projective A-module P. Denote by B the Brauer tree algebra associated to
a line with n edges and multiplicity 1. Denote by Φ the isomorphism of
groups
Φ : TrP ic(A)→ TrP ic(B)
and by G and G′ the images of F and F ′ under Φ (G := Φ(F ) and G′ :=
Φ(F ′)). Denote byX the associated two-sided tilting complex inDb(B⊗Aop)
giving the derived equivalence between A and B, so we have
G−1 ⊗B X ≃ X ⊗A F
−1 and G′ ⊗B X ≃ X ⊗A F
′.
F⊗A−→
Db(A)
F−1⊗A−← Db(A)
X⊗A− ↓ ↓ X⊗A−
Db(B)
G⊗B−→ Db(B)
G−1⊗B−←
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We will show that G−1 ⊗B Q ≃ G
′−1 ⊗B Q, or equivalently
Q ≃ G′ ⊗B G
−1 ⊗B Q
for any indecomposable projective B-module Q.
Let Q be an indecomposable projective B-module and denote by T the
partial tilting complex of A where Q = Φ(T ) = X ⊗A T and denote by P
the indecomposable projective A-module where P := F−1 ⊗A T. Then we
have
G′ ⊗B G
−1 ⊗B Q ≃ G
′ ⊗B G
−1 ⊗B X ⊗A T
≃ G′ ⊗B X ⊗A F
−1 ⊗A T
≃ G′ ⊗B X ⊗A P
≃ X ⊗A F
′ ⊗A P
≃ X ⊗A F ⊗A P by assumption
≃ X ⊗A F ⊗A F
−1 ⊗A T
≃ X ⊗A T ≃ Q.
Hence, by [16, Remark 3], using the identity componentOut0(B) of the outer
automorphism group of B we obtain G−1 ≃ G′−1, which implies G ≃ G′.
And since Out0 is invariant under derived equivalence (see [6]) we obtain
F ≃ F ′. 
3 Braid action
Denote by B(Kn) the braid group whose associated Coxeter group has Cox-
eter graph given by the complete graph on n vertices, generated by a1, · · · , an
with relations
aiajai = ajaiaj
for all 1 ≤ i, j ≤ n, i 6= j. We will define an action of B(Kn) on D
b(A).
Theorem 3.1 There is a group homomorphism
ϕ : B(Kn)→ TrP ic(A)
where ϕ(ai) = Fi.
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Proof By Lemma 2.3, it is enough to show that FiFjFi(P ) ≃ FjFiFj(P )
for every indecomposable projective module P. We will show that for every
indecomposable projective module P
F−1i FjFi(P ) ≃ FjFiF
−1
j (P ).
Claim
0
BBBBBBBBBBBBBBBBBBBBBB@
P1
P2
...
Pi−1
Pi
Pi+1
...
Pj−1
Pj
Pj+1
...
Pn
1
CCCCCCCCCCCCCCCCCCCCCCA
Fi
−→
0
BBBBBBBBBBBBBBBBBBBBBB@
Pi → P1
Pi → P2
...
Pi → Pi−1
Pi → 0
Pi → Pi+1
...
Pi → Pj−1
Pi → Pj
Pi → Pj+1
...
Pi → Pn
1
CCCCCCCCCCCCCCCCCCCCCCA
Fj
−→
0
BBBBBBBBBBBBBBBBBBBBBB@
Pi → P1
Pi → P2
...
Pi → Pi−1
Pj → Pi → 0
Pi → Pi+1
...
Pi → Pj−1
Pi → 0
Pi → Pj+1
...
Pi → Pn
1
CCCCCCCCCCCCCCCCCCCCCCA
F
−1
i
−→
0
BBBBBBBBBBBBBBBBBBBBBB@
P1
P2
...
Pi−1
Pj → Pi → Pi
Pi+1
...
Pj−1
Pi
Pj+1
...
Pn
1
CCCCCCCCCCCCCCCCCCCCCCA
and
0
BBBBBBBBBBBBBBBBBBBBBB@
P1
P2
...
Pi−1
Pi
Pi+1
...
Pj−1
Pj
Pj+1
...
Pn
1
CCCCCCCCCCCCCCCCCCCCCCA
F
−1
j
−→
0
BBBBBBBBBBBBBBBBBBBBBB@
P1 → Pj
P2 → Pj
...
Pi−1 → Pj
Pi → Pj
Pi+1 → Pj
...
Pj−1 → Pj
Pj
Pj+1 → Pj
...
Pn → Pj
1
CCCCCCCCCCCCCCCCCCCCCCA
Fi
−→
0
BBBBBBBBBBBBBBBBBBBBBB@
P1 → Pj
P2 → Pj
...
Pi−1 → Pj
Pi → Pi → Pj
Pi+1 → Pj
...
Pj−1 → Pj
Pi → Pj
Pj+1 → Pj
...
Pn → Pj
1
CCCCCCCCCCCCCCCCCCCCCCA
Fj
−→
0
BBBBBBBBBBBBBBBBBBBBBB@
P1
P2
...
Pi−1
Pj → Pi → Pi
Pi+1
...
Pj−1
Pi
Pj+1
...
Pn
1
CCCCCCCCCCCCCCCCCCCCCCA
(1)
Proof of Claim :
For all 1 ≤ i ≤ n, denote by δi : Pi → Pi where δi((i)) = (i), and for all
1 ≤ i, j ≤ n by µij : Pi → Pj, the only map up to a scalars between Pi and
Pj where
µij(x) = x(i · · · j) for all x ∈ Pi.
10
Since Fj preserves cones, Fj(Pi → Pj) is isomorphic to
Cone(Fj(Pi)→ Fj(Pj)) = Cone


Fj(Pi) = Pj ⊗ jP ⊗A Pi → A⊗A Pi
x⊗ (j · · · i) x(j · · · i)
↓ ↓ ↓
Fj(Pj) = Pj ⊗ jP ⊗A Pj → A⊗A Pj
x⊗ (j · · · j) x(j · · · j)


≃ Cone


Pj
µji
→ Pi
x x(j · · · i)
↓ δj
Pj
x


≃ Pi[1].
For k 6= j, Fj(Pi → Pk) is isomorphic to
Cone


Fj(Pi) = Pj ⊗ jP ⊗A Pi → A⊗A Pi
x⊗ (j · · · i) x(j · · · i)
↓ ↓ ↓ µik
Fj(Pk) = Pj ⊗ jP ⊗A Pk → A⊗A Pk
x⊗ (j · · · k) x(j · · · k)


≃ Cone


Pj
µji
→ Pi
x x(j · · · i)
↓ δj ↓ µik
Pj
µjk
→ Pk
x x(j · · · k)


≃
Pj
µji
→ Pi
δj ց ⊕ ց µik
Pj
µjk
→ Pk
≃ Cone(Cone(Pj → Pi ⊕ Pj)→ Pk)
≃ Cone

 Cone

 (Pj
µji
→ Pi)
δj ↓
Pj

 [−1] (µik,µjk)−→ Pk


≃ Pi
µik
−→ Pk.
The complex F−1i (Pi → Pk) (k 6= i) is isomorphic to
Cone


F−1i (Pi) = A⊗A Pi → Pi ⊗ iP ⊗A Pi
x x(i · · · i)⊗ (i) + x⊗ (i · · · i)
↓ ↓ ↓
F−1i (Pk) = A⊗A Pk → Pi ⊗ iP ⊗A Pk
x(i · · · k) x(i · · · i)⊗ (i · · · k)


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≃ Cone

 Pi↓ δi
(Pk
µki
→ Pi)

 ≃ Pk (Pi lies in degree − 1).
The complex F−1i (Pj → Pi → 0) is isomorphic to
Cone


F−1i (Pj) = A⊗A Pj → Pi ⊗ iP ⊗A Pj
x x(j · · · i)⊗ (i · · · j)
↓ ↓ ↓
F−1i (Pi) = A⊗A Pi → Pi ⊗ iP ⊗A Pi
x(j · · · i) x(j · · · i)⊗ (i · · · i)


≃ Cone


(Pj
µji
→ Pi)
x x(j · · · i)
↓ δi
Pi
x(j · · · i)

 ≃ Pj
µji
−→ Pi
δi−→ Pi,
and the complex Fi(Pi → Pj) is isomorphic to
Cone


Fi(Pi) = Pi ⊗ iP ⊗A Pi → A⊗A Pi
x⊗ (i) + x⊗ (i · · · i) x(i)
↓ ↓ ↓ µij
Fi(Pj) = Pi ⊗ iP ⊗A Pj → A⊗A Pj
x⊗ (i · · · j) x(i · · · j)


≃ Cone


Pi
x
δi ↓
(Pi
µij
→ Pj)
x x(i · · · j)

 ≃ Pi
δi−→ Pi
µij
−→ Pj
And finally, in a similar way, the complex Fj(Pi → Pi → Pj) (where Pj is
in degree −1) is isomorphic to
Fj(Cone(Pi → (Cone(Pi → Pj))[−1])) ≃ Cone(Fj(Pi)→ (Fj(Pi → Pj))[−1])
≃ Cone

 (Pj
µji
→ Pi)
δi ↓
Pi


≃ Pj
µij
−→ Pi
δi−→ Pi.
This finishes the proof. 
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4 Categorification of a braid group homomorphism
Let B be a Brauer tree algebra associated to a line with n edges and no
exceptional vertex. Denote by B(An) the Artin braid group on n strings
generated by σ1, · · · , σn satisfying the relations
σiσi+1σi = σi+1σiσi+1 and σiσj = σjσi if |i− j| > 1.
In [16] Rouquier and Zimmermann obtained an action of B(An) on derived
category of B.
Theorem 4.1 (Rouquier and Zimmermann [16])
There is a group homomorphism
ψn : B(An) → TrP ic(B)
σi 7→ Ri
where Ri is the two-sided tilting complex 0→ Qi⊗HomK(Qi,K)→ B → 0
and Q1, · · ·Qn are the indecomposable projective modules of B. Moreover ψ2
is injective.
In [10] Khovanov and Seidel independently discovered this homomor-
phism ψ for similar algebras in a very different context.
Theorem 4.2 (Khovanov and Seidel [10])
The map ψn is injective for all n.
For simplicity, let us denote by ψ := ψn. Denote by Ri the corresponding
functor Ri := Ri⊗B −. By [16, Lemma 4.2], the images of the indecompos-
able projective modules Qj of B under Ri are
Ri(Qj) =


0 → Qi → 0 if i = j
0 → Qi → Qj → 0 if |i− j| = 1
0 → Qj → 0 if |i− j| > 1
where Qj is in degree 0.
In the next subsections we will provide a link between the B(Kn), B(An),
the algebras A and B which will show that the action defined in Theorem
3.1 is unfaithful.
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4.1 Braid group homomorphism
Define
cn := σn and ck := σ
−1
k ck+1σk for all 1 ≤ k ≤ n− 1.
Define a mapping
η : B(Kn) → B(An)
ai 7→ ci
Proposition 4.3 The mapping η is a surjective group homomorphism.
First we will need the following Lemma :
Lemma 4.4 cjσ
−1
i = σ
−1
i cj for all 1 ≤ j ≤ n−1, 1 ≤ i ≤ n, i 6= j−1, i 6= j
Proof If i > j, we have
cjσ
−1
i = σ
−1
j · · ·σ
−1
n−1σnσn−1 · · ·σjσ
−1
i
= σ−1j · · ·σ
−1
n−1σnσn−1 · · ·σi+1σiσi−1σ
−1
i σi−2 · · ·σj
= σ−1j · · ·σ
−1
n−1σnσn−1 · · ·σi+1σ
−1
i−1σiσi−1σi−2 · · ·σj
= σ−1j · · ·σ
−1
i−1σ
−1
i σ
−1
i−1σ
−1
i+1 · · ·σ
−1
n−1σnσn−1 · · ·σi+1σiσi−1σi−2 · · ·σj
= σ−1j · · ·σ
−1
i σ
−1
i−1σ
−1
i σ
−1
i+1 · · ·σ
−1
n−1σnσn−1 · · ·σj
= σ−1i cj
If i < j, i 6= j − 1,
cjσ
−1
i = σ
−1
j · · ·σ
−1
n−1σnσn−1 · · ·σjσ
−1
i
= σ−1i σ
−1
j · · ·σ
−1
n−1σnσn−1 · · ·σj
= σ−1i cj

Proof of Proposition 4.3 We need to show
1. σnckσn = ckσnck for all 1 ≤ k ≤ n− 1.
2. cicjci = cjcicj for all 1 ≤ i, j ≤ n− 1, i 6= j.
3. σi is in the image of η for all 1 ≤ i ≤ n.
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1. We will show this using induction. For k = n− 1,
σncn−1σn = σnσ
−1
n−1σnσn−1σn
= σnσnσn−1σ
−1
n σn
= σnσnσn−1.
cn−1σncn−1 = σ
−1
n−1σnσn−1σnσ
−1
n−1σnσn−1
= σ−1n−1σnσ
−1
n σn−1σnσnσn−1
= σnσnσn−1.
Assume that σncjσn = cjσncj ; we will show that σncj−1σn = cj−1σncj−1.
σncj−1σn = σnσ
−1
j−1cjσj−1σn
= σ−1j−1σncjσnσj−1
= σ−1j−1cjσncjσj−1
= σ−1j−1cjσj−1σnσ
−1
j−1cjσj−1
= cj−1σncj−1.
2. For i = n− 1, if j = n− 2,
cn−1cn−2cn−1 = σ
−1
n−1σnσn−1σ
−1
n−2σ
−1
n−1σnσn−1σn−2σ
−1
n−1σnσn−1
= σnσn−1σ
−1
n σ
−1
n−2σnσn−1σ
−1
n σn−2σnσn−1σ
−1
n
= σnσn−1σ
−1
n−2σn−1σn−2σn−1σ
−1
n
= σnσn−1σ
−1
n−2σn−2σn−1σn−2σ
−1
n
= σnσn−1σn−1σn−2σ
−1
n .
cn−2cn−1cn−2 = σ
−1
n−2σ
−1
n−1σnσn−1σn−2σ
−1
n−1σnσn−1σ
−1
n−2σ
−1
n−1σnσn−1σn−2
= σ−1n−2σnσn−1σ
−1
n σn−2σnσn−1σ
−1
n σ
−1
n−2σnσn−1σ
−1
n σn−2
= σ−1n−2σnσn−1σn−2σn−1σ
−1
n−2σn−1σ
−1
n σn−2
= σ−1n−2σnσn−2σn−1σn−2σ
−1
n−2σn−1σn−2σ
−1
n
= σnσn−1σn−1σn−2σ
−1
n .
If j 6= n− 2, cn−1cjcn−1 =
= σ−1n−1σnσn−1(σ
−1
j σ
−1
j+1 · · ·σ
−1
n−3σ
−1
n−2σ
−1
n−1σnσn−1σn−2σn−3 · · ·σj+1σj)σ
−1
n−1σnσn−1
= (σ−1j σ
−1
j+1 · · ·σ
−1
n−3)σ
−1
n−1σnσn−1(σ
−1
n−2σ
−1
n−1σnσn−1σn−2)σ
−1
n−1σnσn−1(σn−3 · · ·σj)
= σ−1j σ
−1
j+1 · · ·σ
−1
n−3cn−1cn−2cn−1σn−3 · · ·σj
= σ−1j σ
−1
j+1 · · ·σ
−1
n−3cn−2cn−1cn−2σn−3 · · ·σj ,
15
cjcn−1cj =
= σ−1j σ
−1
j+1 · · ·σ
−1
n−1σnσn−1 · · ·σjσ
−1
n−1σnσn−1σ
−1
j σ
−1
j+1 · · ·σ
−1
n−1σnσn−1 · · ·σj
= σ−1j σ
−1
j+1 · · ·σ
−1
n−3σ
−1
n−2σ
−1
n−1σnσn−1σn−2σ
−1
n−1σnσn−1σ
−1
n−2σ
−1
n−1σnσn−1σn−2σn−3 · · ·σj
= σ−1j σ
−1
j+1 · · ·σ
−1
n−3cn−2cn−1cn−2σn−3 · · ·σj .
Now assume that cjckcj = ckcjck for all k > i. We will show that
cjcicj = cicjci.
If j 6= i+ 1
cjcicj = cjσ
−1
i ci+1σicj
= σ−1i cjci+1cjσi by Lemma 4.4
= σ−1i ci+1cjci+1σi
= σ−1i ci+1σicjσ
−1
i ci+1σi
= cicjci.
If j = i+ 1
ci+1cici+1 = ci+1σ
−1
i ci+1σici+1
= ci+1σ
−1
i σ
−1
i+1ci+2σi+1σici+1
= σ−1i+1ci+2σi+1σ
−1
i σ
−1
i+1ci+2σi+1σiσ
−1
i+1ci+2σi+1
= σ−1i+1ci+2σ
−1
i σ
−1
i+1σici+2σ
−1
i σi+1σici+2σi+1
= σ−1i+1σ
−1
i ci+2σ
−1
i+1ci+2σi+1σici+2σi+1
= σ−1i+1σ
−1
i ci+2ci+1ci+2σiσi+1
= σ−1i+1σ
−1
i ci+1ci+2ci+1σiσi+1
= σ−1i+1σ
−1
i σ
−1
i+1ci+2σi+1ci+2σ
−1
i+1ci+2σi+1σiσi+1
= σ−1i σ
−1
i+1σ
−1
i ci+2σi+1ci+2σ
−1
i+1ci+2σiσi+1σi
= σ−1i σ
−1
i+1ci+2σ
−1
i σi+1ci+2σ
−1
i+1σici+2σi+1σi
= σ−1i σ
−1
i+1ci+2σ
−1
i σi+1σici+2σ
−1
i σ
−1
i+1σici+2σi+1σi
= σ−1i σ
−1
i+1ci+2σi+1σiσ
−1
i+1ci+2σi+1σ
−1
i σ
−1
i+1ci+2σi+1σi
= cici+1ci.
3. We will show that
ckck+1c
−1
k = c
−1
k+1ckck+1 = σk
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for all 1 ≤ k ≤ n− 1. For k = n− 1,
cn−1cnc
−1
n−1 = σ
−1
n−1σnσn−1σnσ
−1
n−1σ
−1
n σn−1
= σnσn−1σ
−1
n σnσ
−1
n−1σ
−1
n σn−1
= σn−1.
Assume ck+1ck+2 = ck+2σk+1. We will show that ckck+1 = ck+1σk.
ckck+1 = σ
−1
k ck+1σkck+1
= σ−1k ck+2σk+1c
−1
k+2σkck+2σk+1c
−1
k+2
= σ−1k ck+2σk+1σkσk+1c
−1
k+2
= σ−1k ck+2σkσk+1σkc
−1
k+2
= ck+2σk+1σkc
−1
k+2
= ck+1ck+2σkc
−1
k+2
= ck+1σk.

Proposition 4.5 The homomorphism η is not injective.
Proof We have σ1σn = σnσ1 but a1a2a
−1
1 an 6= ana1a2a
−1
1 as we will show
using the geometric representation of the Coxeter group of B(Kn).
Denote by W (Kn) the Coxeter group of B(Kn). Denote by di the image
of ai in W (Kn). By [7, section 5.3], W (Kn) acts on an n-dimensional vector
space V with basis {v1, · · · , vn}.
The action of W (Kn) is defined by di 7→ fi : V → V where
fi(vi) = −vi and
fi(vj) = vi + vj .
Now if a1a2a
−1
1 ana1a
−1
2 a
−1
1 a
−1
n = e, then
d1d2d1dnd1d2d1dn = e and f1f2f1fnf1f2f1fn = idV ;
but
f1f2f1fnf1f2f1fn(vn) = f1f2f1fnf1f2f1(−vn)
= f1f2f1fnf1f2(−v1 − vn)
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= f1f2f1fnf1(−2v2 − v1 − vn)
= f1f2f1fn(−2v1 − 2v2 − vn)
= f1f2f1(−3vn − 2v1 − 2v2)
= f1f2(−3v1 − 3vn − 2v2)
= f1(−4v2 − 3v1 − 3vn)
= (−4v1 − 4v2 − 3vn) 6= vn, a contradiction.

4.2 Categorification
Let T be the direct sum of the following complexes of projective B-modules.
T1 : 0 → Qn → Qn−1 → · · · → Q2 → Q1 → 0
T2 : 0 → Qn → Qn−1 → · · · → Q2 → 0
...
...
Tn−1 : 0 → Qn → Qn−1 → 0
Tn : 0 → Qn → 0
where Qi is in degree i− 1.
By [13, Theorem 4.2], using the stable equivalence between EndDb(B)(T )
and A and the result of Gabriel and Riedtmann [4], T is a tilting complex
giving a derived equivalence between B and A. (We note that by computing
the endomorphism ring of T directly with the method in [12], we can show
that EndDb(B)(T ) ≃ A).
Denote by G the unique two-sided tilting complex of (A⊗Bop)-modules
associated to T (such a complex is unique up to isomorphism in Db(A⊗Bop)
by a theorem of Keller [8]). Denote by G the corresponding functor
G = G⊗B −.
It is easy to see that
G(Ti) = Pi for all 1 ≤ i ≤ n. (2)
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We will compute the image of Ri under this functor.
Db(B)
G
→ Db(A)
Ri⊗B− ↓ ↓ G(Ri)⊗A−
Db(B)
G
→ Db(A)
This will give the image of Ri in TrP ic(A) under the group isomorphism
Γ : TrP ic(B)
∼
→ TrP ic(A)
induced by G.
From now on, when we multiply two elements of TrP ic, we omit the tensor
product symbol ⊗A (FF
′ := F ⊗A F
′).
Proposition 4.6 We have
Γ(Ri) =
{
FiFi+1F
−1
i if 1 ≤ i ≤ n− 1,
Fn if i = n.
We need the following lemmas
Lemma 4.7 For all 1 ≤ i ≤ n− 1,
Ri(Tj) =


Tj if |i− j| > 1
Ti−1 if j = i− 1
Ti+1 if j = i
Cone(Cone(Ti → Ti+1)→ Ti+1) if j = i+ 1
Proof For all 1 ≤ j ≤ n− 1 denote by
νj,j+1 : Qj → Qj+1 and νj+1,j : Qj+1 → Qj
x 7→ x(j j + 1) x 7→ x(j + 1 j)
and for all 1 ≤ i ≤ n denote by ρi : Qi → Qi where ρi((i)) = (i).
For all 1 ≤ j ≤ n− 1 we have a triangle
Tj
fj
→ Tj+1
gj
→ Qj[j]
hj
 Tj[1]
where fj = (ρn, ρn−1, · · · , ρj+1, 0, · · · , 0), ρk in degree k − 1; gj = νj+1,j in
degree j and 0 otherwise; and hj = ρj in degree j and 0 otherwise.
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Therefore,
Cone(Tj+1[−1]→ Qj[j − 1]) ≃ Tj and
Cone(Tj → Tj+1) ≃ Qj[j].
For j > i+ 1, we will prove the lemma using induction : if j = n,
Ri(Tn) = Ri(Qn[n− 1]) = Qn[n− 1] = Tn.
Suppose that Ri(Tj+1) = Tj+1. We will show that Ri(Tj) = Tj .
Ri(Tj) ≃ Ri(Cone(Tj+1[−1]→ Qj [j − 1]))
≃ Cone(Ri(Tj+1)[−1]→Ri(Qj [j − 1]))
≃ Cone(Tj+1[−1]→ Qj[j − 1]) ≃ Tj . (3)
If j = i+ 1,
Ri(Ti+1) = Ri(Cone(Ti+2[−1]→ Qi+1[i]))
≃ Cone(Ri(Ti+2)[−1]→Ri(Qi+1[i]))
≃ Cone(Ti+2[−1]→ (Qi → Qi+1)[i])
≃ Cone


(Qn → · · · → Qi+3
νi+3,i+2
−→ Qi+2)
↓ 0 ↓ νi+2,i+1
(Qi
νi,i+1
−→ Qi+1)


where Qi+1 lies in degree i
≃

 Qn → · · · → Qi+3 → Qi+2ց 0 ⊕ ց
Qi → Qi+1


≃ Cone

 Qi↓ νi,i+1
(Qn → · · · → Qi+2 → Qi+1)


(since HomB(Qi+3, Qi) = 0)
≃ Cone(Qi[i]→ Ti+1)
≃ Cone(Cone(Ti → Ti+1)→ Ti+1)
If j = i,
Ri(Ti) = Ri(Cone(Ti+1[−1]→ Qi[i− 1]))
≃ Cone(Ri(Ti+1[−1])→Ri(Qi[i− 1]))
≃ Cone



 Qn → · · · → Qi+3 → Qi+2ց ⊕ ց
Qi → Qi+1

→ Qi[i]


where Qi+1 lies in degree i− 1
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≃

Qn → · · · → Qi+3
νi+3,i+2
→ Qi+2
0 ց ⊕ ց νi+2,i+1
Qi
νi,i+1
→ Qi+1
ց ρi ⊕
Qi


where Qi+1 lies in degree i
≃ Cone

(Qn → · · · → Qi+3 → Qi+2) νi+2,i+1−→

 Qi
νi,i+1
−→ Qi+1
ρi ց ⊕
Qi

 [i]


≃ Cone

Ti+2[−1]→ Cone

 Qi → Qi+1↓
Qi

 [i − 1]


≃ Cone(Ti+2[−1]→ Qi+1[i]) ≃ Ti+1.
For j < i, using induction and the same argument as (3) we only need to
show that
Ri(Ti−1) = Ti−1.
We have :
Ri(Ti−1) = Ri(Cone(Ti[−1]→ Qi−1[i− 2]))
≃ Cone(Ri(Ti[−1])→Ri(Qi−1[i− 2]))
≃ Cone(Ti+1[−1]→ (Qi → Qi−1)[i− 2])
≃ Cone

 (Qn → · · · → Qi+1)↓ νi+1,i
(Qi → Qi−1)


where Qi−1 in degree i − 2
≃ Ti−1.

Lemma 4.8
Rn(Tj) =
{
Cone(Tn → Tj) if j < n,
Tn[1] if j = n.
Proof For j = n, Rn(Tn) = Rn(Qn[n− 1]) = Qn[n] = Tn[1].
For j < n, we will show the result using induction.
Rn(Tn−1) = Rn(Cone(Qn → Qn−1))
≃ Cone(Rn(Qn)→Rn(Qn−1))
≃ Cone

 Qn
ρn ↓
(Qn → Qn−1)


≃ Cone(Tn → Tn−1)
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Assume that Rn(Tj+1) = Cone(Tn → Tj+1). We will show that
Rn(Tj) = Cone(Tn → Tj).
Rn(Tj) ≃ Rn(Cone(Tj+1[−1]→ Qj [j − 1]))
≃ Cone(Rn(Tj+1[−1])→Rn(Qj [j − 1]))
≃ Cone(Cone(Tn → Tj+1)[−1]→ Qj[j − 1])
≃ Cone(Tn → Cone(Tj+1[−1]→ Qj [j − 1]))
≃ Cone(Tn → Tj).

Proof of Proposition 4.6 We have a commutative diagram
Db(B)
G
−→ Db(A)
↓ Ri ↓ Wi
Db(B)
G
−→ Db(A) (4)
where we denote
Wi := G ◦ Ri ◦ G
−1.
We will show that for all indecomposable projective A-modules P,
1. Wi(P ) = FiFi+1F
−1
i (P ) for all 1 ≤ i ≤ n− 1, and
2. Wn(P ) = Fn(P ).
1. Fix 1 ≤ i ≤ n−1. Recall that G(Tj) = Pj for all 1 ≤ j ≤ n. By Lemma
4.7 and the above commutative diagram (4),
Wi(Pj) = Wi(G(Tj))
= GRi(Tj)
=


Pj if |i− j| > 1 or j = i− 1,
Pi+1 if j = i,
Pi → Pi+1 → Pi+1 if j = i+ 1.
From (1) (see Theorem 3.1) we get
FiFi+1F
−1
i (Pj) =


Pj if |i− j| > 1 or j = i− 1,
Pi+1 if j = i,
Pi → Pi+1 → Pi+1 if j = i+ 1.
(5)
Therefore, we get Wi = FiFi+1F
−1
i .
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2. By (2), Lemma 4.8 and Diagram (4),
Wn(Pj) = WnG(Tj)
= GRn(Tj)
= G(Cone(Tn → Tj))
= Pn → Pj for all 1 ≤ j < n,
and Wn(Pn) = WnGn(Tn) = GRn(Tn) = G(Tn[1]) = Pn[1]. Hence, by
Lemma 2.2, Wn = Fn. 
Proposition 4.9 Γ−1(Fn) = Rn and
Γ−1(Fk) = R
−1
k R
−1
k+1 · · ·R
−1
n−1RnRn−1 · · ·Rk+1Rk
= RnRn−1 · · ·Rk+1RkR
−1
k+1 · · ·R
−1
n−1R
−1
n
Proof Define Cn := Rn and
Ck := R
−1
k Ck+1Rk, for all 1 ≤ k ≤ n− 1.
By Proposition 4.6, Γ(Cn) = Fn. Now assume that Γ(Ck+1) = Fk+1.We will
show that Γ(Ck) = Fk.
Γ(Ck) = Γ(R
−1
k Ck+1Rk)
= (FkF
−1
k+1F
−1
k )Fk+1(FkFk+1F
−1
k )
= FkF
−1
k+1F
−1
k FkFk+1FkF
−1
k = Fk.

Corollary 4.10 The following diagram is commutative :
B(Kn)
η
−→ B(An)
↓ ϕ ↓ ψ
TrP ic(A)
Γ−1
−→ TrP ic(B)
This defines a categorification of the group homomorphism η.
Corollary 4.11 Since η is not injective, the action of B(Kn) on D
b(A) is
not faithful.
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5 A faithful action
Denote by B(A˜n−1) the affine braid group generated by h1, · · · , hn subject
to relations
hihi+1hi = hi+1hihi+1 if 1 ≤ i ≤ n− 1,
hihj = hjhi if |i− j| 6= 1, n − 1 and
hnh1hn = h1hnh1.
In [17] Schaps and Zakay-Illouz obtained a group homomorphism be-
tween B(A˜n−1) and the subgroup of TrP ic(A) generated by H1, · · · ,Hn
where Hi is the refolded tilting complex associated to the transposition
(i i+ 1). (See [17] for the definition).
Theorem 5.1 (Schaps and Zakay-Illouz [17])
There is a group homomorphism
ρ : B(A˜n−1) → TrP ic(A)
hi 7→ Hi.
Remark In [17] the action is defined for Brauer star algebras in general.
Denote by Hi the corresponding functor Hi := Hi ⊗A −.
Using [17, Proposition 1] we get the images of indecomposable projective
modules of A under Hi :
Hi(Pj) =


Pj if |i− j| > 1,
Pi−1 if j = i− 1,
Pi+1 if j = i,
Pi → Pi+1 → Pi+1 if j = i+ 1.
Comparing this with (5) we get
Hi = FiFi+1F
−1
i for all 1 ≤ i ≤ n− 1, (6)
and it is easy to see from (1) that
Hn = FnF1F
−1
n . (7)
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5.1 Injective braid group homomorphisms
Let B(Bn) be the braid group associated to Dynkin diagram of type Bn
with generators b1, b2, · · · , bn subject to relations :
bibi+1bi = bi+1bibi+1 if 1 ≤ i ≤ n− 1,
bibj = bjbi if |i− j| > 1,
bn−1bnbn−1bn = bnbn−1bnbn−1.
By [5], B(Bn) is also generated by τ, s1, s2, · · · , sn subject to the relations :
s1sns1 = sns1sn,
sisi+1si = si+1sisi+1 for 1 ≤ i ≤ n− 1,
sisj = sjsi for |i− j| 6= 1, n− 1,
τsiτ
−1 = si−1 for 1 ≤ i ≤ n− 1,
τs1τ
−1 = sn,
and the subgroup of B(Bn) generated by s1, · · · , sn is the affine braid group
B(A˜n−1). By [9], this shows that B(Bn) is a semidirect product of the infinite
cyclic group generated by τ and B(A˜n−1). Therefore B(A˜n−1) injects into
B(Bn) (see [9] for more details).
We can reformulate [5, Proposition 6] to get
τ = bnbn−1 · · · b2,
si = bi 1 ≤ i ≤ n− 1,
sn = τb1τ
−1 = bnbn−1 · · · b2b1b
−1
2 · · · b
−1
n−1b
−1
n ,
such that the embedding of B(A˜n−1) into B(Bn) is defined by the following
map :
µ : B(A˜n−1) → B(Bn)
hi 7→ bi 1 ≤ i ≤ n− 1,
hn 7→ bnbn−1 · · · b2b1b
−1
2 · · · b
−1
n−1b
−1
n .
Now define a group homomorphism
χ : B(Bn) → B(An)
bi 7→ σi 1 ≤ i ≤ n− 1,
bn 7→ σ
2
n.
25
By [3], χ is injective. Therefore we obtain an injective composition of injec-
tive group homomorphisms
χ ◦ µ : B(A˜n−1) → B(An)
hi 7→ σi, 1 ≤ i ≤ n− 1,
hn 7→ σnσnσn−1 · · · σ2σ1σ
−1
2 · · · σ
−1
n−1σ
−1
n σ
−1
n .
5.2 Another Categorification
By Proposition 4.6, Proposition 4.9, (6) and (7) we obtain
Γ−1(Hi) = Ri for all 1 ≤ i ≤ n− 1,
Γ−1(Hn) = Γ
−1(FnF1F
−1
n )
= RnRnRn−1 · · ·R2R1R
−1
2 · · ·R
−1
n−1R
−1
n R
−1
n .
Therefore, we get the following commutative diagram :
B(A˜n−1)
χ◦µ
−→ B(An)
↓ ρ ↓ ψ
TrP ic(A)
Γ−1
−→ TrP ic(B)
And since χ ◦ µ and ψ are injective, we obtain the following result :
Theorem 5.2 The action of B(A˜n−1) on D
b(A) defined in Theorem 5.1 is
faithful.
Remark We leave as an open question whether the action defined in
[17] is faithful for Brauer star algebras with exceptional vertex. We also get
a faithful action of B(Bn) on D
b(A) by defining
B(Bn) → TrP ic(A),
bi 7→ FiFi+1Fi if 1 ≤ i ≤ n− 1,
bn 7→ FnFn.
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