Machine learning classification and regression algorithms were applied to calibrate the localization errors of a time-difference-of-arrival (TDOA)-based acoustic sensor array used for tracking salmon passage through a hydroelectric dam on the Snake River, Washington, USA. The locations of stationary and mobile acoustic tags were first tracked using the approximate maximum likelihood algorithm. Next, ensembles of classification trees successfully identified and filtered data points with large localization errors. This prefiltering step allowed the creation of a machine-learned regression model function, which decreased the median distance error by 50% for the stationary tracks and by 34% for the mobile tracks. It also extended the previous range of sub-meter localization accuracy from 100 m to 250 m horizontal distance from the dam face (the receivers). Median distance errors in the depth direction were especially decreased, falling from 0.49 m to 0.04 m in the stationary tracks and from 0.38 m to 0.07 m in the mobile tracks. These methods would have application to the calibration of error in any TDOA-based sensor network with a steady environment and array configuration. Published by AIP Publishing. https://doi
I. INTRODUCTION
Underwater acoustic telemetry is used frequently in oil and natural gas exploration, monitoring underwater plate tectonic movements and underwater vehicle navigation, and tracking the behavior and migratory patterns of aquatic and marine animals. [1] [2] [3] In the Pacific Northwest (USA), one of its most important applications has been tracking endangered salmon. Several species of Pacific salmonids in the Columbia River Basin have been listed as endangered or threatened. 4 The recovery of endangered salmon species has received critical attention over the last 20 years because of its high economic and environmental importance. [5] [6] [7] Salmonid life history involves migration of juveniles to the ocean, where they grow for 1-3 years to adults and migrate back upriver to their natal tributaries to spawn. 8 The fish are studied as they pass through hydroelectric dams, which can have a detrimental impact on survival of migrating salmonids and adult fish. Downstream migrating fish may be injured or killed in turbines, dam spillways, or fish bypass systems. There is high interest in implementing/improving existing measures to increase survival, ensuring safe upstream and downstream fish passage. [9] [10] [11] [12] [13] Opportunities for improving fish survival arise during the design, operation, and evaluation of new or replacement dam components. Optimizing these systems requires knowledge of fish behaviors, such as seasonal movement patterns, preference of water depth or temperature, foraging behavior, habitat utilization, spawning behavior, and site fidelity. [14] [15] [16] [17] Accurate knowledge of fish behavior in forebays is especially important to track the success of fish diverting systems and to know depth distribution during the approach. The latter factor is important because of the possibility of damage to swim bladders a) Author to whom correspondence should be addressed: zhiqun.deng@ pnnl.gov. Tel.: 1-509-372-6120. Fax: 1-509-372-6089.
(barotrauma) during dam passage when fish are exposed to rapid decompression. 18, 19 The Juvenile Salmon Acoustic Telemetry System (JSATS) has been used to monitor survival and observe behavior of juvenile salmonids passing through eight large hydroelectric facilities within the Federal Columbia River Power System en route to the Pacific Ocean since 2006. [20] [21] [22] Developed by the US Army Corps of Engineers, Portland District (Oregon, USA), these arrays of hydrophones receive coded transmissions from acoustic transmitters implanted in fish. Accuracy is important when evaluating fish survival and behavior during passage through these facilities as depth and location before passage are influential factors in survival. 23, 24 Advances have been made in the accuracy of fish tracking, including the development of advanced algorithms for localization, detection, and deployment schemes. 25 The submeter tracking accuracy is currently possible within 100 m horizontal distance from a dam 26 and is helpful when highresolution three dimensional tracking results are needed to investigate the detailed behaviors of fish in the forebays prior to passage. 27 Monte Carlo simulations of errors in the localization accuracy have shown that the error pattern can vary predictably as a function of depth, angle, and distance from a dam. These error patterns are unique to the receiver array configuration and to the environment of the surrounding study site. The application of a calibrating function to counteract these errors can greatly increase the accuracy of localization. Such methodologies to improve the accuracy would have wider applications in fields of underwater and land animal tracking, wireless sensor network (WSN) localization, intelligent transportation systems, radar, sonar, and autonomous robotics. As a computationally viable and robust approach, machine learning (ML) methods have been increasingly applied to provide innovative solutions to localization. 28, 29 ML techniques were adopted to enhance the performance of existing localization methods, for instance, increase the precision as a post-optimizer, 30 eliminate the need for anchor points in WSNs, 29 estimate the ranging error directly from the received wave-form, 31 and using neural networks to improve rootmean-square error (RMSE) of node localization in a dense sensor network. 32 To calibrate the error in the system, the error pattern must be accurately modeled. Localization error patterns depend linearly and nonlinearly on many factors and may be influenced by features such as the acoustic signal's time of arrival (TOA) at each receiver, signal-to-noise ratio (SNR), water temperature and temperature gradients, multipath interference, and channel shape. The structural form of the desired calibration function is generally unknown and may be very difficult or even too complex to form analytically. In order to generate an accurate model function of error for use in calibration, machine learning regression algorithms are a promising tool. These techniques use experimental data to supervise the task of fitting an unknown model to known outputs. 29 The method involves starting with the data (pairs of input/output vectors) and constructing a combination of elementary functions to produce a more complex model function that accurately describes the input/output mapping of the data. Machine learning methods differ in the way of constructing the combination of elementary functions and generate approximate model functions to describe the input/output mapping. 33 This process works as an optimization procedure that the approximation can be performed using the weighted sum (which may not be this simple in ML methods) of the elementary functions. Machine learning techniques, the combination of the elementary functions, are able to learn and predict no matter how random, complex, and nonlinear the model function is. In this sense, machine learning methods perform universal function approximation. 33 To enable the successful application of regression algorithms, it is necessary to first identify and remove outlying data points. Regression on data containing large outliers can actually increase the overall errors of the system. Classification algorithms such as support vector machines (SVMs) and ensembles of classification trees can be used to identify and discard outliers based on input vectors of data from potentially important features. Thus, the calibration task must consist of two parts: classification followed by regression.
In this study, we developed a calibration model (classification and regression) for data outputs from TDOA-based localization in a controlled field environment. To investigate the performance of the proposed calibration model, the major objective is to reduce the range error of the tracked positions. As a post-calibrator, this model can enhance the accuracy of three dimensional localization in any other TDOA-based sensor networks deployed in a stable environment.
II. METHODS

A. Study area
The Little Goose Dam (LGS) is an electricity-generating dam on the Snake River, 113 river kilometers upstream from the confluence with the main stem of the Columbia River in south-central Washington state (USA). The dam is 809 m wide and 30.5 m tall. It is outfitted with a 6 unit powerhouse, an 8 bay spillway, a navigation lock, and an adult fish ladder.
Cabled JSATS arrays were deployed along the upstream dam face using a design detailed by Skalski et al. 34 A single JSATS cabled receiver system consists of one to four cabled hydrophones [ Fig. 1(b) , Model SC001, Sonic Concepts, Inc., Bothell, WA, USA]. The hydrophone sensitivity is about −182 dB re 1 V/µPa at 416.7 kHz. It also includes a signal conditioning amplifier, a data acquisition computer with two 16-bit digital signal processing cards, detection software, decoding software, a global positioning system (GPS) card, and a GPS antenna. 3, 22, 35, 36 Before being deployed, each hydrophone was evaluated in an acoustic tank lined with anechoic materials at the PNNL Bio-Acoustics and Flow Laboratory (BFL). 37 BFL is accredited by the American Association for Laboratory Accreditation (A2LA) to ISO/IEC 17025:2005, which is the international standard for calibration and testing laboratories.
Two hydrophones were deployed per pier, at 2 depths. Different depths were chosen at the powerhouse and spillway, respectively, to facilitate the 3-D tracking range through the water column. Shallow hydrophones were deployed about 3.5 m deep. Deep powerhouse hydrophones were about 25 m deeper than the shallow phones, while deep spillway phones were 8-9 m deeper than the shallow phones. The JSATS array at the Little Goose Dam includes 8 cabled receiver systems, totaling 32 hydrophones. Each system (3-4 hydrophones) is indicated in Fig. 1(a) by yellow or orange lines. Field testing in 2012 and 2013 showed that the sub-meter tracking accuracy of individually tagged fish was achievable in the dam forebay when fish were within 100 m horizontal distance to the dam face.
B. Field testing
Field testing was conducted on March 19-20, 2013 . Testing was performed using a 2.7 m long remotely operated boat designed specifically for the purpose of evaluating the localization accuracy on JSATS. 3, 35 The boat was powered by two 50-lb thrust electric trolling motors. 9 acoustic beacons were attached via a 3-m-long steel pipe mounted vertically to the boat [ Fig. 1(c) ]. Beacons' positions were at fixed depths between 0 and 2 m below the boat (beacons were attached to a stick perpendicular to the boat whose length is limited due to the river environment). Each beacon has a unique tag code and fixed pulse repetition interval (PRI, i.e., the time between successive signal transmissions) which are used by the JSATS detecting and decoding systems to identify the signal source. The accurate location of the beacons was obtained using a real-time kinematic-GPS system (Trimble GeoExplorer, Trimble Navigation Ltd., Sunnyvale, California) and depth sensor (HOBO U20-001-03, Onset Computer Corporation, Bourne, Massachusetts). The antenna for the GPS was located 1.0 m above the water surface. The rated accuracy of the GPS was 10 cm. Water temperature (for sound speed) was measured as a function of time using the depth sensor. Springtime testing conditions meant that water temperature variation with depth in the river was low, so a single water temperature value was used to compute sound speed for all sound propagation measures. In summer when more water temperature variability exists in the water column, the localization algorithm can be run to incorporate estimated temperature gradients to allow for variability in the speed of sound travel.
Two separate data sets were collected, the first with beacons held in stationary positions and the second with beacons traveling in the forebay. In the stationary treatment, the boat was held as still as possible for at least 3 min to provide an adequate number of transmissions. The boat was held at a total of 31 test locations spaced 25, 50, 100, 150, 200, and 250 m upstream from the dam. In the mobile treatment, the boat traced linear paths between 3 m and 150 m upstream from the dam, running parallel to the dam face to mimic the potential searching and detouring behaviors of fish. In both cases, a coordinate system was defined with its origin located at the approximate center of the JSATS receiving array, with z = 0 at the water surface. The x axis traces the dam face, and the y axis follows the river. The z axis was defined with the positive axis pointing downward into the water.
The beacons transmitted signals at a carrier frequency of 416.7 kHz. The received signals were bandpass filtered around the carrier frequency and amplified. Transmission detection, decoding, and data storage were carried out following the methods described in the study by Weiland et al. 3 and Ingraham et al. 36 From the data files collected by JSATS, portions with no transmissions of tag signals were selected and considered to contain only background noise. From these, a frequency range between 375.0 and 458.0 kHz was selected, so the bandwidth of the signal becomes 20% of the carrier frequency. Using the laboratory calibration data, the filtered voltage data were used to calculate the pressure spectral density, which was then integrated over the frequency range described above to compute the background noise level.
C. Localization
Acoustic signals received at the JSATS hydrophone array were localized by TDOA using the 3D approximate maximum likelihood (AML) algorithm developed by Li et al. 26 The 3D AML algorithm is an expansion of the 2D AML algorithm developed by Chan et al. 38 TDOA measurements were calculated as the time difference between signal detection at the first receiving hydrophone (the reference hydrophone) and detection at each subsequent hydrophone. TDOA localization in 3-D requires signal reception by at least four receivers in order to calculate three TDOA measurements. These TDOA values can then be used to solve a determined system of three nonlinear equations for the three unknown signal source location variables x, y, and z. Signal reception at more than four receivers creates an overdetermined system of equations which cannot be solved exactly. The AML method resolves this problem by using an iterative least squares approach to estimate the most likely source location, using the inverse of the noise covariance as a weighting matrix. This estimator differs from exact solvers [39] [40] [41] in that it can solve nonlinear localization equations while taking into account uncertainties in measurement values due to noise. Such unavoidable small errors exist in all measured input variables, including TDOA, surveyed positions of the hydrophones, and the signal propagation velocity, and can significantly impact the localization accuracy. 40, [42] [43] [44] The signal propagation velocity was estimated with a high accuracy from a well-established polynomial equation dependent on water temperature. 45 The AML estimator can achieve the Cramér-Rao lower bound for accuracy, especially when there are more than 4 hydrophones detecting the same transmission. It is thus considered to be an optimal estimator. SNR (signal-to-noise ratio) is related to the distance between the transmitter and the hydrophone. The probability of multipath interference increases for longer hydrophonetransmitter distances. To reduce localization errors, the weighting terms can be improved by assigning higher weights to hydrophones closer to a transmitter. The weight least square solution is used to initialize the AML iterations. 26 Thus, this initial solution is used to calculate the distances between array hydrophones and the transmitter. The original weighting matrix in the AML algorithm uses the covariance matrix of TDOA measurements. The covariance matrix of TDOA is adjusted by inversely multiplying the estimated distances. Location estimates outputted from the AML algorithm were post-filtered to remove obvious errors (i.e., outliers along reasonable swimming trajectory) from the data. Tracked locations were checked to ensure that coordinates lay within the physical boundaries of the river. Next, the median filter was applied to smooth the tracks.
D. Machine learning
Classification
Because regression is fundamentally sensitive to outliers, an effort was made to first identify and remove outliers above a cut-off magnitude of range error using binary classification algorithms. The range error was defined as the difference between the range calculated from the dam origin to the AMLestimated beacon location and the range from the origin to the measured GPS location. Every observation was assigned a classification of "0" or "1" if its range error magnitude was above or below this cut-off value, respectively.
The database for this study consisted of observations from 17354 received stationary beacon transmissions and 11970 mobile transmissions. For each of these transmissions, an observation vector x exists consisting of elements x = [x 1 , . . ., x n ] (the features), along with the corresponding range error classification C = "0" or C = "1." A classifier is a learned function C(x) that takes the values of various features and predicts the class that the observation belongs to. In an applied tracking scenario, GPS ground-truth data will not be available. Instead, the accuracy of the AML track must be concluded from available measurements. The features chosen to form the observation vectors included TDOA and SNR at each hydrophone, the AML estimate of range, and the identity of the reference hydrophone. These data were assembled into a feature matrix X with one row for each observation and one column for each feature. Factors that can be important to localization but which did not vary among observations taken over the time period of the study, such as water temperature, were omitted.
For numerical reasons, it is important that each column (feature values) in feature matrix is normalized to confine values to an order of magnitude around 1. The AML-estimated range was normalized to the logarithmic domain, and SNR was standardized to the mean. TDOA values varied over a range from 10 −7 to 10 −1 s, posing a challenge to normalization. To accommodate this wide range, TDOA features used were limited to receipts by the first N hydrophones, where values of N were explored between 6 and 32 (all hydrophones). These values were then normalized to the logarithmic domain.
A classifier function includes a number of parameters which must first be learned from a training data set. Once trained, the classifier's predictive ability can be validated by testing on another subset of previously unseen observations, the test data set. For the training set, it is desirable to include the same number of observations in each class. If not, it is possible that the classifier leaning algorithm favors the class with the most observations and thus is harmful to other classes. Under this situation, the accuracy result may not reflect the truth. For example, in a case that 9 of 10 observations are in one class and 1 of 10 is in the other, 80% accuracy may not be desired result since the classifier predicts the most numerous class by default. 46 In this study, only 3.9% of the stationary points and 4.9% of the mobile points had a range error greater than the cut-off range error value of 3 m. A desired size for the training data set was approximately 10% of all observations, but including not more than half of the high error points. This is because some high error points must be reserved for the testing data set. Within the training set, approximately half of observations in each class were chosen to lie within 0.6 m (20%) of the range error cutoff to ensure high training resolution at the classification boundary. The training data set was constructed by sampling data points with replacement within each of the four categories: class "0" near the classification boundary, class "1" near the classification boundary, class "0" far from the classification boundary, and class "1" far from the classification boundary. When duplicate data points were removed, the final training data sets contained 8.0% of all stationary and 6.4% of all mobile transmissions. The testing data set contained all remaining data points.
To validate the reproducibility of the chosen classification method, the training/testing steps were repeated 10 times for the algorithm which had produced the most accurate classifier model, using different randomly selected subsets of the full data set. Each of these 10 validation sets was subdivided into 2/3 training and 1/3 testing sets, and the accuracy of the newly generated model was recorded. Finally, the best classification model was validated 10 times against a test set of 10 000 points, all with a classification of "1" to ensure low misclassification rates of good data.
Both the classification and regression model functions were constructed using Matlab r2014a with the Optimization Toolbox (MathWorks, Natick, MA, USA). Because a signal transmission was frequently detected by fewer than half of the total available hydrophones, the observation data set comprises a sparse matrix. Non-numeric fill values were used to indicate non-detection of a signal at a receiver. Both support vector machine (SVM) and ensemble classification algorithms were tried. SVM is a classification method with two main components: a kernel function and a set of support vectors populated by the training data. SVM algorithms attempt to generate a hyperplane in the feature space that maximally separates the training points ("1" points on the positive side of the plane and "0" points on the negative side). The hyperplane constitutes the decision boundary. 47 The two classification ensemble algorithms in the Optimization library with the ability to process sparse matrices were the boosting algorithms LPBoost and TotalBoost. Both of these algorithms rely on binary decision tree learners to form the classification functions and operate by attempting to maximize the minimal margin of the training set. LPBoost does this through an iterative sequence of linear programming problems, while TotalBoost optimizes using quadratic programming. 48 Machine learning is an intrinsically experimental process. Each algorithm was systematically evaluated by tuning important constructor parameters, such as the number and types of learners to use (e.g., classification trees vs. surrogate splits for the ensemble algorithms), instructions for how to define decision tree branch points, inclusion/exclusion of cost matrices, and types of elementary function to use in constructing hyperplanes. The number of permutations for these parameters would be impossible to evaluate exhaustively and must be explored by trial and error. For a specific type of classifier, there may be many possible parameter settings that lead to equally good results.
The quality of the model function produced was assessed using two measures: the classification accuracy and the number of misclassified "bad" data points (class "0") left behind by the prefilter. Both metrics can be represented by a confusion matrix of the form 
A high-level description of the end-goal calibration process is shown in Fig. 2 . After the initial rounds of model training, calibration will be carried out without any GPS data.
A separate, more detailed explanation of the classification model training steps is provided in Fig. 3. 
Regression
In order to mitigate the errors in localization, models of the patterns of range and bearing error were generated via regression machine learning. In regression, the goal is to infer an unobserved scalar (F ∈ R) which depends on a set of observations (s ∈ R n ). In this study, three regression models were generated for the spherical coordinates azimuth, elevation, and range, respectively. Observation vectors s consist of elements s = [s 1 , . . ., s n ] containing features believed to be predictive of the output F(s). The features chosen to form s in this case were the AML-estimated location coordinates, converted from Cartesian to spherical to take advantage of symmetries observed in the Monte Carlo patterns of error. Thus, every observation vector was a 3-vector consisting of azimuth, elevation, and range. Every observation vector mapped to a corresponding true output scalar F (GPS-derived azimuth, elevation, or range).
The data set in the regression part of calibration was smaller than that in the classification part because some number of observations had been filtered out by the classifier. In addition to predicting the class of each observation, the classifier returns a score indicating the confidence value (CV ) of the classification. It was hypothesized that regression models built from the most confidently classified observations would be the most accurate. To test this, multiple regression models were constructed using a variety of training sets. In the first scenario, the training set consisted of half of all observations. Next, training sets were constructed using half of all observations where CV exceeded the 20th, 40th, 60th, or 80th percentile. Test sets for all five trials consisted of all of the remaining observations. Features were normalized to an order of magnitude around 1 to improve numerical performance.
The regression algorithms tested included single regression trees and ensembles of regression trees. Ensemble regression tree algorithms in Matlab include "LSBoost," "Bag," and "TreeBagger," which was set to invoke Breiman's Random Forest algorithm. 49 Regression trees predict numeric responses to data based on binary splits. The algorithms for constructing these trees usually work top-down by choosing a feature at each step that best splits the set of observations. Different algorithms use different metrics for measuring "best." These generally measure the homogeneity of the target variable within the subsets. 50 A graphic depiction of the regression model training methods is given in Fig. 4 . 
III. RESULTS
SVM failed as a classifier for both the stationary and mobile beacon field data sets. The algorithms uniformly terminated early with high classification errors. This may be due to the sparse matrix conditions of the observation data. The classification ensemble algorithms TotalBoost and LPBoost, on the other hand, had a higher accuracy and were comparable to each other under most run conditions. Parameters tuned in these algorithms included inclusion/exclusion of surrogate splits in the tree learner type and cost matrices. In almost every case, the confusion matrices with and without surrogate splits were identical, indicating that the constructed ensembles of decision trees were the same. Inclusion of a 5:1 cost matrix decreased the classification error in some cases and increased it in others as more class "1" points were classified as "0."
Varying the number of signal detections per observation had a minor effect. The best models using few, half, or all of the available hydrophones varied by only 2.2% (1.1%) in the classification accuracy for stationary (mobile) transmissions although in both cases the accuracy increased with increasing number of hydrophones. Because of the nature of the errors in range, only values at or below 3 m were considered for the range error classification cutoff. This number was limited by the number of bad data points as the number of bad points above 2, 3, 4, and 5 m error, respectively, were 7%, 4.9%, 3.9%, and 3.4% of the mobile tracks and 7.8%, 3.9%, 2.6%, and 2.0% of the stationary tracks.
A. Stationary beacons
Classification
The best classifier model was constructed using the LPBoost algorithm and a feature matrix including TDOA from all 32 receivers and AML-estimated range, but excluding SNR and the identity of the reference hydrophone. In this run condition, LPBoost did not include a cost matrix and performed identically with and without surrogate splits. The model achieved 100% accuracy on the training data set and 85.3% on the test data set. The confusion matrix is Confusion Matrix = 97 51 2297 13 497 .
This indicates that a total of 2394 observations were filtered from the test data set, or 15% of all observations. Locations of the removed and remaining beacon location observations are presented in Fig. 5 . The median absolute value and root-mean-square (RMS) of range error as estimated by the uncalibrated AML tracks were 0.44 m and 3.20 m, respectively. After the best classifier was applied, these values dropped to 0.39 m and 1.02 m, respectively. The median error and RMSE for the incorrectly filtered observations (class "1" miscategorized as class "0" in the test set) were 0.59 and 0.97 m, respectively. The median error and RMSE for the correctly filtered observations (class "0" classified as class "0") were 5.13 and 15.55 m, respectively.
The best classifier was validated for the accuracy and reproducibility. The model was applied to 10 sets of 1400 data points chosen according to methods described in Sec. II D 1. The model performed reproducibly across all runs, with a classification accuracy ranging around 71%. Next the classifier was applied to 10 validation sets of 10 000 points all of class "1." The median and mean classification accuracy of these runs were both 86%.
Regression
The best range error regression model was found to be an invocation of Breiman's Random Forest algorithm, a type of regression tree method, constructed using a training set with a CV of 0. This means that the training set consisted of half of all observations. Quality of the regression models was evaluated by comparing the RMSE of the test sets. Results from the best regression model, evaluated at each confidence value, are presented in Table I . Before calibration, 76.2% of AML tracks had the sub-meter range error. After range calibration, 93.3% of AML tracks had the sub-meter range error.
Separate regression models were constructed for each of the three spherical coordinates-azimuth, elevation, and range. The best models for all three were likewise an invocation of Breiman's Random Forest algorithm although algorithm tuning led to different parameter details for each. Distance errors (DE) of the original AML location estimates were compared with DE from range-calibrated estimates ("range calibrated") and from range-azimuth-elevation calibrated estimates ("fully calibrated") in order to evaluate the magnitude of the gains from the second two cycles of calibration. These results are based on the application of the regression models to the test (validation) data sets.
Before calibration, 55.6% of AML location estimates had the sub-meter total distance error (DE total ). After range calibration, 72.5% had the sub-meter DE total , and after full calibration, 83.1% had the sub-meter DE total . The median DE total for uncalibrated AML tracks, range calibrated tracks, and fully calibrated tracks, respectively, was 0.90, 0.69, and 0.50 m. RMS of the distance errors (RMS DE ) was 5.33, 2.11, and 1.90 m, respectively. In the x direction, the median and RMS DEz was 1.71, 1.00, and 0.12 m, respectively. In all cases, calibration reduced DE total from the AML tracks (Fig. 6) .
B. Mobile beacons
Classification
The best classifier model was constructed using the LPBoost algorithm and a feature matrix including TDOA from all 32 receivers and AML-estimated range, but excluding SNR and the identity of the reference hydrophone. In this run condition, LPBoost included a 5:1 cost matrix and performed best with surrogate splits. The model achieved 100.0% accuracy on the training data set and 92.7% on the test data set. The TABLE I. Median absolute error and RMSE (in meters) of range estimates for the stationary beacons under 4 treatments: the original AML algorithm, AML + a classification prefilter, AML + regression (no prefilter), and AML with prefilter + regression. When treatments included regression, distinct candidate models were tested using training sets of all data exceeding a given confidence value (CV ), selected by percentile. 
Regression with
This indicates that a total of 978 observations were filtered from the test data set or 8.7% of the total observations. The locations of the removed and remaining observations are visualized in Fig. 7 .
The median absolute value and RMS of range error of the uncalibrated AML tracks were 0.41 m and 3.07 m, respectively. After the best classifier was applied, these values dropped to 0.38 m and 1.35 m, respectively. Median error and RMSE of the incorrectly filtered observations (class "1" miscategorized as class "0" in the test set) were 0.66 and 1.00 m, respectively. The median error and RMSE of the correctly filtered observations (class "0" classified as class "0") were 7.97 and 11.23 m, respectively.
The best classifier was validated for accuracy and reproducibility. The model was applied to 10 new validation sets of 770 data points chosen according to methods described in Sec. II D 1. The model performed reproducibly across all runs, with the classification accuracy of the best run at 83% and a mean of 80%. Next the classifier was applied to 10 sets of 10 000 points all of class "1." Classification accuracy mean and median values were both 93%.
Regression
The best range error regression model was found to be an ensemble of regression trees, constructed using a training set with a CV of 0. This means that the training set consisted of half of all observations. Quality of the regression models was evaluated by comparing the RMSE of the test sets. Results from the best regression model, evaluated at each CV, are presented in Table II . Before calibration, 84.4% of AML tracks had the sub-meter range error. After range calibration, the sub-meter range error increased to 92.4%.
Separate regression models were constructed for each of the three spherical coordinates-azimuth, elevation, and range. The best models for the azimuth and elevation were both invocations of Breiman's Random Forest algorithm although algorithm tuning led to different parameter details for each. Distance errors of the original AML location estimates were compared with DE from range-calibrated and fully calibrated estimates in order to evaluate the magnitude of the gains from the second two cycles of calibration. These results are based on the application of the regression models to the test (validation) data set observations. (Fig. 8) .
IV. DISCUSSION
The ability to model and calibrate complex errors in a given system helps to ease design constraints in some important ways. Localization using TDOA is highly sensitive to the geometric arrangement of the receiving sensors, including the size of the array. Besides improving the accuracy of large systems with favorable geometries, as has been demonstrated here, error calibration may enable the deployment of suboptimal array geometries in cases where field conditions require it. Error modeling and calibration may also enable the design of much smaller and less expensive systems. Some small, portable arrays have already been developed for responsive acoustic tracking of, e.g., marine mammals. 51 However, adoption of small arrays for passive acoustic tracking has remained elusive due to limitations in the range and accuracy.
In addition to generally improving the localization accuracy, ML calibration significantly extended the area of the study field where distance errors were less than 1 m. Before calibration, the sub-meter accuracy was possible within 100 m lateral distance from the dam face. The median distance error for tracks in the 200-250 m range was 1.56 m with a RMSE of 7.5 m. After calibrating, the median distance error for tracks in the 200-250 m range was only 0.9 m with a RMSE of 1.3 m. While the total distance error was improved overall, the improvement was especially high in the depth direction. Both the median error and RMSE of calibrated tracks in the z direction were less than 8% (18%) of their precalibrated values for stationary (mobile) tracks. This improvement cannot be explained by the constant depths of the 9 beacons used. While the beacons depths were constant in the Cartesian plane, the regression model was trained and applied using spherical coordinates, which varied widely in all three variables.
Tracking errors were also highest where beacons were at a sharp angle to the dam (i.e., close to the dam but near the shorelines). While the overall RMSE of uncalibrated mobile beacons was 3.7 m, the RMSE at the lower shore was 7.8 m. These edge regions contain areas of interest, such as the fish ladder, where fish behaviors like far-field approach path and milling are of interest. ML calibration successfully reduced these high-error regions to the sub-meter accuracy.
Much of the increase in the accuracy along the aforementioned river edge regions came from the successful classification step, where the ML algorithms were able to recognize bad tracks using only TDOA and AML-estimated range (Figs. 5  and 7 ). This flags the data in the region as high error which is useful information to a researcher who may choose to incorporate this knowledge in her treatment of the data or to discard it altogether.
Discarding data highlights the trade-off between the efficiency and accuracy. The classification step flagged 15% (9%) of all of the data points as the high error for stationary (mobile) tracks, and these points were not included in the regression step. This prefiltering is necessary for successful regression. Tables I and II show that without the classification prefilter, regression would have reduced the median range error to 54.5% instead of 50% (56% instead of 66%) of its uncalibrated level for the stationary (mobile) data sets. RMS of the range error would only have dropped to 98.5% instead of 37.5% (54% instead of 32.5%) of its uncalibrated value. This decrease in RMSE is the strongest indication of the importance of the prefilter. However, prefiltering poses problems if the number of filtered points is too high. This may be adjusted by experimenting with the classification cut-off value, or it may also be addressed by reinserting the flagged "bad" data points into the data set after regression has taken place in order to provide a complete tracking trajectory. In the future, tracks could be further refined with a Kalman or Gauss-Newton filter to help smooth away the remaining outliers left by the classification step.
Machine learning results may be interpolated but not extrapolated. In this case, the model should be applied only within the spatial and time domains of the study site, which were up to 250 m from the dam, and for the 2 study dates in March. During a different season, differences in conditions like water temperatures and gradients would certainly require new calibration. Future work should be conducted to extend a calibration model over a longer time span, which would include variations in water temperatures. Likewise, it was found that the stationary and mobile models were not interchangeable. This is likely due to the major differences in the distribution of data points over the spatial domain for observations collected in the two treatments.
V. CONCLUSIONS
Machine learning using classification and regression algorithms was a successful method for modeling and subsequently calibrating the localization errors in a large, dam-deployed underwater acoustic tracking system. The reduction in error was especially pronounced in the depth direction. A learned classification model successfully prefiltered the majority of high error data points with a moderate efficiency trade-off of 15% (9%) total points removed for the stationary (mobile) tracks. This enabled the successful training of a regression model, which significantly improved the localization accuracy and extended the range of the sub-meter tracking accuracy by an additional 150 m when applied to new sets of unseen validation data. The calibration model presented here is site-specific and restricted to the time domain for which it was made. In order to create a calibration model which might be applied across months or years, more data would be needed to provide variability of other important parameters, such as water temperature gradients. For future work, we will expand the machine learning method to additional steps of the tracking process and refine the AML algorithm for more realistic applications such as tracking vocalizing marine animals. 
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