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a b s t r a c t
A pair of higher-order Wolfe and Mond–Weir type symmetric dual models with cone
constraints are formulated and usual duality theorems are established under higher-order
η-invexity/η-pseudoinvexity assumptions. Symmetric minimax mixed integer primal
and dual problems are also discussed. These duality relations also remove certain
inconsistencies in some of the earlier results.
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1. Introduction
Motivated by the concept of second- and higher-order duality in nonlinear problems, introduced by Mangasarian [1],
several researchers [2–10] have worked in this field. Mond and Zhang [3] obtained duality results for various higher-order
dual problems under higher-order invexity assumptions, while Mishra and Rueda [5] generalized Mangasarian [1] and
Mond–Weir [11] type higher-order duality to higher-order type I functions.
Chen [6] studied Mond–Weir type higher-order symmetric duality for multiobjective nondifferentiable programming
problems by introducing higher-order F-convexity. Recently, Gulati and Gupta [10] discussed duality theorems for a pair of
Wolfe type higher-order nondifferentiable symmetric programs.
The purpose of this work is to study higher-order symmetric duality over arbitrary cones forWolfe andMond–Weir type
models under higher-order η-invexity/η-pseudoinvexity assumptions, respectively. These duality results have been used
to discuss symmetric minimax mixed integer dual problems. Our study improves and extends some of the known results
of [12–15,17].
2. Notation and definitions
Let Rn denote the n-dimensional Euclidean space and Rn+ be its non-negative orthant.
Definition 1. A convex set C of Rn is called a convex cone if for each x ∈ C and λ ≥ 0, λx ∈ C .
Definition 2. C∗ = {z ∈ Rn : xT z ≤ 0, for all x ∈ C} is called the polar of the cone C .
Let T be a closed convex cone in Rn with non-empty interior. Let S ⊆ Rn be an open set such that T ⊂ S.
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Definition 3. A function k : S 7→ R is said to be higher-order invex at u ∈ Swith respect toη : S×S 7→ Rn and h : S×Rn 7→ R
if for all (x, p) ∈ S × Rn,
k(x)− k(u) ≥ ηT (x, u){∇xk(u)+∇ph(u, p)} + h(u, p)− pt∇ph(u, p).
Definition 4. A function k : S 7→ R is said to be higher-order pseudoinvex at u ∈ S with respect to η : S × S 7→ Rn and
h : S × Rn 7→ R if for all (x, p) ∈ S × Rn,
ηT (x, u){∇xk(u)+∇ph(u, p)} ≥ 0⇒ k(x)− k(u)− h(u, p)+ pt∇ph(u, p) ≥ 0.
Remark 1. (i) If h(u, p) = 0, then the above definitions reduce to invexity/pseudoinvexity with respect to η as considered
in Chandra and Kumar [12].
(ii) When h(u, p) = 12pT∇xxk(u)p, the higher-order invexity/pseudoinvexity reduce to second-order invex-
ity/pseudoinvexity with respect to η [13,16].
Unless otherwise stated, C1 and C2 represent closed convex cones in Rn and Rm, respectively, with non-empty interiors.
k : S1 × S2 7→ R, g : S1 × S2 × Rn 7→ R and h : S1 × S2 × Rm 7→ R are the differentiable functions, where S1 ⊂ Rn and
S2 ⊂ Rm are open sets such that C1 × C2 ⊂ S1 × S2. Also, η1 : S1 × S1 7→ Rn and η2 : S2 × S2 7→ Rm.
3. Wolfe type higher-order symmetric duality
We now consider the following Wolfe type higher-order symmetric dual programs over arbitrary cones:
Primal Problem (WHP).
minimize L(x, y, p) = k(x, y)+ h(x, y, p)− pT∇ph(x, y, p)− yT∇yk(x, y)− yT∇ph(x, y, p)
subject to
∇yk(x, y)+∇ph(x, y, p) ∈ C∗2 , (1)
x ∈ C1. (2)
Dual Problem (WHD).
maximizeM(u, v, r) = k(u, v)+ g(u, v, r)− rT∇rg(u, v, r)− uT∇xk(u, v)− uT∇rg(u, v, r)
subject to
−{∇xk(u, v)+∇rg(u, v, r)} ∈ C∗1 , (3)
v ∈ C2. (4)
Theorem 1 (Weak Duality). Let (x, y, p) be feasible for the primal problem (WHP) and (u, v, r) be feasible for the dual problem
(WHD). Let
(i) k(., v) be higher-order invex at u with respect to η1 and g(u, v, r),
(ii) −k(x, .) be higher-order invex at y with respect to η2 and−h(x, y, p),
(iii) η1(x, u)+ u ∈ C1, for all x ∈ C1,
(iv) η2(v, y)+ y ∈ C2, for all v ∈ C2.
Then L(x, y, p) ≥ M(u, v, r).
Proof. Since (x, y, p) is feasible for (WHP) and (u, v, r) is feasible for (WHD), from hypothesis (iii) and (3), we have
{η1(x, u)+ u}T {∇xk(u, v)+∇rg(u, v, r)} ≥ 0,
or ηT1 (x, u){∇xk(u, v)+∇rg(u, v, r)} ≥ −uT {∇xk(u, v)+∇rg(u, v, r)}. (5)
Similarly, from hypothesis (iv) and (1), we get
ηT2 (v, y){∇yk(x, y)+∇ph(x, y, p)} ≤ −yT {∇yk(x, y)+∇ph(x, y, p)}. (6)
By the hypotheses (i) and (ii), we obtain
k(x, v)− k(u, v) ≥ ηT1 (x, u){∇xk(u, v)+∇rg(u, v, r)} + g(u, v, r)− rT∇rg(u, v, r)
and
k(x, y)− k(x, v) ≥ −ηT2 (v, y){∇yk(x, y)+∇ph(x, y, p)} − h(x, y, p)+ pT∇ph(x, y, p).
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Adding the above inequalities and using (5) and (6), we have
k(x, y)− k(u, v) ≥ −uT {∇xk(u, v)+∇rg(u, v, r)} + yT {∇yk(x, y)+∇ph(x, y, p)}
+ g(u, v, r)− rT∇rg(u, v, r)− h(x, y, p)+ pT∇ph(x, y, p)
or L(x, y, p) ≥ M(u, v, r). 
Theorem 2 (Strong Duality). Let (x¯, y¯, p¯) be a local optimal solution for (WHP). If
(i) the matrix ∇pph(x¯, y¯, p¯) is nonsingular,
(ii) the vector ∇yh(x¯, y¯, p¯)−∇ph(x¯, y¯, p¯)+∇yyk(x¯, y¯)p¯ = 0 implies p¯ = 0, and
(iii) h(x¯, y¯, 0) = g(x¯, y¯, 0),∇xh(x¯, y¯, 0) = ∇rg(x¯, y¯, 0),
then
(I) (x¯, y¯, r¯ = 0) is feasible for (WHD) and
(II) L(x¯, y¯, p¯) = M(x¯, y¯, r¯).
Also, if the hypotheses of Theorem 1 are satisfied for all feasible solutions of (WHP) and (WHD), then (x¯, y¯, p¯ = 0) and (x¯, y¯, r¯ = 0)
are global optimal solutions for (WHP) and (WHD), respectively.
Proof. Since (x¯, y¯, p¯) is a local optimal solution of (WHP), by the Fritz John conditions given by Bazaraa and Goode [17],
there exist α ∈ R, β ∈ C2 such that the following conditions are satisfied at (x¯, y¯, p¯):
{α{∇xk(x¯, y¯)+∇xh(x¯, y¯, p¯)} + {∇xyk(x¯, y¯)}(β − αy¯)
+{∇pxh(x¯, y¯, p¯)}(β − αy¯− αp¯)}(x− x¯) ≥ 0, for all x ∈ C1, (7)
∇pyh(x¯, y¯, p¯)(−αy¯− αp¯+ β)+ α{∇yh(x¯, y¯, p¯)−∇ph(x¯, y¯, p¯)} + ∇yyk(x¯, y¯)(β − αy¯) = 0, (8)
{∇pph(x¯, y¯, p¯)}(αp¯− β + αy¯) = 0, (9)
βT∇yk(x¯, y¯)+∇ph(x¯, y¯, p¯) = 0, (10)
(α, β) 6= 0, (11)
α ≥ 0, β ∈ C2. (12)
By hypothesis (i), (9) gives
β = α(p¯+ y¯). (13)
Suppose α = 0; then (13) implies β = 0, which contradicts (11). Hence
α > 0. (14)
Now, from (8), (13) and (14), we have
∇yh(x¯, y¯, p¯)−∇ph(x¯, y¯, p¯)+∇yyk(x¯, y¯)p¯ = 0,
which by hypothesis (ii) implies
p¯ = 0. (15)
So, (13) implies
β = αy¯. (16)
Also, using (14)–(16) in (7), we obtain
{∇xk(x¯, y¯)+∇xh(x¯, y¯, p¯)}(x− x¯) ≥ 0, for all x ∈ C1.
From hypothesis (iii), for r¯ = 0, the above inequality yields
{∇xk(x¯, y¯)+∇rg(x¯, y¯, r¯)}(x− x¯) ≥ 0. (17)
Let x ∈ C1. Then x¯ + x ∈ C1, so (17) implies {∇xk(x¯, y¯) + ∇rg(x¯, y¯, r¯)}T x ≥ 0 for all x ∈ C1. Therefore, −{∇xk(x¯, y¯) +
∇rg(x¯, y¯, r¯)} ∈ C∗1 . Also, since β = αy¯ and α > 0, (12) gives y¯ ∈ C2. Therefore, (x¯, y¯, r¯ = 0) satisfies the constraints (3) and
(4), that is it is a feasible solution for the dual problem (WHD).
Also by letting x = 0 and x = 2x¯ in (17), we get
x¯T [∇xk(x¯, y¯)+∇rg(x¯, y¯, r¯)] = 0. (18)
Now, from (10), (14) and (16), we get
y¯T {∇yk(x¯, y¯)+∇ph(x¯, y¯, p¯)} = 0. (19)
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Hence, using hypothesis (iii), (18) and (19), we get
k(x¯, y¯)+ h(x¯, y¯, p¯)− p¯T∇ph(x¯, y¯, p¯)− y¯T∇yk(x¯, y¯)− y¯T∇ph(x¯, y¯, p¯)
= k(x¯, y¯)+ g(x¯, y¯, r¯)− r¯T∇rg(x¯, y¯, r¯)− x¯T∇xk(x¯, y¯)− x¯T∇rg(x¯, y¯, r¯)
or L(x¯, y¯, p¯) = M(x¯, y¯, r¯).
Also, by Theorem 1, (x¯, y¯, p¯ = 0) and (x¯, y¯, r¯ = 0) are global optimal solutions for (WHP) and (WHD), respectively. 
Theorem 3 (Converse Duality). Let (u¯, v¯, r¯) be a local optimal solution for (WHD). If
(i) the matrix ∇rrg(u¯, v¯, r¯) is nonsingular,
(ii) the vector ∇xg(u¯, v¯, r¯)−∇rg(u¯, v¯, r¯)+∇xxk(u¯, v¯)r¯ = 0 implies r¯ = 0, and
(iii) g(u¯, v¯, 0) = h(u¯, v¯, 0), ∇yg(u¯, v¯, 0) = ∇ph(u¯, v¯, 0),
then (u¯, v¯, p¯ = 0) is feasible for (WHP) and the two objective values are equal.
Also, if the hypotheses of Theorem 1 are satisfied for all feasible solutions of (WHP) and (WHD), then (u¯, v¯, p¯ = 0) and
(u¯, v¯, r¯ = 0) are global optimal solutions for (WHP) and (WHD), respectively.
4. Minimax mixed integer programming
Let U and V be two arbitrary sets of integers in Rn1 and Rm1 , respectively. Throughout this section, we constrain some
of the components of x and y to belonging to arbitrary sets of integers as in Balas [18]. Suppose that the first n1 (0 ≤
n1 ≤ n) components of x belong to U and the first m1 (0 ≤ m1 ≤ m) components of y belong to V ; then we write
(x, y) = (x1, x2, y1, y2) where x1 = (x1, x2, . . . , xn1) and y1 = (y1, y2, . . . , ym1), x2 and y2 belong to Rn−n1 and Rm−m1 ,
respectively.
Definition 5. Let s1, s2, . . . , sp be elements of an arbitrary vector space. A vector function G(s1, s2, . . . , sp) will be called
additively separable with respect to s1 if there exist vector functions H(s1) (independent of s2, . . . , sp) and K(s2, . . . , sp)
(independent of s1) such that
G(s1, s2, . . . , sp) = H(s1)+ K(s2, . . . , sp).
We now consider the following Wolfe type minimax mixed integer higher-order symmetric dual programs over cones:
Primal Problem (WHMP).
Maxx1Minx2,y f (x, y)+ h(x, y, p)− pT∇ph(x, y, p)− (y2)T∇y2 f (x, y)− (y2)T∇ph(x, y, p)
subject to
{∇y2 f (x, y)+∇ph(x, y, p)} ∈ C∗2 ,
x2 ∈ C1,
x1 ∈ U, y1 ∈ V , p ∈ Rm−m1 .
Dual Problem (WHMD).
Minv1Maxu,v2 f (u, v)+ g(u, v, r)− rT∇rg(u, v, r)− (u2)T∇x2 f (u, v)− (u2)T∇rg(u, v, r)
subject to
−{∇x2 f (u, v)+∇rg(u, v, r)} ∈ C∗1 ,
v2 ∈ C2,
u1 ∈ U, v1 ∈ V , r ∈ Rn−n1 ,
where C1 and C2 are the closed convex cones in Rn−n1 and Rm−m1 , respectively.
Theorem 4 (Symmetric Duality). Let (x¯, y¯, p¯) be an optimal solution of (WHMP). Suppose that the following conditions are
satisfied:
(i) f (x, y) is additively separable with respect to x1 or y1;
(ii) for any feasible solution (x, y, p) in (WHMP) and any feasible solution (u, v, r) in (WHMD), f (., v) is higher-order invex at
u2 with respect to η1 and g(u, v, r) with r ∈ Rn−n1 for each (u1, v) and−f (x, .) is higher-order invex at y2 with respect to
η2 and−h(x, y, p) with p ∈ Rm−m1 for each (x, y1),
(iii) ∇pph(x¯, y¯, p¯) is nonsingular,
(iv) the vector ∇y2h(x¯, y¯, p¯)−∇ph(x¯, y¯, p¯)+∇y2y2 f (x¯, y¯)p¯ = 0 implies p¯ = 0,
(v) h(x¯, y¯, 0) = g(x¯, y¯, 0), ∇x2h(x¯, y¯, 0) = ∇rg(x¯, y¯, 0),
(vi) η1(x2, y2)+ u2 ∈ C1, for all x2 ∈ C1,
(vii) η2(v2, y2)+ y2 ∈ C2, for all v2 ∈ C2.
Then, (x¯, y¯, r¯ = 0) is an optimal solution for (WHMD) and the values of two objective functions are equal.
Proof. The proof follows along the lines of the Theorem 1 in [14] by using the Theorems 1 and 2. 
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5. Mond–Weir type higher-order symmetric duality
We now formulate the following pair of Mond–Weir type higher-order symmetric dual programs over cones and state
duality theorems. Their proofs follow along the lines of Section 3, Chandra and Kumar [12] and Chen [6]. Mond–Weir type
minimax mixed integer higher-order symmetric dual programs over cones can also be formulated as in Section 4.
Primal problem (MHP).
minimize F(x, y, p) = k(x, y)+ h(x, y, p)− pt∇ph(x, y, p)
subject to
{∇yk(x, y)+∇ph(x, y, p)} ∈ C∗2 , (20)
yT {∇yk(x, y)+∇ph(x, y, p)} ≥ 0, (21)
x ∈ C1. (22)
Dual problem (MHD).
maximize G(u, v, r) = k(u, v)+ g(u, v, r)− rT∇rg(u, v, r)
subject to
−{∇xk(u, v)+∇rg(u, v, r)} ∈ C∗1 , (23)
uT {∇xk(u, v)+∇rg(u, v, r)} ≤ 0, (24)
v ∈ C2. (25)
Theorem 5 (Weak Duality). Let (x, y, p) be feasible for (MHP) and (u, v, r) be feasible for (MHD). Let
(i) k(., v) be higher-order pseudoinvex at u with respect to η1 and g(u, v, r),
(ii) −k(x, .) be higher-order pseudoinvex at y with respect to η2 and−h(x, y, p),
(iii) η1(x, u)+ u ∈ C1, for all x ∈ C1,
(iv) η2(v, y)+ y ∈ C2, for all v ∈ C2.
Then
F(x, y, p) ≥ G(u, v, r).
Theorem 6 (Strong Duality). Let (x¯, y¯, p¯) be a local optimal solution for (MHP). Suppose that
(i) the matrix ∇pph(x¯, y¯, p¯) is nonsingular,
(ii) the vector ∇yk(x¯, y¯)+∇ph(x¯, y¯, p¯) 6= 0,
(iii) p¯T {∇yk(x¯, y¯)+∇ph(x¯, y¯, p¯)} = 0 implies p¯ = 0, and
(iv) h(x¯, y¯, 0) = g(x¯, y¯, 0),∇yh(x¯, y¯, 0) = ∇pg(x¯, y¯, 0),∇xh(x¯, y¯, 0) = ∇rg(x¯, y¯, 0).
Then
(I) p¯ = 0,
(II) (x¯, y¯, r¯ = 0) is feasible for (MHD), and
(III) F(x¯, y¯, p¯) = G(x¯, y¯, r¯).
Furthermore, if the hypotheses of Theorem 5 are satisfied for all feasible solutions for (MHP) and (MHD), then (x¯, y¯, p¯ = 0) and
(x¯, y¯, r¯ = 0) are global optimal solutions for (MHP) and (MHD), respectively.
6. Special cases
In this section, we consider some special cases of our problems by choosing particular forms of the closed convex sets C1
and C2. In all these cases, h(x, y, p) = 12pT∇yyk(x, y)p and g(u, v, r) = 12 rT∇xxk(u, v)r .
(a) If p = 0 and r = 0, then (MHP) and (MHD) reduce to the programs studied in Chandra and Kumar [12].
(b) If C1 = Rn+ and C2 = Rm+, then our programs reduce to the problems considered in Mishra [15].
(c) If C1 = Rn+ and C2 = Rm+, then the programs reduce to the second-order symmetric dual programs of Gulati et al. [13].
(d) For non-negative closed convex sets C1 and C2, the minimax mixed integer problems of Section 4 become the problems
studied in Gulati and Ahmad [14].
It may be noted that in the strong duality theorems in [13–15] the assumption that the matrix {∇yykp¯}y or {∇y2y2kp¯}y2
is positive or negative definite and the conclusion that p¯ = 0 are inconsistent. In Theorem 6, this assumption has been
replaced by (iii). Thus, this work also overcomes this deficiency of [13–15].
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Remark 2. Let n = m = 2, C1 = {(x, y) : x − 2y = 0, x, y ≥ 0} and C2 = {(x, y) : x + 3y = 0, x ≤ 0, y ≥ 0}. Then
C∗1 = {(x, y) : 2x+ y ≤ 0}, C∗2 = {(x, y) : 3x− y ≥ 0} and our problems (WHP) and (WHD) reduce to
(WHPP)
minimize L(x, y, p) = k(x, y)+ h(x, y, p)− pT∇ph(x, y, p)− yT∇yk(x, y)− yT∇ph(x, y, p)
subject to
3
(
∂k
∂y1
+ ∂h
∂p1
)
−
(
∂k
∂y2
+ ∂h
∂p2
)
≥ 0,
x1 − 2x2 = 0, x1, x2 ≥ 0.
(WHDD)
maximizeM(u, v, r) = k(u, v)+ g(u, v, r)− rT∇rg(u, v, r)− uT∇xk(u, v)− uT∇rg(u, v, r)
subject to
2
(
∂k
∂u1
+ ∂g
∂r1
)
+
(
∂k
∂u2
+ ∂g
∂r2
)
≥ 0,
v1 + 3v2 = 0, v1 ≤ 0, v2 ≥ 0.
Our results also give the duality relations for (WHPP) and (WHDD), which cannot be obtained from the work in [6,9,10]
because the duality results in these papers are not over arbitrary cones.
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