This article deals with the solution of integral equations using collocation methods with almost linear complexity. Methods such as fast multipole, panel clustering and H-matrix methods gain their efficiency from approximating the kernel function. The proposed algorithm which uses the H-matrix format, in contrast, is purely algebraic and relies on a small part of the collocation matrix for its blockwise approximation by low-rank matrices. Furthermore, a new algorithm for matrix partitioning that significantly reduces the number of blocks generated is presented.
Introduction
This article is concerned with the efficient solution of Fredholm integral equations kuðyÞ þ Z C jðx; yÞuðxÞ ds x ¼ f ðyÞ; y 2 C; ð1Þ with a given right-hand side f on a ðd À 1Þ-dimensional manifold C & R d . This kind of integral equation arises for example from the boundary element method. However, it is easily possible to generalise the results of this paper to volume integral equations in R d .
In order to solve equation (1) numerically, the domain of integration C is divided into triangles P h ¼ fp i : i 2 Ig, where I is an index set. Besides the Galerkin method, the collocation method and the Nystro¨m method are commonly used; mathematically the Galerkin method is better understood than its competitors. In the Galerkin and the collocation method the solution u is approximated from a finite dimensional ansatz space V h , i.e., the approximant u h 2 V h to u is sought of the form u h ¼ P N j¼1 u j u j , where u j , j 2 I :¼ f1; . . . ; N g, is a basis of V h . The corresponding supports X j :¼ supp u j & C are assembled from the sets p i , i.e., there is m 2 N independently of N and for each X j an index set I j & I, #I j m, exists, so that
All three methods reduce (1) to a linear system of the form
where B is a sparse matrix and produces no numerical difficulties. However, A is a full matrix and therefore needs OðN 2 Þ units of storage. The usual matrix-vector multiplication requires OðN 2 Þ arithmetical operations. The latter is of particular importance if an iterative method is used for the solution of (3) . The entries of A in the case of the Galerkin method are with collocation points y i 2 X i and in the case of the Nystro¨m method a ij ¼ jðy j ; y i Þ for i 6 ¼ j and a ii ¼ c i ð6Þ
with N pairwise distinct points y i 2 C and N numbers c i . In this article we will focus on collocation matrices, i.e. matrices of type (5) . Matrices of type (6) were investigated in [1] .
Modern numerical methods for the solution of (3) such as fast multipole [5, 10] , panel clustering [9] and H-matrices [7, 8] provide an approximationx x to the solution vector x in almost linear complexity by solving a perturbed linear system (3) in which A is easier to handle. The accuracy ofx x is chosen so that the additional error for u is of the same size as the consistency error of the discretisation method. All these methods are based on kernel approximations by degenerate kernels, i.e.
jðx; yÞ %j jðx; yÞ :¼ X k i¼1 u i ðxÞv i ðyÞ: ð7Þ
In this article the kernel j : C Â R d ! R in (1) is assumed to be asymptotically smooth with respect to y, i.e. jðx; ÁÞ 2 C 1 ðR d n fxgÞ for almost all x 2 C, and there is a constant g < 0 so that for all multiindices a 2 N Strongly singular kernels are not excluded. However, then the integral in (1) has to be defined by an appropriate regularisation. E.g., the kernels jðx; yÞ ¼ jx À yj g , g < 0, as well as their partial derivatives are asymptotically smooth. Furthermore, the kernel of the double-layer potential operator for the three-dimensional Laplace equation
is asymptotically smooth with respect to y. Here n x , x 2 C, denotes the outer normal unit vector to the surface C at x. It is important to remark that neither the smoothness of j with respect to x nor smoothness properties of the surface C are necessary.
From (5) it can be seen that for the entry a ij the kernel function j is evaluated only on X i Â X j , i.e., a block A t 1 t 2 , t 1 ; t 2 & I, within the system matrix A corresponds to a pair of domains ðX t 1 ; X t 2 Þ, where for t & I we set X t ¼ S j2t X j . For the latter assume that
holds. Then asymptotical smoothness guarantees the existence of degenerate kernel approximants (7) as can be seen from the truncated Taylor expansion. However, asymptotical smoothness is only sufficient for the existence ofj j. For example in [3] it is proven that the Green function of the inverse of an uniformly elliptic partial differential operator with L 1 -coefficients can be approximated by a degenerate kernel.
H-matrices obtain their efficiency in arithmetics and storage from a hierarchical partition of the matrix and using low-rank matrices as an approximation to each of the blocks. The blockwise low-rank approximant permits a fast matrix-vector multiplication, which can be exploited in iterative solvers, and can be stored efficiently. It has to be guaranteed that the perturbation made to the discrete operator does not lead to a loss of important properties such as solvability. The usual way to obtain a low-rank approximant from a degenerate kernel approximation in each of the cases (4)-(6) is to replace j byj j. Obviously, the new block A A t 1 t 2 is an approximation to the entries A t 1 t 2 from (4)-(6) respectively, and the rank ofÃ A t 1 t 2 is bounded by the number k of terms in the sum (7).
The aim of this article is to present an algorithm for the generation of low-rank approximants from the matrix entries themselves without explicitly dealing with the kernel. The advantage of this technique is that the performance of already existing computer codes can be improved easily without changing the routines for the calculation of the matrix entries. Since only few entries are necessary to generate the approximant, the coefficient matrix does not have to be calculated in advance. Furthermore, the algorithm presented adapts the rank of the approximant to the respective needs, whereas in the existing methods the rank has to be fixed a priori from theoretical error estimates.
The structure of the rest of the article is as follows: for the existence of low-rank approximants in the case of asymptotically smooth kernels we have to impose condition (9) . Since this condition cannot be fulfilled on C Â C, the coefficient matrix A has to be subdivided into blocks corresponding to domains that fulfil condition (9) . Usually, algorithms as in [8, 1] are used to partition the matrix appropriately. In Section 2 we present a new algorithm that compared with the standard algorithms significantly reduces the number of blocks generated. For the sake of simplicity we will assume that the discretisation is quasi-uniform. Adaptive meshes require a more complicated complexity analysis for the matrix partitioning but do not affect the approximation results in Section 3. In this section an algorithm for the generation of low-rank approximants is described, which here will be referred to as ACA (Adaptive Cross Approximation). This algorithm is purely algebraic in the sense that it uses only entries from the original matrix A for the approximation of each block. The numerical examples in Section 4 show that this algorithm has almost linear complexity. Furthermore, not only can the approximant generated be stored efficiently, but multiplying it with a vector as a part of an iterative method also has almost linear complexity.
Matrix Partitioning
The aim of this section is to construct a partition of the coefficient matrix. We will divide the index set ðI; IÞ into pairwise disjoint subsets P ¼ fðt 1 ; t 2 Þ : t 1 ; t 2 & Ig, so that
and for each pair ðt 1 ; t 2 Þ 2 P one of the following conditions holds:
The parameter g is an upper bound for the relative distance of two clusters t 1 and t 2 and will be chosen later. If a pair ðt 1 ; t 2 Þ fulfils condition (10a) then each element from the corresponding block will be generated and stored. For all other pairs, condition (10b) is valid and in Section 3 we will investigate an algorithm for the approximation of the corresponding block by matrices of low rank. Both storage and multiplication of the resulting matrix by a vector can be done blockwise, taking advantage of the efficient representation of low-rank matrices.
The Algorithm
Given S : PotðIÞ ! PotðPotðIÞÞ mapping an index set t & I to a set SðtÞ of pairwise disjoint subsets, so that
and SðtÞ ¼ [, if #t 1, we define a cluster tree T by recursively applying S starting from the root I. S prescribes how an index set t & I and therefore the domain X t is subdivided into its sons. Hence, the cluster tree T contains a hierarchy of partitions of I. Cluster trees are frequently used in this field of research, cf. [9, 8] . For t & I we assume that SðtÞ can be evaluated in Oð#tÞ operations. An example for S can be found in [2] . By q 2 N we denote the maximum degree, i.e. the maximum number of sons, of vertices t 2 T . If we assume the ratios maxf#t=#s; s 2 SðtÞg, t 2 T and SðtÞ 6 ¼ [, to be bounded by R > 1 from below, the depth of the cluster tree is of order L :
Instead of searching all possible partitions of I Â I for a candidate P that fulfils (10) , in the following algorithm we are looking at only those partitions with pairs ðt 1 ; t 2 Þ for which t 2 stems from the cluster tree T . By this simplification it may happen that not the optimal P is found. However, as we will see, a partition P satisfying our needs can be computed in reasonable time.
For t 2 T let z t 2 R d be an arbitrary but fixed point in X t ,
andÑ N ðtÞ :¼ I nF F ðtÞ. It can easily be seen thatF F ðtÞ & F ðtÞ, where
denotes the farfield of X t . Obviously, the computation of t 1 \F F ðt 2 Þ can be performed with Oð#t 1 þ #t 2 Þ operations, whereas the computation of t 1 \ F ðt 2 Þ would need Oð#t 1 #t 2 Þ operations. In Algorithm 2.1 each block ðt 1 ; t 2 Þ with #t 2 > 1 is subdivided into blocks ðt 1 ; sÞ, s 2 Sðt 2 Þ. The set t 1 \F F ðsÞ is the largest possible subset of t 1 within the farfield F ðsÞ of s under the simplification we made when replacing F byF F . Hence, ðt 1 \F F ðsÞ; sÞ fulfils (10b) and is stored in P . The algorithm is then applied to the remaining parts ðt 1 nF F ðsÞ; sÞ. The recursion stops if t 2 cannot be subdivided any more, i.e. #t 2 ¼ 1. It is obvious that a partition with the desired properties (10) is obtained by applying Partitioning to ðI; IÞ, if P was previously initialised by P ¼ [. Notice that there is no need to calculate the cluster tree T in advance.
Computational complexity
In this subsection we will estimate the computational cost of the above algorithm. The domain of integration C & R d is ðd À 1Þ-dimensional, i.e., there are two constants c 1 ; c 2 > 0 so that for all z 2 C
Here, j Á j denotes the surface measure and B r ðzÞ & R d is the Euclidean ball with centre z and radius r. We assume the triangulation P h to be quasi-uniform and shape-regular, i.e., that there is a constant c u so that
This guarantees in particular that we are able to find c 3 > 0 such that diam X i c 3 diam X j , i; j 2 I. The supports X i may overlap. In accordance with the standard finite element discretisation we require that each panel belongs to the support of a bounded number of basis functions, i.e., there is a constant l > 0 so that
These assumptions lead to Proof. Using (12) and (13) we see that
On the other hand
Then #Ñ N ðtÞ cðgÞ#t, cðgÞ ¼c cð1 þ 1=gÞ dÀ1 holds, wherẽ N N ðtÞ is the set from (11).
Using (12) again we obtain
Lemma 2.2 leads to the desired estimate. ( Theorem 2.4. The number of operations and the amount of storage needed to perform the recursion Partitioning ðI; IÞ is of order g ÀðdÀ1Þ N log N . The number of blocks generated is of order N.
Proof. The recursion Partitioning ðI; IÞ descending the cluster tree T generates at most q blocks in each node. Remember that by assumption the maximum degree of vertices in T is q. The number of nodes is limited by qN , so the number of generated blocks is of order N .
Let N t 2 denote the number of operations needed to carry out a part Partitioning ðt 1 ; t 2 Þ of the whole recursion Partitioning ðI; IÞ. We will show that N t 2 " c cðgÞ#t 2 log R #t 2 , where " c cðgÞ ¼ c 5 ð1 þ qcðgÞÞ. According to the remark preceding Algorithm 2.1 for the number of operations it holds that
For the last estimate we used Lemma 2.3 because Partitioning is only applied to pairs ðt 1 ; t 2 Þ for which t 1 &Ñ N ðt 2 Þ is valid. Thus
because we have assumed that #t 2 ! R#s. ( In Section 3 it will be shown that it is possible to generate a rank-k approximant of a single block ðt 1 ; t 2 Þ in Oðk 2 ð#t 1 þ #t 2 ÞÞ operations. Storing and multiplying it by a vector takes Oðkð#t 1 þ #t 2 ÞÞ operations. By the same arguments as in the proof of Theorem 2.4 the numerical effort for approximating the whole matrix is Oðg ÀðdÀ1Þ k 2 N log N Þ. The cost for storing and multiplying the whole matrix by a vector amounts to Oðg ÀðdÀ1Þ kN log N Þ.
Incomplete Low-Rank Approximation
In the preceding section we explained how to partition a matrix into blocks ðt 1 ; t 2 Þ such that for the corresponding domains X t 1 and
holds or the block degenerates to a vector. In this section we may therefore concentrate on a single block B 2 R mÂn with entries
Note that (8) guarantees that the functions L j j are well defined for all g < 0.
Let k 2 N. The aim of this section is to devise an algorithm which decomposes the block B in the following way:
where U k 2 R mÂk and V k 2 R nÂk , and R k 2 R mÂn is the approximation error. If we succeed in proving that the norm of R k is small, B is obviously approximated by a matrix of rank at most k.
The Algorithm
In the course of this section an integer m 0 and points f i , i ¼ 1; . . . ; m 0 , will be chosen appropriately. We combine the yet undefined points f i with the collocation points y j in the ðm 0 þ mÞ-tuple
. . . ; n. The idea of the following algorithm is to approximateB B by the outer productû uv T of one columnû u and one (scaled) row v ofB B. Higher order approximations are obtained by approximating the remainder of the previous approximation step, respectively. Once m 0 and f i are given, the following algorithm, in whichû u k and v k are successively generated, can be applied.
Algorithm 3.1.
Since theB B is evaluated only in the first m 0 rows and the columns j 1 ; . . . ; j k , there is no need to generate the whole blockB B for its approximation. Due to this we call this approximation by low-rank matrices incomplete. It is worth remarking that Algorithm 3.1 differs from the algorithm in [1] for the approximation of matrices of type (6) only with respect to the initial matrixB B. DefineŜ
The rank ofŜ S k is bounded by k. For the calculation of S S k we need at most kðm 0 þ m þ nÞ units of memory and Under the assumption that the evaluation of ðL j jÞðyÞ can be done in Oð1Þ operations the cost for the generation of the approximantŜ S k sum up to Oðkm 0 ðm 0 þ m þ nÞÞ operations.
We have already pointed out in [1] that each step of Algorithm 3.1 may be understood as the generation of an approximant using the column-pivoted LU decomposition. To see this let us assume that
In this case we haveR
differs from a Gaussian matrix only in position ðk; kÞ.
In the rest of this section the entries ofR R k will be estimated. To this end we will relateR R k with functions r k constructed by the following rule. Let r 0 ðx; yÞ ¼ jðx; yÞ, s 0 ðx; yÞ ¼ 0 and for k ¼ 1; 2; . . . 
The following relation betweenR R k and r k is obvious.
The number of zeros of L j r k increases correspondingly with increasing k. 
The preceding lemma can be proven by inductively applying (17). We definê
LetÂ A k ð'; jÞ 2 R kÂk be the matrix resulting fromÂ A k by replacing the 'th column with the vector ðL j jÞð½f k Þ. Here and in the rest of this article we use the abbreviations Let M k ð'; yÞ 2 R kÂk be the matrix that forms after replacing the 'th row ofÂ A k with the last vector ð½L k jÞðyÞ. Especially,Â A k ¼Â A k ð'; j ' Þ ¼ M k ð'; f i ' Þ holds. For the determinants of the matricesÂ A k ð'; jÞ the following recurrence relation can be obtained.
Proof. It is easy to see that there are coefficients a Thus it is possible to replace each entry ðL m jÞðf i k Þ in the last row ofÂ A k ð'; jÞ by ðL m r kÀ1 Þðf i k Þ and obtainÃ A k ð'; jÞ without changing the determinant. From the last lemma it can be seen that ðL j ' r kÀ1 Þðf i k Þ ¼ 0; 1 ' < k. Hence, only the 'th and the kth entry of the last row ofÃ A k ð'; jÞ may not vanish. Using Laplace's theorem we end up with the assertion. ( Not only does the last lemma guarantee thatÂ A k is non-singular, we also notice that the larger the product of the values c À1 ' , ' ¼ 1; . . . ; k, the larger the determinant ofÂ A k .
Type of Approximation
We are now in a position to show that the decomposition of j into s k and r k has a representation that can be exploited for the error analysis.
Lemma 3.5. The sequences fs k g k and fr k g k generated in (17) satisfy s k ðx; yÞ þ r k ðx; yÞ ¼ jðx; yÞ; where for k ! 1
Provided ff i 1 ; . . . ; f i k g & fy 1 ; . . . ; y m g the decomposition (19) constitutes the analytic form of a pseudo skeleton decomposition in the sense of [6] . In contrast to multipole [5, 10] and panel clustering [9] methods we do not approximate the functions L j j by using appropriate approximations to the kernel j. Instead, (19) shows that we employ a small number of functions chosen from fL 1 j; . . . ; L n jg to approximate L j j.
Proof of Lemma 3.5. The lemma is obviously true for k ¼ 1. We continue by induction. From the definition of r k and s k we can see that s k ðx; yÞ þ r k ðx; yÞ ¼ s kÀ1 ðx; yÞ þ r kÀ1 ðx; yÞ;
which according to the assumption coincides with jðx; yÞ.
For the sake of simplicity we set
Since s k ðx; yÞ ¼ s kÀ1 ðx; yÞ þ c k ðL j k r kÀ1 ÞðyÞr kÀ1 ðx;
together with the induction assumption for s kÀ1 , the property
Using Cramer's rule we see that
where M k ð'; yÞ is the matrix defined from (18). Hence from (19) we obtain
The last representation shows that L j s k is the uniquely defined interpolant of L j j at the nodes f i ' in the span of the functions L j ' j, ' ¼ 1; . . . ; k. In order to see this, let U be a k-dimensional space of functions / : ':
It is obvious that provided M is nonsingular the Lagrange functions
and is uniquely defined.
Error Analysis
We need an expression for the interpolation error. To this end, we will relate the error L j r k to the error in another system of functions. Let w 1 ; . . . ; w m 0 be any system of functions with
and define their span by W. For this system let the error
It is now possible to relate the remainder L j r k of our approximation to the remainder E w m 0 of the interpolation in the w-system. Notice that the points f i , i k < i < i kþ1 , which were omitted during the construction of the sequences fr k g k and fs k g k , are not lost for the approximation error, since in (23) the error E w m 0 is the error for an interpolation at m 0 nodes. Lemma 3.6. Let fi 1 ; . . . ; i k g be generated by Algorithm 3.1. Then the functions L j r k satisfy
Proof. Let v i be the ith Lagrange function in W, i.e., for 1 i; ' m 0 we have 
where we set i kþ1 ¼ m 0 þ 1. Since ðL j 0 r ' Þðf i Þ ¼ 0 for all i ' < i < i 'þ1 we obtain with the aid of Lemma 3.5
From this it follows that
where a
where
According to Cramer's rulê
The assertion follows. (
Choice of Pivots
We are now able to control the approximation error by estimating the coefficients in (23). In general, the choice of j k in Algorithm 3.1 does not produce a submatrix of maximum determinant in modulus. However, we can see from Lemma 3.4 that the maximum element strategy is the best possible choice with respect to maximum determinants if we keep all previously chosen indices j 1 ; . . . ; j kÀ1 fixed.
Lemma 3.7. Assume that in each step we choose j k so that jðL j k r kÀ1 Þðf i k Þj ! jðL j r kÀ1 Þðf i k Þj for all 1 j n:
Then for 1 ' k and j ¼ 1; . . . ; n it holds that
Proof. Apply Lemma 3.4. For details see [1] .
Thus we obtain
It is well known that elements may grow during a column-pivoted LU decomposition. The term 2 k in (25) is therefore not a consequence of overestimation.
Error Estimates
In order to estimate the error of our interpolation and also, according to Lemma 3.2, the error of matrix approximation, we have to specify the system of functions w 1 ; . . . ; w m 0 so that the interpolation error for it is known. The easiest choice are the monomials
Accordingly, we choose m 0 ¼ p d as the dimension of the spanned space W. The set of points ff 1 ; . . . ; f m 0 g from the construction of fs k g k is chosen to be the tensorproduct
of the zeros of Chebyshev polynomials on ½Àa; a
The uniqueness of interpolation is inherited from one-dimensional interpolation, so the condition det½w j ðf i Þ ij 6 ¼ 0 from (22) is fulfilled. The polynomial L p f 2 P pÀ1 ½Àa; a interpolating a function f 2 C p ½Àa; a at the points n m , m ¼ 1; . . . ; p, satisfies, cf. [12] ,
For multivariate functions f : ½Àa; a d ! R we use the tensor-product interpola-
Then using standard tensor-product arguments we obtain with (26)
We are now ready to estimate the remainderR R k in Algorithm 3.1. To this end we remove the virtual points f i by letting S k 2 R mÂn be the last m rows ofŜ S k , i.e.
where u ' 2 R m are the last m entries ofû u ' .
Theorem 3.8. Let ðX t 1 ; X t 2 Þ fulfil condition (15) and j be an asymptotically smooth kernel. In the case of collocation matrices
with supp u j & X t 1 , ku j k 1 ¼ 1 and y i 2 X t 2 it holds that
Proof. We can find a cube Q a having side length a ¼ 2 diam X t 2 such that X t 2 & Q a , for which we may assume that Q a ¼ fx 2 R d : kxk 1 ag. It is easy to check that
From this it follows that a 4g dist ðX t 1 ; Q a Þ. By assumption (see (7)), the derivatives of j are bounded on X t 1 Â Q a :
According to (27) we have
The derivatives of L j j can be estimated by ÀðdÀ1Þ N log N Þ calculated at the end of Section 2 reads Oðe Àa N 1þa log N Þ for any a > 0.
Numerical Experiments
Algorithm 3.1 may be stopped if the approximation reaches a certain accuracy. For this purpose the error estimator from [1] can be used. It is based on the idea that R p d is approximated by P ðpþ1Þ
and that the latter can be evaluated efficiently.
Implementation Aspects
In this section we discuss two possible implementations of Algorithm 3.1. For computational purposes it is possible to use collocation points y i for the interpolation points f i , i.e. for practice we do not have to extend the block B toB B in Algorithm 3.1. Each of the following algorithms produces vectors u ' 2 R m and v ' 2 R n , ' ¼ 1; . . . ; k, from which the approximant S k can be formed:
We call the following algorithm fully pivoted ACA, since in each step the whole error matrix R k is inspected for its maximal entry.
until the stopping criterion ð32Þ is fulfilled:
With regard to stopping criteria, the following considerations can be made. Since the block B will not be generated completely, only the norm of the approximant S k can be used instead. Its value can be recursively computed in the following way:
An appropriate stopping criterion is to terminate the iteration, if for a given e > 0 at step k it holds that
The amount of numerical work required by Algorithm 4.2 is of order k 2 ðm þ nÞ.
The last two algorithms can also be applied to collocation matrices for which the kernel j is degenerate but not asymptotically smooth.
Proof. Without loss of generality we may assume that i k ¼ 1. Hence,
with an ðm À 1Þ Â ðn À 1Þ matrixR R k , the rank of which equals the rank of R kþ1 . On the other hand gives rank
Hence, if rank B ¼ r, then both algorithms will reproduce B in r steps, i.e. S r ¼ B.
Numerical Results
We first apply the algorithm to a family of surfaces converging to the unit sphere. This sequence is generated by recursive refinement of the icosahedron dividing each of the surface triangles in four and projecting the new knots to the unit sphere as shown in Figure 1 .
The following numerical tests were performed for the boundary integral formulation Table 1 shows the compression factors for different problem sizes, i.e., the ratios of the amount of storage needed when using the approximant and the amount of storage for the original matrix, for the single layer and double potential matrix, the number of iterations when using unpreconditioned GMRES and the accuracy ; m p centre of p of the solution v h . Since we choose f ¼ sðx 0 ; ÁÞj @X , x 0 6 2 X, the solution of (33) is known to be u ¼ sðx 0 ; ÁÞ.
For the approximation of the blocks we use Algorithm 4.2 and in the stopping criterion (32) e is chosen to be 10 À6 , while the relative accuracy of GMRES is 10 À8 .
An example of the partition of the BEM matrix is presented in Figure 2 . Note that the numbering of the columns in the matrix corresponds to the permutation obtained during the construction of the cluster tree, whereas the numbering of the rows is individual for each block due to Algorithm 2.1. The grey scale in Figure 2 indicates the quality of the approximation of the block as a percentage. Thus the big light blocks are very well approximated while the compression of the small dark blocks is either not possible or the compression rate is low.
In the remaining tests the aim is to compare different methods for the generation of low-rank approximants for the following mesh which consists of n ¼ 19712 elements. This mesh comes from the TEAM 10 benchmark problem (see [11] ) frequently used in the computational electrodynamics community. The speciality of this multiply connected mesh is an extremely thin split in the middle and mesh refinement on the edges. Table 2 shows the numerical results. For the relative accuracy in each case e ¼ 10 À4 is used. Generating the whole matrix without approximation would lead to 2964.5 MB of storage.
A further example is the kernel of the radiation heat transfer operator for convex domains jðx; yÞ ¼ 1 4p
ðx À y; n x Þðx À y; n y Þ jx À yj
4
; which is not asymptotically smooth in any variable, but can be approximated by a degenerate kernel. Though this kind of kernel is not covered by our theory, the algorithms seem to work well. Some numerical examples can be found in our previous article [4] .
