It is proved that the first conjugate point for an nth order nonlinear differential equation is the infimum of the first conjugate points of the corresponding variational equations.
Lety0(x) be a solution of (1) , then the linear differential equation
is called [1] the variational equation of (1) along the solution y0(x). Let t G [a, b). If there do not exist distinct solutions of (1) whose difference has n zeros, counting multiplicities, on [t,b) then we say (1) is disconjugate on [t, b) and we signify this by writing t/, (/) = ft. If (1) is not disconjugate on [t, b), then the first conjugate point, "qx(t), of x = t for (1) is the infimum of the set of tx G (t,b) such that there are distinct solutions of (1) whose difference has n zeros, counting multiplicities, on [t, tx ]. For some results concerning ti, (t) see [8] and [9] . We will denote the first conjugate point of x = t for (2) by T)x(f,y0(x)). Our main result is that (3) -nx(t) = inf{r/,(/;^0(x)): y0(x) is a solution of (1)}.
Henceforth the right-hand side of (3) will be denoted by inf(" (*))■"! (/;7n(x))-Spencer's main results in [9] were that if (A) and (B) hold, then r/,(/) < inf/ wjliitD'oW) and noted that (3) holds when n = 2,3. For n = 2 (A) and (B) imply (C), and for n = 3 if r/, (/) > / on a dense subset of [a, b), then (A) and (B) imply (C) (see [5] ). To see that for n = 3 (A) and (B) do not imply (C), see [4] .
Let /',, ..., ik be positive integers with 2,= i »} = «; then the boundary value problem (BVP) (1), (4) (1) is disconjugate on 7 iff (1) is (/',,..., /^-disconjugate on 7 for all Ac = 2, ..., n, 2,11 ij = n. Proof. Spencer [9] proved that rjx(t) < inf/ Mjlil'I^W) ' To prove the theorem we will show that the assumption tj,(/) < inf/ \fix(t;y0(x)) leads to a contradiction.
First we define an ordering (lexicographic ordering) for all ktuples ((',,... ,ik) with 2,--i /y = «, 2 < A: < «. We write (/,,... Jj) >(/,,..., ik) if / > ij or if there is an 5 G {1,..., / -1} such that/ = it, I = 1, ..., s, but/+1 > is+x.
Since we are assuming that (1) is not disconjugate on [/,t),
there is at least one tuple (/,,...,/) such that (1) is not (/,,... ,/)-disconjugate on [/, t). Let (/,,..., ik) be the last of these tuples. By [9, Theorem 1.9], (1) is (n -1, l)-disconjugate on [/,t) and so (/',,..., ik) < (n -1,1).
Hence ix < n -1. Since (;', + l,/2,... ,ik -1) > (ij,... ,ik) (if ik = 1, then by the Ac-tuple (/, + \,i2,... ,ik -1) we mean the (k -l)-tuple (/, 4-1,i2,..., ik-i))> (I) 's ('i + 1>'2> ■••>'*"" l)-disconjugate on [/,t).
Since (1) is not (/',,... ./^-disconjugate on [/,t), there are distinct solutions yx(x),y2(x) of (1) and k points / < xx < x2 < • • ■ < xk < t such that Since sx ¥= s2 we have that z*'*~''(xk,s) = 0. This contradicts the (ij ,i2,..., (A.)-disconjugacy of (5) on [t, t) and the proof is complete.
Hence Theorem 1 reduces disconjugacy of (1) to disconjugacy of corresponding linear differential equations. There are all kinds of sufficient conditions for disconjugacy of linear differential equations. Therefore using Theorem 1, all kinds of sufficient conditions for equation (1) to be disconjugate could be given. Instead of giving any of these nice results we will illustrate Theorem 1 by a new result for n = 4. To this end consider the linear differential equations 
