Stochastic n-gram language models have been successfully applied in continuous speech recognition for several years.
INTRODUCTION
Current continuous speech recognition systems combine an acoustic model and a language model with a Bayes' decision rule that minimizes the probability of error [2]-Given a sequence of acoustic observations 0, e.g. feature vectors extracted by short-time spectral analysis of the speech signal, the comespondbig word sequence W is computed according to the following decision rule:
Computation of formula (1) is performed by a search (or decoding) algorithm that exploits suitable decompositions of the involved probabilities. The acoustic model supphes the search algorithm with acoustic matching probabilities, i.e. the probability of any sub-sequence of 0 matching a given word or phoneme of the language. These probabilities are usually computed with Hidden Markov Models [4] .
The language model instead provides linguistic probabilities (or scores) of words that constitute hypotheses of the search process. These probabilities are in general computed with ra-gram language models (LMs). For 
LANGUAGE MODEL ADAPTATION
Language model adaptation can be seen as an estimation problem in which a parametric model must be determined, given a UD adaptation sample S, usually very small, and some a priori knowledge. Typically, such knowledge is extracted from a large U1 text sample S'.
As the objective is to estimate Pr(t I y) given a subsample of S, S , , containing all bigrams bewith y, the context variable y will be omitted in the following.
Bayes and MAP Estimates
From Pr(z) belonging to the family of discrete distributions Pr(z;81,. . . ,e,) on the populaton V = (1,. . . , r}, point estimates can be derived from the posterior distribution either with the Bayesian criterion:
or with the maximum a posteriori (MAP) criterion:
From basic statistical methods [2] , the following formulas can be derived by considering a Dirichlet prior distribution estimated on the U1 sample S':
where m and m' are the sizes of S and S', f and f' are the relative frequencies of S and SI, fl is the smoothed relative frequency of S' obtained by adding 1 to all frequencies, and e is a constant such that 0 5 e 5 1. Both estimates result in a combination of frequenaes of the two samples S and S', with weights proportional to the sample sizes. When a large adaptation sample is used (i.e. n + oo), both formulas asymptotically converge to the maximum likelihood estimate of 6, (i.e. f ( v ) ) .
The e constant has been introduced to reduce the bias of the estimates. In fact, the Bayesian (B) and the MAP (M) estimates both require e = 1 but, as in LM adaptation it usually is m' >> m , the inffuence of the UI sample S' might overwhelm that of the UD sample S. Hence, by setting e in the interval IO, 11 the relative weight of the adaptation sample can be increased.
Bayes and MAP Interpolation
According to formulas (2) and (3), the following MAP Interpolation (MI) and Bayes Interpolation (BI) parametric models can be derived:
where the weight 0 5 X 1 has to be determined. Figure 1 a plot of the relative frequenaes of all words (1-grams) observed in both corpora is shown. The shape of the cloud around the diagonal axis shows that larger (relative) differences among frequencies can be observed especially for the low frequent words, which are in fact the majority.
In the following, LM adaptation experiments will be presented where sample A provides the U1 sample data (i.e. S ' ) and sample B the UD adaptation data (i.e. S). In order to carry out comparison tests, the sample B is before split into training and testing subsamples in the proportion of 3:l (roughly 450,000 and 150,000 words). In the experiments, adaptation
algorithms have been applied with increasing sizes of adaptation data, with corresponding performances measured on the testing data.
Compared LMs
Adaptation methods have been compared by employing the following linearly smoothed big" LMs:
'Sample A is related to emergency examinations while sample B to general examinations.
--. -... As in adaptation training data are generally few, the number of interpolation parameters is controlled by considering equivalence classes of V, depending on the absolute frequency c( *) of each word y in s:
,< k2
The values of the thresholds kl and k2 were empirically set to 2 and 10, respectively. Extensive experiments have shown that values for these thresholds are not critical and that good performance can be achieved with more than one assignment.
in this way, frequent contexts have individual parameters, while all the other share parameters with other not frequent contexts. It is also easy to see that the number of equivalat classes in (7) varies with the size of S. 
Perplexity Tests
Comparisons of the adaptive LMs in tuprs of perplexity provided the learning curves shown in Figure 2 . The MI method appears to be superior than its competitors. In particular, B adaptation is particularly worse than M adaptation due to the effect of smoothing, which sensibly alters the a priori relative frequencies. In general, the advantage of adaptation is evident. For training size less than 10, OOO words MI adaptation significantly improve over the UD LM and still paforms better when all the adaptation data are used. Further experiments were performed with M adaptation as a hmction of c. Some of the computed learning curves are shown in Figure 3 . As expected, improvements are achieved by reducing the value of e. In fact, convergence was found a " d the value 0.005, where the M LM perfoms almost like the MI one. Further reductions of e, e.g. to 0.001, started to worsen performance and are not included in the plot. Interestingly, this shows that the MI c w e is like a sort of lower bound for the M method. An explanation for this is that the bigram scheme employing the M method, bas, thanks to the e parameter, enough degrees of freedom to behave like the MI scheme (8). In favor of the MI method is, of course, the fact that all the parameters are estimated automatically.
Speech Recognition Tests
Speech recognition experiments on bigram LM adaptation have been carried out with the speaker-independent real-time The performed tests aimed at evaluating LM adaptation especially in the short term, that is with UD adaptation examples of few thousands of words. In fact, the main purpose of adaptation is to improve performance of an "out-of-thebox" recognizer, that has only been trained on some general U1 text corpus. During usage of the system new texts are produced which rdect the user language. These texts are exploited to adapt the LM of the recognizer ancl therefore to improve performance of the system. The best two performing adaptation methods were compared the MI and the M (c = 1) one. Again, as references the U1 and UD LMs were tested. The resulting learning curves are shown in Figure 4 , while the corresponding WE% are shown in Table 1 .
As expected, the speech recognition performance evaluation maintains the same rank orders provided by the perplexity tests, but with significantly lower relative distances. Again, the LM providmg the best learning curve is the one adapted with Interpolation. Convergence with the UD LM occurs when around 50,000 words of training dam are available. After that point the two LMs seem to behave similarly. To verify this hypothesis, for every training data size, all pairwise WER differences between the considered LMs were statistically verified with a means test for paired samples [SI.
By comparing the U1 LM estimated on the adaptation sample only and the one adapted with the MI method, the WER is reduced by 11% (i.e. from 14.65% to 12.98%) after only 1,OOO words of training data, and by more than 25% after 5,000 words. With respect to the UD LM O~Y using user- independent training material, WER relative differences ranging from 24% to 46% are observed if less than 10,OOO training words are used.
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CONCLUSIONS
The conclusion is that LM adaptation techniques can be SUCcessfully employed to improve performance of a speech recognizer when little training data of the user are available.
In particular, MAP Interpolation adaptation outperforms the dassical Bayes' derived estimates. Moreover, MAP Interpolation adaptation is conservative, in the sense that if training data become large, performance does not deteriorate with respect to maximum likelihood estimation.
