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Quantum cohomology is a family of new ring structures on the space of
cohomology classes of a compact symplectic manifold (or a smooth
projective variety) V : The quantum products are deﬁned by third-order
partial derivatives of the generating function of primary Gromov–Witten
invariants of V (cf. [RT1]). In a similar way, using the generating function of
all descendant Gromov–Witten invariants, we can deﬁne products on an
inﬁnite dimensional vector space, called the big phase space, which can be
thought of as a product of inﬁnite copies of the small phase space HnðV ;CÞ:
It seems that the products on the big phase space have not gotten enough
attention in the literature so far. In this paper we will study some basic
structures of such products and apply them to the study of topological
recursion relations and the Virasoro conjecture.
The Virasoro conjecture predicts that the generating function of the
Gromov–Witten invariants is annihilated by inﬁnitely many differential
operators, denoted by fLn j n5 1g; which form a half branch of the
Virasoro algebra. This conjecture was proposed by Eguchi, Hori and Xiong
[EHX] and also by S. Katz (cf. [CK, EJX]). It is a natural generalization of a
conjecture of Witten (cf. [Ko,W1,W2]) and provides a powerful tool in the
computation of Gromov–Witten invariants. The genus-0 Virasoro
conjecture was proved in [LT] (cf. [DZ2,G2] for alternative proofs). The
genus-1 Virasoro conjecture for manifolds with semisimple quantum
cohomology was proved in [DZ2]. Without assuming semisimplicity, theesearch partially supported by Alfred P. Sloan Research Fellowship and NSF Postdoctoral
esearch Fellowship.
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XIAOBO LIU314genus-1 Virasoro conjecture was reduced to the genus-1 L1-constraint on the
small phase space in [L1]. It was also proved in [L1, L2] that the genus-1
Virasoro conjecture holds if the quantum cohomology is not too degenerate
(a condition weaker than semisimplicity).
The genus-g Virasoro conjecture with g51 can be formulated in a way
which computes the derivatives of the genus-g generating function along a
sequence of vector ﬁelds, called the Virasoro vector ﬁelds (see Section 5.1).
The study of the properties of these vector ﬁelds will be important in both
proving and applying the Virasoro conjecture in all genera. In this paper we
will give a simple recursive description of the Virasoro vector ﬁelds (see
Eq. (41) and Theorem 4.7). This recursive description enables us to
understand the relations between the Virasoro vector ﬁelds and the
quantum powers of the Euler vector ﬁeld deﬁned by Eq. (27). The action
of the Virasoro vector ﬁelds on the generating function of genus-g Gromov–
Witten invariants is equivalent to the action of a sequence of vector ﬁelds
constructed from quantum powers of the Euler vector ﬁeld. To prove this
fact, we need to use the quantum product on the big phase space to
reinterpret genus-g topological recursion relations. The most important
difference between the quantum product on the big phase space and the one
on the small phase space is that there is no identity element for the product
on the big phase space. The best candidate for the identity is the string
vector ﬁeld deﬁned by Eq. (1). However, this vector ﬁeld is not an identity in
the usual sense. How close this vector ﬁeld is to an identity is reﬂected
through various topological recursion relations. Such interpretation of
topological recursion relations will be very useful in the study of Virasoro
conjecture. For example, this will enable us to represent all the vector ﬁelds
obtained from the Virasoro vector ﬁelds under certain naturally deﬁned
operations in terms of twisted quantum powers of the Euler vector ﬁeld (cf.
Theorem 4.8 and the comments afterwards). This explains why Virasoro
constraints are very powerful for manifolds with semisimple quantum
cohomology, as in this case the quantum powers of the Euler vector ﬁeld
span the space of primary vector ﬁelds.
We believe that the structures deﬁned in this paper will be very useful in
the study of the Virasoro conjecture for all genera. As a demonstration, we
will apply these structures to the genus-2 Virasoro conjecture. The study of
the genus-2 Virasoro conjecture is important because this is the ﬁrst case
that we do not have a formula to reduce the problem to the small phase
space. The behavior of the Virasoro conjecture in this case will provide
much needed insight into what we should expect in the higher genus cases.
Moreover, the techniques developed here could be easily adapted to the
study of higher genus Virasoro conjecture. In this paper, we will prove that
for any manifold, the genus-2 Virasoro conjecture holds if and only if the
genus-1 and genus-2 L1-constraints hold (see Theorem 5.9). The main
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constraint can be recursively computed from the genus-2 part of the genus-2
L1-constraint (see Corollary 5.12 for the precise recursion formula). In the
case that the quantum cohomology of the underlying manifold is not too
degenerate (in particular is semisimple), such recursion formula also
uniquely determines the genus-2 part of the L1-constraint (see Theorem
5.17). Therefore, the genus-2 Virasoro conjecture for such manifolds can
now be reduced to a genus-1 problem. To complete the proof of the genus-2
Virasoro conjecture for this case would involve more detailed analysis of the
complicated tensors A1; A2 and B used in Eqs. (19)–(21). We will do this in a
separate paper. We notice that the ﬁrst 3 Virasoro operators fL1;L0;L1g
form a 3-dimensional subalgebra of the Virasoro algebra which is
isomorphic to slð2Þ: So Theorem 5.9 in particular implies that for any
manifold, the slð2Þ symmetry of the genus-2 generating function is sufﬁcient
to deduce the genus-2 Virasoro conjecture. A similar situation also occurred
in the genus-1 case (cf. [L1]). We wonder whether the same pattern will
continue for all genera.
The major application of the genus-g Virasoro conjecture is to compute
the genus-g generating function of the Gromov–Witten invariants in
terms of data with genus less than g: Although in principle this can be
done if the quantum cohomology is semisimple, it is not easy to
solve the genus-g generating function explicitly from the Virasoro
constraints for general manifolds with semisimple quantum cohomology.
Recently, Dubrovin–Zhang and Eguchi–Getzler–Xiong computed the
genus-2 generating function for Frobenius manifolds with two
primary ﬁelds assuming that the genus-2 Virasoro constraints hold
(cf. [EGX]). Note that in the Gromov–Witten theory, only CP1 has
two primary ﬁelds. In this paper, we will prove (without assuming
the Virasoro constraints) that the genus-2 generating function can be
expressed explicitly in terms of genus-0 and genus-1 data if the quantum
cohomology of the underlying manifold is not too degenerate (in particular,
if the quantum cohomology is semisimple) (see Theorem 5.17). As proved
in [DZ1], the genus-1 generating function can be expressed explicitly
in terms of genus-0 data when the quantum cohomology is semisimple.
Therefore, Theorem 5.17 also implies that the genus-2 generating
function can be expressed explicitly in terms of genus-0 data in the
semisimple case. In particular, the claim at the end of [EGX] that Eq. (18)
does not determine the genus-2 generating function appears to be incorrect.
The example given in that paper does not satisfy Eq. (18) for x1 ¼ x2 ¼
x3 ¼ g1 and i1 ¼ i2 ¼ i3 ¼ 0.
It will be interesting to see how many ingredients are needed in the study
of the genus-2 Virasoro conjecture. For this purpose, we need to study
relations among the genus-2 topological recursion relations in [G1] and [BP]
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Eq. (16) (see Theorem 2.6), and Eq. (16) together with Eq. (18) also implies
Eq. (17) (see Theorem 2.9). This tells us that, at least for manifolds whose
quantum cohomology is not too degenerate, the number of ingredients
needed in the study of the genus-2 Virasoro conjecture is the same as that for
the genus-1 case. It will be interesting to investigate whether this
phenomenon will continue in higher genus cases.
This paper is organized as follows. In Section 1, we deﬁne the quantum
product on the big phase space. In Section 2, we ﬁrst re-formulate topological
recursion relations using an operator T which measures the difference
between the string vector ﬁeld and an identity of the quantum product, and
then apply it to study relations among genus-2 topological recursion relations.
In Section 3, we study properties of quantum powers of the Euler vector ﬁeld.
Most properties of these vector ﬁelds can be derived from the quasi-
homogeneity equation (28). In particular, the recursive operator R used to
describe the Virasoro vector ﬁelds arrive naturally in the study of the quasi-
homogeneity equation (see Theorem 3.9). Section 4 is devoted to the study of
properties of the Virasoro vector ﬁelds, in particular their relation with
quantum powers of the Euler vector ﬁeld. Using the operator T and its right
inverse, we can produce some Lie algebras which contain the Lie algebra of
Virasoro vector ﬁelds as a proper subalgebra. In particular, we will give a
realization of the Lie algebra of integral pseudo-differential operators on the
unit circle. In Section 5, we ﬁrst formulate the Virasoro conjecture using
recursive operators, and then study the genus-2 Virasoro conjecture. For
manifolds whose quantum cohomology is not too degenerate, we explicitly
solve the genus-2 generating function in terms of genus-0 and genus-1 data in
Section 5.4. In the proof of Theorem 5.17, we need a lemma which is proven
in Appendix A.
1. QUANTUM PRODUCT ON THE BIG PHASE SPACE
For simplicity, we assume that V is a smooth projective variety with
HoddðV ;CÞ ¼ 0: All results in this paper are also true for compact
symplectic manifolds except those in Section 5.2. Choose a basis
fg1; g2; . . . ; gNg of HnðV ;CÞ with g1 equal to the identity of the ordinary
cohomology ring. Let
htn1ðga1Þ tn2ðga2Þ . . . tnkðgakÞig
be the genus-g descendant Gromov–Witten invariant associated to ga1 ; . . . ;
gak and nonnegative integers n1; . . . ; nk (which represent the powers of the
ﬁrst Chern classes of certain tautological line bundles over the moduli space
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(cf. [RT2,W1]). The genus-g generating function is deﬁned to be
Fg ¼
X
k50
1
k!
X
a1;...;ak
n1;...;nk
ta1n1 
 
 
 taknkhtn1ðga1Þtn2ðga2Þ . . . tnkðgakÞig;
where ftan j n 2 Zþ; a ¼ 1; . . . ;Ng is an inﬁnite set of parameters. We can
think of these parameters as coordinates on an inﬁnite dimensional vector
space, called the big phase space. The ﬁnite dimensional subspace deﬁned by
ftan ¼ 0 if n > 0g is called the small phase space. The function Fg is
understood as a formal power series of tan: As in [LT], it is convenient to
introduce a k-tensor < 
 
 
 
 
|ﬄ{zﬄ}
k
> deﬁned by
<W1W2 
 
 
Wk>g :¼
X
m1;a1;...;mk ;ak
f 1m1;a1 
 
 
 f kmk ;ak
@k
@ta1m1@t
a2
mk 
 
 
 @takmk
Fg
for (formal) vector ﬁelds Wi ¼
P
m;a f
i
m;a
@
@tam
where f im;a are (formal)
functions on the big phase space. We can also view this tensor as the kth
covariant derivative of Fg: This tensor is called the k-point (correlation)
function. We will always identify tnðgaÞ with the tangent vector ﬁeld @@tan on
the big phase space and abbreviate t0ðgaÞ as ga: We also consider tnðgaÞ with
n50 as a zero vector ﬁeld. Let Zab ¼
R
V
ga [ gb be the Poincare pairing. We
use Z ¼ ðZabÞ and its inverse Z1 ¼ ðZabÞ to lower and raise indices.
So tnðgaÞ ¼ ZabtnðgbÞ: Here we adopt the convention of summing over
repeated indices. We call a vector ﬁeld W ¼Pm;a fm;atmðgaÞ a primary
vector field if fm;a ¼ 0 whenever m > 0; a descendant vector field if fm;a ¼ 0
whenever m ¼ 0:
For any two vector ﬁelds U andW on the big phase, deﬁne the quantum
product of U and W by
U .W :¼ <UWga>0 ga:
By deﬁnition, the quantum product of two vector ﬁelds is always a primary
vector ﬁeld. This product is apparently commutative. It is also associative
due to the generalized WDVV equation
<W1W2ga>0<gaW3W4>0 ¼ <W1W3ga>0<gaW2W4>0;
which follows in turn from the genus-0 topological recursion relation (cf.
[W1]). When restricted to tangent vector ﬁelds on the small phase, this is
precisely the product in the quantum cohomology of V (also called the big
quantum cohomology by some authors). For any vector ﬁeld W on the
XIAOBO LIU318big phase space, we deﬁne Wk to be the kth quantum power of W: i.e.,
Wk ¼W .W . 
 
 
W|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
k
for k > 0:
For the quantum product on the small phase space, the constant vector
ﬁeld g1; which was chosen to be the identity of the ordinary cohomology
ring, is also the identity for the quantum cohomology. However on the big
phase space, there is no identity vector ﬁeld for the quantum product. A
vector ﬁeld which is close to an identity is the string vector field
S ¼ 
X
m;a
t˜ amtm1ðgaÞ; ð1Þ
where t˜ am ¼ tam  d1md1a: This vector ﬁeld can be considered as a sort of
identity in the following sense:
Lemma 1.1.
(i) S .W ¼W for any primary vector field W:
(ii) S .U .W ¼ U .W for all vector fields U and W:
Proof. This is a consequence of the string equation
<S>g ¼ 12 dg;0Zabta0tb0 :
In fact, taking second derivatives of the genus-0 string equation, we obtain
<Sgag
b>0 ¼ dba for all a and b (cf. [LT, Lemma 1.1]). This is equivalent to
(i). The second formula follows from the associativity of the quantum
product and (i) since U .W is a primary vector ﬁeld by deﬁnition. ]
We deﬁne an equivalence relation between two vector ﬁelds on the big
phase space:
Definition 1.2. We say two vectors U and W are equivalent, denoted
by U W; if U .V ¼W .V for all vector ﬁelds V:
The ﬁrst formula in Lemma 1.1 implies that two primary vector ﬁelds are
equivalent if and only if they are equal. The second formula in Lemma 1.1 is
equivalent to
S .W W
for any W: Therefore, we can say that S is an identity in this weak sense.
Since S .W is always a primary vector ﬁeld, this relation also tells us that
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ﬁeld. Moreover if U is a primary vector ﬁeld, then for any vector ﬁeld W;
W  U , S .W ¼ U: ð2Þ
For the convenience of later computations, we deﬁne
%W :¼S .W ð3Þ
for any vector ﬁeld W: In particular, Lemma 1.1 implies that %S is the
identity of the subalgebra of all primary vector ﬁelds with respect to the
quantum product. Note that when restricted to the small phase space, both
S and %S are equal to the identity of the ordinary (and the quantum)
cohomology ring.
It is also convenient to introduce the following (functionally) linear
transformations on the space of vector ﬁelds on the big phase space:
Definition 1.3. For any vector ﬁeld W ¼Pn;a fn;atnðgaÞ; deﬁne
tþðWÞ :¼
X
n;a
fn;atnþ1ðgaÞ; tðWÞ :¼
X
n;a
fn;atn1ðgaÞ;
TðWÞ :¼ tþðWÞ  <Wga>0 ga; pðWÞ :¼
X
a
f0;a ga:
Then
tþtðWÞ ¼W pðWÞ; ttþðWÞ ¼ tTðWÞ ¼W:
Moreover, the genus-0 string equation implies that (cf. [LT, Lemma 1.1])
%W ¼ <tðWÞga>0 ga þ pðWÞ: ð4Þ
An immediate consequence of this formula is the following:
TðWÞ ¼ tþðWÞ S .tþðWÞ ð5Þ
for any vector ﬁeld W: Based on this formula and the fact that
WS .W ¼ 0 if W is a primary vector ﬁeld, we can interpret the
operator T as a measurement of the difference betweenS and a true identity
of the quantum product on the big phase space. We have the following
characterization for the vectors which are equivalent to 0.
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W  0 ,W ¼ TðtðWÞÞ
,W ¼ TðUÞ for some U:
Remark. First derivatives of the string equation gives us <Sga>0 ¼ ta0
(cf. [LT, Lemma 1.1 (2)]). Therefore,
TðSÞ ¼ D;
where D is the dilaton vector field deﬁned by D ¼ Pm;a t˜ amtmðgaÞ: This
lemma in particular implies that D  0; which also follows from the dilaton
equation
<D>g ¼ ð2g  2ÞFg þ 124 wðVÞdg;1
(cf. [LT, Lemma 1.2]). Moreover TðDÞ  0 is equivalent to [LT, Lemma
5.2 (2)], which is also equivalent to the genus-0 *L1 constraint. Similar
reasoning also applies to the genus-0 *L2 constraint by considering the
vector ﬁeld TðRðDÞÞ where R is deﬁned in Deﬁnition 3.8.
Proof of Lemma 1.4. By Eq. (5), for any vector ﬁeld W;
W ¼ tþðtðWÞÞ þ pðWÞ
¼TðtðWÞÞ þS .tþðtðWÞÞ þ pðWÞ
¼TðtðWÞÞ þS .ðW pðWÞÞ þ pðWÞ:
Since S .pðWÞ ¼ pðWÞ; we have
W ¼ TðtðWÞÞ þ %W: ð6Þ
In particular,W ¼ TðtðWÞÞ ifW  0: On the other hand, Eq. (5) implies
TðUÞ  0 for any U since %W W for all W: ]
Let r be the covariant derivative deﬁned by
rVW ¼
X
m;a
ðVfm;aÞtmðgaÞ
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V<W1W2 . . .Wk>g ¼<VW1 . . .Wk>g
þ
Xk
j¼1
<W1 . . . ðrVWjÞ . . .Wk>g ð7Þ
for any vector ﬁelds V and Wj: In particular, we have
rVðW .UÞ ¼ <VWUga>0 ga þ ðrVWÞ .UþW .ðrVUÞ ð8Þ
for any vector ﬁelds U; V andW: The following formulas will be useful in
the study of topological recursion relations:
Lemma 1.5. For all vector fields V and W;
(1) rVtþðWÞ ¼ tþðrVWÞ:
(2) rVtðWÞ ¼ tðrVWÞ:
(3) rVTðWÞ ¼ TðrVWÞ V .W:
Proof. It is straightforward to check (1) and (2). Hence,
rVTðWÞ ¼rVtþðWÞ  ðV<Wga>0Þ ga
¼ tþðrVWÞ  <ðrVWÞga>0 ga  <VWga>0 ga
¼TðrVWÞ V .W:
This proves (3). ]
Corollary 1.6. For any vector fields W1; W2; and V;
<W1W2TðVÞga>0 ga ¼W1 .W2 .V:
Proof. By Eq. (8),
<W1W2TðVÞga>0 ga ¼rW1ðW2 .TðVÞÞ  ðrW1W2Þ .TðVÞ
 W2 .ðrW1TðVÞÞ:
The ﬁrst two terms on the right-hand side vanish since TðVÞ  0: The
corollary then follows from Lemma 1.5. ]
As a consequence of Eq. (8), we also have
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rTðVÞðW1 .W2Þ ¼ ðrTðVÞW1Þ .W2 þW1 .ðrTðVÞW2Þ þW1 .W2 .V:
Since TðVÞ  0; this corollary implies that rT2ðVÞ is a derivation of the
quantum product for any vector ﬁeld V: Since covariant derivatives
preserve the space of primary vector ﬁelds, rT2ðVÞ and the quantum product
produce a holomorphic vertex algebra structure on this space (cf. [Ka]).
Taking derivatives of the equation in Corollary 1.6, we have
<W1W2W3TðVÞga>0 ga ¼<fV .W1gW2W3ga>0 ga
þ <fV .W2gW1W3ga>0 ga
þ <VW1W2fW3 .gag>0 ga ð9Þ
and
<W1W2W3W4TðVÞga>0 ga ¼
X3
i¼1
<fV .WigW1 . . . #Wi . . .W4ga>0 ga
þ <VW1W2W3fW4 .gag>0 ga
þ <VW1W2gb>0<gbW3W4ga>0 ga
þ <VW1W3gb>0<gbW2W4ga>0 ga
þ <VW2W3gb>0<gbW1W4ga>0 ga ð10Þ
for all vector ﬁelds. These formulas will be useful later when we study the
genus-2 Virasoro conjecture. For k51; an induction on k shows that
<TkðWÞV1 
 
 
Vkga>0 ga ¼ 0: ð11Þ
We collect some useful formulas for the string vector ﬁeld in the following
Lemma 1.8. ð1Þ rWS ¼ tðWÞ:
ð2Þ <SVWga>0 ¼ <tðVÞWga>0 þ <VtðWÞga>0:
ð3Þ W<SSga>0 ¼ <WtðSÞga>0  <tðWÞS ga>0:
Proof. The ﬁrst formula follows from the deﬁnition of S: The genus-0
string equation implies that
<StmðgmÞtnðgnÞga>0 ¼ <tm1ðgmÞtnðgnÞga>0 þ <tmðgmÞtn1ðgnÞga>0
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implies the second formula. The last formula follows from the ﬁrst two
formulas and Eq. (7). ]
Lemma 1.8(2) and Eq. (8) implies rS is a derivation of the quantum
product on the space of primary vector ﬁelds and therefore also produce a
holomorphic vertex algebra structure.
Using Lemmas 1.8(1) and 1.5(3), we obtain
rTmðSÞTkðSÞ ¼ Tkþm1ðSÞ:
Therefore,
½TkðSÞ;TmðSÞ ¼ 0
for all k;m50:
Another application of Lemma 1.8 (1) is that
<SW1 
 
 
Wk>g ¼
Xk
i¼1
<W1 
 
 
 ftðWiÞg 
 
 
Wk>g
þ dg;0rkW1;...;Wk
1
2
Zabt
a
0t
b
0
	 

ð12Þ
for any vector ﬁeldsW1; . . . ;Wk; where rk is the kth covariant derivative.
This formula is obtained by repeatedly taking derivatives on both sides of
the string equation and applying Eq. (7).
2. APPLICATIONS TO TOPOLOGICAL RECURSION RELATIONS
It seems that the quantum product on the big phase space provides
appropriate algebraic machinery for studying problems on the big phase
space, e.g., the Virasoro conjecture and topological recursion relations. We
ﬁrst consider the topological recursion relations in this section and postpone
the Virasoro conjecture to later sections.
Lemma 1.4 indicates that the transformation T trivializes vector ﬁelds at
the genus-0 level. In some sense, all known topological recursion relations
seem to indicate how this operator trivialize vector ﬁelds for various genera.
Let us ﬁrst see the cases of genus less than or equal to 2.
Since
TðtnðgaÞÞ ¼ tnþ1ðgaÞ  <tnðgaÞgm>0 gm;
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<tnþ1ðgaÞtmðgbÞgn>0  <tnðgaÞgm>0<gmtmðgbÞgn>0:
The vanishing of this quantity is the most important case of the genus-0
topological recursion relation (in particular, it implies the associativity of
the quantum product on the big phase space). Therefore, TðtnðgaÞÞ  0 is
equivalent to this special case of the genus-0 topological recursion relation.
The genus-1 topological recursion relation is the following:
<tnþ1ðgaÞ>1 ¼ <tnðgaÞgm>0<gm>1 þ 124 <tnðgaÞgmgm>0:
This formula is equivalent to
<TðWÞ>1 ¼ 124 <Wgmgm>0 ð13Þ
for any vector ﬁeld W: For g > 0; we call a vector ﬁeld W trivial at the
genus-g level if <W>g can be represented by data of genera less than g: Then
the genus-1 topological recursion relation just means that TðWÞ is trivial at
the genus-1 level for all W:
Taking derivatives of Eq. (13) and using Lemma 1.5, we have
<TðWÞV>1 ¼ <fW .Vg>1 þ 124 <WVgmgm>0 ð14Þ
and
<TðWÞV1V2>1 ¼<fW .V1gV2>1 þ <fW .V2gV1>1
þ <WV1V2ga>0<ga>1 þ 124<WV1V2gmgm>0 ð15Þ
for all vector ﬁelds. These formulas will be used later.
The genus-2 topological recursion relations are much more complicated
than genus-0 and genus-1 topological recursion relations. The following two
recursion relations were found in [G1]:
<tiþ2ðxÞ>2 ¼<tiþ1ðxÞga>0<ga>2 þ <tiðxÞga>0<t1ðgaÞ>2
 <tiðxÞga>0<gagb>0<gb>2 þ 710<tiðxÞgagb>0<ga>1<gb>1
þ 1
10
<tiðxÞgagb>0<gagb>1  1240 <tiðxÞga>1<gagbgb>0
þ 13
240
<tiðxÞgagagb>0<gb>1 þ 1960 <tiðxÞgagagbgb>0 ð16Þ
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<tiþ1ðxÞtjþ1ðyÞ>2 ¼<tiþ1ðxÞga>2<gatjðyÞ>0 þ <tiðxÞga>0<gatjþ1ðyÞ>2
 <tiðxÞga>0<tjðyÞgb>0<gagb>2
þ 3<tiðxÞtjðyÞga>0<t1ðgaÞ>2
 3<tiðxÞtjðyÞga>0<gagb>0<gb>2
þ 13
10
<tiðxÞtjðyÞgagb>0<ga>1<gb>1
þ 4
5
<tiðxÞga>1<gatjðyÞgb>0<gb>1
þ 4
5
<tiðxÞgagb>0<tjðyÞga>1<gb>1
 4
5
<tiðxÞtjðyÞga>0<gagb>1<gb>1
þ 23
240
<tiðxÞtjðyÞgagagb>0<gb>1
þ 1
48
<tiðxÞgagagb>0<gbtjðyÞ>1
þ 1
48
<tjðyÞgagagb>0<gbtiðxÞ>1
 1
80
<tiðxÞtjðyÞga>1<gagbgb>0
þ 730<tiðxÞtjðyÞgagb>0<gagb>1
þ 1
30
<tiðxÞgagb>0<gagbtjðyÞ>1
þ 1
30
<tjðyÞgagb>0<gagbtiðxÞ>1
 1
30
<tiðxÞtjðyÞga>0<gagbgb>1
þ 1
576
<tiðxÞtjðyÞgagagbgb>0 ð17Þ
for i; j50 and x; y 2 fg1; . . . ; gNg: Another genus-2 recursion relation was
found in [BP]:
0 ¼
X
s2S3
 2<tisð1Þ ðxsð1ÞÞgagb>0<gatisð2Þ ðxsð2ÞÞtisð3Þ ðxsð3ÞÞ>0<gb>2
þ 2<tisð1Þ ðxsð1ÞÞtisð2Þ ðxsð2ÞÞtisð3Þ ðxsð3ÞÞga>0<t1ðgaÞ>2
 2<tisð1Þ ðxsð1ÞÞtisð2Þ ðxsð2ÞÞtisð3Þ ðxsð3ÞÞga>0<gagb>0<gb>2
þ 3<t1þisð1Þ ðxsð1ÞÞga>2<gatisð2Þ ðxsð2ÞÞtisð3Þ ðxsð3ÞÞ>0
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 3<tisð1Þ ðxsð1ÞÞt1ðgaÞ>2<gatisð2Þ ðxsð2ÞÞtisð3Þ ðxsð3ÞÞ>0
þ 3<tisð1Þ ðxsð1ÞÞga>2<gagb>0<gbtisð2Þ ðxsð2ÞÞtisð3Þ ðxsð3ÞÞ>0
þ 1
5
<tisð1Þ ðxsð1ÞÞtisð2Þ ðxsð2ÞÞtisð3Þ ðxsð3ÞÞgagb>0<ga>1<gb>1
 6
5
<tisð1Þ ðxsð1ÞÞtisð2Þ ðxsð2ÞÞgagb>0<ga>1<gbtisð3Þ ðxsð3ÞÞ>1
þ 12
5
<tisð1Þ ðxsð1ÞÞgagb>0<ga>1<gbtisð2Þ ðxsð2ÞÞtisð3Þ ðxsð3ÞÞ>1
 18
5
<tisð1Þ ðxsð1ÞÞga>1<gatisð2Þ ðxsð2ÞÞgb>0<gbtisð3Þ ðxsð3ÞÞ>1
 6
5
<tisð1Þ ðxsð1ÞÞtisð2Þ ðxsð2ÞÞtisð3Þ ðxsð3ÞÞga>0<gagb>1<gb>1
þ 95<tisð1Þ ðxsð1ÞÞga>1<gagb>1<gbtisð2Þ ðxsð2ÞÞtisð3Þ ðxsð3ÞÞ>0
 6
5
<ga>1<g
atisð1Þ ðxsð1ÞÞgb>1<gbtisð2Þ ðxsð2ÞÞtisð3Þ ðxsð3ÞÞ>0
þ 1
120
<tisð1Þ ðxsð1ÞÞtisð2Þ ðxsð2ÞÞtisð3Þ ðxsð3ÞÞgagagb>0<gb>1
 3
40
<tisð1Þ ðxsð1ÞÞtisð2Þ ðxsð2ÞÞgagagb>0<gbtisð3Þ ðxsð3ÞÞ>1
þ 3
40
<tisð1Þ ðxsð1ÞÞgagagb>0<gbtisð2Þ ðxsð2ÞÞtisð3Þ ðxsð3ÞÞ>1
 1
120
<tisð1Þ ðxsð1ÞÞtisð2Þ ðxsð2ÞÞtisð3Þ ðxsð3ÞÞga>1<gagbgb>0
þ 1
10
<tisð1Þ ðxsð1ÞÞtisð2Þ ðxsð2ÞÞtisð3Þ ðxsð3ÞÞgagb>0<gagb>1
 310<tisð1Þ ðxsð1ÞÞgagb>1<gagbtisð2Þ ðxsð2ÞÞtisð3Þ ðxsð3ÞÞ>0
þ 1
10
<tisð1Þ ðxsð1ÞÞtisð2Þ ðxsð2ÞÞgagb>1<gagbtisð3Þ ðxsð3ÞÞ>0
 1
20
<tisð1Þ ðxsð1ÞÞtisð2Þ ðxsð2ÞÞtisð3Þ ðxsð3ÞÞga>0<gagbgb>1
 1
20
<tisð1Þ ðxsð1ÞÞgagagb>1<gbtisð2Þ ðxsð2ÞÞtisð3Þ ðxsð3ÞÞ>0; ð18Þ
where i1; i2; i350; x1;x2; x3 2 fg1; . . . ; gNg; and S3 is the symmetry group of
three elements.
Unlike the genus-1 case, TðWÞ is no longer trivial at the genus-2 level in
general. In fact, the genus-2 dilaton equation implies
<TðSÞ>2 ¼ <D>2 ¼ 2F2:
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trivial at the genus-2 level. However, the topological recursion relation (16)
implies that T2ðWÞ :¼ TðTðWÞÞ is trivial at the genus-2 level for all vector
ﬁeld W:
The genus-2 topological recursion relations (16)–(18) can be represented
in the following forms, respectively: For any vector ﬁelds W; V; W1; W2;
and W3 on the big phase space,
<T2ðWÞ>2 ¼ A1ðWÞ; ð19Þ
<TðWÞTðVÞ>2  3<TðW .VÞ>2 ¼ A2ðW;VÞ ð20Þ
and
2<fW1 .W2 .W3g>2  2<W1W2W3 ga>0<TðgaÞ>2
 <TðW1ÞfW2 .W3g>2 þ <W1TðW2 .W3Þ>2
 <TðW2ÞfW1 .W3g>2 þ <W2TðW1 .W3Þ>2
 <TðW3ÞfW1 .W2g>2 þ <W3TðW1 .W2Þ>2
¼ BðW1;W2;W3Þ; ð21Þ
where
A1ðWÞ ¼ 710<ga>1<fga .Wg>1 þ 110 <gafga .Wg>1
 1
240
<Wfga .gag>1 þ 13240 <Wgagagb>0<gb>1
þ 1
960
<Wgagag
bgb>0;
A2ðW;VÞ ¼ 1310<WVgagb>0<ga>1<gb>1 þ 45 <Wga>1<fga .Vg>1
þ 4
5
<Vga>1<fga .Wg>1  45<fW .Vgga>1<ga>1
þ 23
240
<WVgagag
b>0<gb>1 þ 148 <Wgagagb>0<gbV>1
þ 1
48
<Vgagag
b>0<gbW>1  180<WVfga .gag>1
þ 7
30
<WVgagb>0<gagb>1 þ 130<gafga .WgV>1
þ 1
30
<gafga .VgW>1  130<fW .Vgga ga>1
þ 1
576
<WVgagag
bgb>0;
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BðW1;W2;W3Þ ¼ 15 <W1W2W3gagb>0<ga>1<gb>1
 6
5
<W1W2W3ga>0<gag
b>1<gb>1
þ 1
120
<W1W2W3gagag
b>0<gb>1
 1
120
<W1W2W3fga .gag>1
þ 1
10
<W1W2W3gagb>0<gagb>1
 1
20
<W1W2W3ga>0<gag
bgb>1
 1
5
X
s2S3
<Wsð1ÞWsð2Þgagb>0<ga>1<gbWsð3Þ>1
þ 25
X
s2S3
<fWsð1Þ .gag>1<gaWsð2ÞWsð3Þ>1
 3
5
X
s2S3
<Wsð1ÞfWsð2Þ .gag>1<gaWsð3Þ>1
þ 3
10
X
s2S3
<Wsð1Þga>1<g
afWsð2Þ .Wsð3Þg>1
 15
X
s2S3
<ga>1<g
aWsð1ÞfWsð2Þ .Wsð3Þg>1
 1
80
X
s2S3
<Wsð1ÞWsð2Þgagag
b>0<gbWsð3Þ>1
þ 1
80
X
s2S3
<Wsð1Þgagag
b>0<gbWsð2ÞWsð3Þ>1
 120
X
s2S3
<Wsð1Þgagb>1<g
agbWsð2ÞWsð3Þ>0
þ 1
60
X
s2S3
<Wsð1ÞWsð2Þgafga .Wsð3Þg>1
 1
120
X
s2S3
<Wsð1ÞgagafWsð2Þ .Wsð3Þg>1:
In particular, A1; A2; and B are symmetric tensors only depending on
genus-0 and genus-1 data.
We now study relations among these genus-2 recursion relations. We ﬁrst
observe that Eq. (19) is equivalent to
<TðWÞ>2 ¼ <Tð %WÞ>2 þ A1ðtðWÞÞ ð22Þ
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of (19) or its equivalent form (22).
Lemma 2.1. Equation (19) implies
<T2ðVÞW>2 ¼ <TðV .WÞ>2 þ ðrWA1ÞðVÞ
for any vector fields V and W; where rWA1 is the covariant derivative of A1
defined by
ðrWA1ÞðVÞ ¼WA1ðVÞ  A1ðrWVÞ:
Proof. By Eq. (7),
<T2ðVÞW>2 ¼W<T2ðVÞ>2  <frWT2ðVÞg>2:
By Eq. (19) and Lemma 1.5, we have
<T2ðVÞW>2 ¼WA1ðVÞ  <TðrWTðVÞÞ>2 þ <fW .TðVÞg>2:
The last term on the right-hand side vanishes since TðVÞ  0: Using
Lemma 1.5 again, we have
<T2ðVÞW>2 ¼WA1ðVÞ  <T2ðrWVÞ>2 þ <TðW .VÞ>2:
The lemma then follows from Eq. (19). ]
Corollary 2.2. Equation (19) implies
<TðVÞTð %WÞ>2 ¼ <TðVÞTðWÞ>2  ðrTðVÞA1ÞðtðWÞÞ
for any vector field V and W:
Proof. Since W %W ¼ TðtðWÞÞ;
<TðVÞTðWÞ>2  <TðVÞTð %WÞ>2 ¼ <TðVÞT2ðtðWÞÞ>2:
Applying Lemma 2.1 and using the fact TðVÞ  0; we obtain the desired
formula. ]
Since TðWÞ ¼ 0; if W is replaced by TðWÞ in Corollary 2.2, we obtain
<TðVÞT2ðWÞ>2 ¼ ðrTðVÞA1ÞðWÞ
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replaced by TðWÞ in Eq. (20), we obtain
<TðVÞT2ðWÞ>2 ¼ A2ðV;TðWÞÞ:
There are two consequences from these equations:
Corollary 2.3. Equations (19) and (20) imply
A2ðV;TðWÞÞ ¼ ðrTðVÞA1ÞðWÞ
for any vector fields V and W:
Remark. Note that both sides of the equation in Corollary 2.3 only
involve genus-0 and genus-1 data. It might be possible to prove this relation
by the known genus-1 relations. Since our main interest in this paper is to
study higher genus cases, we will not do this here.
Corollary 2.4. Modulo the genus-1 relation in Corollary 2.3, Eq. (20)
follows from Eq. (19) if one of the vector fields is equivalent to 0:
A special case of Corollary 2.3 is the following:
Corollary 2.5.
A2ðS;WÞ ¼ 3A1ðtðWÞÞ
for any vector field W:
Proof. This formula can be proved directly by using the derivatives of
the string equation (12). On the other hand, it follows from derivatives of
the string equation and the dilaton equation that
A2ðS;WÞ ¼ 0
if W is a primary vector ﬁeld and
rDA1 ¼ 3A1:
Therefore the formula in this corollary also follows from Corollary 2.3 by
using Eq. (6). ]
In the opposite direction of Corollary 2.4, we have the following
Theorem 2.6. The topological recursion relation (19) is a formal
consequence of (20).
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equation have the following form:
<SW>2 ¼ <tðWÞ>2; <DW>2 ¼ 3<W>2 ð23Þ
for any vector ﬁeldW: Since TðSÞ ¼ D; applying Eq. (20) for V ¼ S; we
obtain
A2ðS;WÞ ¼<TðWÞD>2  3<Tð %WÞ>2
¼ 3<TðWÞ>2  3<Tð %WÞ>2
¼ 3<TðW %WÞ>2 ¼ 3<T2ðtðWÞÞ>2
for any vector ﬁeld W: This is equivalent to Eq. (19) because of Corollary
2.5. ]
Next, we study the relations between Eqs. (20) and (21). If we replaceW3
by TðVÞ in Eq. (21), we obtain
 2<W1W2TðVÞga>0<TðgaÞ>2  <T2ðVÞfW1 .W2g>2
þ <TðVÞTðW1 .W2Þ>2 ¼ BðW1;W2;TðVÞÞ:
By Corollary 1.6, this is equivalent to
 2<TðW1 .W2 .VÞ>2  <T2ðVÞfW1 .W2g>2
þ <TðVÞTðW1 .W2Þ>2 ¼ BðW1;W2;TðVÞÞ:
On the other hand, by Theorem 2.6 and Lemma 2.1, we know that Eq. (20)
implies
 2<TðW1 .W2 .VÞ>2  <T2ðVÞfW1 .W2g>2
þ <TðVÞTðW1 .W2Þ>2 ¼ ðrW1 .W2A1ÞðVÞ þ A2ðW1 .W2;VÞ:
Therefore, we have the following two consequences
Lemma 2.7. Equations (20) and (21) imply
BðW1;W2;TðVÞÞ ¼ A2ðW1 .W2;VÞ  ðrW1 .W2A1ÞðVÞ
for all vector fields.
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and genus-1 data. It might be possible to prove this equation directly using
the known genus-1 relation. Again we will not do this in this paper.
Lemma 2.8. Modulo the genus-1 relation in Lemma 2.7, Eq. (21) follows
from Eq. (20) if one of the vector fields is equivalent to 0:
In the opposite direction of Lemma 2.8, we have
Theorem 2.9. Modulo the genus-1 relation in Lemma 2.7, the topological
recursion relation (20) is a formal consequence of the topological recursion
relations (19) and (21).
Proof. Since TðVÞ  0; applying Eq. (21) for W1 ¼ S; W2 ¼ TðVÞ
and W3 ¼W; we obtain
 2<STðVÞWga>0<TðgaÞ>2  <T2ðVÞ %W>2 þ <TðVÞTð %WÞ>2
¼ BðS;W;TðVÞÞ:
By Lemma 1.8, we have
<STðVÞWga>0<TðgaÞ>2 ¼ <TðV .WÞ>2:
The theorem then follows from Lemma 2.1 and Corollary 2.2 (which in turn
follows from Eq. (19)), and Lemma 1.1. ]
We now make a remark on higher genus topological recursion relation.
For genus g ¼ 1; 2; the topological recursion relations (13) and (19) are
derived by using a formula for expressing the tautological class cg1 (i.e., the
gth power of the ﬁrst Chern class of the tautological line bundle deﬁned by
the cotangent space of each curve at the marked point) on the moduli space
of stable curves %Mg;1 in terms of boundary classes. For general g; it was
conjectured in [G2] that polynomials of degree g in the tautological classes
ci are boundary classes on %Mg;n: This conjecture was proved in [Io]. A
somewhat stronger version for a special case of this conjecture would be cg1
is equal to a boundary class in %Mg;1 without genus-g components. This
would imply the following:
TgðWÞ is trivial at the genus-g level for g51: ð24Þ
The following topological recursion relation for all g51 was derived in
[EX] under the assumption that the genus-g generating function is a
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<tnþ3g1ðgaÞ>g ¼
X3g2
j¼0
<tnþ3g2jðgaÞgb>0 Gbj ;
where Gb0 ¼ <gb>g and
Gbj ¼ <tjðgbÞ>g 
Xj1
k¼0
<tkðgbÞgm>0 Gmj1k:
An easy induction on j shows
<TjðgbÞ>g ¼ Gbj
and a similar induction also shows that this topological recursion relation is
precisely
<T3g1ðWÞ>g ¼ 0 ð25Þ
for all vector ﬁeldW: For g ¼ 1 and 2; this equation follows from Eqs. (11),
(14), and (19). For general g; it follows from c3g11 ¼ 0 on %Mg;1
since the complex dimension of %Mg;1 is 3g  2: This was ﬁrst observed
by Getzler.
To apply these topological recursion relations, we observe that
W ¼ TkðtkðWÞÞ þ
Xk1
i¼0
TiðtiðWÞÞ ð26Þ
for any vector ﬁeld W and k51: This formula is obtained by repeatedly
applying Eq. (6). Since tiðWÞ is a primary vector ﬁeld, the descendant level
of TiðtiðWÞÞ is at most i: In applications, we can choose k large enough to
apply the suitable topological recursion relations. For example, to
apply Eq. (24), we would choose k ¼ g: To apply Eq. (25), we would
choose k ¼ 3g  1:
3. QUANTUM POWERS OF THE EULER VECTOR FIELD
We now turn to the application of the quantum product on the big phase
space to the Virasoro conjecture. As pointed in [LT], the most important
vector ﬁeld in studying the Virasoro conjecture is the Euler vector field,
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X :¼ 
X
m;a
ðm þ ba  b1  1Þt˜ amtmðgaÞ 
X
m;a;b
Cba t˜
a
mtm1ðgbÞ; ð27Þ
where
ba ¼ ðholomorphic dimension of gaÞ  12ðcomplex dimension of VÞ þ 12
and the matrix C ¼ ðCbaÞ is deﬁned by c1ðVÞ [ ga ¼ Cbagb: For compact
symplectic manifolds, the holomorphic dimension of ga can be replaced by a
half of the real dimension of ga in the deﬁnition of ba: Moreover, the basis
fg1; . . . ; gNg of HnðV ;CÞ can be chosen in such a way such that the
following holds: If Zab=0 or Zab=0; then ba ¼ 1 bb; Cba=0 implies
bb ¼ 1þ ba; and Cab=0 implies bb ¼ ba:
The Euler vector ﬁeld satisﬁes the following quasi-homogeneity equation:
<X>g ¼ 2ðb1 þ 1Þð1 gÞFg þ
1
2
dg;0
X
a;b
Cabt
a
0t
b
0
 1
24
dg;1
Z
V
c1ðVÞ [ cd1ðVÞ: ð28Þ
The genus-0 quasi-homogeneity equation implies (cf. [LT, Lemma 1.4 (3)])
<tmðgaÞXtnðgbÞ>0 ¼ dm;0dn;0Cba
þ ðm þ n þ ba þ 1 bbÞ<tmðgaÞtnðgbÞ>0
þ
X
m
Cma<tm1ðgmÞtnðgbÞ>0
þ
X
m
Cbm<tmðgaÞtn1ðgmÞ>0: ð29Þ
A special case of this formula is the following:
<gaXg
b>0 ¼ Cba þ ðba þ 1 bbÞ<ga gb>0:
Therefore for any vector ﬁeld W;
W<gaXg
b>0 ¼ ðba þ 1 bbÞ<gaWgb>0: ð30Þ
An immediate application of this formula is the following Virasoro-type
relation among the quantum powers of the Euler vector ﬁelds:
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½W;V  ðm  kÞXmþk1:
Here ðand thereafterÞ X0 is understood as S:
Proof. If W  Xk; then
<gaWg
b>0 ¼ <gaXkgb>0
for all a; b: Let M be the N  N matrix whose ða; bÞ entry is <gaXgb>0 and
D be the diagonal matrix whose diagonal entries are b1; . . . ; bN : Then
<gaX
kgb>0 ¼ <gaXgm1>0<gm1Xgm2>0 . . .<gmk1Xgb>0 ¼ ðMkÞ
b
a : ð31Þ
Therefore, by Eq. (30), we have
WM ¼ DMk  MkD þ Mk
and consequently for any integer m50;
WMm ¼
Xm
j¼1
Mj1ðDMk  MkD þ MkÞMmj
¼mMmþk1 þ
Xm
j¼1
Mj1DMmþkj 
Xm
j¼1
Mkþj1DMmj:
Hence, if W  Xk and V  Xm; then
WMm VMk ¼ ðm  kÞMmþk1: ð32Þ
Since every vector on the big phase space is equivalent to a primary vector
ﬁeld, to prove the theorem, it sufﬁces to show
ga . ½W;V ¼ ðm  kÞga .Xmþk1
for all a: Since ga is a constant vector ﬁeld, by Eq. (8), we have
ga . ½W;V ¼ ga .rWV ga .rVW
¼rWðga .VÞ  rVðga .WÞ
¼rWðga .XmÞ  rVðga .XkÞ:
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ga .X
m ¼ ðMmÞbagb;
where ðMmÞba is the ða; bÞ entry of Mm; the theorem follows from
Eq. (32). ]
Since %X
k  Xk for all k and Lie brackets of primary ﬁelds are always
primary ﬁelds, we have
Corollary 3.2.
½ %Xk; %Xm ¼ ðm  kÞ %Xmþk1
for all m; k50:
We also have
Corollary 3.3. For m; k50 and fm; kg=f0; 2g;
½Xk;Xm ¼ ðm  kÞXmþk1:
Note that ½S;X2=2X since ½S;X2 is a primary vector field but X contains
descendant vector fields. In this case we have
½S;X2 ¼ 2 %X:
Proof. A straightforward computation shows that
½S;X ¼S:
If fm; kg=f0; 1g; then ½Xk;Xm is a primary vector ﬁeld. So
½Xk;Xm ¼S . ½Xk;Xm ¼ ðm  kÞ %Xmþk1
by Theorem 3.1. In particular,
½S;X2 ¼ 2 %X:
If in addition fm; kg=f0; 2g; then ðm  kÞXmþk1 is also a primary vector
ﬁeld. So
ðm  kÞ %Xmþk1 ¼ ðm  kÞXmþk1:
This proves the corollary. ]
QUANTUM PRODUCT 337Another application of the quasi-homogeneity equation is the following
Lemma 3.4. For any vector field W and integer k50;
rTðWÞ %Xk ¼ W . %Xk:
Proof. By formulas (30) and (31),
TðWÞ<gaXkgb>0 ¼ 0
since TðWÞ  0: This formula is also true for k ¼ 0 due to the string
equation. Therefore, by Lemma 1.8,
rTðWÞ %Xk ¼rTðWÞf<SSga>0<gaXkgb>0 gbg
¼fTðWÞ<SSga>0g<gaXkgb>0 gb
¼  <WSga>0<gaXkgb>0 gb
¼ W . %Xk: ]
Corollary 3.5.
½Tð %XmÞ;Tð %XkÞ ¼ 0
for all m; k50:
Proof. By Lemma 1.5,
½Tð %XmÞ;Tð %XkÞ ¼rTð %XmÞTð %X
kÞ  r
Tð %XkÞTð %X
mÞ
¼TðrTð %XmÞ %X
kÞ  Tðr
Tð %XkÞ
%X
mÞ
¼Tð %XmþkÞ  Tð %XkþmÞ ¼ 0: ]
Corollary 3.6. For any vector field W and integer k50;
rTðWÞðtðSÞ . %XkÞ ¼ tðWÞ . %Xk:
Proof. By Lemmas 1.5 and 1.8,
rTðWÞðtðSÞÞ ¼ tðrTðWÞSÞ ¼ tðWÞ:
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rTðWÞðtðSÞ . %XkÞ ¼ ðrTðWÞðtðSÞÞÞ . %Xk þ tðSÞ .rTðWÞ %Xk
þ <TðWÞtðSÞ %Xkga>0 ga
¼ðtðWÞÞ . %Xk þ tðSÞ .ðW . %XkÞ
þ W .tðSÞ . %Xk
¼  tðWÞ . %Xk: ]
So far we have only used very special cases of Eq. (29). To take full
advantage of this equation, we need to introduce two operations on the
space of vector ﬁelds.
Definition 3.7. For W ¼Pm;a fm;atmðgaÞ and V ¼Pm;a gm;atmðgaÞ;
deﬁne
W * V ¼
X
m;a
fm;agm;atmðgaÞ
and
CðWÞ ¼
X
m;a;b
fm;aC
b
atmðgbÞ:
We can think of ‘‘* ’’ as a commutative and associative product on the
space of vector ﬁelds with the identity
Z :¼
X
m;a
tmðgaÞ: ð33Þ
Another important vector ﬁeld for this product is
G :¼
X
m;a
ðm þ baÞtmðgaÞ: ð34Þ
Using this vector ﬁeld, we can deﬁne another linear transformation on the
space of vector ﬁelds:
Definition 3.8. For any vector ﬁeld W; deﬁne
RðWÞ ¼ G * TðWÞ þ CðWÞ:
We then have the following
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W .X ¼S .RðWÞ ¼ RðWÞ:
Proof. Let W ¼Pm;a fm;atmðgaÞ: Then
W .X ¼
X
m;a;m
fm;a<tmðgaÞXgm>0 gm:
Applying Eq. (29) to each 3-point functions on the right-hand side, we have
W .X ¼<fG *Wggm>0 gm þ ð1 bmÞ<Wgm>0 gm
þ <ftðCðWÞÞggm>0 gm þ
X
a
f0;aC
m
agm:
By Eq. (4), we have
W .X ¼S .ftþðG *WÞg þ ð1 bmÞ<StþðWÞgm>0 gm þS .CðWÞ:
On the other hand, it is straightforward to check that
tþðG *WÞ ¼ G * tþðWÞ  tþðWÞ
for any vector ﬁeld W: Therefore,
W .X ¼S .fG * tþðWÞg  bm<StþðWÞgm>0 gm þS .CðWÞ
¼S .fG * TðWÞ þ G * ðS .tþðWÞÞg
 G * ðS .tþðWÞÞ þS .CðWÞ:
The middle terms in the last expression are cancelled since G * ðS .tþðWÞÞ
is a primary vector ﬁeld. This proves the theorem. ]
Corollary 3.10. If W V; then RðWÞ  RðVÞ:
Proof. RðWÞ  RðVÞ if and only if S .RðWÞ ¼ S .RðVÞ; which
indeed follows from Theorem 3.9. ]
The following formula will be useful later.
Lemma 3.11. For any vector field W;
RðtðWÞÞ ¼ tðRðWÞÞ  G * %WW:
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tðG *WÞ ¼ G * tðWÞ þ tðWÞ
and
tðCðWÞÞ ¼ CðtðWÞÞ
for any vector ﬁeld W: Therefore,
tðRðWÞÞ ¼G *WþWþ CðtðWÞÞ
¼G * ðTðtðWÞÞ þ %WÞ þWþ CðtðWÞÞ
¼RðtðWÞÞ þ G * %WþW:
The lemma follows. ]
Since TðSÞ ¼ D; it is straightforward to check that
RðSÞ ¼ Xþ ðb1 þ 1ÞD ð35Þ
So by Theorem 3.9 and Lemma 3.11,
X .tðSÞ ¼S .RðtðSÞÞ
¼S .ðtðRðSÞÞ  G * S2 SÞ
¼S .ðtðXþ ðb1 þ 1ÞDÞ  G * S2 SÞ
¼S .tðXÞ þ b1S2  G * S2:
Equivalently, we have
S .tðXÞ ¼ X .tðSÞ  b1S2 þ G * S2: ð36Þ
Another useful formula for the operator R is the following
Lemma 3.12. For any vector fields W and V;
rVðRðWÞÞ ¼ RðrVWÞ  G * ðV .WÞ:
Proof. It is straightforward to check that
rVðG *WÞ ¼ G * ðrVWÞ and rVðCðWÞÞ ¼ CðrVWÞ ð37Þ
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rVðRðWÞÞ ¼rVðG * TðWÞ þ CðWÞÞ
¼G * rVTðWÞ þ CðrVWÞ
¼G * ðTðrVWÞ V .WÞ þ CðrVWÞ
¼RðrVWÞ  G * ðV .WÞ: ]
The quasi-homogeneity equation for all genera implies the following rule
for eliminating the Euler vector ﬁeld from a correlation function:
Lemma 3.13.
<XW1 
 
 
Wk>g ¼
Xk
i¼1
<W1 
 
 
 ftRðWiÞg 
 
 
Wk>g
 fð2g þ k  2Þb1 þ 2ðg þ k  1Þg<W1 
 
 
Wk>g
þ dg;0rkW1;...;Wk
1
2
Cabt
a
0t
b
0
	 

for any vector fields W1; . . . ;Wk and k51: Here rkW1;...;Wk is the kth
covariant derivative. Note that if g > 0 or k > 2; the last term on the right-
hand side vanishes.
Proof. It is straightforward to check that
rWX ¼  G *Wþ ðb1 þ 1ÞW CðtðWÞÞ
¼  RðtðWÞÞ  G * %Wþ ðb1 þ 1ÞW
for any vector ﬁeld W: By Lemma 3.11, we also have
rWX ¼ tRðWÞ þ ðb1 þ 2ÞW: ð38Þ
It sufﬁces to prove the lemma for parallel vector ﬁeldsWi since both sides of
the equation are tensors in these vector ﬁelds. We observed that if W is
parallel, i.e. rVW ¼ 0 for all V; then tRðWÞ is also parallel. In fact, by
Lemmas 1.5 and 3.12
rV tRðWÞ ¼ tRðrVWÞ  tðG * ðV .WÞÞ ¼ 0
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then follows from repeatedly taking derivatives of Eq. (28) and using
Eq. (7). ]
In case thatW is a primary vector ﬁeld, tðWÞ ¼ 0: Therefore by Lemma
3.11,
tRðWÞ ¼ G *WþW:
Hence the formula in Lemma 3.13 can be written as
<XW1 . . .Wk>g ¼
Xk
i¼1
<W1 . . . fG *Wig . . .Wk>g
 fk  2þ 2g þ ð2g þ k  2Þb1g<W1 . . .Wk>g
þ dg;0rkW1;...;Wk
1
2
Cabt
a
0t
b
0
	 

ð39Þ
for all primary ﬁelds W1; . . . ;Wk and k52:
An immediate consequence of Lemma 3.13 is the following
Lemma 3.14.
<XXXga>0 ga ¼ 2X3 .tðSÞ  3b1X2
þ 2X2 .ðG * %SÞ þ 2X .ðG * %XÞ  G * X2;
<XX %X
k
ga>0 ga ¼Xkþ2 .tðSÞ  2b1 %X
kþ1 þXkþ1 .ðG * %SÞ
þ Xk .ðG * %XÞ þX .ðG * %X
kÞ  G * X2;
<X %X
m %X
k
ga>0 ga ¼  b1 %X
mþk  G * %X
mþk
þ Xk .ðG * %X
mÞ þXm .ðG * %X
kÞ;
where m; k50:
Proof. The last formula is a direct consequence of Eq. (39). Since by
Eq. (6),
X ¼ TðtðXÞÞ þ %X;
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<XX %X
k
ga>0 ga ¼<XTðtðXÞÞð %X
kÞga>0 ga þ <X %X %X
k
ga>0 ga
¼Xkþ1 .tðXÞ þ <X %X %Xkga>0 ga
and
<XXXga>0 ga ¼<XTðtðXÞÞXga>0 ga þ <X %XXga>0 ga
¼X2 .tðXÞ þ <X %XXga>0 ga
¼ 2X2 .tðXÞ þ <X %X %Xga>0 ga:
Therefore, the ﬁrst two equations in the lemma follows from the third
equation and Eq. (36). ]
If a 4-point function does not contain X; but contains Xk with k52; it
can be computed by using the following lemma to create 4-point functions
involving X:
Lemma 3.15. For any vector field W; V1; V2; V3; and k52;
<WkV1V2V3>0 ¼ 
Xk1
i¼1
<WWkifV1 .V2 .Wi1gV3>0
þ
Xk1
i¼2
<WfWki .V1gfV2 .Wi1gV3>0
þ <WfWk1 .V1gV2V3>0
þ <WV1fV2 .Wk1gV3>0:
This lemma follows from the following form of the ﬁrst derivatives of the
generalized WDVV equation
<fW1 .W2gW3W4W5>0 ¼<fW1 .W3gW2W4W5>0
þ <W1W3fW2 .W4gW5>0
 <W1W2fW3 .W4gW5>0 ð40Þ
for any vector ﬁeldsW1; . . . ;W5: A similar lemma on the small phase space
was proved in [L1]. The same proof also works here on the big phase space.
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< %X
k
WVga>0 ga ¼  %X
k
.W .V .tðSÞ
þ
Xk
i¼1
fðG * ð %X
ki
.WÞÞ .V . %Xi1
þ %Xki .W .ðG * ðV . %X
i1ÞÞ
 ðG * %X
kiÞ .W .V . %Xi1
 %Xki .ðG * ðW .V . %X
i1ÞÞg:
Proof. Since %S ¼ S TðtðSÞÞ; by Corollary 1.6 and Lemma 1.8,
< %SWVga>0 ga ¼<SWVga>0 ga  tðSÞ .W .V
¼  tðSÞ .W .V
ifW andV are primary ﬁelds. This proves the corollary for k ¼ 0: Similarly
since %X ¼ X TðtðXÞÞ; by Corollary 1.6,
< %XWVga>0 ga ¼ <XWVga>0 ga  tðXÞ .W .V:
By Eqs. (39) and (36),
< %XWVga>0 ga ¼  %X .W .V .tðSÞ
 W .V .ðG * %SÞ  G * ðW .VÞ
þ W .ðG *VÞ þV .ðG *WÞ:
This proves the corollary for k ¼ 1: For k52; the corollary follows from
Lemma 3.15 and Eq. (39). ]
In particular, we have
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< %X
n %X
m %X
k
ga>0 ga ¼ Xnþmþk .tðSÞ

Xk1
i¼0
Xi .ðG * %X
nþmþki1Þ

Xnþmþk1
i¼nþm
Xi .ðG * %X
nþmþki1Þ
þ
Xmþk1
i¼m
Xi .ðG * %X
nþmþki1Þ
þ
Xnþk1
i¼n
Xi .ðG * %X
nþmþki1Þ
for n;m; k50:
4. VIRASORO VECTOR FIELDS
In this section, we study a sequence of vector ﬁelds on the big phase space
obtained from the string vector ﬁeld by recursively applying the operator R
deﬁned in Deﬁnition 3.8. We will show that this sequence of vector ﬁelds
satisfy the Virasoro bracket relation and arise naturally in the study of
higher genus Virasoro conjecture. For this reason, we call these vector ﬁelds
Virasoro vector ﬁelds.
Deﬁne the kth Virasoro vector field by
Lk :¼ Rkþ1ðSÞ ð41Þ
for k5 1: Here L1 should be understood as S: By Theorem 3.9, these
vector ﬁelds satisfy the following interesting property:
Lemma 4.1.
Ln  Xnþ1
for all n5 1:
Moreover, Lemmas 3.12 and 1.8 make it simple to compute the covariant
derivatives of these vector ﬁelds. In fact, we have the following
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rWLk ¼ tRkþ1ðWÞ  ðk þ 1ÞRkðWÞ
for any vector field W:
Proof. By Lemma 1.8
rWL1 ¼ rWS ¼ tðWÞ:
This proves the lemma for k ¼ 1: We now prove the lemma by induction
on k: Suppose that the lemma holds for k ¼ n: Then by Lemmas 3.12
and 3.11
rWLnþ1 ¼rWRðLnÞ ¼ RðrWLnÞ  G * ðW .LnÞ
¼RftRnþ1ðWÞ  ðn þ 1ÞRnðWÞg  G * ðW .LnÞ
¼ tRnþ2ðWÞ  G * Rnþ1ðWÞ  ðn þ 2ÞRnþ1ðWÞ  G * ðW .LnÞ:
The lemma follows since by Theorem 3.9
Rnþ1ðWÞ ¼ Xnþ1 .W ¼ W .Ln: ]
Since covariant derivatives commute with the operator t; we have
Corollary 4.3.
rWtmðLkÞ ¼ tmþ1 Rkþ1ðWÞ  ðk þ 1ÞtmRkðWÞ
for any vector field W:
A special case of this corollary is the following:
rtnðLjÞtmðLkÞ ¼ tmþ1 Rkþ1tnðLjÞ  ðk þ 1ÞtmRktnðLjÞ:
We can use this formula to compute the brackets of vector ﬁelds tmLk: For
example, when m ¼ n ¼ 0; we have
rLjLk ¼ tðLkþjþ1Þ  ðk þ 1ÞLkþj : ð42Þ
Since ½Lj;Lk ¼ rLjLk rLkLj ; we have
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½Lj ;Lk ¼ ð j  kÞLkþj
for k; j5 1:
In other words, the sequence of vector ﬁelds fLk ¼ Rkþ1ðSÞ j k5 1g
form a half branch of the Virasoro algebra. More generally, in view of
Lemma 3.11, the more general class of vector ﬁelds ftmðLkÞ j m50;
k5 1g seems to generate a W -type algebra.
In some cases, it is more convenient to use the following formula for
covariant derivatives of the Virasoro vector ﬁelds.
Lemma 4.5.
rWLk ¼ Rkþ1tðWÞ þ
Xk
i¼0
RiðG * ðXki .WÞÞ
for any vector field W:
Proof. This follows from Lemma 4.2 by interchanging positions
of t and Rkþ1 using Lemma 3.11. ]
Since TðWÞ .V ¼ 0 for any vector ﬁeldV; one application of Lemma 4.5
is the following:
rTðWÞLk ¼ Rkþ1ðWÞ ð43Þ
for any vector ﬁeld W: In particular,
rTðLmÞTðLkÞ ¼ TðrTðLmÞLkÞ ¼ TðLmþkþ1Þ:
Therefore,
½TðLmÞ;TðLkÞ ¼ 0
for all m; k5 1: Moreover, the two sequences of vector ﬁelds fLk j k5
1g and fTðLkÞ j k5 1g together form a Lie algebra isomorphic to the
Lie algebra spanned by ftm@t; tk j m; k50g as operators on the space of
functions on the unit circle, where t is the standard coordinate on the circle.
The isomorphism between these two Lie algebras is given by the map
Lk/ tkþ1@t; TðLkÞ/ tkþ1
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relation
½TðLmÞ;Lk ¼ ðm þ 1ÞTðLmþkÞ:
This follows from the fact that rTðLmÞLk ¼Lmþkþ1 by Eq. (43) and
rLk TðLmÞ ¼TðrLkLmÞ Lk .Lm
¼TðtðLmþkþ1Þ  ðm þ 1ÞTðLmþkÞÞ þLmþkþ1
¼Lmþkþ1  ðm þ 1ÞTðLmþkÞ
by Eq. (42), Lemma 4.1 and Eq. (6). Similar computations show that
½Lk;TnðLjÞ ¼ ðTn1Rkþ1  Rkþ1Tn1  ð j þ 1ÞTnRkÞðLjÞ
and
½TmðLkÞ;TnðLjÞ ¼ ðTnRjþ1Tm1Rkþ1  TmRkþ1Tn1Rjþ1ÞðL1Þ
for all m; n51 and j; k5 1: Therefore, the set of vector ﬁelds fTmðLkÞ j
m50; k5 1g is closed under the Lie bracket (and consequently forms a Lie
algebra) due to the following fact.
Lemma 4.6.
RT ¼ TR þ T2:
Proof. For any vector ﬁeld W;
RTðWÞ ¼ TtRTðWÞ þ RTðWÞ
by Eq. (6). Since RTðWÞ ¼ X .TðWÞ ¼ 0; by Lemma 3.11,
RTðWÞ ¼ TðRtTðWÞ þ G * TðWÞ þ TðWÞÞ ¼ TRðWÞ þ T2ðWÞ:
The lemma is thus proved. ]
Let @1t be the integral operator on the space of functions on the unit
circle, where t is the standard coordinate on the circle. Then as operators,
t@1t ¼ @1t t þ ð@1t Þ2:
Therefore, the map
TmðLkÞ/ ð@1t Þmtkþ1@t
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fTmðLkÞ j m51; k5 1g and the Lie algebra of integral operators
ftkð@1t Þm j m; k50g: Since Lk ¼ Rkþ1ðL1Þ; we see that under this
isomorphism, R corresponds to multiplying by t; and T corresponds to
composition by @1t on the space of pseudo-differential operators on the unit
circle. As a left inverse of T ; t might be expected to correspond to @t:
However, the commutator of t and R is not quite the same as
the commutator of @t and t due to the twisting given by G * ðS .Þ in
Lemma 3.11.
To see the connection between vector ﬁelds Ln with the Virasoro
conjecture, we explicitly compute the ﬁrst several Virasoro vector ﬁelds and
obtain the following
Theorem 4.7.
L1 ¼ S;
L0 ¼ X ðb1 þ 1ÞD;
L1 ¼
X
m;a
ðm þ baÞðm þ ba þ 1Þt˜ amtmþ1ðgaÞ
þ
X
m;a;b
ð2m þ 2ba þ 1ÞCba t˜ amtmðgbÞ
þ
X
m;a;b
ðC2Þba t˜ amtm1ðgbÞ 
X
a
baðba  1Þ<ga>0 ga;
L2 ¼
X
m;a
ðm þ baÞðm þ ba þ 1Þðm þ ba þ 2Þt˜ amtmþ2ðgaÞ
þ
X
m;a;b
f3ðm þ baÞ2 þ 6ðm þ baÞ þ 2gCba t˜ amtmþ1ðgbÞ
þ
X
m;a;b
3ðm þ ba þ 1ÞðC2Þba t˜ amtmðgbÞ þ
X
m;a;b
ðC3Þba t˜ amtm1ðgbÞ

X
a
baðb2a  1Þf<t1ðgaÞ>0 ga þ <ga>0t1ðgaÞg

X
a;b
ð3b2b  1ÞCab<ga>0 gb:
Proof. The ﬁrst equation is just the deﬁnition of L1: The second
equation is precisely Eq. (35). The genus-0 quasi-homogeneity equation and
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<L0 ga>0 ¼ ð1 baÞ<ga>0  Cabtb0 :
The genus-0 L1-constraint (cf. [LT, Formula (23)]) implies
<L1ga>0 ¼ ð1 baÞð2 baÞ<t1ðgaÞ>0  ð3 2baÞCab<gb>0  ðC2Þabtb0 :
Using these formulas and the deﬁnitions of operators T and R; it is
straightforward to check the last two equations in the lemma. ]
From the formulas in Theorem 4.7, we see that L1 and L0 are the ﬁrst
derivative parts of the ﬁrst two Virasoro operators deﬁned in [EHX]. These
vector ﬁelds were considered in [LT]. The ﬁrst derivative parts of the
Virasoro operators L1 and L2 are also considered in [LT] and played an
important role in the proof of the genus-0 Virasoro conjecture. These vector
ﬁelds are the same as the linear parts of formulas for L1 and L2 (omitting
the ﬁnitely many terms containing genus-0 1-point functions). The formulas
forL1 andL2 as given in Theorem 4.7 do coincide with the corresponding
vector ﬁelds used in [DZ2] and [G2]. These vector ﬁelds arise naturally when
studying Virasoro conjecture of genus bigger than 0. More explicitly, for
g51; the genus-g Ln-constraint just computes <Ln>g in terms of data with
genus less than g: This is true not only for 14n42: For n > 2; this follows
from Corollary 4.4 since the ﬁrst four Virasoro vector ﬁelds generate all
others by taking iterating brackets.
We can now also give a new interpretation for Lemma 4.1. Using the
formulas in Theorem 4.7, we see that the most important cases of this
lemma, i.e.
L1  X2 and L2  X3; ð44Þ
are special cases of [LT, Eqs. (19) and (26)], which are crucial steps in the
proof of the genus-0 Virasoro conjecture. Because of Eq. (2) these relations
are equivalent to
L1 ¼ X2 and L2 ¼ X3; ð45Þ
which are special cases of [LT, Lemmas 3.1 and 4.2] due to Eq. (4) and [LT,
Lemma 1.4]. We notice that Lemma 4.1 also follows from Eq. (44) due to
Theorem 3.1. As we see from [LT], Eq. (44) is equivalent to the second
derivatives of the genus-0 L1 and L2 constraints. Therefore, we can interpret
Lemma 4.1 as the second derivatives of the genus-0 Virasoro conjecture. As
explained in [LT], the second derivatives of the genus-0 Virasoro constraints
imply the genus-0 Virasoro conjecture because of the dilaton equation. We
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using genus-0 Lk1-constraint. Therefore, one can modify the proof of
Theorem 4.7 to give a new proof to the genus-0 Virasoro conjecture using
Lemma 4.1.
To prove higher genera Virasoro conjecture, one needs to compute
<Ln>g: Applying Eq. (26) to Ln and consider the genus-g topological
recursion relation, we see that it is important to understand vector ﬁelds
tmðLnÞ: For m ¼ 0; tmðLnÞ ¼ %Ln ¼  %X
nþ1
by Lemma 4.1. We will see that
when m51; all such vector ﬁelds can be expressed in terms of certain twisted
quantum powers of the Euler vector ﬁeld. We have the following
Theorem 4.8.
tmðLnþ1Þ ¼ X .tmðLnÞ þ mtm1 ðLnÞ þ G * tm1 ðLnÞ
for all m51 and n5 1:
Proof. Using Lemma 3.11, we can prove inductively that
tmðLnþ1Þ ¼ RðtmðLnÞÞ þ mtm1 ðLnÞ þ G * tm1 ðLnÞ
for all m51 and n5 1: The theorem then follows from Theorem 3.9. ]
Recursively applying Theorem 4.8 and Lemma 4.1, we can express
tmðLnÞ in terms of twisted quantum powers of X for any m50: Here the
twisting is given by the operation G * : Such twisting is actually very
important since it forces the sequence of vector ﬁelds ftmðLnÞ j n5 1g
obey different linear relations for different m: This would make the span of
vector ﬁelds fPkm¼0 TmðtmðLnÞÞ j n5 1g large enough for each ﬁxed k;
and consequently make the Virasoro conjecture more interesting. We omit
the explicit formulas for tmðLnÞ for m > 1 as it is not needed in this paper.
To study the genus-2 Virasoro conjecture, we need the formula for m ¼ 1:
In this case Theorem 4.8 have the following form:
tðLnþ1Þ ¼ X .tðLnÞ  %Xnþ1  G * %X
nþ1
for n5 1: Recursively applying this formula, we obtain
Corollary 4.9.
tðLnÞ ¼  %Xnþ1 .tðSÞ  ðn þ 1Þ %Xn 
Xn
j¼0
%X
j
.ðG * %X
njÞ
for all n50:
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Therefore, on the small phase space, the ﬁrst term on the right-hand side of
this formula will disappear.
It will be useful later to have a formula for covariant derivatives
of tðLkÞ:
Corollary 4.10.
rTðWÞtðLkÞ ¼ %Xkþ1 .tðWÞ þ ðk þ 1Þ %Xk .Wþ
Xk
i¼0
Xi .ðG * ð %X
ki
.WÞÞ
for any vector field W and k5 1:
Proof. By Lemma 3.4, Corollary 1.7, and Eq. (37),
rTðWÞfXk .ðG * %X
mÞg ¼ Xk .ðG * ðW . %X
mÞÞ
for any vector ﬁeld W: The corollary then follows from Corollaries 4.9
and 3.6. ]
5. APPLICATIONS TO THE VIRASORO CONJECTURE
5.1. The Virasoro Conjecture
We will not describe the original version of the Virasoro conjecture as
given in [EHX]. Instead we will use the following formulation of this
conjecture:
<Ln>g ¼ rg;n
for g50 and n5 1: One of the advantages of this formulation is that the
sequence of vector ﬁelds Ln has a simple recursive deﬁnition (see Eq. (41)).
The L1-constraint is just the string equation. L0-constraint was discovered
by Hori and is a combination of the quasi-homogeneity equation and the
dilaton equation. Therefore for n ¼ 1 and 0; it is easy to ﬁgure out rg;n
from these equations. For the L1-constraint, we have
r0;1 ¼
X
a
1
2
bað1 baÞ<ga>0<ga>0 
X
a;b
1
2
ðC2Þabta0tb0
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rg;1 ¼ 
X
a
1
2
bað1 baÞ <gaga>g1 þ
Xg1
h¼1
<ga>h<g
a>gh
( )
:
For the L2-constraint, we have
r0;2 ¼
X
a
bað1 b2aÞ<t1ðgaÞ>0<ga>0
þ
X
a;b
1
2
ð1 3b2aÞCba<gb>0<ga>0 
1
2
ðC3Þabta0tb0 ;
and for genus g51
rg;2 ¼ 
X
a
bað1 b2aÞ <t1ðgaÞga>g1 þ
Xg1
h¼1
<t1ðgaÞ>h<ga>gh
( )
þ
X
a;b
1
2
ð1 3b2aÞCba <gbga>g1 þ
Xg1
h¼1
<gb>h<g
a>gh
( )
:
Since Lk-constraint is generated by L1 and L2 constraints for k51; this
information sufﬁces to determine the entire Virasoro conjecture.
It may be desirable to have a description of rg;n in terms of recursive
operators. For this purpose, we deﬁne
RþðWÞ :¼ G * tþðWÞ þ CðWÞ
for any vector ﬁeld W: Then for n51;
r0;n ¼
1
2
Xn1
i¼0
Xn1i
j¼0
<fRjþðG * CiðgaÞÞg>0<fRn1ijþ ðG * gaÞg>0
 1
2
ðCnþ1Þabta0tb0
and for g51;
rg;n ¼ 
1
2
Xn1
i¼0
Xn1i
j¼0
<fR jþðG * CiðgaÞÞgfRn1ijþ ðG * gaÞg>g1
n
þ
Xg1
h¼1
<fR jþðG * CiðgaÞÞg>h<fRn1ijþ ðG * gaÞg>gh
o
:
Note that for g > 0; rg;n depends only on the data with genus less than g:
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data with genus less than g:
One might also formulate the following weak Virasoro conjecture: <Ln>g
can be explicitly expressed in terms of data with genus less than g for g51
and n5 1: This weak version of the Virasoro conjecture makes sense for all
compact symplectic manifolds while the original version requires non-trivial
topological conditions. From the computational point of view, once the
weak Virasoro conjecture is proved, it will have the same computational
power as the original Virasoro conjecture. This weak Virasoro conjecture
can be generalized to the following weak W-type constraints: <tmðLnÞ>g
can be explicitly expressed in terms of data with genus less than g for g51;
n5 1 and m50: The computation of tmðLnÞ in terms of twisted quantum
powers of the Euler vector ﬁeld in Section 4 might be thought of as the
genus-0 part of the W -constraints. While the work in [DZ2] implies the
genus-1 part and results in this paper imply the genus-2 part of the weak W -
constraints for manifolds with semisimple quantum cohomology in a rather
trivial way, the W -type constraints would be interesting only when the
Virasoro conjecture cannot completely determine the generating functions.
The relationship between the quantum powers of the Euler vector ﬁeld
and the Virasoro vector ﬁelds as revealed in Lemma 4.1 may be thought of
as an interpretation of the second derivatives of the genus-0 Virasoro
conjecture. Vector ﬁelds Xkþ1 are also closely related to the genus-1
Virasoro conjecture. In fact, Eqs. (6) and (13) implies
<Lk>1 ¼<TðtðLkÞÞ>1 þ <Lk>1
¼ 1
24
<tðLkÞgaga>0  < %X
kþ1
>1:
Therefore, the genus-1 Lk-constraint can be written as
< %X
kþ1
>1 ¼ 124 <tðLkÞgaga>0  r1;k:
It can be shown by using the genus-0 topological recursion relation and
Lemma 4.1 that
r1;k ¼ 
k þ 1
8
<Xkgag
a>0 þ
1
4
Xk
i¼0
babb<gaX
igb>0<gbX
kiga>0:
Together with Corollary 4.9, this explains the mysterious formulas in [L1]
for < %X
kþ1
>1 on the small phase space.
Since the genus-1 topological recursion relation is very powerful, the
genus-1 Virasoro conjecture can be studied just using the quantum product
on the small phase space. However, it seems that it is necessary to use the
QUANTUM PRODUCT 355quantum product on the big phase space to study the genus-2 Virasoro
conjecture since the genus-2 topological recursion relations are not strong
enough. In fact, by Eq. (6),
Lk ¼ %Lk þ TðtðLkÞÞ þ T2ðt2ðLkÞÞ:
So by the genus-2 topological recursion relation (19),
<Lk>2 ¼ < %Xkþ1>2 þ <TðtðLkÞÞ>2 þ A1ðt2ðLkÞÞ: ð46Þ
The second term on the right-hand side contains descendant vector ﬁelds
which seems cannot be reduced to primary vector ﬁelds by the known
topological recursion relations. It is expected that the situation would
become worse at higher genera. Therefore, we believe that the study of
structures on the quantum product on the big phase space is essential in the
study of the higher genera Virasoro conjecture.
Due to Corollary 4.9, the second term on the right-hand side of Eq. (46)
can be expressed in terms of quantum powers of the Euler vector ﬁeld. This
is also true for the last term on the right-hand side of Eq. (46) because
of Theorem 4.8 and the following formula:
A1ðWÞ ¼A1ð %WÞ þ 120 <ftðWÞ .ga .gag>1
þ 1
480
<ftðWÞ .gaggagbgb>0 þ 11152 <tðWÞ ga .gaf ggbgb>0
þ 11152<ft2ðWÞ .ga .gaggbgb>0: ð47Þ
This equation follows from the deﬁnition of A1; Corollary 1.6, Eqs. (9) and
(14).
In the rest of this section we will study the genus-2 Virasoro conjecture.
We also solve the genus-2 generating function in terms of genus-0 and
genus-1 data for manifolds whose quantum cohomology is not too
degenerate.
5.2. Reduce the Genus-2 Virasoro Conjecture to the Genus-2 L1-Constraint
In this subsection, we prove that the genus-2 Virasoro conjecture can be
reduced to the L1-constraint provided that the genus-1 L1-constraint is
satisﬁed. Note that the genus-1 L1-constraint holds if and only if the genus-1
Virasoro conjecture holds (cf. [L1]). For a discussion of some sufﬁcient
conditions for the genus-1 Virasoro conjecture, see [L1] and [L2].
Deﬁne
ck :¼ < %X
k
>2  <TðtðLk1ÞÞ>2: ð48Þ
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ckþ1 ¼ A1ðt2ðLkÞÞ  r2;k:
We ﬁrst apply Eq. (21) to the case Wi ¼ X and obtain
BðX;X;XÞ ¼ 2<X3>2  2<XXXga>0<TðgaÞ>2
 3<TðXÞX2>2 þ 3<XTðX2Þ>2:
Since
<TðXÞX2>2 ¼ TðXÞ<X2>2  <frTðXÞX2g>2 ¼ TðXÞ<X2>2 þ <X3>2
and
<XTðX2Þ>2 ¼TðX2Þ<X>2  <frTðX2ÞXg>2
¼  ð3b1 þ 2Þ<TðX2Þ>2 þ <TðG * X2Þ>2 þ <X3>2;
we have
BðX;X;XÞ ¼ 2<X3>2  3TðXÞ<X2>2  <TðV1Þ>2; ð49Þ
where
V1 ¼ 2<XXXga>0 ga þ 3ð3b1 þ 2ÞX2  3G * X2:
Using this formula, we can prove the following
Lemma 5.1. If the genus-2 L1-constraint holds, then
c3 ¼ 32 fA1ðrTðXÞt2ðL1ÞÞ þ A2ðX; tðL1ÞÞg þ 12 BðX;X;XÞ  32 TðXÞr2;1:
Proof. We ﬁrst observe that by Lemma 3.14, Corollaries 4.9 and 4.10,
and Eq. (36) the vector ﬁeld V1 deﬁned after Eq. (49) also satisﬁes
V1 ¼ 2tðL2Þ  9X .tðL1Þ  3rTðXÞtðL1Þ:
Secondly, by Eq. (5),
TðtðWÞÞ ¼ tþðtðWÞÞ  tþðtðWÞÞ ¼W %W
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TðXÞA1ðt2ðL1ÞÞ ¼A2ðX;Tðt2ðL1ÞÞÞ þ A1ðrTðXÞt2ðL1ÞÞ
¼A2ðX; tðL1Þ  tðL1ÞÞ þ A1ðrTðXÞt2ðL1ÞÞ:
Moreover, by Eq. (20),
TðXÞ<TðtðL1ÞÞ>2 ¼<TðXÞTðtðL1ÞÞ>2 þ <frTðXÞTðtðL1ÞÞg>2
¼A2ðX; tðL1ÞÞ þ 3<TðX .tðL1ÞÞ>2
þ <TðrTðXÞtðL1ÞÞ>2:
If genus-2 L1-constraint is satisﬁed, then
<X2>2 ¼ <TðtðL1ÞÞ>2 þ A1ðt2ðL1ÞÞ  r2;1:
The lemma then follows by plugging this equation into Eq. (49). ]
Lemma 5.2.
rTðXÞt2ðL1Þ ¼ t2ðL2Þ þ ðb1 þ 1ÞtðL1Þ þ 2ðb1 þ 1ÞL0  2ðb1 þ 1ÞD:
Proof. By Lemma 4.5 and the fact that covariant derivatives commute
with t;
rTðXÞt2ðL1Þ ¼ t2R2ðXÞ ¼ t2R2ðL0  ðb1 þ 1ÞDÞ
¼  t2ðL2Þ  ðb1 þ 1Þt2R2ðDÞ:
Since %D ¼ 0; by Lemma 3.11,
tRðDÞ ¼ RtðDÞ þD ¼ RðSÞ þD ¼ L0 þD:
So
tRtRðDÞ ¼ tðL1Þ L0 þD
and
t2R
2ðDÞ ¼ tRtRðDÞ þ tðG * RðDÞÞ þ tRðDÞ
¼  tðL1Þ  2L0 þ 2D:
The lemma follows. ]
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A1ðDÞ ¼ 120 <fga .gag>1 þ 1480 <gagagbgb>0
and
A1ðL0Þ ¼  710 <fX .gag>1<ga>1  110<fX .gagga>1
þ 1
120
ð7bb  13Þ<gagagb>0<gb>1
 1
480
<gag
agbg
b>0:
Proof. The formula for A1ðDÞ follows from derivatives of the dilaton
equation
<DW1 
 
 
Wk>g ¼ ðk þ 2g  2Þ<W1 
 
 
Wk>g
for any vector ﬁelds W1; . . . ;Wk: The formula for A1ðL0Þ is obtained by
applying derivatives of the L0-constraint
<L0W1 
 
 
Wk>g ¼ 
Xk
i¼1
<W1 
 
 
 ftRðWiÞg 
 
 
Wk>g
þ k<W1 
 
 
Wk>g  dg;0rkW1;...;Wk
1
2
Cabt
a
0t
b
0
	 

to remove L0 from genus-0 correlation functions with more than 3 points
and genus-1 correlation functions. ]
To compute BðX;X;XÞ; we need the following
Lemma 5.4. If genus-1 L1-constraint holds, then
<X2ga>1 ¼ð1 ba þ bbÞ<Xgagb>0<gb>1
þ f12 bbð1 bbÞ þ 124 ð1 baÞð2 baÞg<gagbgb>0
þ <ftðL1Þ .gag>1 þ 124 <tðL1Þgagbgb>0
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<X2gaga>1 ¼ 2ð1 ba þ bbÞ<Xgagb>0<gagb>1
þ fð1 ba þ bbÞð2 ba  bbÞ
þ baðba þ 1Þg<gagagb>0<gb>1
þ f1
2
bbð1 bbÞ þ 124 ð1 baÞð2 baÞ
þ 1
24
baðba þ 1Þg<gagagbgb>0
þ 2<ftðL1Þ .gagga>1 þ <tðL1Þgagagb>0<gb>1
þ 1
24
<tðL1Þgagagbgb>0:
Proof. First observe that
X2 ¼  %L1 ¼ L1 þ TðtðL1ÞÞ
and
rgmL1 ¼rgmRðL0Þ ¼ RðrgmL0Þ  G * ðL0 .gmÞ
¼X .ðbmgmÞ þ TðtRðbmgmÞÞ þ G * ðX .gmÞ
¼ ðbm þ baÞ<Xgmga>0 ga þ bmðbm þ 1ÞTðgmÞ:
The formulas in the lemma are obtained by applying Eqs. (14) and (15) and
taking derivatives of the genus-1 L1-constraint which has the following
form:
<L1>1 ¼ 
X
a
1
2
bað1 baÞ<gaga>0: ]
Lemma 5.5. If genus-1 L1-constraint holds, then
3A2ðX; tðL1ÞÞ þ BðX;X;XÞ
¼ 5A1ðt2ðL2ÞÞ  3ðb1 þ 1ÞA1ðtðL1ÞÞ
þ 1
5
f5baðba þ bbÞ  5ba þ 21ðb1 þ 1Þg<Xgagb>0<ga>1<gb>1
XIAOBO LIU360þ 1
10
f10baðba þ bbÞ  10ba þ 6ðb1 þ 1Þg<Xgagb>0<gagb>1
þ 1
120
f5b3b  15b1b2b  27b1bb  37bb þ 114ðb1 þ 1Þ
þ 180ðbb þ b1 þ 1Þbað1 baÞg<gagagb>0<gb>1
þ 140 ðb1 þ 1Þð5b2a þ 5ba þ 1Þ<gagagbgb>0:
Proof. We ﬁrst observe that
tRðXÞ ¼ tRðL0  ðb1 þ 1ÞDÞ ¼ tðL1Þ  ðb1 þ 1ÞtRðDÞ
¼  tðL1Þ þ ðb1 þ 1ÞL0  ðb1 þ 1ÞD:
Similarly, we have
tRtRðXÞ ¼ t2ðL2Þ þ ðb1 þ 2ÞtðL1Þ þ ðb1 þ 1ÞL0  ðb1 þ 1ÞD
and
tRðtðL1ÞÞ ¼ t2ðL2Þ  tðL1Þ:
Remove X from genus-0 correlation functions with more than 3 points and
genus-1 correlation functions in A2ðX; tðL1ÞÞ and BðX;X;XÞ using
Lemma 3.13 and the above formulas. Then use Lemma 5.4 to replace
<X2ga>1 and <X
2gaga>1: The lemma then follows from simplifying the
resulting expression. ]
The last term of the formula in Lemma 5.1 can be computed in the
following way
Lemma 5.6.
TðXÞr2;1 ¼ bað1 baÞf<fX .gag>1<ga>1
þ <fX .gagga>1g þ 12fbað1 baÞ
þ 1
12
bbð1 bbÞgð1 b1  bbÞ<gagagb>0<gb>1
 1
24
b1bað1 baÞ<gagagbgb>0:
Proof. This formula is obtained by applying Eqs. (14) and (15) ﬁrst, then
remove X from genus-0 correlation functions with more than 3 points. ]
To write the prediction of the genus-2 L2 constraint in a form consistent
with the above calculations, we need the following
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a
bað1 b2aÞ<gagaW1 
 
 
Wk>g ¼
3
2
X
a
bað1 baÞ<gagaW1 
 
 
Wk>g
for any vector fields W1; . . . ;Wk:
Proof. The difference of the right- and the left-hand sides of this
equation is
1
2
X
a
bað1 baÞð1 2baÞ<gagaW1 
 
 
Wk>g
¼ 1
2
X
a;b
bað1 baÞð1 2baÞZab<gagbW1 
 
 
Wk>g
¼ 1
2
X
a;b
ð1 bbÞbbð1þ 2bbÞZab<gagbW1 
 
 
Wk>g
¼ 1
2
X
b
bbð1 bbÞð1 2bbÞ<gbgbW1 
 
 
Wk>g:
Here we have used the fact that ba þ bb ¼ 1 if Zab=0: Comparing the two
sides of this equation, both of them must be zero. ]
Now we can rewrite the prediction of <L2>2 given by the Virasoro
conjecture in the following form
Lemma 5.8.
r2;2 ¼ 12f2b2a þ 2ba þ babbg<Xgagb>0f<ga>1<gb>1 þ <gagb>1g
þ f3
2
bað1 baÞ þ 124 bbð1 bbÞð2 bbÞg<gagagb>0<gb>1
þ 1
16
bað1 baÞ<gagagbgb>0:
Proof. Applying Eqs. (14), (15) and Lemma 5.7, we have
X
a
bað1 b2aÞf<t1ðgaÞga>1 þ <t1ðgaÞ>1<ga>1g
¼
X
a;b
bað1 b2aÞ<gagb>0f<gagb>1 þ <ga>1<gb>1g
þ 3
2
bað1 baÞ þ 124 bbð1 bbÞð2 bbÞ
 
<gagag
b>0<gb>1
þ 1
16
bað1 baÞ<gagagbgb>0:
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written asX
a;b
1
2
fbað1 b2aÞ þ bbð1 b2bÞg<gagb>0f<gagb>1 þ <ga>1<gb>1g
¼
X
a;b
1
2
ð1 b2a þ babb  b2bÞfðba þ bbÞ<gagb>0gf<gagb>1
þ <ga>1<gb>1g:
By Eq. (29)
ðba þ bbÞ<gagb>0 ¼<Xgagb>0  Cab:
Since Cab=0 implies ba ¼ bb;
ð1 b2a þ babb  b2bÞCab ¼ ð1 3b2aÞCab:
The lemma then follows from interchanging upper indices and lower indices
and using the symmetry of a and b: ]
We can now prove
Theorem 5.9. For any manifold which satisfies the genus-1 L1-constraint,
if the genus-2 L1-constraint holds, then the genus-2 Virasoro conjecture holds.
Proof. Combining the results in Lemmas 5.1–5.3, 5.5 and 5.6, we obtain
a formula for c3: Due to Lemma 5.8, this formula coincides with the
prediction of the genus-2 L2-constraint. Since Lk-constraint is generated by
L1 and L2-constraints, the theorem is proved. ]
5.3. A Recursive Formula for ck
In this subsection, we prove a recursive formula for the function ck which
was deﬁned in Eq. (48). We ﬁrst apply Eq. (21) to Wi ¼ %Xmi ; for i ¼ 1; 2; 3
and mi50 and obtain
2< %X
m
>2  2< %Xm1 %Xm2 %Xm3ga>0<TðgaÞ>2
þ
X3
i¼1
f< %Xmi Tð %XmmiÞ>2  <Tð %XmiÞ %Xmmi>2g
¼ Bð %Xm1 ; %Xm2 ; %Xmk Þ; ð50Þ
where m ¼ m1 þ m2 þ m3:
To simplify this equation, we note that, by Lemma 3.4,
< %X
n
Tð %XkÞ>2 ¼Tð %XkÞ< %Xn>2  <frTð %XkÞ %X
ng>2
¼Tð %XkÞ< %Xn>2 þ < %Xnþk>2
QUANTUM PRODUCT 363for any n; k50: Hence, Eq. (50) can be written as
2< %X
m
>2  2< %Xm1 %Xm2 %Xm3ga>0<TðgaÞ>2
þ
X3
i¼1
fTð %XmmiÞ< %Xmi>2  Tð %XmiÞ< %Xmmi>2g
¼ Bð %Xm1 ; %Xm2 ; %Xm3Þ: ð51Þ
To simplify this equation further, we need the following lemma.
Lemma 5.10.
Tð %XkÞ<TðtðLn1ÞÞ>2  Tð %XnÞ<TðtðLk1ÞÞ>2
¼ 2ðk  nÞ<Tð %Xkþn1Þ>2 þ 2
Xk1
i¼0
<TðXi .ðG * %X
kþn1iÞÞ>2
 2
Xn1
i¼0
<TðXi .ðG * %X
kþn1iÞÞ>2
þ A2ð %Xk; tðLn1ÞÞ  A2ð %Xn; tðLk1ÞÞ
for k; n50:
Proof. By Eq. (7),
Tð %XkÞ<TðtðLn1ÞÞ>2 ¼<Tð %XkÞTðtðLn1ÞÞ>2
þ <fr
Tð %XkÞTðtðLn1ÞÞg>2:
By Eq. (20) and Lemma 1.5,
Tð %XkÞ<TðtðLn1ÞÞ>2 ¼ 3<TðXk .tðLn1ÞÞ>2
þ A2ð %Xk; tðLn1ÞÞ
þ <Tðr
Tð %XkÞtðLn1ÞÞ>2:
The lemma then follows from Corollaries 4.9 and 4.10. ]
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2cm þ
X3
i¼1
fTð %XmmiÞcmi  Tð %X
miÞcmmig
¼ Bð %Xm1 ; %Xm2 ; %Xm3Þ þ
X3
i¼1
fA2ð %Xmi ; tðLmmi1ÞÞ
 A2ð %Xmmi ; tðLmi1ÞÞg:
Proof. Plugging < %X
k
>2 ¼ ck þ <TðtðLk1ÞÞ>2 into Eq. (51) and
applying Lemma 5.10, we obtain
2cm þ 2<TðYÞ>2 þ
X3
i¼1
fTð %XmmiÞcmi  Tð %X
miÞcmmig
þ
X3
i¼1
fA2ð %Xmmi ; tðLmi1ÞÞ  A2ð %X
mi
; tðLmmi1ÞÞg
¼ Bð %Xm1 ; %Xm2 ; %Xm3Þ;
where
Y ¼ tðLm1Þ  < %Xm1 %Xm2 %Xm3ga>2ga
þ
X3
i¼1
ðm  2miÞ %Xm1 þ
Xmmi1
j¼0
Xj .ðG * %X
m1jÞ
(

Xmi1
j¼0
Xj .ðG * %X
m1jÞ
)
:
By Corollaries 3.17 and 4.9,
Y ¼ 0:
The theorem is thus proved. ]
Corollary 5.12. For any manifold,
2ðk  1Þckþ1  ðk þ 1ÞTð %XÞck
¼ ðk þ 1ÞA2ð %X; tðLk1ÞÞ  ðk þ 1ÞA2ð %Xk; tðL0ÞÞ
 ðk þ 1ÞTð %XkÞA1ðt2ðL0ÞÞ  dk;0Bð %X; %S; %SÞ
þ
Xk1
j¼1
Bð %X; %Xj; %XkjÞ
QUANTUM PRODUCT 365for k50: Here the last summation should be understood as 0 for k ¼ 0 and
k ¼ 1:
Proof. For k52; the formula is obtained by ﬁrst applying Theorem 5.11
for m1 ¼ 1; m2 ¼ j; m3 ¼ k  j; and summing over j ¼ 1; . . . ; k  1; then
using the genus-2 L1 and L0 constraints:
c0 ¼ A1ðt2ðSÞÞ and c1 ¼ A1ðt2ðL0ÞÞ:
For k ¼ 1; the formula is trivial. For k ¼ 0; it follows from Theorem 5.11
for m1 ¼ 1; m2 ¼ 0; m3 ¼ 0: ]
Remark. The right-hand side of the formula in Corollary 5.12 only
depends on genus-0 and genus-1 data. Therefore once c2 is known, we can
compute ck recursively from this formula for all k53: This is the main
reason why we should expect the result in Theorem 5.9.
5.4. Solving the Genus-2 Generating Function
In this subsection, we will show that if the quantum cohomology is not
too degenerate, then the recursive relation in Corollary 5.12 not only
determines all functions ck; but also determines the genus-2 generating
function F2: In fact, we can give a formula for F2 in terms of genus-0 and
genus-1 data.
Since at each point, the space of primary vectors is ﬁnite dimensional,
in a neighborhood of a generic point, there exists an integer n such that
f %Xk j k ¼ 0; . . . ; ng are linearly independent and
%X
nþ1 ¼
Xn
i¼0
fi %X
i
; ð52Þ
where fi are functions in an open subset of the big phase space. Multiplying
both sides by %X
k
; we have
%X
nþ1þk ¼
Xn
i¼0
fi %X
iþk ð53Þ
for any k50:
Lemma 5.13.
TðWÞfi ¼ 0
for any vector field W and i ¼ 0; . . . ; n:
XIAOBO LIU366Proof. Taking derivative of Eq. (52) along the direction TðWÞ and using
Lemma 3.4, we have
 %Xnþ1 .W ¼
Xn
i¼0
fTðWÞfig %Xi 
Xn
i¼0
fi %X
i
.W:
The lemma then follows from Eq. (52). ]
Deﬁne a sequence of vector ﬁelds
Yk :¼
Xk1
i¼0
%X
i
. G 1
2
Z
	 

*
%X
k1i
	 

; ð54Þ
where Z is deﬁned by Eq. (33). As explained in [L1, L2], in order for the
genus-1 Virasoro conjecture to hold, the sequence of genus-0 functions
representing < %X
k
>1 as predicted by the genus-1 Virasoro conjecture must be
compatible with the linear relation (52) (this condition was called
the algebraic compatibility condition in [L2]). Considering this fact and
the precise formula for < %X
k
>1 as given in [L1], it is reasonable to make the
following assumption:
Ynþ1 ¼
Xn
i¼0
fiYi: ð55Þ
This assumption is satisﬁed for all manifolds with semisimple quantum
cohomology (cf. [L2]). Moreover, this assumption implies the algebraic
compatibility condition for the genus-1 Virasoro conjecture. To see this, we
deﬁne for any vector ﬁeld W;
ykðWÞ ¼
Xk1
i¼0
%X
i
. G 1
2
Z
	 

* ðW . %X
k1iÞ
	 

:
Then ykðWÞ ¼ rTðWÞYk by Corollary 1.7, Lemma 3.4 and Eq. (37).
Therefore, taking covariant derivative with respect to TðWÞ on both sides
of Eq. (55) and using Lemma 5.13, we obtain
ynþ1ðWÞ ¼
Xn
i¼0
fiyiðWÞ: ð56Þ
Moreover, since
Ykþ1 ¼ ykð %XÞ þ %Xk . G 1
2
Z
	 

*
%S
	 

;
QUANTUM PRODUCT 367Eqs. (56) and (53) imply that
Ynþ1þk ¼
Xn
i¼0
fiYiþk ð57Þ
for all k50: Therefore, we also have
ynþ1þkðWÞ ¼
Xn
i¼0
fiyiþkðWÞ ð58Þ
for all k50: When restricted to the small phase space, the formula for
< %X
k
>1 as given in [L1] is a linear combination of the trace of the map
W/W .Yk and the trace of the map W/ykððG 12ZÞ *WÞ: Therefore,
the genus-1 algebraic compatibility condition is satisﬁed. However, we will
not use the genus-1 Virasoro constraints in this subsection.
Now we come back to the genus-2 Virasoro conjecture. By Corollary 4.9,
tðLk1Þ þ 32 k %X
k1 ¼  %Xk .tðSÞ Yk: ð59Þ
Deﬁne
*ck :¼ ck 
3k
2
<Tð %Xk1Þ>2:
Then by Eq. (59),
*ck ¼ < %X
k
>2 þ <Tð %Xk .tðSÞÞ>2 þ <TðYkÞ>2:
Therefore, Eq. (57) implies
*cnþ1þk ¼
Xn
i¼0
fi *ciþk ð60Þ
for every k50: Repeatedly applying this equation, we have
*cnþ1þk ¼
Xnþ1
i¼1
bk;i *ci; ð61Þ
where bk;i is given by the recursion relation
bkþ1;i ¼
Pk1
j¼0 fjþnkþ1bjþ1;i for 14i4k;
fik1 þ
Pk1
j¼0 fjþnkþ1bjþ1;i for k þ 14i4n þ 1
(
XIAOBO LIU368and
b1;i ¼ fi1
for 14i4n þ 1:
Lemma 5.14. For every k50;Xn
i¼0
n þ k
n þ k þ 2
i þ k  1
i þ k þ 1
	 

fi *ciþkþ1 ¼ gk;
where
gk :¼
Xnþk
j¼1
Bð %X; %Xj; %Xnþ1þkjÞ
2ðn þ k þ 2Þ 
Xn
i¼0
Xiþk1
j¼1
fiBð %X; %Xj; %XiþkjÞ
2ði þ k þ 1Þ
þ dk;0 f0
2
Bð %X; %S; %SÞ:
Proof. By Eq. (7),
Tð %XÞ<Tð %Xk1Þ>2 ¼ <Tð %XÞTð %Xk1Þ>2 þ <rTð %XÞTð %X
k1Þ>2:
By Eq. (20), Lemmas 1.5 and 3.4,
Tð %XÞ<Tð %Xk1Þ>2 ¼ 2<Tð %XkÞ>2 þ A2ð %X; %Xk1Þ:
Hence by Corollary 5.12,
Tð %XÞ *ck ¼
2ðk  1Þ
k þ 1
*ckþ1  3<Tð %X
kÞ>2  hk; ð62Þ
where
hk :¼A2 %X; 3
2
k %X
k1 þ tðLk1Þ
	 

 A2ð %Xk; tðL0ÞÞ  Tð %XkÞA1ðt2ðL0ÞÞ
þ 1
k þ 1 dk;0Bð
%X; %S; %SÞ þ
Xk1
j¼1
Bð %X; %Xj; %XkjÞ
( )
: ð63Þ
On the other hand, taking derivative of Eq. (60) along the direction of
Tð %XÞ and using Lemma 5.13, we have
Tð %XÞ *cnþkþ1 ¼
Xn
i¼0
fiTð %XÞ *ciþk:
QUANTUM PRODUCT 369Applying Eq. (62) to both sides of this equation and using Eqs. (60) and
(53), we obtain
Xn
i¼0
n þ k
n þ k þ 2
i þ k  1
i þ k þ 1
	 

fi *ciþkþ1 ¼
1
2
hnþkþ1 
Xn
i¼0
fihiþk
 !
:
Moreover, Eqs. (59), (53) and (57) imply that
1
2
hnþkþ1 
Xn
i¼0
fihiþk
 !
¼ gk:
The lemma is thus proved. ]
Applying Eq. (61) to replace every *ck with k > n þ 1 in Lemma 5.14 by
linear combinations of *c1; . . . ; *cnþ1; we obtain the following
Corollary 5.15. For every k50;
Xnþ1
i¼1
ck;i *ci ¼ gk;
where ck;i are given by the recursion relations
ck;i ¼
 2
nþkþ2 bkþ1;i
þPk1j¼0 2jþnþ2 fjþnkþ1bjþ1;i for 14i4k;
 2
nþkþ2 bkþ1;i þ 2i fik1
þPk1j¼0 2jþnþ2 fjþnkþ1bjþ1;i for k þ 14i4n þ 1
8>>>>><
>>>>:
and
c0;i ¼ n
n þ 2
i  2
i
	 

fi1
for 14i4n þ 1:
The following lemma will be proved in Appendix A.
XIAOBO LIU370Lemma 5.16. The matrix ðck;iÞ with 04k4n and 14i4n þ 1 is invertible
if and only if the matrix
%Xf0; %X
2
f0; . . . ; %X
nþ1
f0
%Xf1; %X
2
f1; . . . ; %X
nþ1
f1
. . . ; . . . ; . . . ; . . .
%Xfn; %X
2
fn; . . . ; %X
nþ1
fn
0
BBBBB@
1
CCCCCA
is invertible.
Remark. The columns of the last matrix in this lemma are given by the
coefﬁcients of representing the vector ﬁelds Z1; . . . ;Znþ1 deﬁned in [L1, L2]
in terms of %X
0
; . . . ; %X
n
:
Theorem 5.17. Assume that Eq. (55) holds. If the polynomial
pðxÞ ¼ xnþ1 
Xn
i¼0
fix
i
does not have repeated roots at generic points, then the generating function for
genus-2 Gromov–Witten invariants is given by
F2 ¼ 1
2
A1ðtðSÞÞ þ 1
3
A1ðt2ðL0ÞÞ 
1
3
Xn
k¼0
l1;kgk;
where ðli;kÞ is the inverse of the matrix ðck;iÞ with 04k4n and 14i4n þ 1
and gk is defined in Lemma 5.14. Moreover for 24i4n þ 1;
ci ¼ ði  1Þ
Xn
k¼0
li;kgk  i
2
Tð %XÞ
Xn
k¼0
li1;kgk  i
2
hi1;
where hi is defined by Eq. (63).
Proof. If the polynomial pðxÞ does not have repeated roots, then by
Lemma 5.16 and [L2, Lemma 3.4], the matrix ðck;iÞ with 04k4n and 14i
4n þ 1 is invertible. Let ðli;kÞ be the inverse of this matrix. Then by
Corollary 5.15,
*ci ¼
Xn
k¼0
li;kgk
for i ¼ 1; . . . ; n þ 1: By deﬁnition of *c1 and the genus-2 L0-constraint
<Tð %SÞ>2 ¼
2
3
ðc1  *c1Þ ¼
2
3
A1ðt2ðL0ÞÞ 
Xn
k¼0
l1;kgk
 !
:
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D ¼ TðSÞ ¼ Tð %SÞ þ T2ðtðSÞÞ;
by the genus-2 dilaton equation and Eq. (19)
F2 ¼ 12 <D>2 ¼ 12f<Tð %SÞ>2 þ A1ðtðSÞÞg:
Therefore, we obtain the desired formula for F2: Moreover, by Eq. (62),
we have
<Tð %XkÞ>2 ¼ 
1
3
Tð %XÞ *ck þ
2ðk  1Þ
3ðk þ 1Þ
*ckþ1 
1
3
hk
for 14k4n: The formula for ci is then obtained by using the deﬁnition of
*ci: The theorem is proved. ]
Remark. (1) If the quantum cohomology of the underlying manifold is
semisimple, the conditions in Theorem 5.17 are satisﬁed (cf. [L1, L2]). So in
this case, we obtained an explicit solution for the generating function of
genus-2 Gromov–Witten invariants. (2) The conditions in Theorem 5.17 is a
sufﬁcient condition. With careful analysis of the equation in Corollary 5.15,
one expects that the condition can be weakened to similar conditions as in
[L1] and [L2].
APPENDIX A. PROOF OF LEMMA 5.16
Deﬁne
Bkþ1 ¼
bkþ1;1
bkþ1;2
..
.
bkþ1;nþ1
0
BBBBB@
1
CCCCCA; Ck ¼
ck;1
ck;2
..
.
ck;nþ1
0
BBBBB@
1
CCCCCA; Dk ¼
0
..
.
0
f0
..
.
fnk
0
BBBBBBBBBBB@
1
CCCCCCCCCCCA
for k ¼ 0; . . . ; n: Let
H ¼ Diagð1; 2; . . . ; n þ 1Þ
be the ðn þ 1Þ  ðn þ 1Þ diagonal matrix whose diagonal entries are
1; 2; . . . ; n þ 1 and
H1 ¼ Diag 1; 1
2
; . . . ;
1
n þ 1
	 

:
XIAOBO LIU372Then Bk and Ck satisfy the recursion relation
Bkþ1 ¼ Dk þ
Xk1
i¼0
fniBki
and
Ck ¼ 2H1Dk  2
n þ k þ 2 Bkþ1 þ
Xk1
j¼0
2
j þ n þ 2 fjþnkþ1Bjþ1: ðA:1Þ
Let
M ¼
1 fn fn1 fn2 
 
 
 f2 f1
0 1 fn fn1 
 
 
 f3 f2
0 0 1 fn 
 
 
 f4 f3

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

0 0 0 0 
 
 
 1 fn
0 0 0 0 
 
 
 0 1
0
BBBBBBBBB@
1
CCCCCCCCCA
:
Then the inverse of M has the following form:
M1 ¼
a0 a1 a2 a3 
 
 
 an1 an
0 a0 a1 a2 
 
 
 an2 an1
0 0 a0 a1 
 
 
 an3 an2

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

0 0 0 0 
 
 
 a0 a1
0 0 0 0 
 
 
 0 a0
0
BBBBBBBBB@
1
CCCCCCCCCA
;
where a0 ¼ 1 and for 14k4n;
ak ¼
Xk1
i¼0
aifnkþiþ1:
Equation (A.1) implies that
1
n þ 1þ k Bk ¼
Xk1
i¼0
ai
1
2
Ck1i  H1Dk1i
	 

: ðA:2Þ
Let
C˜0 ¼ 1
2
C0;
C˜k ¼ 1
2
Ck  1
2
Xk1
i¼0
Xk1
j¼i
fjþnkþ1aji
 !
Ci
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V0 ¼ ðn þ 2ÞHC˜0;
Vk ¼ H ðn þ k þ 2ÞC˜k 
Xk
i¼1
ðn þ k  i þ 2Þfniþ1C˜ki
( )
for 14k4n: Then
det C0;C1; . . . ;Cnð Þ=0
, det C˜0; C˜1; . . . ; C˜n
 
=0
, det V0;V1; . . . ;Vnð Þ=0: ðA:3Þ
Moreover, using Eq. (A.2), we obtain
Vk ¼ ðn þ k þ 2ÞDk  H 
 Dk 
Xk1
j¼0
pkjDj; ðA:4Þ
where
pk :¼
Xk
i¼1
ifniþ1aki:
On the other hand, the recursion relation in [L2, Lemma 2.3] can be
written as
%XDk ¼ ðn þ k þ 2ÞDk  HDk ðA:5Þ
and
%X
k
D0 ¼ ð %Xk1fnÞD0 þ %Xk1D1:
Since Dk is obtained from D0 by a simple shift, recursively applying this
formula, we obtain
%X
k
D0 ¼
Xk2
i¼0
ð %Xk1ifnÞDi þ %XDk1: ðA:6Þ
Lemma A.1.
%X
k
fn ¼ pk
for k51:
Proof. The lemma is true for k ¼ 1 since %Xfn ¼ fn ¼ p1: Assume the
lemma holds for 14k4m: By Eq. (A.6),
%X
mþ1
fn ¼ %Xfnm þ
Xm1
i¼0
fni %X
mi
fn:
XIAOBO LIU374By the induction hypothesis and Eq. (A.5),
%X
mþ1
fn ¼ðm þ 1Þfnm 
Xm1
i¼0
fni
Xmi
j¼1
jfnjþ1amij
¼ðm þ 1Þfnm 
Xm
j¼1
jfnjþ1
Xmj
i¼0
fniamij:
By the recursion relation for ak;
%X
mþ1
fn ¼ ðm þ 1Þfnm 
Xm
j¼1
jfnjþ1amjþ1 ¼ pmþ1:
So the lemma is proved by induction on k: ]
Lemma A.1 and Eqs. (A.4)–(A.6) implies that
Vk ¼ %Xkþ1D0
for 04k4n: Therefore, Lemma 5.16 follows from Eq. (A3).
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