From its foundation, operational research (OR) has made many substantial contributions to practical forecasting in organizations. Equally, researchers in other disciplines have influenced forecasting practice. Since the last survey articles in JORS, forecasting has developed as a discipline with its own journals. While the effect of this increased specialization has been a narrowing of the scope of OR's interest in forecasting, research from an OR perspective remains vigorous. OR has been more receptive than other disciplines to the specialist research published in the forecasting journals, capitalizing on some of their key findings. In this paper, we identify the particular topics of OR interest over the past 25 years. After a brief summary of the current research in forecasting methods, we examine those topic areas that have grabbed the attention of OR researchers: computationally intensive methods and applications in operations and marketing. Applications in operations have proved particularly important, including the management of inventories and the effects of sharing forecast information across the supply chain. The second area of application is marketing, including customer relationship management using data mining and computer-intensive methods. The paper concludes by arguing that the unique contribution that OR can continue to make to forecasting is through developing models that link the effectiveness of new forecasting methods to the organizational context in which the models will be applied. The benefits of examining the system rather than its separate components are likely to be substantial.
Introduction
OR has made many contributions to forecasting research and practice. But the last 25 years have seen the rapid growth of specialist forecasting research. The aim of this paper is to review the distinctive opportunities that still remain available to operational research (OR) and in so doing, suggest where OR's particular contribution can best lie. As late as the start of the 1980s it was possible to survey all quantitative forecasting research and two review papers were published in JORS, aiming at an OR audience (Fildes, 1979 (Fildes, , 1985 . The first focussed on extrapolative methods that only use the past history of the time series to forecast ahead. The previous decade had seen a rapid development of these new methods, most noticeably, from statistics, Box and Jenkins' development of Autoregressive Integrated Moving Average (ARIMA) models (Box et al, 1994) , and from engineering, state-space models (Harvey, 1984) , and Harrison and Stevens' (1971) Bayesian multi-state Kalman filtering models. These new methods were added to an existing stable of exponential smoothing alternatives developed from an OR perspective, in particular Brown's many contributions (1963) and adaptive smoothing (Trigg and Leach, 1967) . After considering how such methods should be evaluated, Fildes (1979) argued that OR's contribution could be best understood through questions as to which method is most cost-effective and acceptable to users, by how much, and in what context. Only tentative answers were then available.
The second paper (Fildes, 1985) developed various principles of causal econometric modelling in contrast to standard OR practice. Such models are based on the explicit construction of a system of equations describing the economic or market system under consideration. OR cannot claim to have made any of the fundamental advances in time series econometrics over its long history, which started with attempts in the 1920s to forecast agricultural prices. The early 1980s was a period of rapid developments in econometrics and by 1985 the econometric literature was voluminous. New theories of econometric model building, such as an increased emphasis on regression model dynamics, were gaining currency (prompted in part by the arguments of Box and Jenkins) . What was the evidence of improving accuracy resulting from these innovations in econometrics, Fildes (1985) asked? His answer was that these newer ideas, propounded most vigorously by Hendry (Gilbert, 1986) under the heading 'generalto-specific' modelling, seemed to be delivering improved accuracy beyond that available from extrapolative modelling, though the winning ratio was less than what econometricians might have liked. OR was primarily a user of such methods in applications such as Bunn and Seigal's (1983) analysis of the effects of TV scheduling on electricity demand; but as Fildes pointed out (in Table 2 , 1985) , many of the published applications seemed inadequate, failing to take into account basic modelling principles. The failure of OR to follow its own modelling building principles (as found for eg in Pidd, 2003) was mirrored by the failure of econometricians (at least as exemplified by their text books) to lay down operational rules and principles. Thus, the evaluation of an econometric model compared to some simple benchmark extrapolative alternative was itself complex and overly subjective, highlighting the need for agreed criteria for comparing methods and forecasts.
The last 25 years have seen rapid developments in forecasting research across a broad range of topics as well as the institutionalization of many of its aspects. These include (i) the founding of the International Institute of Forecasters with the objective 'to unify the field and to bridge the gap between theory and practice'; (ii) the successful publication of two forecasting journals (International Journal of Forecasting and Journal of Forecasting) as well as journals with a more methodological focus such as Journal of Business & Economic Statistics; (iii) an annual conference devoted to forecasting; (iv) four Nobel prizes for research in forecasting and related areas; and (v) practitioner-oriented activities including the founding of a journal, Foresight, and professional conferences run by software companies and commercial suppliers. In addition, summaries of much of this research have recently been published to commemorate the founding of the International Institute of Forecasting (see International Journal of Forecasting, 22:3) . In order to draw lessons for OR from this growth in forecasting research, we will therefore consider those aspects of forecasting that have most relevance to OR applications.
In examining forecasting and OR, we have drawn the boundaries widely to include all forms of predictive modelling emerging since the last review: these include time-seriesbased quantitative methods (of course) but also areas where primarily cross-sectional data are used, often leading to a categorical prediction to provide a forecast of future events through classification. Judgemental approaches have also been included. Thus, it is the objective of the method or approach, rather than the characteristics of the past data used to produce the forecast, that, for us, defines a forecasting problem. A survey of forecasting articles and their citations has helped us here. We have examined articles published in the journals Computers & OR, Decision Sciences, Decision Support Systems, European Journal of Operational Research, Interfaces, International Journal of Production Economics, JORS, Management Science, Marketing Science, Omega, and Operations Research to highlight those areas that have proved of most interest to the OR community.
A Note on Keywording: A pool of possible articles, published in the years , were identified using the Thomsons's Citation Indices through searching on the keywords 'forecast* OR predict*' (the * representing a wildcard). This gives more weight to more recent publications due to increasing coverage and more fuller abstracting. We then eliminated articles outside our chosen broad scope and keyworded the remainder. This is not an exact science, despite the multiple checks employed! Almost all forecasting articles have fallen within the chosen range of the keywords. The resulting data bases have been placed on the International Institute of Forecasters web site for anyone interested in checking. An application focussed article is only given a method keyword if it includes some elements of methodological novelty in the application. One effect of this is that new methods such as neural nets are more often keyworded. The resulting frequency of discussion of the topics are ranked in Table 1 and compared where possible with publications in the forecasting journals. Table 1 demonstrates quite a different list of concerns in the examined OR journals when compared to articles published in the forecasting journals (see also Tables 2 and 3 in Fildes, 2006) , although the years examined differ. The first contrast we see is the application areas of supply chain planning, marketing models and customer relationship management are much more prevalent. There is little evidence of substantial methodological interests in the established areas of univariate and multivariate modelling, except where computationally intensive methods (including, for eg, neural nets) have been used. In the forecasting journals in contrast, econometrics has proved most influential across the whole field of business, economics and management (Fildes, 2006) . Organizational aspects of forecasting, including information systems issues, have gained only limited attention in both sets of journals, despite their prima facie importance to practice (and our perspective in this review is that forecasting research above all should aim to improve practice).
We can examine where the OR community's contribution has been most influential by looking at those references in our selection of core journals that have been frequently cited. Focussing on the 21 articles with at least 50 citations published in the OR journals (compared to 137 published elsewhere in the forecasting and business and management journals), 10 were published in Management Science, with six in Marketing Science and one in Interfaces. The results are shown in Table 2 .
(If the definition of OR was expanded, two articles in Fuzzy Sets and Systems could also be included, an area which sets its own standards without reference to others! See the often cited Kim et al (1996) , for a gently critical assessment.)
While it takes some time to accumulate 50 citations, all but one of the frequently cited articles were published at least 10 years ago. The Management Science articles primarily discussed combining methods, including the role of judgement. Two articles, Gardner and McKenzie (1985) and Collopy and Armstrong (1992) , proposed new extrapolative 
OR journal articles included in the Citation
Indices Forecasting journals , J. Forecasting, 1985 -1988 , Int. J. Forecasting: both journals 2001 Articles identified through searching for 'Forecast* OR Predict*' in title/keywords/abstract and then evaluated for relevance to forecasting. Some papers have been described by more than one keyword and some forecasting papers do not fall within the above categories. The third column shows the results of Fildes (2006) analysis of the forecasting journals.
forecasting methods as we discuss in the section on Extrapolative methods. Three of these highly cited articles (Salchenberger et al, 1992; Tam and Kiang, 1992; Wilson and Sharda, 1994) provided early introductions to the application of a computer-intensive method, new to the OR community (neural networks), to bankruptcy prediction. The only recent high citation articles concern the effects of uncertainty on the supply chain (Chen et al, 2000 , with more than 100 citations, and Cachon and Lariviere, 2001, with 50) . This has encouraged a growth area of related articles, as we will discuss in the sub-section 2.1.4. The Marketing Science references are also applications oriented; to brand choice, to service provision, and to customer relationship marketing, all only indirectly concerned with forecasting. The Interfaces article is concerned with forecasting practice.
JORS has seen less citation success with no single article making the cut-off. Its two most cited papers are concerned with 'evaluation': Yoon et al's paper (1993) comparing discriminant analysis and neural nets (on cross-sectional data) and Fildes' (1985) paper on causal modelling. Other areas of interest have been extensions to trend curve modelling (Harvey, 1984) with its potential application in the new product forecast area, a paper on combining (Bordley, 1982) and Johnston and Boylan's (1996) influential renewal of interest in intermittent demand.
In summary, as we show at greater length in the following sections, there have been relatively few influential methodological developments made in the OR journals with just two papers contributing to extrapolative forecasting and nothing in econometrics or computer-intensive methods. Nor have there been many overlapping interests with the forecasting journals and a de facto segmentation has emerged. Instead, specific models, developed for applications in operations and marketing, have generated the greatest interest (as well as the discussion of neural nets as they apply to bankruptcy prediction).
As in the earlier survey papers, our focus here is on accuracy and the potential for valuable improvements, not just theoretical niceties. Some have suggested that the aim of producing valuable forecasts is not achievable. This indicates an ignorance of research developments and the lack of a necessary apprenticeship in examining organizational data. In looking at OR's problem domain, we aim to show that accuracy improvements can be made. But in organizational forecasting these potential gains are not always available to practising forecasters; like any other management innovation, there are barriers to the adoption of better practices. The remainder of this paper is organized in three sections. By drawing on recent survey papers, in Section 1 we focus on four core approaches of forecasting: (i) extrapolation; (ii) causal and multivariate methods; (iii) computer-intensive methods; and (iv) judgemental forecasting, followed by a discussion of issues related to measuring accuracy and the forecast error distribution. In Section 2, in what is inevitably a subjective view, we concentrate on the two applications areas where OR's contribution has been most significant: (i) operations, and (ii) marketing models, including customer relationship management (CRM) and credit risk. Our justification is that these have generated the most academic research (as measured through citations).
Forecasting to support operations is the application area where OR first contributed, and it remains important, with research yielding new results through both improved methods and organizational processes. In the second of our highlighted areas, marketing, there is a wide range of forecasting issues to face as part of market planning (Armstrong et al, 1987) . Econometric models that incorporate marketing instruments such as promotional campaigns or retail display have long been available but seldom implemented. New product models also have a long history, going back to Bass's article in Management Science (1969) , and remain a vigorous area of research. Finally, CRM and credit risk models have seen the greatest changes with new computer-intensive methods being advanced and quickly finding application. The section closes with a discussion on the role of computers and information system (IS), the means by which all organizational forecasting is delivered and therefore a potentially constraining factor on progress. Fildes' (1979) speculation that 'major developments could be expected in computer package design' has turned out to be false: it still remains a limiting factor.
We have not paid much attention to the specialist area of finance for while there has been considerable interest both in the OR and forecasting journals, the area is so large with its own specialist journals (which seldom cite the OR journals) that we mention only those few papers that have gathered much citation attention, the papers that have aimed at introducing the computer-intensive method of neural nets to the OR community.
In the final section of the paper, we evaluate OR's contribution to forecasting, arguing that while there will always be competition with the forecasting journals to publish excellent methodological research, OR's primary distinction is likely to arise at the interface between novel forecasting methods and the requirements of particular areas of application. A bit to our surprise on re-reading the 1979 survey paper it was a prediction made at that time -perhaps somewhat prematurely!
25 years of forecasting research

Extrapolative methods
The 1970s saw the development of new methods of forecasting, and these generated considerable excitement in the OR community. Harrison and Stevens' Bayesian Forecasting, first aired in the Society's journal (1971) and partially implemented in Beer's (1975) online economic planning system in Chile, vied with Jenkins' espousal of his and Box's interpretation of autoregressive modelling, the ARIMA methodology (1970, third edition 1994) . A further alternative was the state-space approach of Mehra (1979) , later more widely publicized by Harvey (1984) . These, together with Harrison and Stevens' Bayesian alternative, could be operationalized through time-share computer systems, while widely available NAG software delivered methods for ARIMA identification and estimation. The Forecasting Study Group of the Society hosted many large meetings to introduce OR practitioners to the new developments. Perhaps, we wondered, the uncertainties of forecasting could finally be overcome. The practitioner's role was to choose between the alternatives and that required a rigorous methodology for evaluation. Here, building on earlier work by Newbold and Granger (1974) , Fildes (1979) offered some advice, while Makridakis and Hibon (1979) compared some 13 core extrapolative forecasting methods with the objective of reconciling the earlier evidence. From Newbold and Granger onward, such comparisons generated considerable interest and controversy with the success of a method conflated with the prestige of its developer. What better way to help practitioners choose and to stimulate academic debate when launching the International Institute of Forecasters and a new forecasting journal (J. Forecasting), than to conduct a 'forecasting competition' where these new methods could be carefully compared to earlier, usually simpler, methods such as exponential smoothing? The M-Competition (Makridakis et al, 1982) included Bayesian forecasting and ARIMA modelling, as well as many variants. The results were disappointing to many and led to criticisms but, as Fildes and Makridakis (1995) showed, these results have resisted attempts to dismantle the core conclusions: on average simpler smoothing methods apparently performed better than these new, more complex approaches.
The last 25 years have produced fewer new extrapolative methods (leaving aside those we classify as 'computerintensive' discussed in Section 1.3). Following in Brown's footsteps of pragmatic, easily implemented model building, Gardner's variant of exponential smoothing (Gardner and McKenzie, 1985) has proved the most empirically accurate new method and has gained substantial academic attention. Here the trend is damped with a forecast function,Ŷ t (k) for the k-step ahead forecast of Y t made in period t, of: e t is the one-step ahead forecast error, and are the regular smoothing parameters, is the damping smoothing parameter and 0 1. For = 1 this is equivalent to Holt's model, while for = 0 this gives simple smoothing. It is easily extended to include seasonality. Gardner's damped trend smoothing has proved remarkably effective in the various forecasting competitions that have followed on from the M-Competition and could reasonably claim to provide a benchmark forecasting method for all others to beat. Unfortunately, few commercial software packages yet include it. Smoothing methods have seen further innovations, including Taylor's (2003) multiplicative damped model leading to 15 variants of exponential smoothing. All the issues surrounding exponential smoothing are ably reviewed in Gardner (2006 This is equivalent to simple exponential smoothing (with trend = 0) and was developed by Harrison and Stevens (1971) into multi-state Bayesian Forecasting. A recent innovation, a new variant based on an alternative form, which has certain attractive theoretical features, is the so-called single source of error model (Ord et al, 1997; Hyndman et al, 2002) , For damped trend smoothing this is given by
where is the damping factor, and as before, l represents the level and b the trend. Here the error terms, in the observation equation and the state equations for the level and trend, are proportionate, that is, t , t , t . For = 0 this is equivalent to simple smoothing, (1) above, and with = 1, this gives Holt's linear trend. (However, due to initialization and alternative methods of parameter estimation the actual results will usually differ.) The formulation permits the explicit calculation of prediction intervals (Koehler et al, 2001) , thereby removing a long-standing criticism of socalled ad hoc smoothing methods. Empirical performance is naturally similar to that derived from conventional smoothing formulations. What has in fact been achieved is a unified statistical framework in which all the variants of exponential smoothing are embedded (Hyndman et al, 2008) .
The second innovation in extrapolative methods arising from within the OR literature is rule-based forecasting . Its basis was developed from protocols derived from expert forecasters. However, its empirical performance is generally worse than a damped trend smoothing benchmark (see Makridakis and Hibon, 2000; Gardner, 2006) . An interesting innovation is that it can be developed to incorporate 'fuzzy priors' on the trend (Armstrong and Collopy, 1993) .
The other area of substantial activity has been in nonlinear modelling (for a summary see Section 6 of De Gooijer and Hyndman, 2006) . There are two distinct approaches: the first is from a statistical tradition where the emphasis is on stochastic specification and optimal (statistical) estimation, and the second is from a computer science paradigm where structured algorithms are developed to minimise some (usually squared error) loss function. We discuss non-linear statistical models only briefly here. In the OR literature, in contrast to the forecasting journals, there have been few applications of the many non-linear statistical models apart from finance where such models have been applied to a timevarying model error term; the primary research interest has been in computer-intensive non-linear methods. (No standard terminology exists to classify a wide variety of non-linear models, some of which incorporate an explicit statistical structure while others are defined algorithmically. 'Fuzzy set' approaches have been included here.) As we discuss in Section 1.3, these have been primarily applied to crosssectional classification problems such as consumer credit risk (see the discussion in the following section); there have been only a limited number of applications to time series with conflicting results (see eg, Makridakis and Hibon (2000); Liao and Fildes (2005) , the former negative, the latter positive).
Because of the failure to establish a single dominant class of extrapolative methods (despite the claims made on behalf of both the ARIMA class and the state-space class), research into combining diverse methods has remained a major interest area, as Tables 1 and 2 show. While Bates and Granger's (1969) ORQ article, also referred to in Granger's Nobel citation, was not the first to examine the topic of combining, it continues to remain influential with 325 citations. The core question has concerned the choice of weights to attach to the methods being combined, but despite many suggestions, no new variants have convincingly beaten the 'equal weights' method. However, there has been more success in such 'hybrid' methods in data mining (see Section 1.3). A variant of combining, method selection (Fildes, 1989) , which aims to predict the best method for a data series, has received little research attention despite its prevalence in practice.
The final area in which progress continues to be made is in estimating seasonality. Often seasonal estimates are noisy and yet their accuracy is usually a major determinant of forecast accuracy itself. In the situation where there are many data series sharing similar seasonal components, better estimates of seasonality can be obtained by shrinking the estimates towards the mean. Examples can be found in Bunn and Vassilopoulos (1999) , Dekker et al (2004) and Miller and Williams (2004) . Recently, Chen and Boylan (2007) derived guidelines for when such shrinking should prove helpful.
Causal and multivariate methods econometric methods
The most influential forecasting articles published in the last 25 years have come from new developments in econometrics (see Tables 4b and A2 in Fildes, 2006) . OR has had no involvement in these methodological developments: an increased emphasis on incorporating dynamics into econometric models (Engle and Granger, 1987) and modelling and forecasting heteroscedastic (non-constant time dependent) error variances (Engle, 1982) , the two topics that led to Engle and Granger's shared Nobel prize. The latter topic is discussed in Section 1.5. The issue of modelling non-stationary (trending) time series, however, remains a serious problem for any OR analyst with forecasting responsibilities attempting to include causal factors in their model.
A time series non-stationary in the mean is where the data trend, or more generally, have a time-dependent mean, a situation common in finance and when forecasting demand. If another time series X t also trends it is all too easy to infer a spurious relationship with the output time series, Y t , if standard regression methods are used and the model
is estimated. Box and Jenkins were well aware of this in their approach to modelling of multivariate models and this led to automatic differencing of both input and output:
with the above model estimated, often assuming 0 =0. But as Hendry and Mizon (1978) wittily noted, such automatic differencing was equivalent to placing two untested-for constraints, = 1 and 1 = − 2 , in the model:
The details of how such models should be estimated when both Y t and X t potentially trend are beyond the space constraints of this survey article, but see for example Diebold (2006) . The important point is that tests are available for whether the series trends, and also whether there exist coefficients such that despite Y and X being non-stationary, the combination, Y t − ( 0 + 1 X t ) is stationary, that is, with constant mean and second moments. Such series are called co-integrated. Unit-root tests aim to identify whether a series trends, and co-integration tests whether the above difference is stationary. These tests should be carried out prior to model specification, since the empirical results summarized in Allen and suggest that such pre-testing improves subsequent forecasting accuracy. Automatic differencing, as in (5) above, seems to damage accuracy, with effects in longer term forecasting that can be substantial. The best approach to building econometric models, as Allen and Fildes (2001 show, relies on establishing a general unconstrained model (GUM) to test whether various parameter constraints hold (such as those leading to a model in first differences as in (5) above), but still leaving the constrained parsimonious model compatible with the data. This will lead to the simplest model that is data compatible. As Fildes (1985) pointed out in a critique of OR model building, the first and probably most important task is to specify a suitably general GUM, equivalent to the system specification stage of model building. The principles of model building laid down there continue to hold; the initial model specification is the most crucial, followed by various simplification (model specification) strategies, and model diagnostic testing. There are many tests, and the applied modeller is reliant on good software to carry out these tests and encourage good statistical practices.
(There seems to be an unwarranted assumption in parts of the OR community that Microsoft Excel ® is sufficient-it is wholly inadequate.) Data-driven modelling (without reference to strong theoretical arguments for the model structure and the variables to include) that searches for relationships among the large set of available variables has proved of little value in time series. Principles for simplifying the initial GUM and testing the resulting model are laid out in Allen and Fildes (2001), Clements and Hendry (1998) and Campos et al (2005) .
Computer-intensive methods
Unforeseen 25 years ago, computer-intensive methods have proved a fertile research area drawing strength from statistics, machine learning and computational intelligence. Their primary area of application in OR has been to data mining (DM) using disparate multivariate data types and large data sets for predictive classification in the areas of CRM and direct marketing as well as customer acquisition. One particularly important applications has been to credit risk and bankruptcy prediction with three articles in the top five of Table 2 (see Section 2.2.3). They have also been used in time-series modelling, both extrapolative and causal.
Computer-intensive data mining methods have only recently begun to attract substantial interest in the OR community, with special issues in JORS (Crook et al, 2001) and Computers & OR (Olafsson, 2006) and an increasing number of DM tracks and special sessions at IFORS, INFORMS and EURO conferences. Since the notion of finding useful patterns from data for prediction has long been a statistical endeavour, statistical methods frequently provide the intellectual glue underlying DM applications (Hand, 1998) . A number of survey articles have attempted to define the field and its relationship to other areas, in particular how DM differs from statistics (Chatfield, 1995; Hand, 1998) . Breiman (2001a) as well as Jain et al (2000) reviewed traditional 'algorithmic' versus 'statistical learning' methods. In a contrasting perspective, Chen et al (1996) give a survey of DM techniques from an informatics and database perspective.
As Olafsson (2006) argued, the OR community has made substantial contributions to the design of DM algorithms, with early contributions on the use of mathematical programming for classification (Mangasarian, 1965) . Padmanabhan and Tuzhilin (2003) have provided a comprehensive overview of further opportunities for the use of optimization in DM for CRM. In addition, optimization methods from OR have been successfully employed to support DM methods, in particular for data and variable selection (Meiri and Zahavi, 2006; Yang and Olafsson, 2006) and variable pre-processing through linear programming (Bryson and Joseph, 2001) or simulated annealing (Debuse and Rayward-Smith, 1999) .
Other issues arising in data pre-processing and model evaluation prove to be important (Crone et al, 2006) , but have mostly been ignored within the OR community.
The DM community has primarily developed independently without any significant contributions from the OR or statistical forecasting communities. A full review of the methods it has developed is outside the scope of this paper, but for an overview see the textbook by Tan et al (2005) . Below we summarize three core DM methods that have proved their worth and have been (partially) adopted by the OR community.
Artificial neural networks (ANN) are a class of non-linear, semi-parametric methods originally motivated by an analogy with biological nervous systems. They have attracted unabated interest since Rumelhart and McClelland (1986) provided a popular solution for the non-linear programming problem arising in their estimation. ANN are frequently employed in a wide range of DM applications (Smith and Gupta, 2000) following their introduction to the OR community by Sharda (1994) . Zhang has provided prominent reviews of applications in regression and classification from a business forecasting and OR perspective (Zhang et al, 1998; .
More recently, researchers at AT&T Bell Laboratories developed the method of support vector machines (SVM) based upon statistical learning theory (Vapnik and Chervonenkis, 1979; Vapnik, 2000) . Using quadratic optimization it delivers non-linear classification (Boser et al, 1992; Scholkopf et al, 1997) , as well as non-parametric (support vector) regression (Smola and Schölkopf, 2004) . In both cases the methodological advances and contributions to the development of the methods, and more controversially their application in predictive tasks, were made outside the OR and forecasting domains, despite OR's expertise in non-linear optimization and applications. Only recently has Yajima (2005) extended the parameterization of SVM towards linear programming, making one of the few contributions to the further development of the methods.
Decision tree (DT) classification and regression algorithms using recursive splitting rules are also part of the established panoply of DM methods, with major contributions by Quinlan (1979 Quinlan ( , 1993 , from a machine learning perspective, and Breiman (1984) from statistics. Murthy (1998) provides a comparative overview of DT in an application context.
Enabled by the abundance of computational power, ensemble methods that combine individual classification and regression methods through Boosting (Freund and Schapire, 1997) , Bagging or Random Forest proposed by Breiman (1996 Breiman ( , 2001b , have received enormous attention in the DM community due to substantial gains in predictive accuracy. Essentially these methods develop multiple models and predictions based on random or weighted sub-samples of the data and then combine the results through averaging (regression) or voting (classification). Although this reflects findings on combining methods in forecasting (see above), there has been little or no interaction between the two fields.
Early work in predictive DM did not address the complex circumstances in which the methods are applied. Recent advances have shown that different stages of the DM process are affected by the decision problem. For example, Provost and Fawcett (2001) have demonstrated the effectiveness of cost-sensitive learning for methods if the misclassification costs are asymmetric (eg giving a loan to a subsequently defaulting customer costs more than rejecting a profitable customer). Chawla et al (2002) have shown how accuracy in decisions with imbalanced class distributions (where in a classification decision the 'goods' typically outweigh the 'bads/defaulters' in the sample) can be increased by oversampling the important minority class. Such benefit-based considerations may guide many decisions along the DM process. Cohn et al (1994 Cohn et al ( , 1996 have demonstrated how selective sampling of observations instead of 'learning from (all) examples' can enhance the predictive accuracy of a classification method at the same time as lowering computational costs. Zheng and Padmanabhan (2006) have recently extended this idea of 'active learning' to the cost-effective acquisition of additional data to enhance classification performance. So far, only a few OR contributions have linked asymmetric costs or imbalanced data sets routinely found in OR applications to the methods and processes of DM (Viaene and Dedene, 2005; Janssens et al, 2006; Pendharkar and Nanda, 2006) .
Judgement in forecasting
A key development in forecasting research over the past 25 years has been an increased understanding of the role of judgement. In OR the focus of the research has primarily been on combining judgement with formal methods, the subject of two of the highly cited references in Table 2 . Research has shown that formal methods of obtaining a judgemental forecast (sometimes aggregating a collection of individual forecasts) can improve on ad hoc approaches based on committee opinion or survey. Principles for improving individual judgemental forecasts have been laid down by Harvey (2001) and MacGregor (2001) . Methods include Delphi, a modified and anonimised committee forecast (Rowe and Wright, 2001) , and intentions-to-buy surveys, which, with modifications, can prove predictive of future sales (Morwitz, 2001; Murthy, 2007) . Even when quantitative methods have been used to produce the forecasts, judgement will typically make a contribution, from the selection of the formal method to employ and the selection of variables to include, to a final adjustment of the model's predictions. Lawrence et al (2006) survey the many issues that are involved in incorporating judgement effectively. The results from the extensive research they report overturn the accepted earlier wisdom of the undesirability of incorporating judgement. Where substantive information is available to the judge (but not to the model), judgement will typically improve forecast accuracy. While judges' forecasts will almost inevitably suffer from 'heuristics and biases', they can often add value to the model-based forecast. For example, Blattberg and Hoch (1990) argued that forecast improvements could be derived using a simple heuristic of 50% model + 50% man (ie judge) when producing market forecasts, while Fildes et al (2008) show that such a simple model has only limited generality and can be substantially improved on in some circumstances.
However, judges often misinterpret the cues in their environment, including spurious effects, mis-weighting causal variables, etc. This has led to the counter-intuitive conclusion that models of the judge's forecasts often outperform the judge and that in fact, psychological bootstrap models of the judgemental forecasts will often outperform the judges' raw forecasts (Armstrong, 2001a) . The key question arising from this apparently contradictory evidence remains to establish in what circumstances models work best, and when and how judgement can be improved to ensure it is effective in enhancing model-based forecasts. Research in the development of such decision support systems is as yet limited but we discuss its potential for OR in Section 2.3.2.
Evaluating point forecasts and estimating forecast uncertainty
Implicitly or explicitly, when choosing a forecasting method (or model) the forecaster is required to estimate the accuracy of its predictions based on the observed k-step ahead errors, e t,k =Y t+k −Ŷ t (k), whereŶ t (k) is the k periods ahead forecast of Y t+k made from forecast origin t. The last 25 years have seen substantial research on this issue. The first key distinction to draw is between in-sample errors, which result when a model has been estimated from the same data set, and out-ofsample errors, which result when a model, estimated on the in-sample data is evaluated on data not used in the model's construction. Our aim is to estimate future forecast errors and our best estimates will derive from the past out-of-sample errors (Fildes and Makridakis, 1995) .
Often a practical requirement within an organization is to provide a 'one figure' summary error measure. Hyndman and Koehler (2006) give a recent summary of alternative measures. Defining the basic requirements of a good error measure is still a controversial issue. Standard measures such as root mean squared error (RMSE) or mean absolute percentage error (MAPE)=(1/n) t |e t,k /Y t+k |, the most popular in practice , have come under fire (see Armstrong and Collopy (1992) and Fildes (1992) together with the discussion). Neither are robust measures in that outliers (a large error in the former, a low value of actual in the latter) can all too easily dominate the calculation. For MAPE, actuals of zero destroy the calculation. Trimmed means (or even medians) and relative error measures (where the error from one method is compared with the error from an alternative) overcome these problems. Hyndman and Koehler (2006) also provide an evaluation and some new suggestions aimed at overcoming some of the above weaknesses. In addition, the error measure should be calculated out-of-sample for the managerially relevant lead time by moving the forecast origin to repeat the error calculation (ie not arbitrarily averaged over lead times, Fildes, 1992) . Few commercial software products meet these needs and some use measures that do not directly measure forecast accuracy at all, for example when the absolute error is defined relative to the forecast =|e t,k /Ŷ t (k)|.
Establishing an appropriate measure of forecast error remains an important practical problem for company forecasting, with its link to selecting a 'best' method and organizational target setting. It is also important in key planning calculations such as safety stocks and service levels. Ideally there should be a direct link to profitability but little research has drawn a convincing link, despite the commercial need (for an inventory control example, see Gardner, 1990; and the discussion in Foresight, 7, 2007) . In some applications, poor accuracy performance (relative to some benchmark) can still translate into financial benefits (Leitch and Tanner, 1991) . From observations of company practice, surveys, and the examination of various commercial packages, we have little confidence that appropriate and organizationally relevant error measures are being used.
If a prediction interval is required that estimates the probability that a future actual observation lies within a specified range (usually with the point forecast at its centre), for linear regression, the calculations are available in Excel and all statistical software. More generally, for most model-based forecasts, including ARIMA and many state-space models, an explicit formula can be found which, together with a normality assumption, delivers the required prediction interval. These intervals are all conditional on the model being correct, itself an implausible assumption.
The adequacy of these theoretical formulae has proved suspect when their predictions of quantiles are compared to observed errors (Chatfield, 2001) . For example, with an 80% prediction interval approximately 10% of out-of-sample observed errors should fall within each tail. Computerbootstrapping methods offer a non-parametric alternative that can be used for complex non-linear models (see Chatfield (2001) for a brief overview; for an autoregressive example, see Clements and Taylor, 2001) . Where data are plentiful, empirical estimates of the quantiles, based on the observed error distribution, are likely to be more accurate.
In applications, the future value of the forecast error standard deviation or a particular quantile may be needed if it is not assumed constant (the regular assumption). Engle's work on ARCH (autoregressive conditionally heteroscedastic) models of a time varying error variance offers one approach with the basic model of the error term (in a time-series or regression framework) as normal with conditional variance depending on the past error:
which has led to many applications and extensions. However, the success of these models compared with empirical alternatives has proved limited (Poon and Granger, 2003) , whether in improving point forecasts (always unlikely) or measures of risk.
An alternative approach to estimating uncertainty is through forecasting the quantiles of the error distribution directly. Taylor's (2007) exponentially smoothed approach is shown to apply to supermarket stock keeping units (SKU) sales in order to support stock control decisions. But empirical comparisons of different methods of estimating error distributions and quantiles are few and are potentially important in applications areas beyond finance as Taylor's (2007) study shows.
Density forecasts estimate the entire future probability distribution of the variable being forecast and are a current 'hot topic' in forecasting research. Typically the raw data that provide the estimated density are a series of buckets breaking down and covering the expected range of outcomes together with the corresponding forecasted probability. A survey is provided by Tay and Wallis (2000) in the Journal of Forecasting together with extensions in the same issue (19:4). Taylor and Buizza (2006) present an interesting application to pricing weather derivatives (a financial instrument to protect against weather risk so the extreme outcomes are important).
OR applications in forecasting
Forecasting for operations
OR's approach to forecasting for operations was established in the early work of Brown (1963) where the link to production planning, service levels and inventory was fleshed out. The early OR journals published a number of major contributions with this focus covering a range of application areas. The approaches were pragmatic, seeking to find methods that delivered service-inventory cost improvements. Exponential smoothing with variants such as adaptive smoothing (Trigg and Leach, 1967) was the result. As Fildes (1979) argued, at that time there were two strands of distinct research, OR's ad hoc smoothing methods and the statistical modelbased methods such as Box and Jenkins. In applications, the smoothing methods dominated and still do today, embedded in the software that delivers hundreds or even thousands of forecasts monthly, or more often than that (Sanders and Manrodt, 1994; Fildes and Goodwin, 2007) . In an extreme case, some retail application will typically have at least 30k SKUs to forecast daily, and these must be produced at store level for hundreds of stores. Similarly, airlines as part of their yield management system need to forecast daily for many routes. The question is then how to identify a suitable automatic forecasting system that can deal with many data series. This problem of method choice has become known as a 'forecasting competition' (Section 2.1.1).
A particular operational problem of method selection first laid out in ORQ by Croston (1972) that faces both the retailer and the spare parts supplier is one of intermittent demand-that is, when demand is spasmodic with many periods experiencing zero demand (Section 2.1.2).
However, there are many influences on demand beyond the time-series history. While including such drivers in the forecasting system is achievable (see the next sub-section on our discussion on demand, market share models and marketing effects), in general companies seem to have chosen the route of modifying a basic smoothing forecast, using managerial judgement to take into account events likely to disturb baseline sales (Section 2.1.3).
The manufacturer (with fewer products) faces different problems from the retailer in that it usually has only indirect knowledge of the final market demand. The danger is that fluctuations in retail sales get amplified at the manufacturer's level, the so-called bullwhip effect (Lee et al, 1997a,b) . Accurate forecasts are therefore of benefit to both the retailer and the upstream manufacturers to ensure service levels and smooth supply chain operations. The consulting and software industry have developed an approach: 'Collaborative Planning, Forecasting and Replenishment' (CPFR) that aims to share information between parties, with a view to sharing benefits. Now academic research is trying to catch up, examining where the benefits might arise (Section 2.1.4).
Method selection and forecasting competitions
Early in OR's interest in forecasting, the practical question surfaced as to which of the different forecasting methods was best in practice. The conference organized by the Society's Forecasting Study Group (Bramson et al, 1972) witnessed a presentation by Reid (1972) on how to choose between different extrapolative forecasting methods. Like all subsequent competitions, it applied a variety of forecasting methods to a large number of data series and compared the resulting aggregate accuracy. This question has remained at the forefront of forecasting research because of both its practical and theoretical importance. It is practically important because organizations often have to face the fact that their current forecasting procedures are incurring too large errors (and too high costs). They also may have to replace their software for reasons such as the need to shift to a new enterprisewide information and resource planning (ERP) system. They therefore have to benchmark their current forecasting accuracy, applied usually to many time series, when choosing a new method (embedded in new software). It is a theoretically important issue because researchers with a new method have often argued that their method 'must' outperform existing methods due to some favourable feature or other, for example neural nets because of the theorem that shows their capability of approximating any given function to any desired degree of accuracy. However, theoretical superiority (also demonstrated in the case of ARIMA versus Exponential Smoothing methods) is not always reflected in empirical accuracy. If the results are at variance with the theory then explanations must be sought.
The literature on these so-called forecasting competitions is voluminous and is summarized in Fildes and Ord (2002) . While in Fildes (1979) it was possible to hope for an unequivocal best method of quantitative forecasting, the empirical results that have accumulated since then are diverse. However, certain patterns can be discerned as Fildes et al (1998) argue:
(1) Simple model specifications will often outperform complex alternatives. (2) Damped trend smoothing is on average the most accurate extrapolative forecasting method over heterogeneous data (Makridakis and Hibon, 2000) . (3) More general methods will not typically outperform constrained alternatives. (4) Combining forecasts generally leads to improved accuracy. (5) Methods tailored to the specific characteristics of the time series under analysis will outperform benchmark methods (Fildes et al, 1998) . (6) Causal methods, where available, will typically (but not inevitably) outperform extrapolative methods (Allen and Fildes, 2001) , and some causal methods are better than others.
Despite the wealth of research and the reliability of the above conclusions, the comparative gains of selecting the 'best' extrapolative forecasting method have been shown to be slight. While individual series show substantial differences in relative accuracy, when a single method is selected to apply to all the series ('aggregate selection' versus 'individual selection', Fildes, 1989 ) the differences between the better methods is typically small. Various methods, both theoretical and empirical have been developed for method selection. The theoretical methods typically apply some criteria such as the Akaike's information criterion (AIC) for individual selection within a class of model. There are many alternative criteria that typically depend on the in-sample error variance, the number of observations and the number of parameters but no strong evidence as to their effectiveness (see Gardner, 2006, p 650) . Empirical criteria have implicitly been the basis of the various forecasting competitions where the recommended choice is based on the notion of 'what has worked, will work'. Various approaches to individual selection have been appraised but have delivered only limited benefits, although the commercial software, ForecastPro ® (BFS, see Makridakis and Hibon, 2000) , uses an expert system that performs well. However, when selection is applied to homogeneous data series as in the telecoms data set (Fildes et al, 1998 ) the gains can be substantial, even when compared to a strong benchmark such as damped trend smoothing (Gardner and Diaz-Saiz, 2008) .
Research into appropriate methods is limited (but see, eg, Meade, 2000) despite method selection being shown as potentially important in that where effective selection can be achieved, gains can be substantial (Fildes, 2001 ). Thus, selection and the identification of time-series clusters, where aggregate selection may apply more effectively, offer a potentially valuable though demanding research opportunity. When causal models are compared to extrapolative models, where the exogenous variables are predictable, the differences in accuracy can be large. Fildes et al (1997) demonstrate this in an examination of one-day-ahead forecasts of electricity and water demand, both of which depend on temperature. Generally causal models, including key drivers such as price promotion variables, are preferable to extrapolation (Brodie et al, 2001 ). Allen and Fildes (2001) present the consolidated evidence, but it should be noted that the benefits where the drivers have to be forecast are neither consistent nor overwhelming. In situations such as electricity load forecasting, there is a single key variable to be forecast and key drivers such as temperature and the television schedule are relatively predictable over short lead times. Here the benefits are clearer.
Intermittent demand
Intermittent demand appears at random with some time periods showing no demand at all. Demand, when it occurs, is often of a highly variable size and this introduces 'lumpiness'. This pattern is characteristic of demand for service parts inventories, retail store sales and capital goods and is difficult to predict. Most work on intermittent demand forecasting is based on Croston's (1972) influential ORQ article, which for many years was neglected but has seen more than 30 citations in the last 4 years. Croston showed the inappropriateness of using single exponential smoothing (SES) for intermittent demand and proposed forecasting such demands by estimating demand sizes (when demand occurs) and inter-demand intervals separately. Demand was assumed to occur as a Bernoulli process and his estimator is as follows:
where p t is the exponentially smoothed inter-demand interval, updated only if demand occurs in period t − 1 and z t is the exponentially smoothed (or moving average) size of demand, updated only if demand occurs in period t − 1. The method was claimed to be unbiased, however Syntetos and Boylan (2001) undermined this conclusion. Snyder et al (2002) and Shenstone and Hyndman (2005) have pointed out the inconsistency between Croston's model (that assumes stationarity) and his method (that relies upon SES estimates). More recently, Boylan and Syntetos (2003) , and Shale et al (2006) presented correction factors to overcome the bias associated with Croston's approach.
Despite the theoretical superiority of Croston's method, only modest benefits have been recorded in the literature when it was compared with simpler forecasting techniques (Willemain et al, 1994) . (Standard accuracy measures such as MAPE are inadequate in this context because of the zero denominator, Syntetos and Boylan, 2001 .) Some empirical evidence has even suggested losses in performance (Sani and Kingsman, 1997) . This led researchers to examine the conditions under which Croston's method performs better than SES, based on a classification scheme for the demand data Boylan et al, 2006 ).
Croston's method and its variants (in conjunction with an appropriate distribution) have been reported to offer tangible benefits to stockists facing intermittent demand (Eaves and Kingsman, 2004; Syntetos and Boylan, 2006) . Nevertheless, there are certainly some restrictions regarding the degree of lumpiness that may be dealt with effectively by any parametric distribution. When SKUs exhibit considerable lumpiness, one could argue that only non-parametric approaches may provide opportunities for further improvements in this area. Willemain et al (2004) developed a patented non-parametric forecasting method for intermittent demand data. The researchers claimed significant improvements in forecasting accuracy achieved by using their approach over SES and Croston's method, but Gardner and Koehler (2005) remain sceptical.
Service parts are typically characterized by intermittent demand patterns with direct relevance to maintenance management. In such a context, causal methods have also been shown to have a potentially important role Friend, 2002, 2003) .
Research on intermittent demand has developed rapidly in recent years with new results implemented into software products because of their practical importance. The key issues remaining in this area relate to (i) the further development of robust operational definitions of intermittent demand for forecasting and stock control purposes and (ii) a better modelling of the underlying demand characteristics for the purpose of proposing more powerful estimators useful in stock control.
Events and the role of judgement
Most operational forecasting problems require forecasting of many data series at highly disaggregate SKU level. Whatever the position in the supply chain, the forecaster faces many market complexities. For example, a brewer's sales of a lager will be affected by the promotional activity of the retailers, the product's everyday price and competitor activity as well as uncontrollable aspects such as temperature, seasonality and events such as the World Cup. While, in principle, market models (see Section 2.2.2) could be developed to incorporate at least some of these factors, the typical approach is to use a simple extrapolative model to forecast the base line sales, which is then combined with expert market information to produce the final forecast.
In contrast to the small relative performance differences of extrapolative models, the adjusted forecasts can reduce forecast error substantially (down 10 percentage points from 40% MAPE). But they can also make matters worse (Fildes et al, 2008) . The question therefore arises as to how this compound forecast of extrapolation and judgement can be improved. Essentially the expert judgements of market intelligence are mis-weighted, for example, they may suffer from optimism bias. To improve forecasting accuracy the statistical forecast and the judgemental adjustment need to be combined more effectively through a forecasting support system, which we discuss in Section 2.3.
Demand uncertainty in the supply chain: collaborative forecasting and the bullwhip effect
Much early OR in operations was concerned with developing optimal planning tools for manufacturing, such as lot sizing rules that took into account features of the manufacturing process to improve on the well-established EOQ. However, early research (eg De Bodt and Van Wassenhove, 1983) showed that what was optimal with perfect information was far from optimal in conditions of uncertainty. Despite the practical and theoretical importance of the finding, the incorporation of uncertainty into supply-chain planning has remained an area not much researched until 1999. In a Web of Science ® search, five articles were found in 1998 rising to 101 in 2006. (The search used the keywords '(supply chain) AND (uncertainty OR forecast*)'.) One feature first identified by Forrester (1961) has received considerable attention recently: the amplification of retail demand variability up the supply chain. Lee et al (1997a,b) describe the key reasons for this potentially costly effect: (i) the lack of information that the manufacturer has concerning consumer demand; (ii) production lead-times; (iii) batch ordering and trade allowances; and (iv) inadequacies in the manufacturer's forecasts. Essentially, the problem arises because the manufacturer's forecasting model of the retailer's orders is mis-specified. Even if downstream demand information available to the retailer is shared with the manufacturer, lead time effects amplify variance, but the availability of this demand data lessens the upstream demand variance, a result explained by Chen et al (2000) in an influential recent paper. However, the result is unsurprising. More information and shorter lead times lead to lower variance. More recent papers consider a variety of mathematical models of collaborative planning and forecasting arrangements: sharing inventory and demand information (Aviv, 2002) , vendor managed inventories (Yu et al, 2002) , and, by using simulation approach, an examination of the effects of forecasting model selection (Zhao et al, 2002) . The simplifications required to produce tractable mathematical models are not justifiable when contrasted with collaboration arrangements in practice (Smaros, 2007) . The advantage of using simulation is that the system can be modelled more realistically without the need for simplifying assumptions. It remains a challenge to those researching the area to provide sufficiently general conclusions, as it is clear that the quantitative results depend on experimental factors such as the cost structure, ordering rules and supply chain configuration, while the general results are largely obvious.
Why then does this area matter? First, the bullwhip effect is alive and damaging (Lee et al, 2000) . Second, organizations regard forecasting accuracy as important to profitability and service, so they spend large sums of money on software to improve forecasting accuracy (often despite limited performance of the software, see Section 2.3). Estimating the value of improved forecasting accuracy is therefore an important element in the argument, and its value depends on the manufacturing or service configuration as well as the accuracy of (2004) and Olafsson et al (2008) .
the forecasting models, the demand patterns themselves and the decision rules employed. The notion of sharing information is theoretically attractive, as the research has shown, but the question of how valuable it is to share has not been adequately addressed. Lee et al (2000) , Aviv (2001) and Zhao et al (2002) all report substantial savings (20% +) from information sharing. But the benefits reported depend upon the often implausible assumptions made regarding the supply chain structure, and lack any empirical foundation.
While information sharing as a response to bullwhip behaviour has been attracting more academic interest, its counterpart in practice, Collaborative Planning, Forecasting and Replenishment (CPFR), has also gained strength, attracting 255k Google hits (12/04/07). But CFPR remains the terrain of practitioners recommending its benefits with no observable relationship to its theoretical counterpart in the research literature. The case-based benefits found by Smaros (2007) , while positive, are much more nebulous and her survey of other research failed to establish any firm positive evidence. There is therefore an opportunity for a combination of case-based research building on Smaros' limited study and methodological advances focussed on answering the practical question of what circumstances and what form of collaboration it is worthwhile pursuing.
Marketing applications
The last 25 years have seen a substantial growth in company databases of customer demand. At the same time there has been considerable growth in marketing activity, both in the number of new products and services launched, and in promotional activity. The associated forecasting problems are many (see Armstrong et al (1987) for an overview) and include market response models for aggregate brand sales, market share and competitive behaviour such as competitor pricing. In addition, interest in predictive models of individual behaviour has increased rapidly. Figure 1 relates the prediction of aggregate demand in adoption, marketing response modelling, and extrapolative forecasting to the prediction of individual customer demand: from customer acquisition and activation towards the active management of the customer relationship with the organization, including the retention of profitable and removal of non-profitable customers. All activities along an individual customer's lifecycle are summarized as Customer Relationship Management (CRM).
Applications focus on models of demand at different levels of aggregation, for different types of products in different stages of the life cycle. These problems have generated considerable research aimed at producing better forecasts, and, from within the OR community, Marketing Science has served as the predominant publications outlet. There are two distinct problem areas: first, new product (or service) models, discussed in Section 2.2.1 where there is little data, though market experiments or consumer trial data may be available. This has been an active research area since Bass's original article in Management Science (1969) on new product adoption patterns, and early work on choice (conjoint) models of individual consumer behaviour (Green et al, 2001 ) based on intentions survey data.
The second problem area (Section 2.2.2) is where there is an established market with substantial data available, even down to data on individual consumer behaviour. Aggregate econometric models of sales response down to store-level product sales are discussed in Hanssens et al (2001) . When disaggregate data on individual consumer decisions and new computer-intensive techniques of data mining are available, another set of marketing problems becomes amenable to model building and to which the OR community has contributed: CRM, in particular how to identify, attract, exploit and retain profitable (potential) consumers (Section 2.2.3). As Tables 1 and 2 show, the evaluation and application of these methods has generated considerable research interest.
New-product models
It is a cliché of marketing that most new products fail. This suggests the high value to researching the development and evaluation of new-product forecasting models. Such models would depend on the nature of the product and its purchasers (industrial or consumer, purchase frequency, etc). But the academic research is limited and there is no evidence of model-based approaches being widely adopted. Instead, a common approach by experts is the use of analogies, where sales of a similar product are used informally to estimate period-by-period sales and final penetration levels (Thomas, 2006) . Alternatively, intention surveys of potential customers can be used when no directly relevant data history is available. Choice models, based on intentions, are now used extensively to forecast first purchase sales of new products. Such intentions can be assessed through the use of simulated purchase environments to give a more realistic representation of the environment a consumer faces; see for example Urban et al (1990) . (These simulated purchase environments are often web-based.) However, we omit a fuller discussion of these models because, as Wittink and Bergestuen (2001) point out, they are seldom validated within a forecasting context, despite this being their ultimate purpose.
Diffusion models Diffusion models apply to the adoption of a new, often high-technology, infrequently purchased product where repeat sales are not (initially) important. Bass (1969) developed one of OR's most successful forecasting methods when he proposed what has become known as the Bass model of new product adoption.
If N (t) is the total number being adopted by period t (individuals or units), then
where p and q are the diffusion parameters determining the speed and shape of what turns out to be an S-shaped adoption curve and M is the market potential, that is,
The solution to this differential equation is a logistic model, which, once estimated, can be used to forecast the adoption path of the product, service or new technology. Many univariate alternatives (summarized in Meade and Islam, 2006) have been proposed, including the Gompertz curve (which has the same S-shaped form as the logistic), as well as Harvey's (1984) and Meade's (1985) contributions in JORS, all of which have shown comparative empirical success. But there is apparently no best function and again, combining may be the best approach (Meade and Islam, 1998) . Shore and Benson-Karhi (2007) are more optimistic that selection can be productive. They propose a general modelling approach in which many of the standard S-shaped curves are embedded. Using an extended data set from Meade and Islam (1998) , they show that their new method generally produces more accurate forecasts.
The popular Bass model of this phenomenon has underlying it the notion of a consumer influenced by others with direct experience of the product. This early characterization of the market has stimulated many novel models, applicable to different problem areas including new movie attendance (Sawhney and Eliashberg, 1996; Neelamegham and Chintagunta, 1999) .
Models have also been developed to better capture the complexities of the market place. These may disaggregate to individual adopters, segment the total market, and include marketing and exogenous variables. They can also be extended to include competing replacement technologies. Current research has focussed on attempts to estimate the market potential.
A problem hidden in the early formulation of the first adoption models is how to estimate the parameters. Estimation with larger data sets is via maximum likelihood or nonlinear least squares (NLS). The influential Marketing Science paper of Van den Bulte and Lilien (1997) established bias in the parameter estimates and concluded that an accurate estimate of the diffusion path and 'ultimate market size . . . is asking too much of the data'. Meade and Islam (2006) seem to concur. Since these models are usually designed to forecast the early stages of the life cycle, only limited data are available (a feature ignored in much of the research). Methods include using estimates based on analogous (already established) products, and the meta-analysis by Sultan et al (1990) , who examine 213 applications, provides useful material. Lilien and Rangaswamy's book (2004) offers a database and software.
The empirical evidence of the effectiveness of these models, particularly their ability to include marketing variables, is weak. Nevertheless, they are used in practice, for example in telecoms markets (Fildes, 2002) , not least because of their face validity. OR has made the major contributions in the area, from the early Bass publication to the latest attempts to integrate information across products and countries (Talukdar et al, 2002) . However, it is only in the most recent research led by Islam and Meade that there has been a clear focus on the practice-based problems facing those who wish to forecast the diffusion of new products or technologies. Overall, the research lacks a clearly articulated perspective on how these models are to be used. Outstanding issues include evidence on their ex ante validation to show their practical effectiveness, in particular of market potential estimates and models including marketing instruments.
Test market models For consumer packaged goods where both first purchase and repeat purchase affect success, test market models have been developed by Fader and Hardie (2001) . They are similar in form to the diffusion models in that there is an underlying model of the probability of the consumer waiting t weeks before first purchasing the product.
A test-market model attempts to use the data generated by the limited regional launch of a product to decide whether to fully launch the product, to redesign aspects of it, or to stop further development. While the evidence on comparative accuracy is slight, Fader and Hardie's (2001) work is noticeable for its attention to forecasting accuracy applied to the particular problem marketers face when launching a new packaged product. They have shown such models to be effective, and accuracy is usually improved by including the marketing variables.
Demand, market share models and marketing effects
At the operational level of short-term forecasts by SKU, the forecasting system is usually a combination of simple statistical models overlaid with judgement (as we have described). However, the growth of Electronic Point of Sales (EPOS) data from retailers has encouraged the development of the new field of marketing analytics, which includes decision support systems to provide recommendations on selecting marketing instruments such as price and promotional price, as well as the corresponding forecasts. While some early work was published in general OR journals, influential research in the area has been published primarily in the marketing journals. Although the last few years have seen several publications in the area, notably Hanssens et al (2001) , researchers have not in the main responded to its practical importance. The basic tool used in developing these models is the causal linear and non-linear regression models. Hanssens et al (2001) describe both the models and the econometrics needed to estimate the relationship, as well as the empirical evidence on aspects of marketing decision making. The basic model is of the form: price, display, feature, store, competition, events, promotion, . . . ; seasonality, exogenous factors) 
where i is the ith brand (or SKU) in a category of closely related products, j is the jth store, and t is the time.
The dependent variable may be sales or market share and there is potentially a large number of explanatory variables. When lags are included, this leads to complex models, particularly at SKU-store level with competition between similar SKUs (eg 6 packs versus 12 packs). If successfully estimated, such models deliver forecasts, price and cross-price elasticities, and the problem then becomes one of developing optimal pricing and price-promotion campaigns through a 'marketing management support system'. Divakar et al (2005) provided a recent example of the soft drinks market aimed at producing 'accurate forecasts' and 'diagnostics for price and promotion planning' at product level for different distribution channels. In addition, the model-based approach was seen as overcoming the drink manufacturer's problem prior to the modelling exercise, of multiple inconsistent forecasts generated by different users. The retail forecasts from scanner data were then transformed into a wholesale forecast by a weighted average of current and next week's predicted sales. Price, competitive price, feature, display and temperature all proved significant.
Issues addressed in recent research are the level of aggregation across SKUs, stores and time, with current research focussing on more disaggregate models. With the increased parameterization comes additional complexity (eg heterogeneity across stores), so more advanced econometric techniques have been developed to provide convincing estimates, including Bayesian methods (Rossi and Allenby, 2003) . In Divakar et al (2005) , however, OLS produced the most accurate forecasts when compared to Bayesian estimates and a simultaneous system model of the two market leaders, Pepsi and Coke.
Forecasting promotional effects is the focus of much interest for both retailers and manufacturers, with promotional prices elasticity estimates of 10+ for some BOGOFs (buy-one-get-one-free), for example in lager. Promotional effects depend on the retail details, including individual store influences. A standard approach for those firms that have developed the required data base is to attempt to identify the 'last like promotion' in the historical database and then 'allocate proportionately to each store' (Cooper et al, 1999) . A model-based alternative is to estimate baseline sales (using exponential smoothing or similar) on non-promoted data. This leads to a two-stage forecasting model, which first extrapolates the baseline sales and then adjusts for future promotions. This same approach has been applied to temperature effects. Since promotions are often regarded as unique, judgmental market adjustments may then be superimposed on the model-based forecasts. Cooper et al (1999) argued that such an approach was less satisfactory than modelling the promotion histories themselves, again with a regression model that included all the features of the promotion in the retail setting.
The evidence is mixed as to the adoption of these ideas, with few studies that demonstrate the impact on the firm (Wierenga et al, 1999) . Bucklin and Gupta (1999) paint a more optimistic picture, based on interviews with a small number of US marketing executives interested in packaged goods. As far as these executives were concerned, key features such as their own-price elasticities were easily estimated and available to them in their companies, with stable results obtainable when OLS (rather than more advanced methods) was applied to equations such as that above. Bemmaor and Franses (2005) disagree, arguing that marketing executives see models such as the sales-response model above as a 'black box'. Montgomery (2005) summarized the retail evidence as the 'market is ready . . . although widespread adoption has not happened yet'. However, the software market continues to develop, for example with SAP including an optimal pricing module. Our own impressionistic evidence from companybased projects in the UK is that certain companies at certain times have a far-sighted manager who supports the development of a support system to aid in forecasting, pricing and promotion evaluation. Divakar et al (2005) make the same point from their Pepsi perspective. But such innovations only gain a temporary hold, and are undermined once the executive moves on or the firm is reorganized. For example, Cooper et al (1999) in a personal communication in 2006 commented that the company that developed his promotion forecasting method went out of business and the system was dropped.
For consumer goods the data are now available and the software is in place to develop causal market response models. Adoption in companies remains limited by a lack of company expertise and missing champions to sponsor the innovation. Evidence of improved accuracy is lacking and the link between the operational-disaggregate SKU forecasts of the previous section and the corresponding market response forecasts has not been explored. For both manufacturers and retailers, there remains a need for simple operational models that include key marketing instruments and that are downwardly compatible in the product hierarchy (from category to brand to SKU). While the intellectual framework has been effectively laid down (as the references above show), the practical questions examining the benefits in terms of forecast accuracy and price promotion planning and the level of complexity valuable in modelling the problem remain under-researched.
Customer relationship management and data mining
While in the last section, we discussed the contribution made to forecasting aggregate market demand, forecasting methods drawing on both standard statistical and the newer data mining approaches have been used to make disaggregate forecasts of individual units, be they consumers, households or firms. The rapid expansion of data storage and computational capacity has enabled the collection of large customer-centric, cross-sectional databases. On an aggregate level, these databases facilitate decision support through established market-response models for forecasting. On the level of individual customer transactions, the size of the data sets, the number and the heterogeneous scaling of attributes have made the analysis using conventional statistical methods impractical or even infeasible because of computer constraints. In this context, DM applies statistical and machine learning algorithms for discovering valid, novel and potentially useful predictive information from large data sets in unstructured problems (Fayyad et al, 1996) .
Despite the fact that applications are primarily based on multivariate, cross-sectional data, they may also constitute forecasting problems, if the definition of the dependent variable includes activities over the forecast horizon (eg to forecast the likelihood of the future default of new credit applicants within the first 12 months). Where the models are to be applied over a period of years, changing personal, economic and behavioural circumstances of the consumer are potentially important, for example in forecasting the likelihood of customer attrition by switching suppliers where recent behaviour is important. This will require either a periodic re-estimation of the static model or incorporating changing circumstances through explanatory economic indicators that capture populations with drift (Thomas, 2000) . Hence these cross-sectional methods complement existing forecasting applications and extend predictive applications to an individual customer level. (They can then be aggregated up to give population predictions that incorporate the changing exogenous variables.)
Within CRM and credit risk, models have been developed that examine the acquisition, the management of the ongoing relationship with and the retention of profitable customers. The understanding that acquiring new customers is more costly than exploiting and retaining existing ones-embodied in the concept of estimating customer lifetime value (LTV)-is reflected in the focus of OR publications on applications that increase the value of established customers through analytical CRM and direct marketing. Onn and Mercer (1998) estimate the expected LTV of customers in order to determine direct marketing activities, while Rosset et al (2003) estimate the effect of marketing activities on the LTV itself.
Given the abundance of data on existing customers (in contrast to new ones) numerous applications focus on enhancing the predictive classification accuracy of class membership in conventional cross-selling and up-selling tasks of additional products to existing customers. Crone et al (2006) evaluate various classifiers for cross-selling through optimized direct mailings. In addition to conventional classification tasks, newer publications extend data mining methods towards dynamic decision-making, for example predicting the change in spending potential of newly acquired customers from the changing purchase information (Baesens et al, 2004) and the effects of direct marketing activity based upon observations of sequential purchases (Kaefer et al, 2005) .
In customer retention, the prediction of customer churn or attrition of profitable customers has received most attention, in the insurance , financial (Van den Poel and Lariviere, 2004) and retail industries (Buckinx and van den Poel, 2005) . There have been fewer studies on applications in earlier phases of the customer lifecycle, which predict the future response of new prospects to marketing activities in order to facilitate customer targeting. In an often cited study, Bult and Wansbeek (1995) take a statistical model-based approach, while more recently Kim et al (2005) use neural networks.
Surprisingly few publications in OR have attempted to review how DM could effectively be applied in various applications in order to facilitate a knowledge transfer into the OR domain. Bose and Mahapatra (2001) provide a review of DM applications in business, and Shaw et al (2001) in marketing. The OR community has primarily concentrated on applications to credit risk, for example the special issue of JORS (Crook et al, 2001 ) is particularly related to consumers. Other areas of application with similar characteristics include bankruptcy prediction (see the highly cited papers by Salchenberger et al, 1992; Tam and Kiang, 1992 , and more recently, Zhang et al, 1999) .
The typical modelling exercise takes an eclectic approach to specifying the features to include in the model, thereby including a wide range of variables, which may be irrelevant or provide duplicate measures. The target variable is most often binary (eg will an applicant repay or not?/a customer reply or not?). While step-wise regression was once the industry standard method, the models will typically now include possibly non-linear effects (eg age on creditworthiness). If linear methods are to be used, non-linearities can be approximated by breaking down the variable in question using dummy variable categories. Alternative modelling methods include statistical approaches such as discriminant analysis and logit (now perhaps the most popular approach), and, increasingly, computational-intensive approaches such as neural networks and support vector machines, linear programming and expert systems. A good review of alternatives is given in Thomas et al (2002) .
Comparisons between the different methods have been carried out for a limited range of applications, so while individual case studies sometimes demonstrate that one method or another provides substantial benefits, the findings are not robust with regard either to the sample size or to the number of explanatory variables included in the modelling. However, for many applications, seemingly different modelling approaches from basic step-wise regression to neural nets and support vector machines deliver similar results, apparently due to the flat likelihood effect (Lovie and Lovie, 1986) . When Baesens et al (2003) examined eight data sets and a variety of methods, they found little overall difference, although neural nets and support vector machines won out. But there is little difference from the long established logistic regression and linear discriminant analysis. However, small improvements may be valuable in particular applications.
Despite the growing number of OR publications on applications, their scope remains limited (in contrast to publications on DM methods). Perhaps because of lack of access to realistically sized databases, perhaps due to the limited scalability of methods and experimental design, or perhaps because the issue was not thought important, few studies have examined the benefits of procedures and methods across a wide range of data sets (despite established best practices in forecasting on how methods should be compared). Crone et al (2006) review publications in business DM and find a strong emphasis on evaluating and tuning multiple classification algorithms on a single data set, Baesens et al (2003) being an exception. The computational effort in comparing methods across multiple empirical data sets is certainly substantial, consequently many authors use the same 'toy data sets' from public repositories (such as the UCI Machine Learning Repository), which include too few observations and too few variables compared to those found in practice. Statistical results depend on sample size and the dimensionality of the data set while the organizational benefits are likely to be affected by the field of application. As in forecasting, the limitations of method evaluations on toy-datasets to derive best practices have been identified within DM (Keogh and Kasetty, 2003) , with an increasing emphasis on 'meta-learning' (SmithMiles, 2008) . The particular challenges for OR researchers are to incorporate the problem area characteristics into the search for model-based solutions and analyse the conditions under which they perform well, rather than focus on marginal improvements and hybridization of 'novel' DM methods.
The role of computer and IS developments 2.3.1. IT, IS and forecasting support systems
The earlier review paper (Fildes, 1979) expected major developments in computer package design-the critical limiting factor at the time. The IT revolution has apparently impacted on aspects of forecasting, although Makridakis, one of the field's founders, still regards it as having the greatest potential for future breakthroughs (Fildes and Nikolopoulos, 2006) . The synergy between the two fields has seen developments described both in the sections on marketing and CRM, and in particular in enabling the development of computer-intensive methods. However, innovations in computer platforms can now be tailored to specific algorithms, and electrical circuits and computer hardware can be redesigned to solve certain mathematical problems faster. The potential effect is to remove the computational constraint.
Computer-intensive operations and market forecasting are needed in real time. Casual observation supports the idea that algorithms which are more demanding of data and computation are rarely considered in practice, because of the processing needs when applying them to a large number of products, perhaps daily within a limited time window. Thus computationally intensive methods such as support vector machines and even neural networks have seen as yet only limited application in practice. Some multivariate applications are likewise constrained, although the demands are equally likely to arise from the data requirements. Realtime data acquisition and processing in areas as diverse as stock-price trading, electricity load forecasting (Hippert et al, 2001) , weather forecasting or water resource management do, however, use computer power intensively in their forecasting and could be applied more widely.
What has been achieved through greater computer power is the evaluation through forecasting competitions of a wide range of forecasting methods, including computer-intensive methods. A search of the OR journals reveals several studies comparing neural networks with other methods. The majority of studies involve the development of computer intensive methods able to model and forecast a single time series. However, there are only a small number of studies where computing power has been used to tackle large problems, either on cross-sectional data (with applications in CRM, see previous section) or in time series (eg, Liao and Fildes (2005) , who examined various specifications of ANN compared to benchmarks, and Terasvirta et al (2005) , who compared ANN with non-linear statistical models). But such papers present offline analyses that have yet to find their way into practice. Within the OR/MS literature surveyed here, there are no studies that have examined the use of computing power to solve or re-specify organizational forecasting problems. For example, real-time data on road traffic could be used to forecast arrival times and revise delivery schedules. Instead there is a continuing reliance on ad hoc solutions to overcome outdated perceptions of computer constraints, for example a damaging failure to select optimal smoothing parameters in operations (Fildes et al, 1998) or a limitation to using only 3 years of the total data available for forecasting.
Forecasting support systems
In many areas of forecasting, organizational forecasting routines are embedded in a broader information system or enterprise resources planning system (ERP), with recent extensions to advanced planning systems (APS) for production and distribution. Such systems usually include only basic forecasting functions. There is therefore an incentive to research effective developments in software systems aimed to support the forecasting function, the so-called forecasting support systems (FSS) and its integration into ERPs. As we noted in Section 2.1.3 the complexity of many organizations' forecasting activities compels forecasters to develop heuristics in order to combine model-based forecasts with managerial judgement. However, despite the apparent interest of the journal Decision Support Systems, this field is under-researched with little effort focussed on the specific problems of forecasting systems . Although many commercial systems have been developed in the last 20 years, no normative specifications for such software have been established. An evaluation of some current software products, based on Armstrong's framework of 139 forecasting principles, highlighted that only 20% of the suggested features were included in currently available forecasting software, with no single program including all 20% (Armstrong, 2001b, Tashman and Hoover, 2001 ). While research-based software embodies the latest econometric ideas, commercial FSSs have atrophied, with even such benchmark methods as damped trend excluded from most systems. A current survey of forecasting software and limitations is given by Küsters et al (2006) which is quite damning in its conclusions. The practical implications are important for the OR practitioner, demonstrating a need to ensure the organization's software is benchmarked against best practice. For some software we examined (Fildes et al, 2008 ) the statistical forecasts available in the company FSS proved worse than a naïve random walk! In most operational applications, the (usually inadequate) statistical forecasts are combined with judgement . The theme of how when and how such combinations are best carried out has been a theme of two of the most highly cited articles (Lawrence et al, 1986; Bunn and Wright, 1991 ) and yet software is not designed with this task in mind . Various ideas on how complex causal factors interpreted in an organizational setting can be integrated into the FSS are being explored (see Lee et al, 2007) but they have yet to be implemented into commercial software. Thus, the question of how to design FSSs to improve forecast accuracy and how to overcome the barriers to successful implementation are critical to affecting change in organizations.
Conclusion: what is OR's contribution to forecasting?
Over the last 25 years, OR has continued to contribute to forecasting research and forecasting practice, despite the increasing prominence of the specialist forecasting journals. It has been most effective when the forecasting methods proposed have been closely linked to the area of application. In this survey of where research has been most influential, three areas have proved fertile to new ideas: intermittent demand, sales response modelling and computer-intensive methods applied to direct marketing and credit risk appraisal. All closely mirror practical problems the organizations face and have therefore seen some success in implementation. A fourth topic, the bullwhip effect and the benefits of information sharing, has provided a valuable opportunity to academic modellers, but its results so far have had no spin-off for forecasters, either academics or practitioners, in part because few of the researchers show any signs of having spent any time in field work.
Better models of intermittent demand and sales response have gained some implementation through improved software products. In credit risk and direct-marketing applications, while many new methods have been proposed, there is little consensus as to how best to model a given data set. Here the research has been limited by the lack of availability of realistically large data sets and most researchers have contented themselves with overly limited 'competitions' between methods. In contrast to the time-series competitions, the robustness of the research conclusions over a variety of data sets has not been established, making practical progress slow. But new small improvements in the models can result in substantial profit gains so there is strong corporate motivation to experiment.
Practitioners continue to believe forecasting accuracy is important to their organizations . Research into forecasting practice has convincingly demonstrated that forecasting support systems that combine statistical or econometric models with expert judgement offer the best route forward to achieve major improvements in accuracy. But the OR literature has little to say about how such systems and organizational processes should be designed and implemented. It remains the case that many companies continue to operate archaic implementations of exponential smoothing. Thus, the discrepancy between espoused beliefs in the benefits of improved forecasting and organizational behaviour offers another research opportunity with the potential to improve performance.
The bright new dawn of the early 1980s, when there seemed to be some prospect for identifying a 'best' forecasting method, has led to a rather more mundane present, where each model-based gain is hard won. The major research opportunities for forecasting and OR will arise in models linking novel sources of information (such as is generated through a EPOS data or a collaborative forecasting relationship). While it is a presumptuous claim that no statistical innovations are likely to produce any major improvements in accuracy, the evidence from the last 25 years supports this. Even such Nobel prize-winning innovations as cointegration modelling and ARCH have not led to major pay-offs. This suggests that forecast model building is most likely to be successful when it is viewed in a wider system context, where constraints (such as service availability in call centre forecasting), interactions (between supplier and retailer) and market plans (between account manager, retailer and manufacturer) all affect the final forecast. As a consequence of adopting a wider system approach, forecasting performance should not only be assessed by standard error measures but linked to organizational performance measures. For example, instead of modelling credit default the focus can be shifted to combined decision and forecasting models to maximize profitability (Finlay, 2008) . Similarly, when forecasting for operations, the effect of error on customer service levels and stock holdings is affected by the MRP system in place. This has recently gained increased attention from a production planning perspective where what is optimal in one situation is far from optimal in another but the forecasting consequences of analysing the combined system remain neglected.
The final research area we highlight is that of model selection. As we have argued, there is considerable scope for improvements in demand forecasting based on the development of appropriate demand classifications rules/method selection protocols. In this case, the 'horses for courses' approach could lead to significant operational benefits; it is interesting indeed that this area has not attracted much attention despite Reid introducing this question to the Society in 1971.
In short, there remain major research opportunities in forecasting though they require a shift in perspective away from traditional statistical analysis. For the practitioner, there is still much to be gained by adopting 'best practice' though the barriers to implementation remain substantial.
