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We will discuss a dichotomy pertaining to escape rates in dynamical systems.
This dichotomy pertains to the limiting behavior of the escape rate as it is
compared to the size of a shrinking hole (the local escape rate). In this case, it
has been shown, with some robustness, that under certain mixing conditions
on the system this limiting behavior is determined by the periodicity of of
the set to which the hole shrinks. We will use a blocking argument to obtain
error estimates for truncation of the limit described above. These will allow
for the result that the double limit describing the local escape rate to be taken
along different paths. Finally, we will discuss a result that ties the escape rate
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In what follows, we will discuss the escape rate for dynamical systems. One
should consider a particular subset of the phase space to be designated as a
hole. In each iterate of the map, we will track the mass remaining in the
system (not having entered the hole). We will call the average exponential
rate of decay in that mass the escape rate. The escape rate has been generally
discussed in [6, 10, 11, 21, 20, 22, 14, 30]. An intuitive property of the escape
rate is its monotonicity. That is, if one hole contains another, then that hole
has a larger escape rate (or at least it does not have a smaller escape rate). One
can show readily that if the probability measure one considers to determine
mass is invariant or non-singular, then the escape rate into a measure-zero set
is zero.
A number of works, see for example [26, 25, 38, 15, 9], have recently
discussed the asymptotics of the decay to zero of the escape rate as the size
of the hole is shrunk to zero. In [18, 19, 16, 17] Freitas, Freitas, et al have
investigated the connection to extreme value theory. Many related works on
the extreme value theory have been compiled in [31]. The result in both cases
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is that the asymptotics are intimately tied to the mixing properties of the
dynamics, as well as the asymptotics of the short return probabilities, both of
which have been investigated by Abadi in several works [1, 4, 2].
In Chapter 2, we will discuss the escape rate, some basic results and first
examples. In Chapter 3, we will discuss error estimates pertaining to local
escape rates for periodic and non-periodic sets in the presence of high extremal
index. In Chapter 4, we will discuss similar results obtained without error
estimates for arbitrary extremal index. In Chapter 5, we will discuss the
conditional escape rate and its connection with the usual escape rate. Finally





In this chapter, we will begin by giving the basic setup of the escape rate, as
well as some relevant definitions and examples. We will note that the primary
computational tool of these examples is the transfer operator. That, however,
will not end up being the case in the majority of the discussion that follows
in subsequent chapters.
2.1 Escape Rate and its Basic Properties
Let X be a compact metric space and T : X → X. Let µ be a Borel probability
measure on X. We will use B to denote the Borel σ−algebra. We will assume
throughout that µ is non-singular with respect to T, meaning µ(T−1A) = 0 if
µ(A) = 0. Let H ∈ B.
Definition 2.1. The hitting time to H is defined by
τH(x) = inf{j ≥ 1|T jx ∈ H}, (2.1)
3
Definition 2.2. The escape rate into H is defined by




log µ{x|τH(x) > t}, (2.2)
provided that the limit exists.
The arguments of ρ may be suppressed in the event that the context is
clear.
Let us give some elementary properties of the escape rate. The first such
result tells us that ρ is an invariant of metric conjugacy.
Proposition 2.3. [11] Let π : X → Y be a metric conjugacy between S :
X → X and T : Y → Y where X and Y are compact metric spaces. Let µ
a Borel probability measure on X and ν a Borel probability measure on Y (
so that π∗µ = ν and πT = Sπ). Let A = π
−1B for A,B measurable in X, Y
respectively. Then ρ(µ,A, S) = ρ(ν,B, T ) provided that either limit exists.
Proof. Let x = π−1y. Then,
τB(y) = inf{j ≥ 1|T jy ∈ B}
= inf{j ≥ 1|πSjπ−1y ∈ B}
= inf{j ≥ 1|Sjx ∈ A}
= τA(x).
Similarly µ{τA > t} = µπ−1{τB > t} = ν{τB > t}. Taking logs, dividing by t,
and then taking the limit completes the proof.
Our second proposition tells us that if the size of the hole is negligible,
then the escape rate is negligible. It also tells us that intuitively, if we expand
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a hole, its escape rate cannot decrease.
Proposition 2.4. If µ(H) = 0, then ρ(µ,H, T ) = 0. Furthermore, the escape
rate is monotone with the hole. More specifically, if H ⊂ K, then ρ(K) ≥
ρ(H).




where in sequence, we have used that µ is a probability measure, the sub-
additivity, and nonsingularity of µ. So µ(τH < t) = 1 and thus, ρ(µ,A, T ) = 0.
To show the monotonicity, we note that if H ⊂ K, then
µ(τK > t) ≤ µ(τH > t), (2.3)
and f(x) = − log(x)
x
is decreasing.
The following proposition is gives some insight into the sensitivity of the
choice of measure.
Proposition 2.5. [14] If ν  µ and C−1 < dν
dµ
< C for some C > 0, then
ρ(µ) = ρ(ν).







C−1µ(B) ≤ ν(B) ≤ Cµ(B).
Thus,
− log µ(B) + log(C) ≥ − log ν(B) ≥ − log µ(B)− log(C).
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By setting B = {τH < t}, and dividing throughout by t and taking the limit
as t→∞, the proof is complete by squeezing theorem.
2.2 Computation for Subshifts of Finite Type
In this section, we compute the escape rate for a basic example: subshifts of
finite type. A similar computation is carried out in several works (see e.g. [6]).
Given a matrix A with entries in {0, 1}, we say a sequence, {sk}, is ad-
missible if, Asksk+1 = 1 for all k. We denote the collection of admissible
sequences by Σ+A.
1 A subshift of finite type is the left shift operator
restricted to Σ+A. We will denote the subshift of finite type with associated




A or just σ.
Let P = (Pij) be a row-stochastic matrix whose nonzero entries correspond
to those of A. Also, let π a stochastic row-vector. The pair, (P, π) induces a
measure on Σ+A in the following way. We will denote by
[s0...sn−1] =
{
{tk}|∀0 ≤ i ≤ n− 1, ti = si
}
the n-cylinders of the subshifts of finite type. Let Fn be the sigma algebra
generated by the n-cylinders. The Markov measure induced by (P, π)2 of





Suppose now that we would like to compute the escape rate into a 1-cylinder.
1The + references the fact that the sequences are indexed over N rather than Z
2The pair (P, π) can be thought of as analogous to the initial distribution and transition
matrix if the reader is familiar with Markov chains
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Let us, for instance, choose H = [0]. Then we have3



















= π̃P̃ t1, (2.8)
where π̃ = πχs0 6=0, and P̃ is the matrix Pij with the column corresponding to
the hole changed to zero, and 1 is a column vector of ones. Evidently,





= − log λ, (2.10)
where λ is the largest eigenvalue of P̃ , and the computation follows from
Gelfand’s formula for the spectral radius (cf. [28]).
2.3 Expanding Linear Markov Maps
In this section we use the results of the previous two to compute the escape
rate into a Markov partition element for a piecewise-linear expanding Markov
map. let I = [0, 1] and I0, ..., In−1 be intervals so that A = {Ij|j = 0, ..., n−1}
be a partition of I. Let T be a map, T : I → I so that T is linear on each Ij and
|T |′Ij | > 1. We will also require that the image of each partition element is a
3Here, we denote by χA the indicator function on A and use a shorthand for describing
sets common to probability, that is {sj 6= 0} in place of {{sk} ∈ Σ+A|sj 6= 0}.
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union of some of the other partition elements. We denote by F , the σ−algebra
generated by the partition elements, and by Fn, the σ−algebra generated by
its refinement via T. i.e. Fn = σ(∨n−1j=0T−jA). Note that by definition, Fn
is the collection of unions of n−cylinders. We will assume, also that A is
generating (cylinders shrink to points).
It has been shown in [5, 34] that I contains a full Lebesgue measure set on




. In light of the conjugacy invariance of the escape rate, holes
that are chosen to correspond to the 1−cylinders have an associated escape
rate that can be computed using the same method of the previous section.
2.4 Survey of Results
Much of the discussion regarding escape rate rests on the work of Keller and
Liverani regarding perturbation of transfer operators, see [30, 27]. In [7] Ulam’s
method is used to numerically approximate the escape rate for Lasota-Yorke
maps. In [11], the problem of where to place a hole to achieve maximal escape
rate for the doubling map and Markov hole is discussed. In the same paper, the
problem of an asymptotics of shrinking the hole to measure zero are discussed
in the same context, see the introduction for more work on this subject. In
[9], the order of limits for this localized escape rate is relaxed, again using
perturbation of transfer operator. In the same paper, there is some discussion
of the connection between escape rates and the extreme value theory. For
more discussion of the extreme value theory see the works of J. M. Freitas,
and A.C.M. Freitas listed in the introduction, as well as the works of F. Yang,
in particular [38]. In [23], the escape rate for products of expanding Markov
8
maps is discussed. In [15], the escape rate for special flows is discussed.
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Chapter 3
The Local Escape Rate
Dichotomy for Points
3.1 Introduction
In this chapter, we will discuss the local escape rate dichotomy for neigh-
borhoods shrinking to a single point. In particular, we will demonstrate the
qualitative difference between periodic and non-periodic points that results
from the periodicity of the point. We will also give tools for computation of
error terms for the local escape rate in terms of this dichotomy that are not
accessible for the case of general null sets.
3.2 Setup
As has been discussed in the previous chapter, if the hole defining the escape
rate is a null set with respect to the reference measure, then the escape rate
is zero, and decreases monotonically for nested sets. As such, it is natural to
10
consider the asymptotics of a series of nested holes whose measure decreases
to zero, normalized against their measure. To that end, we define the local
escape rate as in the previous chapter.
Definition 3.1. We define the local escape rate as
ρ(Λ, µ, T ) = lim
n→∞
ρ(Un, µ, T )
µ(Un)
(3.1)
where µ(Λ) = 0, and Un+1 ⊂ Un with ∩∞n=0Un = Λ, provided that the limit
exists.
Definition 3.2. For a sequence of Un shrinking to a point x,





provided that the limit exists. We will refer to the quantity ϑ as the extremal
index where p is the least period of x, a periodic point, and provided that the
limit exists.
For more on the extremal index, see appendix. Under some technical re-
quirements, we will show that the local escape rate to a non-periodic null set
is 1 and for a periodic point, it is the extremal index.
To achieve a robust result, it is insufficient to simply consider any sequence
of measurable holes. To avoid pathologies (one can, for instance, imagine a
sequence of holes shrinking to a point in a highly asymmetric way), we insist
on some conditions that the nested sequence {Un} must satisfy.
Definition 3.3. We define U jn to be the smallest union of j−cylinders so that
Un ⊂ T−(n−j)Un in the case of left φ-mixing and Un ⊂ U jn in the case of right
φ-mixing
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Definition 3.4. Suppose A is a Markov partition. We say that Un is an
adapted neighborhood system if it satisfies the following.
(1) Un ∈ σ(An).
(2) Un+1 ⊂ Un.
(3) ∩nUn = Λ.
(4) If Λ is nonperiodic, then there exists γ′, C > 0 and K ∈ (0, 1] such that
µ(U jn) ≤ Cj−γ
′
for all j ≤ Kn. If Λ is periodic, then there exists C, γ′ > 0 and
K ∈ (0, 1] so that µ(U jn,u) ≤ Cj−γ
′
for j ≤ K(n+ pu) where p is the minimal
period.
(5) If Λ is periodic with minimal period p, then there exists J(n) ∈ (0, 1) so




We will begin by outlining some useful estimates and computations surround-
ing the hitting time. Suppose that µ is an invariant measure under the action
of T. Then consider the set
{τU ≤ k} (3.3)
We have











so we obtain µ{τU ≤ k} ≤ kµ(U) giving a coarse upper estimate for the
distribution of hitting times.
Consider also,
{τU ◦ T k ∈ A ⊂ R} (3.8)
= {inf{j ≥ 1|T j(T k(x))} ∈ A} (3.9)
= T−k{τU ∈ A}. (3.10)
Collecting these, we have shown the following propositions.
Proposition 3.5. Let µ be a T−invariant measure. Then we have
µ(τU ≤ k) ≤ kµ(U) (3.11)
Proposition 3.6. {τU ◦ T k ∈ A} = T−k{τU ∈ A}
Throughout the text, we will frequently make use of these two results
without explicit reference.
3.4 The blocking argument
In this section, we introduce a blocking argument for φ−mixing systems with
respect to a particular measurable partition. φ−mixing systems are systems
for which the iterates of the map are asymptotically independent (mixing),
where the rate function, φ is given tied to sets in particular σ−algebras gener-
ated by the dynamics acting on the partition. The blocking argument gives a
bound on the error penalty that arises from the difference between asymptotic
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independence and actual independence with respect to the measure. We define
these concepts more precisely as follows.
Let T a measurable map on (Ω,F , µ), with, and A a generating partition
of Ω. We will denote by An, the n-th refinement of A through T, ∨n−1k=0T−kA.
We will denote by σ(An) the σ−algebra generated by An.
Definition 3.7. We say that the measure µ is left φ−mixing with respect to
the map, T and the partition, A, if
∣∣µ(A ∩ T−n−kB)− µ(A)µ(B)∣∣ ≤ φ(k)µ(A) (3.12)
for all A ∈ σ(An), B ∈ σ(∪jAj).
We say that the measure µ is right φ−mixing with respect to the map, T if
∣∣µ(A ∩ T−n−kB)− µ(A)µ(B)∣∣ ≤ φ(k)µ(B) (3.13)
for all A ∈ σ(An), B ∈ σ(∪jAj).
The following lemma allows us to leverage the mixing to break the tail
probability of the hitting time into two blocks and then applying the mixing
to an artificial gap (∆ below) between the blocks.
Lemma 3.8. [4] Suppose that T, µ are left φ−mixing with respect to the
partition A. Then for U ∈ An, s, t > 0, and ∆ < t
2
,
|µ(τU > s+ t)− µ(τU > s)µ(τU > t)| ≤ 2µ(τU > s−∆)(φ(∆− n) + ∆µ(U)).
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Proof. We have for ∆ < t
2
,
|µ(τU > s+ t)− µ(τU > s)µ(τU > t)|
≤
∣∣µ(τU > s+ t)− µ(τU > s, τU ◦ T s+∆ > t−∆)∣∣
+
∣∣µ(τU > s, τU ◦ T s+∆ > t−∆)− µ(τU > t−∆)µ(τU > s)∣∣
+ |µ(τU > s)µ(τU > t−∆)− µ(τU > s)µ(τU > t)|
We also have
∣∣µ(τU > s+ t)− µ(τU > s, τU ◦ T s+∆ > t−∆)∣∣
≤ |µ(τU > s, τU ◦ T s ≤ ∆)|
≤ µ(τU > s−∆)(∆µ(U) + φ(∆− n)),
using the φ−mixing assumption. Also,
∣∣µ(τU > s, τU ◦ T s+∆ > t−∆)− µ(τU > t−∆)µ(τU > s)∣∣
≤ µ(τU > s−∆)φ(∆− n).
Finally,
|µ(τU > s)µ(τU > t−∆)− µ(τU > s)µ(τU > t)|
≤ µ(τU > s−∆)∆µ(U)
Collecting these estimates completes the proof.
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In the following lemma, we apply this result iteratively, using an induction
argument, to split the tail further into more blocks so that we can find a
multiplicative error.
Lemma 3.9. Let s > 0 and ∆ < s
2
. Define q = b s
∆
c and η = q
q+1
. Then
(µ(τU > s) + δ
η)k+a(q) ≤ µ(τU > ks) ≤ (µ(τU > s) + δη)k−2 (3.14)
where δ = 2(∆µ(U) + φ(∆ − n)) and for some a(q) > 0 and k ≥ 2 − q−1 an
integer multiple of q−1.
Proof. Fix any choice of s,∆ < s
2
and k ∈ [2 − q−1, 3]. Next, choose a(q)
sufficiently large so that
(µ(τU > s)− δη)2−q
−1+a(q) ≤ µ(τU > 3s).
Note that for k ≤ k′ we have
(µ(τU > s)− δη)k+a(q) ≤ (µ(τU > s)− δη)2−q
−1+a(q)
≤ µ(τU > 3s)
≤ µ(τU > ks)
µ(τU > k
′s) ≤ µ(τU > ks). So for k ∈ [2− q−1, 3]
µ(τU > ks) ≤ µ(τU > s)µ(τU > (k − 1)s) + δµ(τU > (k − 1− q−1)s)
≤ µ(τU > s)2 + δµ(τU > s)
= µ(τU > s)(µ(τU > s) + δ)
≤ (µ(τU > s) + δη)k−2.
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Thus we have
µ(τU > ks) ≤ (µ(τU > s) + δη)k−2 (3.15)
for k ∈ [2− q−1, 3], because µ(τU > s) ≤ µ(τU > s) + δη), and µ(τU > s) ≤ 1.
We claim the above bound holds for k > 3. We will proceed by induction
on k:
µ(τU > ks) ≤ µ(τU > s)µ(τU > (k − 1)s) + δµ(τU > (k − 1− q−1)s)
≤ µ(τU > s)(µ(τU > s) + δη)k−3 + δ(µ(τU > s) + δη)k−3−q
−1
= (µ(τU > s) + δ
η)k−3−q
−1
[µ(τU > s)(µ(τU > s) + δ)
q−1 + δ]
≤ (µ(τU > s) + δη)k−2.
We justify the last inequality as follows. By definition of η, we have δ = δηδ
η
q ≤
δη(µ(τU > s) + δ
η)q
−1
. Consider the bracketed term in the third line.
µ(τU > s)(µ(τU > s) + δ)
q−1 + δ
≤µ(τU > s)(µ(τU > s) + δ)q
−1
+ δη(µ(τU > s) + δ
η)q
−1




By induction this completes the proof.
3.5 Main Results
We will now state and prove the main results of this chapter, outlined as
follows. First, we give results that determines the limiting behavior of an
adapted neighborhood system shrinking for both non-periodic and periodic
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points. Next we discuss some immediate corollaries. Finally we will state and
prove the main lemmas before returning to the proofs of the main theorems.
Theorem 3.10. Let µ left φ−mixing measure with respect to a generating
partition A. Suppose that U ∈ σ(An) for some n. Then for t ∼ ks, s = q∆,
and η = q
q+1∣∣∣∣ log(µ(τU > t))tµ(U) − 1






















∣∣∣∣∣∣ ≤ E1(n, J, `), (3.16)
|µ(Uu)− µ(U)ϑu| ≤ E2(u). (3.17)
Then we have for t ∼ ks and J ∈ (0, 1),



































The local escape rate is defined using two limits. First, we take the limit
as the cutoff for the hitting time (t) approaches infinity. Then we take the
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limit as the size of the hole (µ(U)) shrinks to zero. The following allows us
to relax this and considering different paths that t, µ(U) could take to ∞, 0
respectively.
Definition 3.12. Let ρα(Un) = limn→∞− 1tµ(Un) log µ(τUn > t), where λ > 0.
and t = λµ(Un)
−α.
Using the error estimates proved in this section, We will show that this
adjusted version of the escape rate follows the same dichotomy as the original
formulation (definition 3.1).

















If ξn1 . µ(Un) . ξ
n
2 for 0 < ξ1 < ξ2 < 1 or n
−γ1 . µ(Un) . n−γ2 and αγ1 < 1
then in either case
ρα(Un)→

1 under the assumptions of 3.10
1− ϑ under the assumptions of 3.11
.
We will now state and prove the main lemma for non-periodic points. We
note that this proof does not require the blocking argument and generally
applies in the case of null sets as well. We will adjust the proof minimally when
discussing the null-set case for the purposes of keeping that section somewhat
self-contained.
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Lemma 3.14. Suppose that U ∈ σ(An) for some n. Then we have that
∣∣∣∣µ(τU ≤ s)sµ(U) − 1
∣∣∣∣ ≤ C(π(U)−θ+1 + sµ(U))1 + C(π(U)−θ+1 + sµ(U)) ,
where θ = min{p, γ} and some C > 0.
Proof. First, we find an upper bound for the desired quantity. By definition
of the hitting time we have µ(τU ≤ s) = µ(∪sj=1T−jU) ≤ sµ(U) Thus we have
that µ(τU≤s)
sµ(Un)
≤ 1 for all n.
Next, we find a lower bound. Consider the function that counts the number
of hits up to time s. N =
∑s























Finally we wish to show that this lower bound approaches 1 as n→∞. As




















= sµ(U) + 2
s∑
k=1
(s− k)µ(T−kU ∩ U).
We then split the values of k to use φ−mixing. First, if 1 ≤ k < π(U) then
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µ(T−kU ∩ U) = 0. by definition. Second, if k > 2n then we use the φ−mixing
directly
µ(T−kU ∩ U) ≤ µ(U)(φ(k − n) + µ(U)) ≤ µ(U)(φ(k/2) + µ(U)).
For the remaining values of k (i.e.π(U) ≤ k ≤ 2n), we use the assumption on
U . Let U [k/2] be the smallest element of σ(A[k/2]) such that T n−[k/2]U ⊂ U [k/2].
Then we have
µ(U ∩ T−kU) ≤ µ(U ∩ T−(n+k−[k/2])U [k/2]) ≤ µ(U)(φ(k/2) + µ(U [k/2])).


























≤ 2sµ(U)(C2π(U)−γ+1 + sµ(U) + C3π(U)−p+1).
Thus,
1
1 + Cπ(U)−γ+1 + 2sµ(U) +Dπ(U)−p+1





∣∣∣∣µ(τU ≤ s)sµ(U) − 1
∣∣∣∣
≤ 1− 1
1 + Cπ(U)−γ+1 + 2sµ(U) +Dπ(U)−p+1
≤ C(π(U)
−θ+1 + sµ(U))
1 + C(π(U)−θ+1 + sµ(U))
.
The final inequality follows from calculus on the function x
1+x
.
As an immediate consequence, we have the following.
Corollary 3.15. Let Un ∈ σ(An) be a sequence of nested sets so that ∩nUn =




Remark 3.16. In the above proof, and lemmas π can be replaced by πess
because πess ≤ π










∣∣∣∣∣∣ ≤ E1(n, J, `), (3.19)
|µ(Uu)− µ(U)ϑu| ≤ E2(u). (3.20)
Then we have




























Proof. First, we apply inclusion-exclusion, showing







where M`+1 is the measure of all points which hit U exactly `+ 1 times before
s. Next, we split M`+1 into a principal, P`+1, and remainder part, R`+1.
If a sequence of consecutive hits are within Jn of each other, we say they
are clustered. Points at least Jn apart are said to be in different clusters.
The principal part measures points which only have a single cluster of short
returns to the set. The remainder are those that have multiple clusters. We
will use the invariance of the measure to move the starting position of all such
sequences of hits to 0. This will contribute a multiple of at most s. We denote
by G`+1(s), the collection of hit arrangements that only have one cluster and
have their first hit at 0.
Consider an element of G`+1(s) that ends at i` = up, so that we only hit on






with the above requirements.
If the probability of an overlap is ϑ, we have that the probability of having
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where k = u − `. We can recognize, in the last term the negative binomial
distribution. The possible values of k are 0 ≤ k ≤ Jn
p
























= 1− ϑ. (3.24)
The bulk of the argument consists of using the mixing to argue that the con-
tribution of sequences of hits that do not meet the above description becomes
negligible in the limit.
By (3.19), we have for Q`+1(s) :=
∑
~i∈G`+1(s) µ(C~i) where C~i is the set of





)`∣∣∣∣∣ ≤ I + II + III + IV, (3.25)
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By repeating the estimates II, III, IV with `Q`+1 instead of sQ` + 1 we can















Thus, to conclude our argument, we have















noting that for `+ 1 ≥ Jn
p




































Thus, finally we have

















n )) is found by using mixing on the terms with
multiple clusters (here, φ2 is the second tail sum of φ). Dividing through by
sµ(U) completes the our sketch of the proof. The remaining details on the
remainder terms can be found in [26, Lemma 3], however we will give an idea
for how the mixing is used in the appendix.
We now complete the proof of the two main theorems.
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Proof of Theorems 3.9 and 3.10. We first consider µ(τU > t).Allowing s,∆ to
be given with ∆ < s. We use the division algorithm on t by s to write t = ks+r
where 0 ≤ r < s. We will also define q by s = q∆ and assume that q is a
natural number. If t = ks, then we have, by Lemma 3,
µ(τU > ks) ≤ (µ(τU > s) + δη)k−2
Taking logs and dividing by ksµ(U), we get
1
ksµ(U)
log(µ(τU > ks)) =
k − 2
ksµ(U)

















∣∣∣∣ 1ksµ(U) log(µ(τU > ks))− 1
∣∣∣∣ . 1k + Cπ(U)−θ+11 + Cπ(U)−θ+1 + δηs(n)µ(U) + sµ(U))
Where in the third equality we have suppressed the much smaller higher order
terms in the expansion. Similarly we have
k − 2
ksµ(U)












Where the terms E,R are as defined in 3.14. Thus we find that
∣∣∣∣ log(µ(τU > ks))ksµ(U) − (1− ϑ)












We now prove the main corollary.
Proof of Corollary 3.12. Let s = µ(Un)








Next, let ∆ = sβ for β ∈ (0, 1). Assume that φ(j) . j−p, and that n−γ1 .


















. n−γ1(ηβp(α−ε)+1−α+ε) → 0.
If we consider the right-hand side of (3.26) we note that for n sufficiently large
the
exponent approaches α(1− β) > 0.
Now take α > 1, and let a = 1
α
, and s = µ(Un)




−(α−a) →∞. We also have sµ(Un) = µ(Un)1−a → 0. If we take ∆ = sβ






since for n sufficiently large we have |η−1| small and a(1−βη) ∼ a(1−β) > 0.
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Thus we have φ(∆−n)
η
sµ(Un)







∆− n ∼ ∆).
We now consider the case where µ(Un) are decreasing exponentially fast,
that is, we assume that ξn1 . µ(Un) . ξ
n
2 with 0 < ξ1 < ξ2 < 1. For this case,
we choose s = ξ−χn2 for some χ ∈ (0, 1), and again ∆ = sβ for some β ∈ (0, 1)










which implies that φ(∆−n)
η
sµ(Un))












since for n sufficiently large, η > log ξ2
log ξ1
.


















































yields the desired convergence.
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Chapter 4
Escape Rate Dichotomy for
General Null Sets
4.1 Introduction
In this chapter, we will discuss the local escape rate dichotomy as it applies
to general null-sets, not just points. Some adjustments will be made to the
framework of the discussion in light of the fact that we will no longer be looking
to show the error estimates discussed in Chapter 3.
4.2 Preliminaries
We begin by introducing some notations and definitions.
Definition 4.1. We define the higher order hitting times recursively. Let
τ 0U = 0 and τ
1
U = τU as previously defined, then
τ `U = τ
`−1
U + τU ◦ T
τ`−1U . (4.1)
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Remark 4.3. We note here that α̂`(K) is monotonically increasing in K, and
bounded above by 1. so provided the α̂`(K) exist, the α̂` exist. Similarly, the
α̂`(K) are decreasing in ` and thus so are the α̂`.







Definition 4.5. We define the level sets of the hitting times after a specific











Definition 4.6. A nested sequence {Un ∈ Aκn} is called a good neighbor-
hood system, if:
1. κn ↗∞ and κnµ(Un)ε → 0 for some ε ∈ (0, 1);




1µUn refers to the measure µ conditioned on Un
31
4.3 Gibbs-Markov Systems
A map T : M → M is called Markov if there is a countable measurable
partition A on M with µ(A) > 0 for all A ∈ A, such that for all A ∈ A,




−jA as before, it is also assumed that A is (one-sided) generating.
Fix any λ ∈ (0, 1) and define the metric dλ on M by dλ(x, y) = λs(x,y),
where s(x, y) is the largest positive integer n such that x, y lie in the same n-
cylinder. Define the Jacobian g = JT−1 = dµ
dµ◦T and gk = g · g ◦ T · · · g ◦ T
k−1.
The map T is called Gibbs-Markov if it preserves the measure µ, and also
satisfies the following two assumptions:
(i) The big image property: there exists C > 0 such that µ(T (A)) > C for all
A ∈ A.
(ii) Distortion: log g|A is Lipschitz for all A ∈ A.
In view of (i) and (ii), there exists a constant D > 1 such that for all x, y
in the same n-cylinder, we have the following distortion bound:
∣∣∣∣gn(x)gn(y) − 1
∣∣∣∣ ≤ Ddλ(T nx, T ny),




For an excellent survey of results relating to limit laws for Gibbs-Markov sys-
tems, we refer the reader to the dissertation of X. Zhang [41].
Remark 4.7. In light of in [32, Lemma 2.4(b)], Gibbs-Markov systems are
exponentially left φ-mixing, that is, φ(k) . ηk for some η ∈ (0, 1). In fact
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|µ(A ∩ (T−(n+k)B) − µ(A)µ(B)| ≤ ηkµ(A)
√
µ(B), but Gibbs-Markov systems
need not be ψ−mixing or both left and right φ−mixing.
4.4 Main results
Theorem 4.8. Assume that T : M → M preserves a probability measure µ
that is both left and right φ-mixing with φ(k) ≤ Ck−p for some C > 0 and




Then α1 exists, and the localized escape rate at Λ exists and satisfies
ρ(Λ, {Un}) = α1.
For Gibbs-Markov systems, the same result is true:
Theorem 4.9. Assume that T : M → M is a Gibbs-Markov system with
respect to the partition A. Let {Un} be a good neighborhood system such that
{α̂`} exists, and satisfies
∑
` `α̂` <∞.
Then α1 exists. Furthermore, the localized escape rate at Λ exists and
satisfies
ρ(Λ, {Un}) = α1.
Both of these theorems follow immediately from the corresponding lemmas
in the previous sections.
Corollary 4.10. Let (M, T,B, µ) be a measure preserving system. Assume
that {Un} is a good neighborhood system with πess(Un) → ∞, and (T, µ,A)
satisfies one of the following two assumptions:
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1. either µ is both left and right φ-mixing with φ(k) ≤ Ck−p for some p > 1;
2. or T is Gibbs-Markov;
then the localized escape rate at Λ exists and satisfies
ρ(Λ, {Un}) = 1.
As an immediate corollary, we have:
Corollary 4.11. The conclusion of Corollary 4.10 holds if the assumption:
“πess(Un)→∞” is replaced by the following assumptions:
1. T is continuous, Λ = ∩nUn = ∩nUn;
2. Λ intersects every forward orbit at most once, that is, for every x ∈ Λ
we have Λ ∩ {T k(x) : k ≥ 1} = ∅.
4.5 Proofs of Main Results
The next lemma establishes the relation between the escape rate and the
probability of short entries:
Lemma 4.12. Assume that µ is left φ-mixing for the partition A, with φ(k) ≤
Ck−p for some p > 0. Let {Un ∈ σ(Aκn)} be a nested sequence of sets for









where sn = bµ(Un)−(1−a)c for any fixed a > 0 small enough.
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Remark 4.13. At first glance, the right-hand side of (3.1) is similar to the
definition of the local escape rate given above. However, since sn  µ(Un)−1
(where the latter is the average return time given by Kac’s formula), µ(τUn ≤
sn) concerns the probability of short entries to U .
Proof. Let {sn}, {∆n} be increasing sequences of positive integers with ∆n <
sn/2, whose choice will be specified later. Write qn = bsn/∆nc, ηn = qnqn+1 and
δn = 2(∆nµ(Un) + φ(∆n − κn)) as before. By Lemma 3.9 we get
1
ksn
| log µ(τUn > ksn)| =
k − 2
ksn
| log (µ(τUn > sn) + δηnn ) |.










µ(τUn ≤ sn) + o(snµ(Un)) +O(δηnn )
)
. (4.7)
Here we used the trivial estimate
µ(τUn ≤ sn) ≤ µ(∪1≤k≤snT−k(Un)) ≤ snµ(Un).












It remains to show that the second term converges to zero for some proper
choice of {sn} and ∆n. For this purpose, we fix some a ∈ (0, 1), b ∈ (ε, 1) and
choose sn = bµ(Un)−(1−a)c, and ∆n = bµ(Un)−bc  κn = o(µ(Un)−ε). Then
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In order for both terms to go to zero, we need:
1. 1−a > b, which guarantees that sn  ∆n, so qn →∞ and consequently
ηn ↗ 1; then the first term will go to zero;
2. bp > a, so that the second term goes to zero.
Both requirements are satisfied if we take any b ∈ (ε, 1), then choose 0 < a <







4.5.1 Systems that are left and right mixing
Lemma 4.14. Let µ be both left and right φ-mixing for the partition A, with
φ(k) ≤ Ck−m for some m > 1. Assume that {Un} is a good neighborhood
system, such that α̂`(K) exists for K large enough, and
∑







for any increasing sequence {sn} for which snµ(Un)→ 0 as n→∞.
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Proof. For an given integer s, write Zsn =
∑s
j=1 IUn ◦ T j which counts the
number of entries to Un before time s. Let K be a large integer, then by [25]
Lemma 3 for every ε > 0 one has µ(τUn ≤ K) = α1Kµ(Un)(1 +O∗(ε)), where
the notation O∗ means that the implied constant is one (i.e. x = O∗(ε) if
|x| < ε). For simplicity, assume r = sn/K is an integer and put
Vq = {ZKn ◦ T qK ≥ 1},
q = 0, 1, . . . , r − 1, and
Dq = {Vq, Z(r−q−1)Kn ◦ T (q+1)K = 0}.
Then




is a disjoint union. Let us now estimate




n ◦ T (q+1)K+2
√























For the second sum, we use right φ-mixing to get (and recall that U jn is the




























(µ(U j/2n ) + φ(j/2)),
where the last equality follows from
µ(Vq) = µ(τUn ≤ K) = α1Kµ(Un)(1 +O∗(ε)).
Combine the previous estimates, we get




n ◦ T (q+1)K+2
√































i=u φ(i) is the tail-sum of φ.
If n is large enough so that max{snµ(Un), κnµ(Un), φ1(κn)} < ε then
F ≤ 2ε+ 2√
K
+O(1)















where we used the assumption that µ(U
(i)
n ) ≤ µ(Un) +Ci−m
′
for some m′ > 1.
Consequently
µ(Dq) = µ(Vq)− µ(Vq, Z(r−q−1)Kn ◦ T (q+1)K ≥ 1) = µ(Vq)(1 +O∗(F )),
and since {ZqKn ≥ 1, Vq} = Vq and µ(Vq) = µ(V0) we get
µ(Zsnn ≥ 1) =
r−1∑
q=0
µ(Dq) = rµ(V0)(1 +O∗(F )).
Since by [25] Lemma 3 µ(V0) = α1Kµ(Un)(1 +O∗(ε)) we obtain
µ(τUn ≤ sn) = rµ(V0)(1 +O∗(F )) = α1snµ(Un)(1 +O∗(ε+ F )).
The statement of the lemma now follows if we let ε→ 0 and K →∞.
4.5.2 Main lemma for Gibbs-Markov systems
Lemma 4.15. Let (T, µ,A) be a Gibbs-Markov system. Assume that {Un} is
a good neighborhood system, such that α̂`(K) exists for K large enough, and
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∑






for any increasing sequence {sn} for which snµ(Un)→ 0 as n→∞.
Proof. Recall that Gibbs-Markov systems are left φ-mixing with exponential
rate. The proof follows the lines of Lemma 4.14 with only one modification:















Each term in the summation can be bounded by:
























 = µ(Un)µ(U jn),
where the third and forth inequality follow from the distortion and the big














and the rest of the proof is identical to Lemma 4.14.
4.5.3 Some remarks on the extremal index




µUn(τUn > Kn), (4.9)
where Kn → ∞ is some increasing sequence of integers. It is shown in [38,
Proposition 5.4] that under the assumption of Theorem 4.9 we have
α1 = θ.
It is also straight forward to check that the proof of Lemma 4.14 and ??
remain true with α1 replaced by θ. We state this as the following proposition:
Proposition 4.16. Assume that one of the following assumptions holds:
1. either µ is both left and right φ-mixing with φ(k) . k−p, p > 1;
2. or (T, µ,A) is a Gibbs-Markov system.
Let θ be the extremal index defined by (4.9) for some sequence {Kn}. Then
for any good neighborhood system {Un} and any increasing sequence {sn} with







Furthermore, the local escape rate at Λ = ∩nUn exists and satisfies
ρ(Λ) = θ.
Theorem 4.17. Assume that T : M →M preserves a measure µ that is left
φ-mixing with φ(k) ≤ Ckp for some C > 0 and p > 1, and {Un ∈ Aκn} is a
nested sequence of sets with κnµ(Un)
ε → 0 for some ε ∈ (0, 1).
Assume that θ defined by (4.9) exists for some sequence {Kn} with Kn >
(κn)






In this brief chapter, we discuss the conditional escape rate in reference to
the usual escape rate. We will show using only basic tools that if either the
conditional or usual escape rate exists, then the other exists, and they are
equal.
5.2 Preliminaries
Let T : M→M and µ a T-invariant measure with associated σ−algebra, F .
The following lemma establishes a relationship between the hitting times and
the return times.
Lemma 5.1. For any set U ⊂M with µ(U) > 0, let Ak := {x ∈M|τU ≥ k},
and Bk := {x ∈ U |τU ≥ k} = Ak ∩ U. Then we have
µU(Ak)µ(U) = µ(Bk) = µ(Ak)− µ(Ak+1) (5.1)
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Proof. By definition we have Ak+1 ⊂ Ak. Thus, we compute
µ(Ak+1) = µ(∩kj=1T−jU c)
= µ(T−1(∩k−1j=0T−jU c))
= µ(U c ∩k−1j=1 T−jU c)
= µ(U c ∩ Ak)
= µ(Ak)− µ(U ∩ Ak)
= µ(Ak)− µ(Bk),
where the third equality follows from the invariance of µ.
Next, we establish the exponential rate for a sequence with of telescoping
terms based on the original sequence it was built from.
Lemma 5.2. Suppose that limn→∞− log(an)n = ϑ > 0. Let bn = (an − an+1).







Remark 5.3. Note that there are counterexamples for which the statement of
the lemma does not hold when bn is not monotonically decreasing.












Then by (5.2), and (5.3), we have































for all ε > 0. Sending ε → 0, we get lim infn→∞− log(bn)n ≥ ϑ. Note that this
bound on the lim inf does not require the monotonicity.





= ϑ′ > ϑ.








But then for nk sufficiently large,






where the second inequality follows from the monotonicity of the bj which
yields a contradiction since we can choose ε > 0 so that ϑ′ − ε > ϑ + ε, and
2(ϑ− ε) > ϑ+ ε and then the decay rate of the right-hand side in (5.4) is more











which completes the proof.
By choosing ak = µ(Ak), bk = µ(Bk), and C =
1
µ(U)
, we retrieve the
following:
Proposition 5.4. − 1
k
log µ(τU ≥ k)→ ϑ if and only if
− 1
k
log µU(τU ≥ k)→ ϑ.
Definition 5.5. We define the escape rate and the conditional escape










log(µU(τU > k)). (5.6)
5.3 Main Result
Theorem 5.6. For every U ∈ F so that µ(U) > 0, assume that either ρ(U)
exists, or ρU(U) exists. Then both exist and ρ(U) = ρU(U).
Remark 5.7. Note that this theorem does not require any mixing assumptions.
It is just a cosmetic restatement of the immediately preceding proposition in
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6.1 Extreme value theory
Let M a manifold with φ : M → R ∪ {∞} continuous achieving its maximum
on a null set, Λ. We then consider T : M →M and the dynamics of φ.
Definition 6.1. Let Xj = φ◦T j for j ∈ N. Let un a sequence of real numbers to
be thought of as thresholds and let Mt = max0≤k≤t{Xk}. Define the threshold
family of open set
Un = {φ > un} (6.1)
.





log µ(Mt < un) (6.2)





Definition 6.3. We also define the inner and outer approximating sets
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for the sets Un. For a sequence of real numbers rn,
U in = Un\∪x∈∂UnBrn(x) (6.4)
U on = ∪x∈UnBrn(x). (6.5)
Note that we have U in ⊂ Un ⊂ Un ⊂ U on.
Additionally, we will require the assumption that with respect to our mea-
sure, these are good approximations of the set Un in the following sense.
Definition 6.4. that there exists a sequence rn → 0 so that
µ(U on\U in) = o(1)µ(Un). (6.6)
where o(1) refers to the limit in n. We say that Un is well-approximated if
such a sequence, rn exists
Theorem 6.5. Assume that
1. either µ is both left and right φ-mixing with φ(k) ≤ Ck−p, p > 1;
2. or (T, µ,A) is a Gibbs-Markov system.
Let ϕ : M → R∪{+∞} be a continuous function achieving its maximum on a
measure zero set Λ. Let {un} be a non-decreasing sequence of real numbers with
un ↗ supϕ, such that the open sets Un defined above are well-approximated
and {α̂`} exists and satisfies
∑
` `α̂` < ∞. Write κn for the smallest positive
integer with diamAκn ≤ rn where {rn} is the sequence given by assumption
on Un. We assume that:
1. κnµ(Un)
ε → 0 for some ε ∈ (0, 1);
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2. Un has small boundary: there exists C > 0 and p






≤ Cj−p′ for all n and j ≤ κn.
Then the exceedance rate of ϕ along {un} exists and satisfies
ζ(ϕ, {un}) = α1.
Proposition 6.6. Let {Un}, {Vn} and {Wn} be sequences of nested sets with
Vn ⊂ Un ⊂ Wn for each n, and Λ = ∩nUn = ∩nVn = ∩nWn. Assume that
µ(Wn \ Vn) = o(1)µ(Vn), (6.7)
and ρ(Λ, {Wn}) = ρ(Λ, {Vn}) = α.
Then we have
ρ(Λ, {Un}) = α.
Proof. Vn ⊂ Un ⊂ Wn implies that τWn ≥ τVn ≥ τUn . Therefore we have
ρ(Wn) ≥ ρ(Un) ≥ ρ(Vn).
On the other hand, (6.7) means that µ(Wn)/µ(Vn)→ 1. We thus obtain
ρ(Λ, {Wn}) ≥ ρ(Λ, {Un}) ≥ ρ(Λ, {Vn}),
and the proposition follows from the squeeze theorem.
Proof of Theorem 6.5. For the sequence {rn} given in Assumption 6.6, we
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write κn for the smallest integer such that diamAκn ≤ rn. Then consider
Vn = ∪A∈Aκn ,A⊂UnA, Wn = ∪A∈Aκn ,A∩Un 6=∅A.
Clearly we have Vn ⊂ Un ⊂ Wn for each n. Moreover, the choice of κn gives
U in ⊂ Vn, Wn ⊂ U on.
Combine this with (6.6), we have µ(Wn \ Vn) = o(1)µ(Vn).
Let us write α̂∗` , ∗ = U, V,W for α̂` defined using {Un}, {Vn}, {Wn}, respec-










` <∞ implies that the same holds for α̂∗` , ∗ = V,W , and
the value of α1 defined by {Vn}, {Un}, {Wn} are equal.
It remains to show that {Vn} and {Wn} are good neighborhood systems.
(1) of Definition 4.6 holds due to (a) in Theorem 6.5. For (2) of Definition 4.6,
observe that








 ≤ µ(Vn) +Cj−p′ ,
thanks to (b) in Theorem 6.5. A similar argument shows that {Wn} is also a
good neighborhood system.
Now we can apply Theorem 4.8 or 4.9 on {Vn} and {Wn} to obtain
ρ(Λ, {Wn}) = ρ(Λ, {Vn}) = α1.
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It then follows from Proposition 6.6 that ρ(Λ, {Un}) = α1. This concludes the
proof of Theorem 6.5.




for some sequence Kn > κ
2
n, the conditions on the right φ-mixing and V
j
n can
be dropped. We thus obtain the following version of Theorem 4.17 for open
sets {Un}:
Theorem 6.7. Assume that T : M → M preserves a measure µ that is left
φ-mixing with φ(k) ≤ Ckp for some C > 0 and p > 1.
Let ϕ : M → R ∪ {+∞} be a continuous function achieving its maxi-
mum on a measure zero set Λ. Let {un} be a non-decreasing sequence of real
numbers with un ↗ supϕ, such that the open sets Un defined by (6.1) satisfy
Assumption 6.6. Write κn for the smallest positive integer with diamAκn ≤ rn
where {rn} is the sequence in Assumption 6.6. We assume that:
1. κnµ(Un)
ε → 0 for some ε ∈ (0, 1);
2. the extremal index θ defined by (4.9) exists for some sequence Kn >
(κn)
2.
Then the exceedance rate of ϕ along {un} exists and satisfies
ζ(ϕ, {un}) = ρ(Λ, {Un}) = θ.
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6.2 Escape rate under inducing
In this section, we will state a general theorem for the local escape rate under
inducing. For this purpose, we consider a measure preserving dynamical sys-
tem (Ω̃, T̃ , µ̃) with µ̃ being a probability measure. Given a measurable function
R : Ω̃→ Z+ consider the space Ω = Ω̃× Z+/ ∼ with the equivalence relation
∼ given by
(x,R(x)) ∼ (T̃ (x), 0).
Define the (discrete-time) suspension map over Ω̃ with roof function R as the
measurable map T on the space Ω acting by
T (x, j) =
 (x, j + 1) if j < R(x)− 1,(T̃ x, 0) if j = R(x)− 1.
We will call Ω a tower over Ω̃ and refer to the set Ωk := {(x, k) : x ∈ Ω̃, k <
R(x)} as the kth floor where Ω̃ can be naturally identified with the 0th floor
called the base of the tower.
For 0 ≤ k < i, set Ωk,i = {(x, k) : R(x) = i}. The map
Π : (x, k) 7→ x
is naturally viewed as a projection from the tower Ω to the base Ω̃ and for any
given set U ⊂ Ω we will write
Ũ = Π(U).
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It is easy to verify that µ̂ is T -invariant and if µ̃(R) =
∫
Rdµ̃ < ∞ then µ̂ is




is a T -invariant probability measure on Ω.
We write Ũ = Π(U) ⊂ Ω̃, Λ̃ = ∩nŨn and define ρ̃(Λ̃, {Ũn}) to be the
localized escape rate at Λ̃ for the system (Ω̃, T̃ , µ̃). The following theorem
relates the escaped rate of the base system with that of the suspension. A
similar result is obtained for continuous suspensions under the assumption
that R is bounded, see [15].
Theorem 6.8. Let (Ω, T, µ) be a discrete-time suspension over an ergodic
measure preserving system (Ω̃, T̃ , µ̃) with a roof function R satisfying the fol-
lowing assumptions:
1. R has exponential tail: there exists C, c > 0 such that µ̃(R > n) ≤ Ce−cn;
2. exponential large deviation estimate: for every ε > 0 small, there exists
Cε, cε > 0 such that the set
Bε,k =
{







∣∣∣∣∣ > ε for some n ≥ k
}
,
satisfies µ̃(Bε,k) ≤ Cεe−cεk.
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Then for every nested sequence {Un}, we have
ρ(Λ, {Un}) = ρ̃(Λ̃, {Ũn}).
Proof. The result of this theorem is in fact hidden in the proof of Theorem 4
of [26] and Theorem 3.2 (1) in [9]. We include the proof here for completeness.





where τ̃ is the return times defined for the system (Ω̃, T̃ , µ̃). By the Birkhoff












where we apply the Kac’s formula on the last equality and use the fact that µ
is the lift of µ̃.
On the other hand, since the return time function R has exponential tail,
we get, for each ε > 0 and t large enough,
µ((x,m) : m > εt) . e−cεt.
To simplify notation, we introduce the set (n is fixed)
At =
y = (x,m) : m < εt,
τ̃Ũn (y0)−1∑
j=0
R(T̃ j(y0)) > (1 + ε)t
 ∩Bcε,k.
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Combine (6.8) with the previous estimates on Bε,k, for k = t(1 + ε) we get
∣∣µ(τŨn > t)− µ(At)∣∣ . e−cεt + e−cε(1+ε)t. (6.9)
Note that At contains the set
A−t =
{





and is contained in
A+t =
{


















































µ(Un) < min{cε, cε(1 + ε)}.
It then follows that the right-hand-side of (6.9) is of order o(µ(A±t )). We thus
obtain
















for every ε > 0. This shows that ρ(Λ, {Un}) = α = ρ̃(Λ̃, {Ũn}).
6.3 Young Towers
Young’s towers, also known as the Gibbs-Markov-Young structure, is first
introduced by Young in [39] and [40]. Young’s tower can be viewed as a
discrete time suspension over a Gibbs-Markov system (Ω̃, T̃ , µ̃), such that the
roof function R (in this case, it is usually call the return time function) is
integrable with respect to the measure µ̃.
Theorem 6.9. Assume that T is a C2 map modeled by Young’s tower, such
that the return time function R has exponential tail: there exists λ ∈ (0, 1)
such that
µ̃(R > n) . λn.
Let {Un ⊂ Ω̃} be a nested sequence of sets satisfying the assumption of
Theorem 4.9 in the cylinder case, or Theorem 6.5 in the open set case. Then
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the localized escape rate at Λ = ∩nUn exists and satisfies
ρ(Λ, {Un}) = α1.
Proof. Young towers can be interpreted as discrete-time suspension over
Gibbs-Markov maps. The exponential tail of µ(R > n) implies the expo-
nential large deviation estimate (see for example [9] Appendix B). Therefore
Theorem 6.9 immediately follows from Theorem 4.9, Theorem 6.5 and Theo-
rem 6.8.
6.4 Examples
6.4.1 Periodic and non-periodic points dichotomy
First we consider the case where Λ = {x} is a singleton, and Un = Bδn(x) is a
sequence of balls shrinking to x. Alternatively one could take ϕ(y) = g(d(y, x))
for some function g(x) : R → R ∪ {+∞} achieving its maximum at 0 (for
example, g(y) = − log y) and let un ↗ ∞ be a sequence of threshold tending
to infinity. Then Un = {y : ϕ(y) > un} is a sequence of balls with diameter
shrinking to zero.
This situation has been dealt with in [9] for certain interval maps, and
in [26] for maps that are polynomially φ-mixing. A dichotomy is obtained:
when x is non-periodic the local escape rate is 1; when x is periodic then
ρ(x) = 1− θ where






where p is the period of x. When µ is an equilibrium state for some potential
function h(x) with zero pressure, one has θ = eSph(x) where Sp is the Birkhoff
sum. See [9].
Note that if x is non-periodic then one naturally deduces that π(Un)↗∞
(see for example [26, Lemma 1]). When x is periodic, in [25, Section 8.3] it
is shown that α̂` = θ
l−1 is a geometric distribution. In particular one has∑
` `α̂` <∞ and α1 = 1− θ. This leads to the following theorem:
Theorem 6.10. Assume that
1. either µ is both left and right φ-mixing with φ(k) ≤ Ck−m, m > 1;
2. or (T, µ,A) is a Gibbs-Markov system.
Assume that 0 < rn < δn satisfies
µ(Bδn+rn(x) \Bδn−rn(x)) = o(1)µ(Bδn(x)).
Write κn for the smallest positive integer with diamAκn ≤ rn. We assume
that:
1. κnµ(Un)
ε → 0 for some ε ∈ (0, 1);
2. Un has small boundary: there exists C > 0 and m






≤ Cj−m′ for all n and j ≤ κn.
3. when x is periodic with period p, θ defined by (6.11) exists.
Then we have
ρ({x}, {Bδn(x)}) = α1 =

1 if x is non-periodic
1− θ if x is periodic
.
59
This theorem improves [26, Theorem 2] by dropping the assumption θ <
1/2. Also note that such results can be generalized to interval maps which can
be modeled by Young’s towers using Theorem 6.9.
6.4.2 Cantor sets for interval expanding maps
For simplicity, below we will only consider the Cantor ternary set. However
the argument below can be adapted to a large family of dynamically-defined
Cantor set discussed in [17] with only minor modification.
Consider the uniformly expanding map T (x) = 3x mod 1 defined on the
unit interval [0, 1]. We take Λ to be the ternary Cantor set on [0, 1], and define
recursively: U0 = [0, 1]; Un+1 is obtained by removing the middle third of each
connected component of Un. Then we have ∩nUn = Λ.
Theorem 6.11. For the uniformly expanding map T (x) = 3x mod 1 on [0, 1],





Proof. Let A = {[0, 1/3), [1/3, 2/3), [2/3, 1]} be a Markov partition for T , with
respect to which the Lebesgue measure µ is exponentially ψ-mixing1. Below
we will verify the assumptions of Proposition 4.16.
It is easy to see that Un ∈ An, i.e., κn = n. On the other hand, µ(Un) =
2n/3n which shows that item (1) of Definition 4.6 is satisfied for any ε ∈ (0, 1).
1ψ−mixing is a stronger assumption than both left and right φ−mixing. See Appendix
B
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For item (2), note that U jn = U
j which implies that






We conclude that {Un} is a good neighborhood system.
The extremal index of Λ is studied in the recent work [17]. It is proven
in [17, Theorem 3.3] that θ defined by (4.9) with κn = n exists and satisfies
θ = 1/3.
By Proposition 4.16 we conclude that ρ(Λ, {Un}) = 1/3.
6.4.3 Submanifolds of Anosov maps
In this section we consider the case where Λ is a submanifold for some Anosov
map T . More importantly, we will show how our results can be applied to
those cases where the extremal index θ is defined using time cut-off Kn that




 be an Anosov system on T2 and µ be the Lebesgue
measure. It is well known that µ is exponentially ψ-mixing with respect to its
Markov partition A. Also denote by λ > 1 the eigenvalue of T . Following [13]
we take Λ to be a line segment with finite length l(Λ). We will lift Λ to Λ̂ ⊂ R2
and parametrize Λ̂ by p1 + tv for some p1 ∈ R2 and t ∈ [0, l(Λ)]. Write p2 for
the other end point of Λ̂, that is, p2 = p1 + l(Λ)v.
Consider the function ϕΛ(y) = − log d(x,Λ) which achieves its maximum
(+∞) on Λ. Write v∗, ∗ = s, u for the unit vector along the stable and unstable
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direction respectively. Then we have:
Theorem 6.12. For the sequence {un = log n},
1. if Λ is not aligned with the stable direction vs or the unstable direction
vu then ζ(ϕΛ, {un}) = 1;
2. if Λ is aligned with the unstable direction but {p1 + tvu, t ∈ R} has no
periodic point, then ζ(ϕΛ, {un}) = 1;
3. if Λ is aligned with the stable direction but {p1 + tvs, t ∈ R} has no
periodic point, then ζ(ϕΛ, {un}) = 1;
4. Λ is aligned with v∗, ∗ = s, u and L contains a periodic point with prime
period q, then ζ(ϕΛ, {un}) = 1− λ−q;
5. Λ is aligned with the unstable direction vu, Λ has no periodic points but
{p1+tvu, t ∈ R} contains a periodic point of prime period q; if Λ∩T−qΛ =
∅ then ζ(ϕΛ, {un}) = 1; if Λ∩T−qΛ 6= ∅ then ζ(ϕΛ, {un}) = (1−λ−q) |p2|l(Λ) ;
6. Λ is aligned with the stable direction vu, Λ has no periodic points but
{p1+tvu, t ∈ R} contains a periodic point of prime period q; if Λ∩T−qΛ =
∅ then ζ(ϕΛ, {un}) = 1; if Λ∩T−qΛ 6= ∅ then ζ(ϕΛ, {un}) = (1−λ−q) |p2|l(Λ) ;
Proof. We will only prove case (1), in which we will need the result of [13,
Theorem 2.1 (1)]. The other cases use similar arguments and correspond to
case (2) to (6) of [13, Theorem 2.1].
Below we verify the assumptions of Theorem 6.5.
Put δn = e
−un . Then we see that Un = {y : ϕΛ(y) > un} = Bδn(Λ). Since
µ is the Lebesgue measure, it is straight forward to verify that Assumption 1
is satisfied with rn = (δn)
2 = e−2un .
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By the hyperbolicity of T , there exists C > 0 such that diamAn < Cλ−n.




c+ 1 = O(log n)
which guarantees that diamAκn < rn. On the other hand, µ(Un) . e−unl(Λ) =
O(1/n), so item (i) of Theorem 6.7 is satisfied for any ε ∈ (0, 1).
We are left with the extremal index θ defined by (4.9). For this purpose
we choose Kn = (log n)
5  κ2n. Now we estimate:















µUn(τUn > Kn) = 1− lim
n
µUn(τUn ≤ Kn) = 1,
finishing the proof of (ii) of Theorem 6.7. We conclude that




For a comprehensive review of materials relating to the extremal index, see [33].
Conveniently, this survey also includes examples constructed from dynamical
systems which are more in line with the discussion herein.
Definition A.1. Let Xi a stationary process. One can show under certain
conditions that nµ(X < un) → τ ⇐⇒ µ(Mn ≤ un) → e−θτ where Mn is
the maximum process corresponding to Xi. In this case, we refer to θ as the
extremal index.
We will not discuss the role of the specific conditions required but instead
reference condition D(un) of [29] and note that this is a weaker assumption
than φ-mixing. The necessary convergence to compound Poisson law for φ-
mixing dynamical systems is discussed in [24, 25]
The extremal index in a process is generally intuitively viewed as referenc-
ing the reciprocal of the average size of clusters of occurrences of some rare
event, although this is not always the case (see [36]). In Remark 2 of [25] a
sufficient condition is given for equating the extremal index with the limiting
reciprocal of the cluster size.
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Despite its importance in the extreme value theory, there seems to be
limited literature on estimation of the extremal index, see however [37]. In [12]




Mixing with Rate Functions
Mixing is a type of asymptotic independence. In the context of stochastic
processes, this typically involves a sequence of random variables adapted to a
filtration. Events describing random variables, measurable with respect to far
apart sigma algebras, are then closer to being independent. That closeness is
captured in a precise way by the rate function.
In the context of dynamical systems, we begin with a map, T : X → X
and a partition A of X. As in the preliminaries we define the refinement
A ∨ B := {A ∩B|A ∈ A, B ∈ B}
and the partition into n−cylinders by ∨n−1j=0T−jA, noting that the preimage of
a partition is a partition.
Definition B.1. We say that a measure, µ is α−mixing with respect to T if
∣∣µ(A ∩ T−n−kB)− µ(A)µ(B)∣∣ ≤ α(k) (B.1)
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for all A ∈ σ(An), B ∈ σ(∪jAj).
Early use of α−mixing can be seen in a version of the central limit theorem
proven by Rosenblatt [35]. Convergence to exponential distribution for hitting
times to n−strings in α−mixing processes is also shown by Abadi in [3]. We
will briefly summarize how the mixing is used in the next appendix.
Definition B.2. We say that a measure µ is left φ−mixing with respect to
the map T and the partition A if
∣∣µ(A ∩ T−n−kB)− µ(A)µ(B)∣∣ ≤ φ(k)µ(A) (B.2)
for all A ∈ σ(An), B ∈ σ(∪jAj).
We say that the measure µ is right φ−mixing with respect to the map T and
the partition A if
∣∣µ(A ∩ T−n−kB)− µ(A)µ(B)∣∣ ≤ φ(k)µ(B) (B.3)
for all A ∈ σ(An), B ∈ σ(∪jAj).
Definition B.3. We say that a measure is ψ−mixing with respect to the map
T and the partition A if
∣∣µ(A ∩ T−n−kB)− µ(A)µ(B)∣∣ ≤ φ(k)µ(A)µ(B) (B.4)
for all A ∈ σ(An), B ∈ σ(∪jAj).
We first note that because µ is a probability measure, φ−mixing is stronger
than α−mixing estimates regarding α−mixing systems also apply to those that
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are left or right φ−mixing.
Proposition B.4. Let µ a T-invariant probability space and suppose that A
is a partition such that T is left φ−mixing with respect to A. Suppose Ank ∈





where ∆k := jk − jk−1 − nk−1 > 0 is assumed and the sequences nk, jk are
increasing.
Proof. We proceed by induction on M. Supposing that M=1, we have
µ(An0∩T−j1An1) ≤ µ(An0)µ(An1)+µ(An0)φ(j1−n0) = µ(A0)(φ(∆1)+µ(An1))
where we have assumed without loss of generality by invariance that j0 = 0.
Now we have
µ(∩Mk=0T−jkAnk) = µ(∩M−1k=0 T
−jkAnk ∩ T−jMAnM )
≤ µ(∩M−1k=0 T
−jkAnk)(φ(∆M) + µ(AnM ))
by φ−mixing (noting that ∩M−1k=0 T−jkAnk ∈ σ(Ank+jk)). Thus, by induction
the result is proved
The above bound gives detailed control in bounding dynamically defined
sets like cylinders in the following way. Consider a cylinder, Cn = ∩n−1j=0T−jAaj
where Aaj ∈ A. For clarity of exposition, we will denote Cn by [a0, ..., an−1]. to
union over all cylinders containing a particular substring, we will use asterisks.
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For example,
[a0, ∗1, a2] =
⋃
Aa1∈A
[a0, a1, a2] = Aa0 ∩ T−2Aa2 . (B.5)
Clearly deleting entries as such increases the measure, i.e.
µ([a0, ∗1, a2]) ≥ µ([a0, a1, a2]).
and the mixing can then be used to estimate
µ(Aa0 ∩ T−2Aa2) ≤ µ(Aa0) (µ(Aa2) + φ(1)) .
Detailed knowledge of φ, or the maximum measure of the sub-strings of a
certain length cylinder allow for increasingly sharp bounds achieved by making




In this chapter we will summarize how mixing is used to show hitting times
estimates. We will follow, more or less, the method used by Abadi in [3]. For
a map, T and a parition A as in the previous section, we define the hitting
time.
Definition C.1. The hitting time of T : X → X to A ⊂ X measurable is
given by
τA(x) = inf{j ≥ 1|T j(x) ∈ A}. (C.1)
Let k > s. Then, let k = qs + r with 0 ≤ r < s. We have for an invariant
measure, µ
µ(τA > js) = µ({τA > (j − 1)s} ∩ {τA ◦ T (j−1)s > s})
≤ µ({τA > (j − 1)s} ∩ {τA ◦ T (j−1)s+2n > s− 2n})
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and then we have, using the invariance, for n s
∣∣µ(τA > js)− µ({τA > (j − 1)s} ∩ {τA ◦ T (j−1)s+2n > s− 2n})∣∣ ≤ 2nµ(A).
(C.2)
if µ is α−mixing with respect to T,A then
|µ(τA > js)− µ(τA > s− 2n)µ(τA > (j − 1)s| ≤ α(n) + 2nµ(A). (C.3)
Applying this iteratively for 1 ≤ j ≤ q, and then using standard arguments,
Abadi was able to prove that the normalized limiting distribution for hitting
time to n−cylinders is exponential. He, and others have made extensive use
of this type of argument, which appears to be due to Bernstein [8].
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abilités aux sommes de quantités dépendantes. Mathematische Annalen,
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