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MURTHY’S CONJECTURE ON 0-CYCLES
AMALENDU KRISHNA
Abstract. We show that the Levine-Weibel Chow group of 0-cycles CHd(A) of a reduced
affine algebra A of dimension d ≥ 2 over an algebraically closed field is torsion-free. Among
several applications, it implies an affirmative solution to an old conjecture of Murthy in
classical K-theory.
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1. Introduction
A very classical question in the study of projective modules over commutative Noetherian
rings is to determine conditions for a finitely generated projective module to split off a free
summand of positive rank. In geometric terms, it means to determine conditions for a vector
bundle on an affine scheme to admit a nowhere vanishing section. A well known result of
Serre [73] says that if a finitely generated projective module over a commutative Noetherian
ring A has rank r > dim(A), then it splits off a free summand of positive rank. However, this
question becomes very subtle when r ≤ dim(A). For affine algebras over algebraically closed
fields, this question was studied by Murthy in his seminal paper [66].
1.1. Murthy’s conjecture. Let k be an algebraically closed field and let A be a reduced
affine algebra of dimension d ≥ 1. Let K0(A) denote the Grothendieck group of finitely
generated projective A-modules. A projective A-module P of rank d admits a Chern class
cd(P ) =
d∑
i=0
(−1)i[∧i(P∨)] ∈ K0(A). If A is smooth, cd(P ) maps to the top Chern class of
P in the Chow group CHd(A) via the Chern class map cd : K0(A) → CHd(A), constructed
by Grothendieck. Recall that every smooth maximal ideal of height d in A has a class in
K0(A) and F
dK0(A) is the subgroup of K0(A) generated by these classes. In order to answer
the above question for projective A-modules of rank d, Murthy posed the following in [66,
Question 2.12].
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Question 1.1. (Murthy) Let A be a reduced affine algebra of dimension d ≥ 2 over an
algebraically closed field k. Is F dK0(A) torsion-free?
This question has acquired great significance in the study of projective modules because
assuming its positive answer, Murthy already deduced a series of outstanding results, one of
which solves the splitting problem in ‘rank = dimension’ case as follows.
Theorem 1.2. ([66, Theorem 3.8]) Assume that Question 1.1 has a positive solution. Let A
be a reduced affine algebra of dimension d ≥ 1 over an algebraically closed field k. Let P be a
projective A-module of rank d. Then P splits off a free summand of positive rank if and only
if cd(P ) = 0 in K0(A).
It turns out that Murthy’s question is closely related to another open question in the theory
of Chow group of 0-cycles on affine schemes. In this paper, we solve this open question and
derive affirmative answer to Murthy’s question as several of its consequences.
1.2. Affine Roitman torsion problem. Let k be an algebraically closed field. Given a
quasi-projective scheme X of dimension d over k, let CHd(X) (see § 2) denote the Levine-
Weibel Chow group of 0-cycles on X [58]. This is generated by the classes of regular closed
points on X and coincides with the classical definition of the Chow group of 0-cycles when X
is smooth. If X = Spec (A) is affine, we also write it as CHd(A). The affine Roitman torsion
problem asks whether CHd(X) is torsion-free when X is an affine variety of dimension d ≥ 2
over k. Note that CH1(X) need not be torsion-free for a smooth affine curve X.
It is a consequence of the torsion theorems of Roitman [70], Milne [62] and Krishna-Srinivas
[50] that the affine Roitman torsion problem has a positive solution if X is normal. If k
has exponential characteristic p ≥ 1, the affine Roitman torsion problem for singular affine
varieties was affirmatively solved by Levine [56], modulo p-primary torsion. If X is a normal
affine variety of dimension d ≥ 3 in positive characteristic, affirmative solutions were found
by Srinivas [76]. The works of Levine and Srinivas predated [50].
In this paper, we solve the general case of the affine Roitman torsion problem as follows
(see Theorem 6.7).
Theorem 1.3. For any reduced affine algebra A of dimension d ≥ 2 over an algebraically
closed field, the Levine-Weibel Chow group of 0-cycles CHd(A) is uniquely divisible.
1.3. Resolution of Murthy’s conjecture. Theorem 1.3 does not immediately resolve Murthy’s
conjecture. However, one knows that there is a cycle class map cycA : CH
d(A)→ K0(A) (see
[58, Proposition 2.1]) and F dK0(A) is evidently its image. Murthy’s question will therefore
be positively answered by Theorem 1.3 if we can show additionally that the kernel of this
cycle class map is a torsion group. But this follows from the following stronger result.
Theorem 1.4. Let A be a reduced affine algebra of dimension d ≥ 1 over an algebraically
closed field. Then Ker(cycA) is a torsion group of exponent (d− 1)!.
We give a proof of this theorem in § 7 (see Theorem 7.5). A more general result, which
holds over arbitrary fields, is obtained in [35, Theorem 7.5]. For smooth affine algebras, this
result is classical (see [33, § 4.3]). For singular algebras, a proof is given in an old unpublished
manuscript [54] of Levine. The dimension two case of Levine’s proof is available in [11]. For
normal surfaces, it is also shown in [68].
Combining Theorems 1.3 and 1.4, we conclude the following stronger form of Murthy’s
conjecture (see Corollary 7.6).
Corollary 1.5. Let A be a reduced affine algebra of dimension d ≥ 2 over an algebraically
closed field. Then F dK0(A) is uniquely divisible.
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Like the affine Roitman torsion problem, Murthy’s question was also studied by other
authors in the past. For normal surfaces, it follows from [50] and [68]. Levine [56] proved
its prime-to-characteristic (in particular, the characteristic zero) part. An affirmative answer
was given by Srinivas [76] for normal affine varieties in dimension d ≥ 3. For normal affine
varieties in all dimensions, a positive solution was given in [50].
However, all of these results ([56], [76] and [50]) were conditional on Theorem 1.4 (or the
unpublished work of Levine). As far as we are aware, except for normal surfaces (and all
surfaces in characteristic zero), Corollary 1.5 gives first unconditional solution of Murthy’s
conjecture in any other case (including the case of characteristic zero or the case of normal
varieties).
Apart from the solution to Murthy’s question, Theorem 1.3 and the method of its proof
have many other remarkable consequences. In this paper, we give the following applications
to Euler class groups and Bloch-Srinivas conjecture.
1.4. The Euler class group. If the base field k is not algebraically closed, Theorem 1.2 no
longer holds even for smooth affine varieties, as the famous example of the tangent bundle
on the real 2-sphere shows. To remedy this, Nori defined a finer invariant than the Chow
group, namely, the ‘Euler class group’ E(A) of a smooth affine algebra A over any field.
Later, the notion of Euler class group was defined by Bhatwadekar and Raja Sridharan [8] for
any commutative Noetherian ring. This group admits the Euler class e(P ) of any projective
module P of rank = dim(A) with trivial determinant.
It was shown in [6] and [8] that for A either smooth or containing Q, the vanishing of
e(P ) is a necessary and sufficient condition for P to split off a free summand of positive rank.
Theorem 1.2 therefore suggests that the Euler class group of [8] should coincide with CHd(A)
for any reduced affine algebra A over k, if it is algebraically closed. As another application of
Theorem 1.3, we show in this paper (see Theorem 7.7) that this is indeed the case. When A
is smooth, this was conjectured in [7, Remark 3.3] and proven in [6, Corollary 4.15].
Theorem 1.6. Let A be a reduced affine algebra of dimension d ≥ 2 over an algebraically
closed field. Then there is a canonical isomorphism E(A)
≃−→ CHd(A).
One consequence of Theorem 1.6 is that together with Murthy’s Chern classes cd(P ) ∈
F dK0(A) and Theorem 1.4, it solves the problem of defining the Euler classes of rank d
projective A-modules in E(A) without any condition on A. The vanishing of these Euler
classes determines the splitting of the projective modules, as in Theorem 1.2.
M. Schlichting [72] has recently defined Euler classes of projective modules of top rank over
an affine algebra in a cohomology group of some Milnor K-theory sheaf and has proven an
analogue of Theorem 1.2 for his Euler classes. Using Theorem 1.3, it is shown in [35] that
Schlichting’s cohomology group coincides with the Levine-Weibel Chow group (see below).
This was known before in dimension two using [53] and [11]. However, we do not know if the
two Euler classes are comparable. The reason for the difficulty is that unlike the class cd(P ),
we do not know how to explicitly describe Schlichting’s Euler class.
1.5. A singular analogue of Beilinson-Bloch conjecture. To see another important
consequence of Theorem 1.6, recall that in the study of geometric properties of commutative
algebras, one often needs to know if a given ideal in such an algebra is a complete intersection.
In this context, the Beilinson-Bloch conjecture motivates the following.
Question 1.7. Let k be either Fp or Q and let A be a reduced affine algebra of dimension d ≥ 2
over k. Is every local complete intersection ideal of height d in A a complete intersection?
If k = Fp and A is regular, this question has a positive solution. If k = Q and A is regular
of dimension d = 2, then the above question is simply an algebraic formulation of a famous
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conjecture and Beilinson and Bloch. This conjecture is still open except in some very special
cases. Using Theorem 1.6, we can solve this question in the following cases (see § 7.4).
Corollary 1.8. Let A be a reduced affine algebra of dimension d ≥ 2 over an algebraically
closed field k. Assume that one of the following holds.
(1) k = Fp.
(2) A = ⊕i≥0Ai is a graded k-algebra with A0 = k = Q.
Then every local complete intersection ideal of height d in A is a complete intersection.
A weaker version of Corollary 1.8 was shown in [51, Theorems 6.4.1, 6.4.2], namely, that
every smooth maximal ideal of height d in A is a complete intersection.
1.6. Strong Bloch-Srinivas conjecture. Let X be a reduced quasi-projective scheme of
dimension d with isolated Cohen-Macaulay singularities over a perfect field k. Given a reso-
lution of singularities π : X˜ → X, the term reduced exceptional divisor will mean the reduced
part of the actual exceptional divisor (which may itself may not be reduced) of π.
Let F dK0(X) denote the subgroup of the Grothendieck group of vector bundles K0(X),
generated by the classes of smooth codimension d points on X. For any Z ( X closed, let
rZ denotes the rth infinitesimal thickening of Z in X. Let F dK0(X, rZ) be the subgroup of
the relative K-group K0(X, rZ), generated by the classes of smooth codimension d points of
X \ Z (see [50, § 2]).
The Bloch-Srinivas conjecture (originally stated only for surfaces in [75]) predicts that if
there exists a resolution of singularities π : X˜ → X with reduced exceptional divisor E ⊂ X˜,
then the pull-back map π∗ : F dK0(X)→ F dK0(X˜) induces an isomorphism
(1.1) F dK0(X)
≃−→ lim←−
r
F dK0(X˜, rE).
The d = 2 case of this conjecture was proven in [50]. The d ≥ 3 case in characteristic
zero was proven in [44]. Morrow [65] has recently proven a version of the conjecture for non-
Cohen-Macaulay singularities in characteristic zero. In general, it is known that one can not
replace the inverse limit in (1.1) by F dK0(X˜, E). However, using the method of the proof
of Theorem 1.3, we obtain the following surprisingly strong version of the Bloch-Srinivas
conjecture in positive characteristic (see § 8.1).
Theorem 1.9. Let X be an affine or a projective variety of dimension d ≥ 2 over an alge-
braically closed field k of positive characteristic such that X has only isolated Cohen-Macaulay
singularities. Suppose there is a resolution of singularities π : X˜ → X with the reduced excep-
tional divisor E ⊂ X˜. Then there are isomorphisms
CHd(X)
≃−→ F dK0(X) ≃−→ F dK0(X˜, E).
Theorem 1.9 has the following consequence for the Chow group of 0-cycles and vector
bundles on the affine cone of a non-singular closed subscheme of Pnk (see § 8.2).
Corollary 1.10. Let k be an algebraically closed field of characteristic p > 0. Let A be the ho-
mogeneous coordinate ring of a smooth projective variety Z →֒ Pnk of dimension d−1 ≥ 1. As-
sume that A is Cohen-Macaulay. Then CHd(A) = 0. In particular, every projective A-module
of rank d splits off a free summand of positive rank and, every local complete intersection ideal
of height d in A is a complete intersection.
Note that if A is normal, there is a cohomological criterion for A to be Cohen-Macaulay
(see [24, Ex. 18.16, p. 468]). This is given in terms of the vanishing of H i(Z,OZ (n)) for
1 ≤ i ≤ d− 2 and n ≥ 0. In particular, A is Cohen-Macaulay if it is normal and Z →֒ Pnk is a
complete intersection.
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We remark that Corollary 1.10 is very specific to characteristic p > 0 as there are counter-
examples in characteristic zero (see, for instance, [50, Corollary 1.4]). For a modified form of
Corollary 1.10 in characteristic zero, see [44, Theorem 1.5].
Using [10, Theorem 1.5], another immediate consequence of Theorem 1.9 is the following
result about the Chow group of 0-cycles with modulus introduced by Kerz-Saito [41] (see
below). This result is significant because the Chow groups with modulus in general behave
well only when considered as pro-abelian groups {CHd(X,mD)}m≥1 (see, for example, the
main results of [41]).
Corollary 1.11. Assuming the notations and hypotheses of Theorem 1.9, the restriction map
CHd(X˜,mE) → CHd(X˜, E) is an isomorphism for all m ≥ 1. In particular, the pro-abelian
group {CHd(X˜,mE)}m≥1 is constant.
1.7. Further applications. Many other outstanding applications of the affine Roitman tor-
sion theorem and Murthy’s conjecture have been obtained recently. Applications to torsion
in the Chow groups with modulus were obtained in [10, Theorem 1.4] and [46]. In particular,
this yields Roitman torsion theorem for the Chow group of 0-cycles with modulus. Bloch’s
formula for the Levine-Weibel Chow group and the 0-cycle group with modulus was shown in
[35]. An application of Murthy’s conjecture in the identification of a motivic spectral sequence
for the relative K-theory was obtained in [47]. In a very recent work [49], Murthy’s conjecture
was used to explicitly describe the Levine-Weibel Chow group of monoid algebras (see [17],
[18], [19], [34] and [48]). In particular, it was shown that the Levine-Weibel Chow group of
an affine toric variety vanishes.
1.8. Outline of the proofs. We now give an outline of our main proofs. As we mentioned
above, for torsion prime to the characteristic of the ground field k, Theorem 1.3 was proven
by Levine [56] many years ago. The key point of his proof is to do the following.
(1) Given a reduced affine scheme X of dimension d ≥ 2 and an integer n prime to char(k),
construct a map n−1X : CH
d(X) → CHd(X), which is inverse to the multiplication by
n on CHd(X).
The idea of this construction is to first note that any 0-cycle on X lies on a ‘good curve’ C
on (or a composition of monoidal transformations of) X and then use the fact that Pic(C) is
n-divisible. To show that this process makes n−1X well defined, one relies on the following two
facts.
(2) The map nPic(C)→ CHd(X) is zero, where nPic(C) is the group of n-torsion points
in Pic(C)(k).
(3) A rigidity statement, which says that if there is a family of n-torsion 0-cycles in
CHd(X) parameterized by a smooth curve, then this family must be constant.
As mentioned in (1), a fundamental fact which is critically used throughout the proof of
each of the three steps above is that Pic(C)(k) is an n-divisible group for any reduced curve
C. Apart from the above steps, this fact is used repeatedly in almost every intermediate
result of [56].
One knows that in characteristic p > 0, the Picard group of a reduced curve often has a
non-trivial p-primary torsion subgroup, namely, the unipotent part. As a result, the above
idea does not generalize to study the p-torsion in CHd(X).
The ideas and approach of our proofs are conceptually different from [56]. Levine does
not prove his final result by induction on d (though he reduces the proofs of most of his
intermediate steps to d = 2 case). In this paper, we first prove the main result for surfaces.
Here, contrary to relying on the divisibility of the unipotent part of Pic(C), we exploit the
fact that it is torsion. What helps us is the observation that such a torsion has a bounded
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exponent. More generally, we need to show (see § 3) that the bi-relative K-theory associated
to finite and some other abstract blow-ups in positive characteristic are torsion of bounded
exponents. The proof uses some outstanding results of Geisser and Hesselholt [28] and [29].
In the next step (see Sections 4 and 5), we establish a divisibility property of the SK1
of certain normal surfaces. Apart from the bound on the p-torsion, this also requires some
vanishing results of Geisser and Levine [27] for mod-p K-theory of smooth schemes, and a
precise computation of the torsion in the SK1 of a curve. A combination of these and a
Mayer-Vietoris sequence yields the proof of the torsion theorem for surfaces.
Our proof of Theorem 1.3 in higher dimension is by reduction to the case of surfaces. This
goes through several steps (see § 6) and is similar in spirit to some reduction steps of Levine
(see [56, Lemmas 2.1, 2.3]). The basic idea is the following.
Given a 0-cycle α on X (assuming dim(X) ≥ 3) such that nα is the divisor of a rational
function on a reduced ‘Cartier curve’ (see § 2.1) C ⊂ X, the strategy is to embed C in a
nice enough surface which maps to X. However, we can not do this in general due to the
possibility that C may have high embedding dimension. So we use Bloch’s trick of blowing
up X enough number of times along its smooth points, lying in C, so that the embedding
dimension of the strict transform of C becomes at most two.
At this stage, we use Bertini theorems (see [1, Theorem 7] and [56, Lemma 1.3]) to find a
complete intersection surface Y ′ in the blow up X ′ which contains the strict transform of C
and, which is regular over the regular locus of X. In particular, the cycle α lifts to a cycle
α′ on Y ′ such that nα′ dies in CH2(Y ′). Using the torsion result for surfaces (here we need
to prove our theorem for some non-affine surfaces, see Theorem 5.5), we show that α′ dies in
CH2(Y ′). In the final step, we use the push-forward map between the Chow groups of 0-cycles
to kill α in CHd(X).
Applications of Theorem 1.3 (and its proof) to Murthy’s question, the Euler class groups
and the Bloch-Srinivas conjecture in positive characteristic are given in Sections 7 and 8.
1.9. Notations. Let k be a field and let Schk denote the category of separated schemes of
finite type over k. We shall let Smk denote the category of those schemes in Schk which are
smooth over k. For X ∈ Schk, the normalization of Xred will be denoted by XN . Given a
closed immersion Y ⊂ X in Schk and a positive integer r, the scheme rY ⊂ X will denote
the closed subscheme of X defined by the sheaf of ideals IrY , where IY is the sheaf of ideals
in OX defining Y . We shall call this the r-th infinitesimal thickening of Y inside X. We shall
specify the nature of the field k in each section.
For any abelian group A and a prime number l, we shall denote A ⊗Z Ql/Zl = lim−→
m
A/lm
by A/l∞. The l-primary torsion subgroup of A will be denoted by l∞A.
2. Review of 0-cycles and some preliminary results
In this section, we recall the definition of the Chow group of 0-cycles on singular schemes
from [58]. We prove some properties of this Chow group which will be used in this paper.
We also prove some other preliminary results we need for our torsion theorem. Unless further
assumptions are specified, k will denote a perfect field in this section.
2.1. 0-cycles on singular schemes. Let X be a reduced quasi-projective scheme over k of
dimension d ≥ 1. Let Xreg denote the disjoint union of the smooth loci of the d-dimensional
irreducible components of X. A regular (or smooth) closed point of X will mean a closed
point lying in Xreg. Let Xsing denote the complement of Xreg in X with the reduced induced
closed subscheme structure. Let Y ( X be a closed subset not containing any d-dimensional
component of X such that Xsing ⊆ Y . Let Zd(X,Y ) be the free abelian group on closed
points of X \ Y . We shall often write Zd(X,Xsing) as Zd(X). A (reduced) Cartier curve on
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X relative to Y is a purely 1-dimensional closed subscheme C →֒ X that is reduced, has no
component contained in Y and is defined by a regular sequence in X at each point of C ∩ Y .
Let C be a Cartier curve in X relative to Y and let {η1, · · · , ηr} denote the set of its generic
points. Let OC,C∩Y denote the semilocal ring of C at (C ∩Y )∪{η1, · · · , ηr}. Let k(C) denote
the ring of total quotients of C. Notice that OC,C∩Y and k(C) coincide if C ∩ Y = ∅. Since
C is a reduced curve, it is Cohen-Macaulay and hence the canonical map k(C)→
r∏
i=1
OC,ηi is
an isomorphism. In particular, the map θC : O×C,C∩Y →
r∏
i=1
O×C,ηi is injective.
Given f ∈ O×C,C∩Y , let {fi} = θC(f) and let (fi)ηi := div(fi) denote the divisor of zeros
and poles of fi on {ηi} in the sense of [26]. We let (f)C :=
r∑
i=1
(fi)ηi . As f is an invertible
regular function on C in a neighborhood of C ∩ Y , we see that (f)C ∈ Zd(X,Y ).
Let Rd(X,Y ) denote the subgroup of Zd(X,Y ) generated by (f)C , where C is a Cartier
curve on X relative to Y and f ∈ O×C,C∩Y . The Chow group of 0-cycles on X relative to Y is
the quotient
(2.1) CHd(X,Y ) =
Zd(X,Y )
Rd(X,Y ) .
If X is a projective scheme of dimension d over k, the push-forward on the 0-cycles defines
the degree map deg : CHd(X,Y ) → Zr, where r is the number of irreducible components of
X. We let CHd(X,Y )0 denote the kernel of this map.
The group CHd(X,Xsing) is denoted in short by CH
d(X), and is called the Chow group of
0-cycles on X. Bertini type theorems for singular schemes (see [56, § 1]) can be used to prove
the following expression for the elements of Rd(X,Y ).
Lemma 2.1. ([25, Lemma 1.3]) Assume that k is infinite and let X be a reduced quasi-
projective scheme over k of dimension d ≥ 2. Then any element α ∈ Rd(X,Xsing) can be
written as α = (f)C for a single reduced (but possibly reducible) Cartier curve C on X.
Lemma 2.2. Let X be a reduced quasi-projective scheme over k of dimension d and let Y ⊂ X
be a closed subscheme containing Xsing and not containing any component of X. Let ι : X
′ →֒
X be the closed immersion of a hypersurface section of X in a projective space. Assume that
X ′ is reduced and X ′\Y is regular. Then there is a push-forward map ι∗ : CHd−1(X ′,X ′∩Y )→
CHd(X,Y ).
Proof. It is clear from our assumption that there is an inclusion ι∗ : Zd−1(X ′, Y ′) ⊂ Zd(X,Y ),
where Y ′ = X ′ ∩ Y . Let C →֒ X ′ be a reduced Cartier curve relative to Y ′ and let (f)C ∈
Rd−1(X ′, Y ′). Since X ′ ⊂ X is a complete intersection, it follows that C →֒ X is also a
Cartier curve in X relative to Y and clearly (f)C ∈ Rd(X,Y ). This finishes the proof. 
Lemma 2.3. Let X be a reduced quasi-projective scheme over k of dimension d. Let ι : X ′ →֒
X be the closed immersion of a hypersurface section of X in a projective space. Assume
that X ′ is reduced and X ′ \ Xsing is regular. Assume further that there is a proper map
π : X → Z obtained by a composition of blow ups at a finite collection of smooth closed
points of a reduced quasi-projective scheme Z over k. Then there is a push-forward map
(π ◦ ι)∗ : CHd−1(X ′,X ′ ∩Xsing)→ CHd(Z).
Proof. It is known that there is a push-forward map π∗ : CH
d(X) → CHd(Z) which is an
isomorphism (see [25, Corollary 2.7]). The lemma follows by combining this with the map
ι∗ : CH
d−1(X ′,X ′ ∩ Y )→ CHd(X) from Lemma 2.2. 
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Recall from [58, Proposition 2.1] that every regular closed point x ∈ X defines a class
[k(x)] ∈ K0(X) and this yields a cycle class map
(2.2) cycX : CH
d(X,Y )→ K0(X).
It follows from [25, Corollary 1.4] that the image of this cycle class map does not depend on
Y . This image is classically denoted by F dK0(X).
For a Noetherian scheme X, we let K(X) denote the Thomason-Trobaugh non-connective
K-theory spectrum of X. Recall that the connective cover of K(X) coincides with the Quillen
K-theory spectrum of X if it is quasi-projective over k. We let K(X;Z/m) be the K-theory
spectrum with coefficients Z/m. We let {Kn(X)}n∈Z denote the homotopy groups (also called
the K-groups of X) of K(X). From a prime number l, we shall write lim−→
m
Kn(X;Z/l
m) by
Kn(X;Z/l
∞). For n ∈ Z, we shall let Kn,X denote the Zariski sheaf on X associated to the
presheaf U 7→ Kn(U).
2.2. Some preliminary results. For X ∈ Schk, let ZFq (X) denote the free abelian group
of q-dimensional algebraic cycles on X in the sense of [26, Chapter 1]. Let CHFq (X) :=
ZFq (X)/RFq (X) denote the associated (homological) Chow group ofX modulo rational equiva-
lence. IfX is equi-dimensional of dimension d, we let CHqF (X) = CH
F
d−q(X). IfX is connected
and projective over k, the push-forward via the structure map X → Spec (k) gives rise to the
degree map deg: CHF0 (X) → Z. We let CHF0 (X)0 denote the kernel of this map. In general,
we define CHF0 (X)0 by taking the direct sum over the connected components. We prove some
preliminary results in this subsection for later applications.
Lemma 2.4. Let X be a normal quasi-projective surface over k and let Y ⊂ X be a strict
normal crossing divisor such that Y ∩ Xsing = ∅. Then there is a canonical isomorphism
H2Y (X,K2) ≃ CH1F (Y ).
Proof. Let U = X \Xsing denote the regular locus of X. Then U is an open subset of X which
contains the closed subset Y . It follows therefore from excision for the Zariski cohomology
with support (see [37, Chap. III, Exercise 2.3(f)]) that the map H2Y (X,K2) → H2Y (U,K2) is
an isomorphism. We can thus assume that X is smooth.
We consider the Gersten resolution
(2.3) 0→ K2,X ǫX−→ ik(X),∗(K2(k(X))) → ⊕
z∈X(1)
iz,∗(K1(k(z)))→ ⊕
x∈X(2)
ix,∗(K0(k(x)))→ 0.
Setting F = Coker(ǫX), we get an exact sequence of Zariski sheaves
0→ F → ⊕
z∈X(1)
iz,∗(K1(k(z))) → ⊕
x∈X(2)
ix,∗(K0(k(x)))→ 0.
Since the above sequences are the flasque resolutions of K2,X and F , respectively, it follows
that the map H1Y (X,F)→ H2Y (X,K2,X ) is an isomorphism and there is an exact sequence
H0Y (X, ⊕
z∈X(1)
iz,∗(K1(k(z)))) → H0Y (X, ⊕
x∈X(2)
ix,∗(K0(k(x))))→ H1Y (X,F) → 0.
Equivalently, we have an exact sequence
(2.4) ⊕
Z
K1(k(Z))
div−−→ ⊕
x∈Y (1)
K0(k(x))→ H1Y (X,F)→ 0,
where Z runs through all 1-dimensional irreducible components of Y . It is well known that
the first arrow from the left takes a rational function on Y to its divisor. Hence, it is clear
from the definition of CH1F (Y ) that this exact sequence is equivalent to an isomorphism
CH1F (Y )
≃−→ H1Y (X,F). Combining this with H1Y (X,F) ≃−→ H2Y (X,K2,X ), we get the desired
isomorphism CH1F (Y )
≃−→ H2Y (X,K2,X ).
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Lemma 2.5. Let f : A → B be a surjective morphism of smooth connected commutative
algebraic groups over k. Then the induced map f : A(k) → B(k) is surjective on the torsion
subgroups.
Proof. If A and B are abelian varieties, then we can write Ker(f) as an extension of a finite
abelian group by an abelian variety. In particular, Ker(f)⊗ZQ/Z = 0. But this easily implies
that f : Ators → Btors is surjective.
In the general case, the structure theorem for smooth connected commutative algebraic
groups asserts that A has a largest connected linear subgroup A1 and the quotient A2 = A/A1
is an abelian variety. Moreover, A1 is canonically the direct product of a torus and a smooth
connected unipotent group (see [82, Theorem 2.3.3]). Let B1 be the largest connected linear
subgroup ofB such that the quotient B2 = B/B1 is an abelian variety. We have a commutative
diagram of short exact sequences
(2.5) 0 // A1 //

A //

A2 //

0
0 // B1 // B // B2 // 0.
Moreover, the corresponding maps on the linear and the abelian variety parts are also surjec-
tive. We have seen above that the map A2 → B2 is surjective on the torsion subgroups.
We write A1 = D1×U1, B1 = D′1×U ′1, whereD1 (resp. D′1) and U1 (resp. U ′1) are the unique
torus and unipotent parts of A1 (resp. B1). Since there are no nontrivial homomorphisms
from a diagonalizable to a unipotent group and vice-versa (see [82, § 2.3.2]), we get D1 ։ D′1
and U1 ։ U
′
1. If char(k) = 0, then U1 and U
′
1 are both k-vector spaces by [82, § 3.1] and
hence uniquely divisible. If char(k) = p > 0, then U1 and U
′
1 are both p-groups of bounded
exponents by [82, § 3.2.1]. In particular, both groups are already torsion and hence
(2.6) U1 ⊗Q/Z = U ′1 ⊗Q/Z = 0.
Next we note that the kernel of the map D1 ։ D2 is again a diagonalizable closed subgroup
and by [82, Corollary 1.2.6], any diagonalizable group D is a direct product of a torus and a
finite abelian group of order prime to p (if char(k) = p > 0). In particular,
(2.7) D ⊗Q/Z = 0.
It follows from (2.6) and (2.7) that A1 → B1 is surjective on the torsion subgroups. They also
imply that the maps A→ A2 and B → B2 are surjective on the torsion subgroups. A simple
diagram chase in (2.5) now shows that the middle vertical map is surjective on the torsion
subgroups. 
Remark 2.6. The assertion of Lemma 2.5 holds even if one of A and B is not necessarily
connected. This is a consequence of [16, Theorem 1.1]. But we do not need this general case
in this paper.
Lemma 2.7. Let X ∈ Schk and let Y ⊂ X be a proper closed subscheme. Let f : X ′ → X be
a finite morphism and let Y ′ = Y ×X X ′. Then the induced map f˜ : BlY ′(X ′) → BlY (X) is
also finite.
Proof. It is enough to prove the lemma when X = Spec (A) is affine. Let I ⊂ A denote
the ideal of definition of Y . Let X ′ = Spec (B) so that there is a finite ring homomorphism
A→ B. Set J = IB.
We can find a polynomial ring A[x0, · · · , xn] and a surjective graded ring homomorphism
A[x0, · · · , xn] ։ A[It], where A[It] is the Rees-algebra (recalled in the proof of Proposi-
tion 3.8) of I over A . This yields a surjection B[x0, · · · , xn]։ B[Jt] and hence a commutative
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diagram
BlY ′(X
′) //

PnX′

BlY (X) // P
n
X .
It is clear that the horizontal arrows are closed immersions. Since the right vertical arrow
is clearly finite, it follows that the left vertical arrow is also finite. 
3. Torsion in bi-relative K-theory
Let k be any field. In this section, we use some results of [29] to study the torsion in
the bi-relative K-groups associated to certain abstract blow-ups in Schk. The results of this
section will be used in the proof of the torsion theorem for surfaces. In § 8, we shall apply
these results to prove Theorem 1.9.
3.1. Pro-spectra and their weak equivalence. Recall that a pro-object in a category C
consists of a covariant functor from a small cofiltering category to C. A good exposition of
pro-objects in a category can be found in [38, § 2]. In this paper, a pro-object in a category C
will always mean a sequence {A1 α1←− A2 α2←− · · · } of objects in C. It will be formally denoted
by “lim←−
i
”Ai. A morphism f : “lim←−
i
”Ai → “lim←−
j
”Bj in the category proC of pro-objects in C is
an element of the set lim←−
j
lim−→
i
HomC(Ai, Bj). In particular, such a morphism f is the same as
giving a function λ : N+ → N+ and a morphism fi : Aλ(i) → Bi in C for each i ≥ 1 such that
for any j ≥ i, there is some l ≥ λ(i), λ(j) so that the diagram
(3.1) Al //

❀❀
❀❀
❀❀
❀❀
Aλ(j)
fj
// Bj

Aλ(i) fi
// Bi
commutes in C. We shall call such a morphism to be strict if λ is the identity function.
If C admits cofiltered limits, the limit of “lim←−
i
”Ai will be denoted by lim←−
i
Ai. If C is an
abelian category, then so is proC. If f : “lim←−
i
”Ai → “lim←−
i
”Bi is a strict morphism, then one
checks easily that Ker(f) = “lim←−
i
”Ker(fi) and Coker(f) = “lim←−
i
”Coker(fi). In particular, a
sequence of strict morphisms of pro-objects
(3.2) “lim←−
i
”Ai → “lim←−
i
”Bi → “lim←−
i
”Ci
is exact in the abelian category proC if it restricts to an exact sequence of objects in C for
each i ∈ N+. We should warn that the exactness of (3.2) does not imply that the sequence
remains exact if we replace “lim←−
i
” by lim←−
i
. We refer the reader to [2, Appendix 4] for these
facts about pro-objects in abelian categories.
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Consider a Cartesian square in Schk:
(3.3) Y ′
ι′
//
g

X ′
f

Y ι
// X.
Recall that (3.3) is called an abstract blow-up square if ι is a closed immersion, f is proper
and the induced map X ′\Y ′ → X \Y is an isomorphism. We say that (3.3) is a finite abstract
blow-up square if it is an abstract blow-up square such that f is finite.
Given a presheaf of (possibly non-connective) S1-spectra L on Schk, we let L(X,X ′) denote
the homotopy fiber of the map of spectra g∗ : L(X) → L(X ′). We let L(X,X ′, Y, Y ′) denote
the homotopy fiber of the map of spectra L(X,Y ) → L(X ′, Y ′). It is easy to check that
L(X,X ′, Y, Y ′) is same as the homotopy fiber of the map of spectra L(X,X ′)→ L(Y, Y ′) in the
homotopy category of spectra. We shall often denote the homotopy groups πn(L(X,X ′, Y, Y ′))
by Ln(X,X ′, Y, Y ′) for n ∈ Z.
We shall say that a presheaf of spectra L on Schk satisfies pro-descent for the square (3.3)
if the induced map of pro-abelian groups “lim←−
r
”πn(L(X, rY )) → “lim←−
r
”πn(L(X ′, rY ′)) is an
isomorphism for all n ∈ Z. Note that a pro-descent of presheaves of spectra can also be
defined using suitable model structures on the presheaves of pro-spectra on Schk (see, for
instance, [39]). But we do not use descent in that generality in this paper.
3.2. Relative and bi-relative K-theory. If we let L denote the presheaf of K-theory
spectra on Schk (see the last part of § 2.1), we shall call Kn(X,Y ) and Kn(X,X ′, Y, Y ′) the
relative and the bi-relative K-groups, respectively.
Let f : X ′ → X be a finite morphism in Schk. Let IY be a sheaf of ideals on X such
that the map IY → f∗(f−1IY · OX′) = IY f∗(OX′) is an isomorphism. Let ι : Y →֒ X be the
closed subscheme defined by IY and let Y ′ = Y ×X X ′. In this case, we shall say that Y is a
conducting subscheme and write Kn(X,X
′, Y, Y ′) in short as Kn(X,X
′, Y ). For any locally
closed subscheme U ⊂ X, we let YU = Y ×X U and U ′ = X ′ ×X U .
Lemma 3.1. Let U, V ⊂ X be two open subsets such that X = U ∪ V and let W = U ∩ V .
Then the induced square of spectra
(3.4) K(X,X ′, Y ) //

K(U,U ′, YU )

K(V, V ′, YV ) // K(W,W
′, YW )
is homotopy Cartesian.
Proof. Let KX\U (X) denote the homotopy fiber of the restriction map K(X)→ K(U). Then
it follows from [81, Theorem 8.1] that the map KX\U (X)→ KV \W (V ) is a homotopy equiv-
alence and the same holds if we replace X by Y . The homotopy fiber sequence
KX\U (X,Y )→ KX\U (X)→ KY \U (Y )
shows that the map KX\U (X,Y ) → KV \W (V, YV ) is a homotopy equivalence. The same is
also true if we replace X by X ′.
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Notice now that KX\U (X,Y ) is also the homotopy fiber of the map K(X,Y )→ K(U, YU ).
In particular, we have a commutative diagram of spectra
(3.5) KX\U (X,X ′, Y ) //

K(X,X ′, Y ) //

K(U,U ′, YU )

KX\U (X,Y ) //

K(X,Y ) //

K(U, YU )

KX
′\U ′(X ′, Y ′) // K(X ′, Y ′) // K(U ′, Y ′U ′),
where all rows and columns are homotopy fiber sequences, and these fiber sequences uniquely
define KX\U (X,X ′, Y ). The commutative diagram of homotopy fiber sequences
(3.6) KX\U (X,X ′, Y ) //

KX\U (X,Y ) //

KX
′\U ′(X ′, Y ′)

KV \W (V, V ′, YV ) // K
V \W (V, YV ) // K
V ′\W ′(V ′, Y ′V ′)
now shows that the map KX\U (X,X ′, Y ) → KV \W (V, V ′, YV ) is a homotopy equivalence.
But this is equivalent to saying that (3.4) is homotopy Cartesian. 
An argument identical to the proof of Lemma 3.1 also proves the following.
Lemma 3.2. Let U, V ⊂ X be two open subsets such that X = U ∪ V and let W = U ∩ V .
Let Y ⊂ X be a closed subscheme. Then the induced square of spectra
(3.7) K(X,Y ) //

K(U, YU )

K(V, YV ) // K(W,YW )
is homotopy Cartesian.
3.3. Torsion in relative and bi-relative K-groups. We let k be a field of characteristic
p > 0 and keep the notations of § 3.2. Our goal in this subsection is to show using the Zariski
descent results of § 3.2 that various relative and bi-relative K-groups associated to a resolution
of singularities of a singular scheme are torsion groups of bounded exponents. We begin with
the following.
Lemma 3.3. Suppose that (3.3) is a conductor square and let n ∈ Z be any integer. Then
the bi-relative K-group Kn(X,X
′, Y ) is a p-primary torsion group of bounded exponent.
Proof. If X is affine, this follows from [29, Theorem C]. In general, we shall argue by induction
on the minimal number of affine open subsets that cover X. Let us write X = U1 ∪ · · · ∪ Ur,
where each Ui is affine open in X. Set U = U1, V = U2 ∪ · · · ∪ Ur and W = U ∩ V =
(U ∩ U2) ∪ · · · ∪ (U ∩ Ur).
It follows from Lemma 3.1 that for every n ∈ Z, there is an exact sequence
Kn+1(W,W
′, YW )→ Kn(X,X ′, Y )→ Kn(U,U ′, YU )⊕Kn(V, V ′, YV ).
Since our schemes are all separated, each U ∩ Ui is affine for 2 ≤ i ≤ r. Since U is affine,
Kn(U,U
′, YU ) is a p-primary torsion group of bounded exponent. It follows by induction
on the minimal number of open subsets in an affine open cover that Kn+1(W,W
′, YW ) and
Kn(V, V
′, YV ) are p-primary torsion groups of bounded exponents. We deduce easily that
Kn(X,X
′, Y ) is also a p-primary group torsion of bounded exponent. 
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Using [29, Theorem A] and Lemma 3.2, an argument identical to the proof of Lemma 3.3
proves the following result.
Lemma 3.4. Let k be a field of characteristic p > 0. Let X ∈ Schk and let Y ⊂ X be a
closed subscheme whose sheaf of ideals in OX is nilpotent. Then for every integer n ∈ Z, the
relative K-group Kn(X,Y ) is a p-primary torsion group of bounded exponent.
Lemma 3.5. Let k be a field of characteristic p > 0 and let X ∈ Schk. Let Z, Y ⊂ X be
closed subschemes such that Zred = Yred. In the commutative square (3.3), let Z
′ = Z ×X X ′.
Then for any n ∈ Z, the group Kn(X,X ′, Y, Y ′) is p-primary torsion of bounded exponent if
and only if so is Kn(X,X
′, Z, Z ′).
Proof. It follows from our assumption that Z ⊂ mY ⊂ nZ for all n ≫ m ≫ 0. It suffices
therefore to prove the lemma when Z ⊂ Y .
In this case, we have a commutative diagram of spectra
(3.8) K(X,X ′, Y, Y ′) //

K(X,X ′, Z, Z ′) //

K(Y, Y ′, Z, Z ′)

K(X,Y ) //

K(X,Z) //

K(Y,Z)

K(X ′, Y ′) // K(X ′, Z ′) // K(Y ′, Z ′)
where the rows and columns are homotopy fiber sequences. In particular, there is an exact
sequence of bi-relative K-groups
(3.9) Kn+1(Y, Y
′, Z, Z ′)→ Kn(X,X ′, Y, Y ′)→ Kn(X,X ′, Z, Z ′)→ Kn(Y, Y ′, Z, Z ′).
It suffices therefore to show that for every n ∈ Z, the bi-relative K-group Kn(Y, Y ′, Z, Z ′)
is a p-primary torsion group of bounded exponent. But this is an immediate consequence of
the vertical fiber sequence on the right end of (3.8) and Lemma 3.4. 
Lemma 3.6. Given a finite abstract blow-up square (3.3), there exists a closed subscheme
Z ⊂ X such that Zred = Yred and IZ = f∗ ◦ f∗(IZ).
Proof. We let I denote the sheaf of ideals on X defining Y . Let X ′′ ⊂ X denote the scheme-
theoretic image of the finite map f so that locally one has X ′′ = Spec (OX/J ), where J =
Ker(OX → f∗(OX′)). There is a factorization X ′ f
′
−→ X ′′ f
′′
−→ X so that f ′ is finite and
surjective, f ′′ is a closed immersion and f = f ′′ ◦ f ′. We have exact sequences of coherent
OX-modules
(3.10) 0→ J → OX → OX′′ → 0; 0→ OX′′ → f∗(OX′)→ f∗(OX′)/OX′′ → 0.
Since the maps X ′ → X ′′ → X are isomorphisms away from Y , one easily checks that
InJ = 0 and Inf∗(OX′) ⊂ OX′′ for all n ≫ 0. It follows using the Artin-Rees lemma in
commutative algebra (see [61, Theorem 8.5]) that for all n ≫ 0, one has In ∩ J = 0 so that
In = Inf ′′∗ (OX′′). We let n0 ≥ 1 be the smallest integer such that this happens. If we let
I1 = In0 and I˜ = I1f ′∗(OX′), then we have an inclusion of the sheaves of ideals I1 ⊆ I˜ and I˜
has the property that I˜ = I˜f ′∗(OX′) = I˜f∗(OX′). The lemma is therefore reduced to showing
that I1 and I˜ have the same support in X ′′.
To show this, we let Y ′′ = Y ×XX ′′ (so that Y ′ = Y ′′×X′′X ′) and let Z ⊂ X ′′ be the closed
subscheme defined by I˜. We then observe that the map f ′ : n0Y ′ → n0Y ′′ factors through
n0Y
′ → Z →֒ n0Y ′′. On the other hand, f ′ is finite and surjective and hence the composite
map n0Y
′ → Z →֒ n0Y ′′ is also finite and surjective. But this implies that Zred = Y ′′red. This
finishes the proof. 
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Proposition 3.7. Let k be a field of characteristic p > 0. Given a finite abstract blow-up
square (3.3) and an integer n ∈ Z, the bi-relative K-group Kn(X,X ′, Y, Y ′) is a p-primary
torsion group of bounded exponent.
Proof. By Lemma 3.6, we can find a closed subscheme Z ⊂ X whose support is same as that
of Y such that IZ = IZf∗(OX′). We let Z ′ = Z ×X X ′. By Lemma 3.5, it is enough to show
that Kn(X,X
′, Z, Z ′) is a p-primary torsion group of bounded exponent. But this follows
from Lemma 3.3. 
Proposition 3.8. Let k be a field of characteristic p > 0. Let X ∈ Schk be a reduced
scheme with only isolated Cohen-Macaulay singularities. Let Y denote the singular locus of
X with reduced induced closed subscheme structure. Let Z ⊂ X be a closed subscheme such
that Zred = Y . Let π : X˜ → X denote the blow-up of X along Z and let E ⊂ X˜ denote
the reduced exceptional divisor. Then for every n ∈ Z and r ≥ 1, the bi-relative K-group
Kn(X, X˜, rY, rE) is a p-primary torsion group of bounded exponent.
Proof. Letting Fr denote the homotopy fiber of the map K(rY, Y ) → K(rE,E), there is a
homotopy fibration sequence K(X, X˜, rY, rE)→ K(X, X˜, Y,E)→ Fr. Using Lemma 3.4, we
need only prove the proposition when r = 1.
Recall that for an ideal I in a commutative ring R, the Rees-algebra (also called the Blow-
up algebra) R(I) is the graded R-algebra ⊕n≥0In, where the summand In is placed in degree
n. The graded multiplication of R(I) is induced by the usual multiplication of various powers
of I in R. Recall that a Noetherian scheme is called Cohen-Macaulay if each of its local rings
is a Cohen-Macaulay ring.
Let IZ be the sheaf of ideals on X defining Z. By the Northcott-Rees theory of reduction of
ideals, there exists m ≥ 1 and a minimal reduction ideal J of ImZ , where one can take m = 1
if k is infinite (see [61, Theorem 14.14]). Here, we say that an ideal J ⊂ IZ is a minimal
reduction of IZ if the stalks of J along Y are generated by dim(X) many elements and the
map ProjX(R(IZ)) → ProjX(R(J )) is a finite morphism, where R(IZ) denotes the sheaf of
Rees-algebras of IZ over OX (see [83, Theorem 1.5]). Since the blow-up of IZ is unchanged
if we replace IZ by its powers, we can assume m = 1 to obtain a reduction ideal.
Now, since X is Cohen-Macaulay with only isolated singularities, we can further assume
that the reduction ideal J is a local complete intersection ideal sheaf in OX (see [83, Propo-
sition 1.6]). Setting X ′ = ProjX(R(J )), this gives rise to a commutative diagram
(3.11) X˜
f
//
π
88
X ′
π′
// X,
where f is finite and π′ is the blow-up along a regular closed immersion W ⊂ X such that
Z ⊂W withWred = Y . By Lemma 3.5, it suffices to show thatKn(X, X˜,W, W˜ ) is a p-primary
torsion group of bounded exponent, where W˜ = W ×X X˜ .
We set W ′ = W ×X X ′ so that W˜ = W ′ ×X′ X˜ . It follows from [80, The´ore`me 2.1] that
the map K(X,W ) → K(X ′,W ′) is a homotopy equivalence. On the other hand, we have a
commutative diagram
K(X,X ′,W,W ′) //

K(X,W ) //

K(X ′,W ′)

K(X, X˜,W, W˜ ) // K(X,W ) // K(X˜, W˜ )
where the two rows are homotopy fiber sequences. In particular, we get a homotopy fiber
sequence K(X,X ′,W,W ′)→ K(X, X˜,W, W˜ )→ K(X ′, X˜,W ′, W˜ ).
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We have shown above that K(X,X ′,W,W ′) is contractible and it follows from Proposi-
tion 3.7 that Kn(X
′, X˜,W ′, W˜ ) is p-primary torsion of bounded exponent. We conclude that
the same holds for Kn(X, X˜,W, W˜ ) too. This finishes the proof. 
Let X ∈ Schk be singular. Recall that a proper morphism of schemes π : X˜ → X is called
a resolution of singularities, if its restriction to the regular locus of X is an isomorphism and
X˜ is regular. We say that π is a good resolution of singularities, if it is obtained as a blow-up
of X along a closed subscheme whose support is the singular locus of X. It is well-known that
a good resolution of singularities always exists in characteristic zero. In characteristic p > 0,
it exists if either dim(X) ≤ 2 or dim(X) = 3 and k is perfect (see [20], [21]).
Theorem 3.9. Let k be a field of characteristic p > 0. Let X be a reduced quasi-projective
k-scheme with only isolated Cohen-Macaulay singularities. Let Y denote the singular locus of
X with reduced induced closed subscheme structure. Let π : X˜ → X be a good resolution of
singularities of X with reduced exceptional divisor E. Then for every n ∈ Z and r ≥ 1, the
bi-relative K-group Kn(X, X˜, rY, rE) is a p-primary torsion group of bounded exponent.
Proof. By our assumption, π : X˜ → X is the blow-up of X along a closed subscheme Z ⊂ X
with Zred = Y . We can therefore apply Proposition 3.8 to conclude the proof. 
4. Divisibility of SK1 of normal projective surfaces
Recall that for any Noetherian scheme X, there is a natural map K1(X) → H0(X,K1,X )
and SK1(X) is defined to be the kernel of this map. Our goal in this section is to prove the
divisibility property of the group SK1(X) for a normal projective surface X.
Let Z be a Noetherian scheme. For n ∈ Z and closed subscheme Z ′ ⊂ Z, let Kn,(Z,Z′)
denote the Zariski sheaf on Z associated to the presheaf U 7→ Kn(U,U ∩ Z ′) (see end of
§ 2.1). The Zariski sheaves of bi-relative K-theory Kn,(Z,W,Z′) on Z are defined similarly.
Given a closed subscheme W ⊂ Z, the pull-back map K1(Z,W ) → K1(U,W ∩ U) for any
open subset U ⊂ Z defines a natural map detZ|W : K1(Z,W ) → H0(Z,K1,(Z,W )). We let
SK1(Z,W ) := Ker(detZ|W ) so that SK1(Z) = SK1(Z, ∅).
The following result is an easy consequence of the Thomason-Trobaugh spectral sequence.
Lemma 4.1. Let Z be a Noetherian scheme of dimension at most two and let W ⊂ Z be a
closed subscheme. Then there is a natural exact sequence
(4.1) H2(Z,K3,(Z,W ))→ SK1(Z,W )→ H1(Z,K2,(Z,W ))→ 0.
Proof. Apply the Thomason-Trobaugh spectral sequence Ep,q2 = H
p(X,Kq,(Z,W ))⇒ Kq−p(Z,W )
having differentials dr : E
p,q
r → Ep+r,q+r−1r and use the fact that the Zariski cohomological
dimension of Z is at most two. 
4.1. SK1 of normal projective surfaces. Let k be an algebraically closed field of char-
acteristic p > 0. This assumption will be used throughout the rest of § 4. Let X be an
irreducible normal projective surface over k and let Y ⊂ X denote its singular locus with the
reduced induced subscheme structure. We assume Y 6= ∅. Using the resolution of singularities
for surfaces, we can find a resolution of singularities π : X˜ → X of X such that the reduced
exceptional divisor E ⊂ X˜ is a strict normal crossing divisor.
Since the map of Zariski sheaves K2,X → K2,rY is surjective (both being same as the
sheaves of corresponding Milnor K2-groups), there is an injection K1,(X,rY ) →֒ K1,X . Since
X is irreducible and projective over k = k, we have H0(X,K1,X ) ≃ k×. It follows that
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H0(X,K1,(X,rY )) = 0 (here we use Y 6= ∅). Similarly, we have H0(X˜,K1,(X˜,rE)) = 0. It
follows that
(4.2) SK1(X, rY )
≃−→ K1(X, rY ) and SK1(X˜, rE) ≃−→ K1(X˜, rE) ∀ r ≥ 1.
Remark 4.2. We remark that there is no need to assume Y 6= ∅ to prove the remaining results
of this section, provided we know in general for a closed immersion W ⊂ Z of Noetherian
schemes that there is a functorial decomposition K1(Z,W ) ≃ SK1(Z,W ) ⊕H0(Z,K1,(Z,W )).
But this is indeed known to be true and we give a sketch of its proof.
Lemma 4.3. The map detZ|W : K1(Z,W )→ H0(Z,K1,(Z,W )) is split surjective and the split-
ting is natural in the pair (Z,W ).
Proof. We shall define a natural homomorphism βZ|W : H
0(Z,K1,(Z,W )) → K1(Z,W ) such
that detZ|W ◦ βZ|W is identity.
We letGm be the group scheme Spec (Z[t
±1]) over Spec (Z). An element f ∈ H0(Z,K1,(Z,W ))
is equivalent to a morphism f : Z → Gm ⊂ A1Z such that f(W ) ⊂ {t = 1}. This gives rise to
a commutative diagram with exact rows
(4.3) 0 // K1(Gm, {t = 1}) //
f∗

K1(Gm)
f∗

// K1({t = 1})
f∗

// 0
K1(Z,W )

// K1(Z)
δ

// K1(W )

0 // H0(Z,K1,(Z,W )) // H0(Z,K1,Z) // H0(W,K1,W ).
One can now check (as is well known) that δ ◦ f∗([t]) = f . Since [t] ∈ K1(Gm, {1}), we
see that f∗([t]) ∈ K1(Z,W ) and hence δ ◦ f∗([t]) dies in H0(W,K1,W ). It must therefore lie
in H0(Z,K1,(Z,W )). Letting βZ|W (f) = f∗([t]) ∈ K1(Z,W ), we get the desired splitting of
detZ|W . It is clear from the above construction that βZ|W is natural in (Z,W ).
To show the additivity of βZ|W , let f, g ∈ H0(Z,K1,(Z,W )) and consider the maps
(4.4) Gm
X
h
//
g
!!❇
❇❇
❇❇
❇❇
❇
f
==⑤⑤⑤⑤⑤⑤⑤⑤
Gm ×Gm µ //
p2

p1
OO
Gm
Gm,
where p1, p2 are the projections, h(x) = (f(x), g(x)) and µ is the multiplication map. All
these maps take W to {t = 1} ⊂ Gm or to ({t = 1} × {t = 1}) ⊂ Gm ×Gm.
Since µ is induced by the map on functions µ∗ : Z[t
±1]→ Z[x±1, y±1], given by µ∗(t) = xy,
we get
βZ|W (fg) = (fg)
∗([t]) = (µ ◦ h)∗([t])
= h∗ ◦ µ∗([t]) = h∗([x] + [y])
= (p1 ◦ h)∗([t]) + (p2 ◦ h)∗([t])
= f∗([t]) + g∗([t]) = βZ|W (f) + βZ|W (g).
It follows that βZ|W is a group homomorphism. 
We now return to our original pair (X,Y ) and prove:
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Lemma 4.4. For every r ≥ 1, the map
SK1(X, rY )/p
∞ → SK1(X)/p∞
is an isomorphism.
Proof. We first claim that the map SK1(X, rY ) → SK1(X) is surjective. Using Lemma 4.1,
it suffices to show that the map H i(X,Ki+1,(X,rY ))→ H i(X,Ki+1,X) is surjective for i = 1, 2.
We have an exact sequence of Zariski sheaves
Kn+1,rY → Kn,(X,rY ) → Kn,X → Kn,rY .
In particular, the kernel and the cokernel of the middle arrow are supported on Y . The desired
surjectivity for the induced maps on the cohomology groups follows easily (see for instance,
[69, Lemma 1.3]). This proves the claim.
Since H0(X,K1,(X,rY )) = 0, the long exact sequence for the relative K-theory of the pair
(X, rY ) now gives us an exact sequence
(4.5) K2(rY )→ SK1(X, rY )→ SK1(X)→ 0.
Next, we note that we can write rY as a scheme-theoretically finite sum rY = ∐irYi, where
the structure map Yi → Spec (k) is an isomorphism for every i. In particular, the inclusion
Y ⊂ rY has a section and this yields a decomposition K2(rY ) = K2(rY, Y ) ⊕ K2(Y ). It
follows from Lemma 3.4 that K2(rY, Y ) is a p-primary torsion group of bounded exponent.
Since Qp/Zp is divisible, we must have K2(rY, Y )/p
∞ = 0. On the other hand, K2(Y ) is
divisible and hence K2(Y )/p
∞ ≃ lim−→
m
K2(Y )/p
m = 0. All of this uses that k is algebraically
closed. It follows that the map SK1(X, rY )/p
∞ → SK1(X)/p∞ is an isomorphism. 
Lemma 4.5. SK1(X˜)/p
∞ = 0.
Proof. Using the exact sequence
(4.6) H2(X˜,K
3,X˜
)→ SK1(X˜)→ H1(X˜,K2,X˜)→ 0,
it suffices to show that H2(X˜,K3,X˜)/p∞ = 0 = H1(X˜,K2,X˜)/p∞.
The Gersten resolution for K
3,X˜
tells us that H2(X˜,K
3,X˜
) is the quotient of the group
⊕
x∈X˜(2)
K1(k(x)), which is clearly divisible (since k = k). This yields H
2(X˜,K
3,X˜
)/p∞ = 0.
The vanishing of H1(X˜,K
2,X˜
)/p∞ follows from the exact sequence
(4.7) 0→ H1(X˜,K2,X˜)/p∞ → lim−→
m
H1(X˜,K2,X˜/pm)
τ
X˜−−→ p∞CH2(X˜)→ 0
and the Roitman torsion theorem for X˜ from [62], whose proof involves showing that τ
X˜
is
an isomorphism. We refer to [62, § 6, p. 281] for this part of the argument in the proof of the
Roitman torsion theorem. 
Lemma 4.6. SK1(X˜, E)/p
∞ = 0.
Proof. For r ≥ 1, we have a commutative diagram
SK1(X˜, rE) //

SK1(X˜)

// SK1(rE)

K2(rE) // K1(X˜, rE) // K1(X˜) // K1(rE),
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where the vertical arrows are injective. Since H0(X,K1,(X˜,rE)) = 0, we get an exact sequence
(4.8) K2(rE)→ SK1(X˜, rE)→ SK1(X˜)→ SK1(rE).
For r = 1, we break this exact sequence into the smaller exact sequences
K2(E)→ SK1(X˜, E)→ F1 → 0;
0→ F1 → SK1(X˜)→ F2 → 0;
0→ F2 → SK1(E)→ F3 → 0.
If we let {E1, · · · , Er} denote the irreducible components of E, we get maps SK1(E)→
r⊕
i=1
SK1(Ei) → (k×)⊕r, where the first map is the sum of restrictions to components and the
second map is the sum of the push-forward maps SK1(Ei) →֒ K1(Ei)→ K1(Spec (k)) = k×.
It follows from [50, Lemma 7.6] that the composite map SK1(E) → (k×)⊕r is isomorphism
on the torsion subgroups. On the other hand, it is shown in the proof of [50, Lemma 7.7] that
the composite map
Pic(X˜)⊗Z k× ∪−→ SK1(X˜)→ SK1(E)→ (k×)⊕r
is surjective on the torsion subgroups. It follows that restriction map SK1(X˜) → SK1(E)
induces a surjection p∞SK1(X˜)։ p∞SK1(E).
In particular, we get p∞SK1(X˜)։ p∞F2, which in turn shows that F1/p
∞ →֒ SK1(X˜)/p∞.
Lemma 4.5 implies that F1/p
∞ = 0. To prove the lemma, we are now left with showing that
K2(E)/p
∞ = 0. Using the universal coefficient exact sequence
(4.9) 0→ Kn(E)/p∞ → Kn(E;Z/p∞)→ p∞Kn−1(E)→ 0,
it suffices to show that K2(E;Z/p
∞) = 0.
Let S ⊂ E be a finite closed subset contained in the smooth locus of E such that E \ S is
affine. We then have the Thomason-Trobaugh localization exact sequence
KS2 (E;Z/p
m)→ K2(E;Z/pm)→ K2(E \ S;Z/pm).
Since S lies in the smooth locus of E, we can replace KS2 (E;Z/p
m) by KS2 (Ereg;Z/p
m).
On the other hand, as Ereg and S are smooth, the maps K2(S;Z/p
m) → K ′2(S;Z/pm) →
KS2 (Ereg;Z/p
m) are isomorphisms using the localization sequence for the Quillen K-theory
K ′(−). We thus have an exact sequence
(4.10) K2(S;Z/p
m)→ K2(E;Z/pm)→ K2(E \ S;Z/pm).
We now observe that (4.9) holds even when we replace E by S. If we apply this for S when
n = 2, the assumption that k is algebraically closed of characteristic p > 0 implies that the
first term of (4.10) is zero. We can therefore assume that E is affine.
We let E = Spec (A), B = Spec (AN ) and let I ⊂ A denote the ideal of Esing. Since E is
a strict normal crossing divisor on a smooth surface, I is in fact a conducting ideal for the
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normalization map A→ B. We now have a commutative diagram of exact sequences
(4.11) K4(B/I;Z/p
m) // K3(B, I;Z/p
m)

// K3(B;Z/p
m)
K2(A,B, I;Z/p
m)

K3(A/I;Z/p
m) //

K2(A, I;Z/p
m) //

K2(A;Z/p
m) //

K2(A/I;Z/p
m)

K3(B/I;Z/p
m) // K2(B, I;Z/p
m) // K2(B;Z/p
m) // K2(B/I;Z/p
m).
Since B,A/I,B/I are all smooth of dimension at most one, it follows from [27, Theorem 8.4]
that K2(A,B, I;Z/p
m)
≃−→ K2(A, I;Z/pm) ≃−→ K2(A;Z/pm) for each m ≥ 1. It therefore
suffices to show that K2(A,B, I;Z/p
∞) = 0.
To prove this, we use the short exact sequence
0→ K2(A,B, I)/p∞ → K2(A,B, I;Z/p∞)→ p∞K1(A,B, I)→ 0.
It follows from [29, Theorem C] (see Lemma 3.3) that K2(A,B, I) is a p-primary torsion group
of bounded exponent. Since Qp/Zp is divisible, we must have K2(A,B, I)/p
∞ = 0. On the
other hand, K1(A,B, I) ≃ I/I2 ⊗B/I Ω1(B/I)/(A/I) by [31, Theorem 0.2]. Since B/I ≃ kr for
some r ≥ 1, we have Ω1(B/I)/(A/I) = 0. We conclude that K2(A,B, I;Z/p∞) = 0. This finishes
the proof. 
Lemma 4.7. For every r ≥ 1, we have SK1(X˜, rE)/p∞ = 0.
Proof. The case r = 1 follows from Lemma 4.6. So we assume r ≥ 2. Using the long exact
relative K-theory sequence, we get a commutative diagram
SK1(X˜, rE) //

SK1(X˜, E) //

SK1(rE,E)

K2(rE,E) // K1(X˜, rE) // K1(X˜, E) // K1(rE,E),
where the vertical arrows are all injective and the bottom row is exact. It follows from (4.2)
that the two vertical arrows from the left are isomorphisms. It follows that the top row is
also exact.
Using Lemma 3.4, we get an exact sequence
0→ A→ SK1(X˜, rE)→ SK1(X˜, E)→ B → 0,
where A and B are p-primary torsion groups of bounded exponents. Setting SK1(X˜, rE) :=
SK1(X˜, rE)/A, the divisibility of Qp/Zp implies that
(4.12) SK1(X˜, rE)/p
∞ ≃−→ SK1(X˜, rE)/p∞.
We now consider a commutative diagram of exact sequences
0 // SK1(X˜, rE) //

SK1(X˜, E) //

B

// 0
0 // SK1(X˜, rE)[p
−1] // SK1(X˜, E)[p
−1] // B[p−1] // 0,
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where the vertical arrows are the localizations.
Since B is p-primary torsion, the vertical arrow on the right is zero. Combining this
with Lemma 4.6 and the isomorphism Z[p−1]/Z ≃ lim−→
m
Z/pm ≃ Qp/Zp, we get a surjection
B ։ SK1(X˜, rE) ⊗Z Z[p−1]/Z ≃ SK1(X˜, rE) ⊗Z Qp/Zp. It follows that SK1(X˜, rE)/p∞ is
a divisible group of bounded exponent, and hence it must be zero. We conclude from (4.12)
that SK1(X˜, rE)/p
∞ = 0. 
Lemma 4.8. Let X be a reduced quasi-projective surface over an algebraically closed field k
of exponential characteristic p ≥ 1. Assume that X has only an isolated set of singular points.
Then H2(X,K3,X ) is divisible by every integer m prime to p. In particular, H2(X,K3,X )⊗Z
Ql/Zl = 0 for every prime l 6= p.
Proof. For any point x ∈ X (not necessarily closed), let Xx denote Spec (OX,x) and let
Xox = Xx \ {x}. Let X(i) denote the set of codimension i points on X. For a Zariski sheaf F
on X and a point x ∈ X, recall that H ix(X,F) is defined as the colimit lim−→
U
H i
{x}∩U
(U,F|U ),
where the limit is over all open neighborhoods of x in X.
The filtration by codimension of support gives rise to the coniveau spectral sequence Ei,j1 =
∐
x∈X(i)
H i+jx (X,F)⇒ H i+j(X,F). Since H ix(X,F) ∼= H ix(Xx,F) for every x ∈ X and i ≥ 0 by
excision, and since dim(Xox) = i − 1 for every x ∈ X(i), the above spectral sequence implies
that the ‘forget support’ map ⊕
x∈X(2)
H2x(X,F) → H2(X,F) is surjective. It suffices therefore
to show that H2x(Xx,K3,X) is m-divisible for every integer m prime to p and every closed
point x ∈ X.
Suppose first that x is a regular point. In this case, the Gersten resolution for K3,X on Xx
implies that H2x(Xx,K3,X) ≃ K1(k(x)) ≃ k×. Our divisibility claim follows in this case.
Suppose next that x is one of the isolated singular points of X. In this case, we can use the
localization exact sequence H1(Xox,K3,X) → H2x(Xx,K3,X) → H2(Xx,K3,X) = 0 to reduce
the problem to showing that H1(Xox,K3,X) is m-divisibile.
Now, our assumption says that Xx is a 2-dimensional local ring which is regular away from
its closed point x. In particular, Xox is regular and has dimension one. We can therefore apply
the Gersten sequence, which tells us that there is a surjection ⊕
x∈X
(1)
x
K2(k(x))։ H
1(Xox,K3,X).
On the other hand, there is a Norm-residue isomorphism K2(k(x))/m
≃−→ H2e´t(k(x), µm(2)).
But the latter group vanishes since k = k and tr. degk(k(x)) = 1. We have thus shown that
H2x(Xx,K3,X)/m = 0. This finishes the proof. 
Remark 4.9. The reader can check from its proof that Lemma 4.8 is valid forHd(X,Kd+1,X ) for
any reduced quasi-projective scheme X of dimension d ≥ 0 over k with isolated singularities.
Theorem 4.10. Let X be a normal projective surface over an algebraically closed field k.
Then
SK1(X) ⊗Z Q/Z = 0 = H1(X,K2,X )⊗Z Q/Z.
Proof. It suffices to show that SK1(X)⊗Z Q/Z = 0 as the remaining part follows from (4.1).
Since Q/Z
≃−→ ⊕
l
Ql/Zl, where l runs over the set of prime numbers, it suffices to show that
SK1(X)/l
∞ = 0 for every prime l. For l 6= char(k), this follows from Lemmas 4.1, 4.8 and
[4, Theorem 7.9]. So we assume char(k) = p > 0 and show that SK1(X)/p
∞ = 0. In view of
Lemma 4.4, this is equivalent to showing that SK1(X, rY )/p
∞ = 0 for every r ≥ 1.
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To prove this, we consider a commutative diagram with exact bottom row
SK1(X, rY ) // _

SK1(X˜, rE) _

K1(X, X˜, rY, rE) // K1(X, rY ) // K1(X˜, rE) // K0(X, X˜, rY, rE).
Since X is a normal surface, it is Cohen-Macaulay with isolated singularities. It follows
from (4.2) and Theorem 3.9 that there is an exact sequence
0→ A→ SK1(X, rY )→ SK1(X˜, rE)→ B → 0,
where A and B are p-primary torsion groups of bounded exponents. It follows from Lemma 4.7
that SK1(X˜, rE)/p
∞ = 0. We now repeat the proof of Lemma 4.7 verbatim to conclude that
SK1(X, rY )/p
∞ = 0. 
5. Torsion theorem for surfaces
We prove Theorem 1.3 in this section for surfaces. In fact, we prove this torsion theorem
for a certain class of non-affine surfaces as well. This generalization will be needed in the
proof of the general case of Theorem 1.3 later in this paper. We fix an algebraically closed
field k of any characteristic. Recall from § 2.2 that CHqF (X) denotes the homological Chow
group of codimension q cycles on an equi-dimensional scheme X. Recall from [55] that every
normal projective variety X over k of dimension d has an Albanese variety Alb(X) which is
an abelian variety and there is an Albanese map albX : CH
d(X)0 → Alb(X).
5.1. Divisibility of H1(X,K2,X ) for non-projective normal surfaces. In order to prove
our torsion theorem for surfaces, we need to extend Theorem 4.10 to certain non-projective
normal surfaces. We do this below.
Lemma 5.1. Let X be a reduced affine surface over k and let π : Y → X be the blow-up of
X along a closed subscheme Z ⊂ X whose support is finite. Assume that there is a closed
subscheme W ⊂ X such that Z ∩W = ∅ and π−1(X \W ) is smooth. We can then find an
open embedding j : Y N →֒ Y , where Y is a projective normal surface over k such that the
following hold.
(1) Y sing = (Y
N )sing.
(2) Y \ Y N is a strict normal crossing divisor on Y .
(3) The intersection of T := Y \ Y N with every connected component of Y is connected.
Proof. We can assume X to be connected. Let E ⊂ Y denote the reduced exceptional divisor
of the blow-up map π. Let f : XN → X be the normalization map and let Z ′ = Z ×X XN .
Consider the commutative square
(5.1) BlZ′(X
N )
g
//
πN

Y
π

XN
f
// X.
It follows from Lemma 2.7 that g is finite and birational. The map g−1(Y \E)→ Y \E is
clearly the normalization map. On the other hand, it is given that Y is smooth in an open
neighborhood of E. In particular, g must be an isomorphism in that neighborhood. It follows
that BlZ′(X
N ) = Y N .
Since XN is an affine normal surface, we can find an open embedding j : XN →֒ X , whereX
is a normal projective surface over k such that Xsing = X
N
sing and the complement T = X \XN
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is a strict normal crossing divisor on X. Moreover, it follows from [32, Corollary 1] that the
intersection of T with every connected component of X is connected.
Note that the existence of a normal projective surface X as above is easily shown using the
strong resolution of singularities techniques for surfaces in arbitrary characteristic. In brief,
we first choose a closed embeddingXN ⊂ Ank and take Z to be the normalization of the closure
of XN in Pnk . Using the strong resolution of singularities techniques, one can now successively
blow up 0-dimensional closed subschemes lying over Z \ XN such that the composite map
p : X → Z has the property that X is regular outside XN and p−1(Z \XN ) is a strict normal
crossing divisor.
Since Z ′ is a closed subscheme of XN with finite support, it is actually a closed subscheme
of X and we get a Cartesian square
(5.2) BlZ′(X
N )
j
//
πN

BlZ′(X)
π

XN
j
// X.
As π is an isomorphism away from Z ′, it follows that BlZ′(X) is normal outside π
−1(Z ′) and
the singular locus of BlZ′(X) is same as that of BlZ′(X
N ).
On the other hand, the normality of Y N = BlZ′(X
N ) implies that BlZ′(X) is already
normal in an open neighborhood of π−1(Z ′). It follows that BlZ′(X) is normal. Further-
more, BlZ′(X) \ BlZ′(XN ) = π−1(T ) and the map π−1(T ) → T is clearly an isomorphism.
Since the connected components of BlZ′(X) are precisely the inverse images of the connected
components of the normal surface X , we see that the intersection of π−1(T ) with every con-
nected component of BlZ′(X) is connected. Setting Y = BlZ′(X), we see that Y is a normal
projective surface with open embedding j : Y N →֒ Y and Y \ Y N = T , satisfies the desired
properties. 
Let X be a reduced affine surface over k and let π : Y → X be as in Lemma 5.1. Let
j : Y N →֒ Y be the open embedding in a normal projective surface given by Lemma 5.1.
Let i : T = Y \ Y N →֒ Y be the inclusion of the strict normal crossing divisor on Y . Using
Lemma 2.4 and Bloch’s formula for normal surfaces (use either [68, Theorems 2.2, 8.9] or
combine [53] and [11]) H2(Y ,K2,Y ) ∼= CH2(Y ), there is a push-forward map i∗ : CH1F (T ) →
CH2(Y ).
Lemma 5.2. The composite map ψ : CH1F (T )0
i∗−→ CH2(Y )0 → Alb(Y ) is surjective.
Proof. We can assume X to be connected. Keeping the notations of Lemma 5.1 and its proof,
we let π˜ : Y˜ → Y be a resolution of singularities of Y such that the reduced exceptional divisor
E˜ is strict normal crossing. One knows that the Albanese variety of a normal projective surface
remains unchanged if one takes its resolution of singularities (see [50, § 7]), and thus one has
an isomorphism π˜∗ : Alb(Y˜ )→ Alb(Y ). Let φ : Y˜ → Alb(Y˜ ) denote the universal morphism.
As Y sing ∩ T = (Y N )sing ∩ T = ∅, we can assume T to be a closed subscheme of Y˜ .
Let π : Y → X be as in (5.2). Since XN is smooth in an open neighborhood of Z ′ =
Z ×X XN by assumption, it follows that F := π−1(Z ′) is a closed subset of Y˜ via π˜ : Y˜ → Y .
Furthermore, it is disjoint from E˜ and T . Set D = E˜ + F + T .
Since the intersection of T with a connected component of Y˜ is connected, it follows from
[67, Lemma 5.4] that ψ(CH1F (T )0) is an abelian subvariety of Alb(Y ). Let us denote this
abelian subvariety by B.
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Following the proof of [67, Theorem 5.3], let A = Alb(Y )/B and let β : Y˜ → A denote the
composite map Y˜ → Alb(Y ) → A. It is then clear that z := β(T ) is a closed point of A.
Since A is divisible, we need to show that the image of every irreducible component of Y˜ in
A is a point. We can thus assume that Y˜ is irreducible and, in particular, T is connected.
We then need to show that Z˜ := β(Y˜ ) is a point. Since β is projective, β(x) = z for every
x ∈ Y˜ \D will imply that dim(Z˜) = 0, and we are done. Otherwise, we can assume that there
is a closed point x ∈ Y˜ \D such that β(x) 6= z. We let a = β(x) and Y˜a = β−1(a).
Suppose first that dim(Z˜) = 1. Since β : Y˜ → Z˜ is a projective and surjective morphism of
relative dimension one, each of its fibers is at least one-dimensional. In particular, dim(Y˜a) =
1. Since T ∩ Y˜a = ∅ and Y˜a 6⊂ E˜, it follows that π˜(Y˜a) is a projective curve in Y N = Y \ T .
Since Y˜a 6⊂ F , it also follows that π˜(Y˜a) is a projective curve in Y N which is not contained
in F . Since F is the exceptional divisor for the blow-up map πN : Y N → XN , it follows that
πN (π˜(Y˜a)) is a projective curve in X
N . But this is absurd as XN is affine.
Next assume that dim(Z˜) = 2. Then it follows from [71, pg. 96] (or see pg. 71-72 of its
online version) that the intersection matrix of β−1(z) is negative definite. In particular, we get
T 2 ≤ 0. On the other hand, we observe that T is a closed subscheme of X (in the notations of
the proof of Lemma 5.1) with affine complement XN . Hence, it follows from [32, Theorem 1]
that there is a monoidal transformation η : X1 → X with center in T such that η−1(T ) is
the support of an ample divisor. This implies in particular that we must have T 2 > 0, which
is again absurd. We have thus shown that dim(Z˜) = 0 and this finishes the proof of the
lemma. 
Proposition 5.3. Let X be a reduced affine surface over k and let π : Y → X be as in
Lemma 5.1. Then
H1(Y N ,K2,Y N )⊗Z Q/Z = 0 = H1(XN ,K2,XN )⊗Z Q/Z.
Proof. We can assume X to be connected. Let j : Y N →֒ Y be the open embedding obtained
in Lemma 5.1 with complement Y \Y N = T . We keep the notations of the proof of Lemma 5.1.
Using Bloch’s formula for normal surfaces (see the paragraph above Lemma 5.2), there is
a commutative diagram
(5.3) CH2(Y )
≃
//
j∗

H2(Y ,K2,Y )
j∗

CH2(Y N )
≃
// H2(Y N ,K2,Y N ),
where the two horizontal arrows are isomorphisms. Since the left vertical arrow is surjective
by the choice of Y , it follows that the right vertical arrow is also surjective.
We now consider the long exact sequence of Zariski cohomology groups
H1(Y ,K2,Y )
j∗−→ H1(Y N ,K2,Y N )→ H2T (Y ,K2,Y )
i∗−→ H2(Y ,K2,Y )
j∗−→ H2(Y N ,K2,Y N ).
Lemma 2.4, the isomorphisms of (5.3) and the Gersten resolution for K2,Y (see [53, Theo-
rem 7] for normal surfaces) together show that this exact sequence is equivalent to an exact
sequence
H1(Y ,K2,Y )
j∗−→ H1(Y N ,K2,Y N )→ CH1F (T ) i∗−→ CH2(Y )
j∗−→ CH2(Y N )→ 0.
Since the normal surface Y is a disjoint union of its connected components {Y 1, · · · , Y r}
and the intersection of T with each of these components is connected, we have a commutative
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diagram
H1(Y N ,K2,Y N ) // CH1F (T )
i∗
//
deg

CH2(Y )
deg

Zr Zr.
Recall that CH1F (T )0 and CH
2(Y )0 denote the kernels of the degree maps. Since Y is
smooth along T , it is easy to see that the map CH2(Y )0 → CH2(Y N ) is surjective. We
therefore get an exact sequence
(5.4) H1(Y ,K2,Y )
j∗−→ H1(Y N ,K2,Y N )→ CH1F (T )0 i∗−→ CH2(Y )0
j∗−→ CH2(Y N )→ 0.
Let {T1, · · · , Ts} denote the irreducible components of T . Since each T ∩ Y i is connected
and TN is smooth, the proper push-forward map Pic0(TN ) ≃ s⊕
i=1
CH1F (T
N
i )0 → CH1F (T )0 is
surjective, by [67, Lemma 5.1]. Combining this with Lemma 5.2, we see that the map TN → Y
induces a surjective morphism of abelian varieties Pic0(TN )։ Alb(Y ).
We conclude from Lemma 2.5 that the map Pic0(TN )tors → Alb(Y )tors is surjective. The
factorization Pic0(TN )tors → (CH1F (T )0)tors → Alb(Y )tors implies that the composite map
(CH1F (T )0)tors → (CH2(Y )0)tors → Alb(Y )tors is surjective. On the other hand, the Roitman
torsion theorem for projective normal surfaces (see [50, Theorem 1.6]) says that the map
CH2(Y )0 → Alb(Y ) is an isomorphism on the torsion subgroups. We conclude that the map
(5.5) (i∗)tors : (CH
1
F (T )0)tors → (CH2(Y )0)tors
is surjective.
We set H = Ker(i∗) so that (5.4) yields a commutative diagram of short exact sequences
(5.6) H1(Y ,K2,Y )
j∗
//

H1(Y N ,K2,Y N ) //

H //

0
H1(Y ,K2,Y )Q j∗ // H
1(Y N ,K2,Y N )Q // HQ // 0,
where the vertical arrows are all localization maps. Since Pic0(TN ) is divisible and it sur-
jects onto CH1F (T )0, it follows that CH
1
F (T )0 is divisible. In particular, the map CH
1
F (T )0 →
(CH1F (T )0)Q is surjective. Combining this with (5.4) and (5.5), we conclude that the right ver-
tical arrow in (5.6) is surjective. The left vertical arrow in (5.6) is surjective by Theorem 4.10.
In particular, the middle vertical arrow is also surjective. Equivalently, H1(Y N ,K2,Y N ) ⊗Z
Q/Z = 0. To prove that H1(XN ,K2,XN ) ⊗Z Q/Z = 0, we repeat the above proof verbatim,
assuming that the map π is identity. This finishes the proof. 
Lemma 5.4. Let X be a reduced affine surface over k and let π : Y → X be as in Lemma 5.1.
Then CH2(XN ) and CH2(Y N ) are uniquely divisible.
Proof. We continue with the notations of the proof of Proposition 5.3. We first prove the
divisibility assertion. Since Y is a normal projective surface, Bertini theorem implies that
there is a smooth projective curve C ⊂ Y passing through any given smooth point of Y N such
that C ∩ (Y N )sing = C ∩ Y sing = ∅. Any such curve defines a push-forward map Pic0(C) →
CH2(Y )0 ։ CH
2(Y N ) (see, for instance, [25, Lemma 1.8]). It follows that CH2(Y N ) is
generated by the images of Pic0(C) → CH2(Y N ), where C is a smooth projective curve. In
particular, CH2(Y N ) is divisible. A similar argument works for CH2(XN ) as well.
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We now prove that CH2(XN ) and CH2(Y N ) are torsion-free. We have shown in (5.4) that
there is an exact sequence
CH1F (T )0
i∗−→ CH2(Y )0 j
∗
−→ CH2(Y N )→ 0.
We have also shown above that CH1F (T )0 is divisible. It follows that the map (CH
2(Y )0)tors →
CH2(Y N )tors is surjective. On the other hand, it is shown in (5.5) that the map (CH
1
F (T )0)tors →
(CH2(Y )0)tors is surjective. We conclude that CH
2(Y N )tors = 0.
Finally, as XN is a normal affine surface over k, it follows from [56, Corollary 2.7] and [50,
Corollary 1.7] that CH2(XN ) is torsion-free. 
We now prove Theorem 1.3 for affine surfaces and their blow-ups.
Theorem 5.5. Let X be a reduced affine surface over an algebraically closed field k. Let
π : Y → X be as in Lemma 5.1. Then CH2(X) and CH2(Y ) are uniquely divisible.
Proof. We can assume that X is connected. Let g : Y N → Y denote the normalization
map. By [4, Theorem 3.3] (see also [43, Proposition 2.3] for a refined version), there exists a
conducting subscheme W ⊂ Y with Wred = Ysing such that setting W = W ×Y Y N , there is
a Mayer-Vietoris exact sequence
(5.7) SK1(Y
N )→ SK1(W )
SK1(W )
→ CH2(Y ) g
∗
−→ CH2(Y N )→ 0,
where we have identified SK0(Y ) = F
2K0(Y ) with CH
2(Y ) (and similarly for Y N ) by [53,
Theorem 7].
It follows from our assumption that Wred = Ysing is affine. We conclude that W is affine
(see [37, Exercise III.3.1]). Since the map W → W is finite, it follows that W is also affine.
It is classically known (see for instance, [5, Chap. IX, Propositions 1.3, 3.9]) that SK1(R) =
SK1(Rred) for any commutative ring R. We can therefore assume that W and W are reduced
in (5.7).
It follows from the Thomason-Trobaugh spectral sequence Ep,q2 = H
p(X,Kq,X )⇒ Kq−p(X)
that there is a commutative diagram
(5.8) SK1(Y
N ) //

H1(Y N ,K2,Y N )

SK1(W )
SK1(W )
//
H1(W,K2,W )
H1(W,K2,W )
,
where the top horizontal arrow is surjective (see Lemma 4.1) and the bottom horizontal arrow
is an isomorphism. We thus get an exact sequence
(5.9) H1(Y N ,K2,Y N )→
SK1(W )
SK1(W )
→ CH2(Y ) g
∗
−→ CH2(Y N )→ 0.
Since W as well as W are reduced affine curves, [4, Theorem 5.3(i)] tells us that there is
an exact sequence
SK1(W )→ SK1(W )→ SK1(W )
SK1(W )
→ 0,
where the first two terms from the left are uniquely divisible. It follows that the last term is
also uniquely divisible. We remark here that in the proof of [4, Theorem 5.3(i)] (see Step 2
of the proof), the authors mistakenly write that if Y is a reduced affine curve over k, then
SK1(Y ) is uniquely divisible (modulo a bounded p-torsion subgroup if p 6= 0). However, their
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proof actually shows that SK1(Y ) is always uniquely divisible, given the trivial observation
that every homomorphism from a torsion group to a torsion-free group is zero.
We now consider a commutative diagram with exact rows
H1(Y N ,K2,Y N ) //

SK1(W )
SK1(W )
//

Ker(g∗) //

0
H1(Y N ,K2,Y N )Q // (SK1(W )SK1(W ))Q // Ker(g
∗)Q
// 0.
We have just shown that the middle vertical arrow is an isomorphism. It follows from
Proposition 5.3 that the left vertical arrow is surjective. We conclude that Ker(g∗) is uniquely
divisible.
It follows from Lemma 5.4 that CH2(Y N ) is uniquely divisible. We conclude from (5.9)
that CH2(Y ) is uniquely divisible. Exactly the same argument, using Proposition 5.3 and [50,
Theorem 1.6], also shows that CH2(X) is uniquely divisible. 
As an immediate consequence of Theorem 5.5, we obtain the following extension of the
affine Roitman torsion theorem to non-affine surfaces.
Corollary 5.6. Let X be a reduced affine surface over an algebraically closed field k and let
π : Y → X be a resolution of singularities of X. Then CH2(Y ) is uniquely divisible.
Proof. Since Y is also a resolution of singularities of the normalization XN , we can assume X
to be normal. The corollary now follows from Theorem 5.5 and [59, Remark C, p. 155] (see
Lemma 6.6). 
6. Torsion theorem in higher dimension
In this section, we prove our torsion theorem for affine varieties by reducing it to the
case of surfaces using some blow-up techniques. We shall use the following straight-forward
commutative algebra result.
Lemma 6.1. Let R be commutative Noetherian ring such that Rp is reduced for every asso-
ciated prime ideal p of R. Then R must be reduced.
Proof. Let a 6= 0 be an element of R such that an = 0 for some n ≥ 1. Let {p1, · · · , pr} be
the set of associated primes of R and set S = R \ (∪ipi). It follows from our assumption that
RS is reduced. In particular, a dies in RS . Equivalently, there exists b ∈ S such that ab = 0.
But this means a = 0 because b is not a zero-divisor in R. 
We shall also use the following algebro-geometric results in the proof of Theorem 6.7. We
leave the proof to the reader as an exercise.
Lemma 6.2. Let X be a reduced quasi-projective scheme of dimension d ≥ 0 over a field k.
For r ≥ 0, let α, β ∈ ZFr (X) be such that their supports are disjoint closed subsets of X. Then
α+ β = 0 in ZFr (X) if and only if α = 0 = β.
Lemma 6.3. Let X be a smooth quasi-projective scheme of dimension d ≥ 2 over an alge-
braically closed field k. Let π : X ′ → X be a composition of monoidal transformations with
point centers and let E ⊂ X ′ be the exceptional divisor with r irreducible components. Let
β ∈ ZF0 (E) be a 0-cycle such that deg(β) = 0 in Zr. Then we can find finitely many smooth
projective rational curves Lj ⊂ E and rational functions gj ∈ k(Lj) such that β =
∑
j(gj)Lj .
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Proof. This is an easy exercise and we give only a sketch (see the proofs of [14, Lemma 5.2]
and [55, Lemma 2.1]). We can write E = π−1(x), where x ∈ X is a closed point. Then
E is connected whose irreducible components Ei’s are successive point blow-ups of P
d−1
k . In
particular, CHF0 (Ei) ≃ Z. Let π : EN = ∐iEi → E denote the normalization map.
Recall now from [26, § 1.3] that RF0 (E) is generated by the divisors of non-zero rational
functions on integral curves on E. Each of these curves must lie inside some irreducible
component Ei of E. On the other hand, if C ⊂ Ei is an irreducible curve and f ∈ k(C)×
is a rational function, then π(C) = C and π∗(div(f)) = div(f). This shows that the map
π∗ : RF0 (EN )→RF0 (E) is surjective.
We also note that the map deg: CHF0 (E
N ) → H0(EN ,Z) is an isomorphism and the map
π∗ : CH
F
0 (E
N )0 → CHF0 (E)0 is surjective (see [67, Lemma 5.1]). In particular, CHF0 (E)
deg→
Zr is an isomorphism so that RF0 (E) = Ker(ZF0 (E)
deg−−→ Zr). We conclude that the map
π∗ : RF0 (EN )→ Ker(ZF0 (E)
deg−−→ Zr) is surjective.
Since π takes a smooth connected rational curve isomorphically onto its image, we have
reduced the proof of the lemma to the case where E → Pd−1k is a composition of monoidal
transformations with point centers. In this case, the lemma is well known. 
Let X be a reduced quasi-projective scheme of dimension d ≥ 3 over an algebraically closed
field k and let X →֒ Pnk be a locally closed embedding. Let Y ⊂ X be a nowhere dense closed
subset containing Xsing and let W ⊂ X be a Cartier curve relative to Y . Let W denote the
scheme-theoretic closure of W in Pnk with the defining sheaf of ideals IW . Let P be a property
of hypersurface sections of X in Pnk which contain W . Let m, i ≥ 1 be two integers.
Definition 6.4. We shall say that a general choice of hypersurface H1 in the linear system
|H0(Pnk ,IW (m))| satisfies P relative to X, if there exists a dense open subset U1(W,m) ⊆
|H0(Pnk ,IW (m))| such that X 6⊂ H1 and X ∩H1 satisfies P , for every H1 ∈ U1(W,m).
For i ≥ 2, we shall say that a general choice of hypersurfaces {H1, · · · ,Hi} in the linear
system |H0(Pnk ,IW (m))| satisfies P relative to X if the following hold.
(1) A general choice of hypersurface H1 in the linear system |H0(Pnk ,IW (m))| satisfies P
relative to X and Y ∩H1 is a nowhere dense subset of X ∩H1 containing (X ∩H1)sing.
(2) For every 2 ≤ j ≤ i and every general choice of hypersurfaces {H1, · · · ,Hj−1} in
|H0(Pnk ,IW (m))|, (1) holds for X ∩H1 ∩ · · · ∩Hj−1.
Suppose that P and P ′ are two properties of the hypersurface sections of X containing W .
Suppose that a general choice of hypersurfaces {H1, · · · ,Hi} in |H0(Pnk ,IW (m))| satisfies P
relative to X and a general choice of hypersurfaces {H ′1, · · · ,H ′i} in |H0(Pnk ,IW (m))| satisfies
P ′ relative to X. It is then easy to see that a general choice of hypersurfaces {H1, · · · ,Hi} in
|H0(Pnk ,IW (m))| will simultaneously satisfy P and P ′ relative to X.
Lemma 6.5. (cf. [56, Lemma 1.3]) For all m sufficiently large, a general choice of hypersur-
faces {H1, · · · ,Hd−1} in |H0(Pnk ,IW (m))| satisfies the following.
(1) If we let Wj = X ∩H1∩· · ·∩Hj, then Wj ⊂ X is a complete intersection along W ∩Y
for 1 ≤ j ≤ d− 1.
(2) Wj \W ⊂ X \W is a complete intersection closed subscheme which is reduced for
1 ≤ j ≤ d− 2.
(3) (Wd−1 \W ) ∩W ∩ Y = ∅.
In particular, W ⊂Wd−2 is a complete intersection along Y .
Proof. Let X be the closure of X in Pnk with the reduced structure and the defining sheaf
of ideals IX . Let Um(X) denote the complement of |H0(Pnk ,IX(m))| in the linear system
|H0(Pnk ,IW (m))|. For m ≫ 0, the restriction map Um(X) → |H0(X,IW /IX(m))| is smooth
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and surjective with fibersH0(Pnk ,IX(m)). In particular, the inverse image of every open dense
subset under this map is open dense. We can therefore replace Pnk by X in the proof of the
lemma.
In this case, the assertions (1), (2) and (3) are straight-forward consequences of [56,
Lemma 1.3] and its proof. Levine actually proves a stronger version of (2). He shows in
a later part of his proof that Wj is reduced for 1 ≤ j ≤ d − 2. In our application of this
lemma in the proof of Theorem 6.7 (see the choice of Y ′ is Step 4), we shall show that Wd−2
is reduced by a more refined choice of the hypersurfaces.
To prove the last assertion, note that the choice of Wd−1 inside Wd−2 is general, and hence
the inclusion Wd−1 ⊂Wd−2 a complete intersection along W ∩ Y by (1). On the other hand,
it follows from (3) that W ⊂ Wd−1 is such that no irreducible component of Wd−1 which is
different from a component of W , meets W along Y . In particular, at any point of W ∩ Y ,
the ideal of W in Wd−2 coincides with that of Wd−1. Since W ∩Y is finite, this ideal must be
globally principal along Y . This finishes the proof. 
Lemma 6.6. Let X be a reduced quasi-projective surface over an algebraically closed field k.
Let T ⊂ X be a finite set of closed points such that the semi-local ring OX,T is normal. Let
f : X ′ → X be a proper map which is an isomorphism over X \ T . Assume that X ′ is regular
over an open neighborhood of T in X. Then f is either an isomorphism or, there exists a
closed subscheme (possibly non-reduced) Z ⊂ X supported on T such that it is the blow-up of
X along Z.
Proof. By throwing away points of T where f is an isomorphism, we can reduce to the case
where f is not an isomorphism at any point of T . Since the normality is an open condition on
X, there is an affine open neighborhood of T in X which is normal. Let us write T = T1∐T2
such that OX,T1 is regular and OX,T2 is singular. It follows from [37, Exercise II.7.11] that
there exists a sheaf of ideals I1 ⊂ OX supported on T1 such that f−1(X \T2) is the blow-up of
X \ T2 along I1|(X\T2). Let f1 : X1 → X be the blow-up of X along I1 and let T ′2 = f−11 (T2).
We then have a factorization X ′
f2−→ X1 f1−→ X of f .
Since X1 is normal in a neighborhood of the finite set of closed points T
′
2 and, since X
′
is regular over T ′2, it follows from [59, Remark C, p. 155] that there exists a sheaf of ideals
I ′2 ⊂ OX1 supported on T ′2 such that f2 is the blow-up of X1 along I ′2. Since f1 is an
isomorphism over T2, one checks that (f1)∗(I ′2) is a sheaf of ideals on X. We let I2 = (f1)∗(I ′2)
and I = I1 · I2. If Z is the closed subscheme of X defined by I ⊂ OX , it becomes clear that
it is supported on T and, f is the blow-up of X along Z. 
Theorem 6.7. Let X be a reduced affine scheme of dimension d ≥ 2 over an algebraically
closed field k. Then CHd(X) is uniquely divisible.
Proof. In view of Theorem 5.5, we can assume d ≥ 3. To show that CHd(X) is divisible, we
let α ∈ Zd(X,Xsing) be a 0-cycle. We fix a locally closed embedding X →֒ PNk . It follows
from Lemma 6.5 and [1, Theorem 7] that there exists a complete intersection reduced affine
surface Y ⊂ X containing the support of α such that Y is smooth away from Xsing.
Since the inclusion i : Y →֒ X is a complete intersection and Y is smooth away from Xsing,
it follows that Xsing ∩ Y = Ysing. We conclude from Lemma 2.3 that there exists a push-
forward map i∗ : CH
2(Y )→ CHd(X) which contains α in its image. Since CH2(Y ) is divisible
by Theorem 5.5, we conclude that CHd(X) is divisible. The rest of the proof will be devoted
to showing that CHd(X) is torsion-free.
Let α ∈ Zd(X,Xsing) be such that nα = 0 in CHd(X) for some integer n ≥ 1. Equivalently,
nα ∈ Rd(X,Xsing). We can thus use Lemma 2.1 to find a (reduced) Cartier curve C on X
and a function f ∈ O×C,S such that nα = (f)C , where S = C ∩Xsing. Since that part of nα
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supported on any connected component of C is also of the form nα′ = (f ′)C′ for some Cartier
curve C ′ and some f ′, we can assume that C is connected. Let {C1, · · · , Cr} denote the set
of irreducible components of C. We set U = X \Xsing so that U is smooth and a dense open
subscheme of X.
Our aim is to show that α ∈ Rd(X,Xsing), by reducing to the case where X is replaced by
a surface. Ideally, one would like to find a complete intersection surface in X which supports
α and on which, nα is rationally equivalent to zero. Since this can not be achieved in general,
the strategy is to use Bloch’s trick [14] of finding such a surface after a series of monoidal
transformations of X. What makes this trick work in our case is a combination of Lemma 2.3
and Theorem 5.5. This strategy is executed as follows.
STEP 1: Following an argument of Bloch [14, Chapter 5], we let π : X ′ → X be a successive
blow-up at smooth points such that the following hold.
(1) The strict transform Di of each Ci is smooth at every point of Di ∩ π−1(U).
(2) Di ∩Dj ∩ π−1(U) = ∅ for i 6= j.
(3) Each Di intersects the exceptional divisor E (which is reduced) transversely at smooth
points of X ′.
It is clear that there exists a finite set of distinct blown-up closed points T = {x1, · · · , xn} ⊂
U such that π : π−1(X \ T )→ X \ T is an isomorphism. In particular, π : X ′sing → Xsing is an
isomorphism. This in turn implies that X ′sing is an affine scheme of dimension at most d− 1.
Set U ′ = X ′ \ X ′sing = π−1(U). Let D denote the strict transform of C with components
{D1, · · · ,Dr}.
Since π is an isomorphism over an open neighborhood of Xsing, it follows that S
′ :=
π−1(S) ≃ S and the map D → C is an isomorphism along Xsing. In particular, π∗ : OD,S ≃−→
OD′,S′ and π∗((π∗(f))D) = (f)C = nα. In the rest of the proof, we shall often abuse the
notations by identifying S, OD,S and f with S′, OD′,S′ and π∗(f), respectively. Since
Supp(α) ⊂ C, we can find α′ ∈ Zd(X ′,X ′sing) supported on D such that π∗(α′) = α. This
implies that π∗(nα
′− (f)D) = 0. Setting β = nα′− (f)D, we get π∗(β) = 0 in the cycle group
Zd(X,Xsing).
STEP 2: We can now write β =
n∑
i=0
βi, where βi is a 0-cycle on X
′ supported on π−1(xi)
for 1 ≤ i ≤ n and β0 is supported on the complement of the exceptional divisor E. We then
get
n∑
i=0
π∗(βi) = 0 in Zd(X,Xsing) ⊆ ZdF (X). Since all closed points of T are distinct and
the support of π∗(β0) is disjoint from T , a repeated application of Lemma 6.2 shows that
π∗(βi) = 0 for all 0 ≤ i ≤ n. Since π is an isomorphism away from T = {x1, · · · , xn}, we must
have β0 = 0. We can therefore assume that β is a 0-cycle on E.
We now note that each π−1({xi}) is a (d − 1)-dimensional projective scheme whose irre-
ducible components are successive point blow-ups of Pd−1k . Moreover, we have π∗(βi) = 0 for
the push-forward map π∗ : ZdF (π−1({xi})) → Z, induced by π : π−1({xi}) → Spec (k(xi)) ≃−→
Spec (k). But this means that deg(βi) = 0. Taking the sum, we get deg(β) =
n∑
i=1
deg(βi) = 0.
An application of Lemma 6.3 now shows that there are finitely many smooth projective ra-
tional curves Lj ⊂ E and rational functions gj ∈ k(Lj) such that β =
s∑
j=1
(gj)Lj .
STEP 3: Using the next step in the argument of Bloch (see [14, Lemma 5.2]), after possibly
further blow-up of X ′ along the closed points supported on E, we can assume that no more
than two Lj’s meet at a point and they intersect D transversely (note that D is smooth along
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E). In particular, in combination with (1) - (3) above, this implies that D′ := D ∪ (∪jLj) is
a reduced curve with following properties (see line 4 from the bottom of [14, p. 5.2]).
(1) Each component of D′ ∩ U ′ is smooth.
(2) D′ ∩ U ′ has only ordinary double point singularities, i.e., exactly two components of
D′ ∩ U ′ meet at any of its singular points with distinct tangent directions.
In particular, the embedding dimension of D′ at each of its singular points lying over U is
two. Furthermore, D′ ∩X ′sing = (D′ \ (∪jLj)) ∩X ′sing = D ∩X ′sing. This implies that D′ is a
Cartier curve on X ′.
STEP 4: We now fix a locally closed embeddingX ′ →֒ Pnk . SinceX ′ is reduced of dimension
d ≥ 3, and since D′ ⊂ X ′ is a local complete intersection along X ′sing, Lemma 6.5 applies. If
for m ≫ 0, we let {H1, · · · ,Hd−1} be a general choice of hypersurfaces in |H0(Pnk ,ID′(m))|
satisfying Lemma 6.5, then the scheme-theoretic intersection Y ′ = X ′ ∩H1 ∩ · · · ∩Hd−2 has
the property that Y ′ ⊂ X ′ is a complete intersection away from D′ and along D′ ∩ X ′sing.
Furthermore, Y ′ \D′ is reduced and D′ ⊂ Y ′ is a complete intersection along X ′sing.
We shall now refine the choice of Y ′ using the Bertini theorems of Altman and Kleiman [1].
We write W ′ := D′ ∩ U ′ (recall that U ′ = X ′ \X ′sing) and let W ′(Ω1D′ , e) denote the locally
closed subset of points in W ′ where the embedding dimension of W ′ is e. It follows from the
above description of D′ that max
e
{dim(W ′(Ω1D′ , e))+ e} ≤ 2. In this case, [1, Theorem 7] says
that for all m ≫ 0, a general choice of hypersurfaces {H1, · · · ,Hd−2} in |H0(Pnk ,ID′(m))|
has the property that U ′ ∩ H1 ∩ · · · ∩ Hj is smooth for 1 ≤ j ≤ d − 2. We conclude that
for all m≫ 0 and a general choice of hypersurfaces {H1, · · · ,Hd−2} in |H0(Pnk ,ID′(m))|, the
scheme-theoretic intersection Y ′ = X ′ ∩H1 ∩ · · · ∩Hd−2 has the following properties.
(1) dim(Y ′) = 2.
(2) Y ′ ⊂ X ′ is a complete intersection away from D′ and along S′.
(3) Y ′ is reduced away from S′.
(4) D′ ⊂ Y ′ is a local complete intersection along X ′sing.
(5) Y ′ ∩ U ′ is smooth.
For such a surface Y ′, (4) says that its local rings at D′ ∩ X ′sing (= S′) contain regular
elements. In particular, S′ contains no embedded prime of Y ′. We conclude from (3) and
Lemma 6.1 that this surface Y ′ must be reduced. Furthermore, a combination of (2) and (5)
shows that Y ′ ⊂ X ′ must be a complete intersection. Let ι : Y ′ →֒ X ′ denote this inclusion.
STEP 5: If we let Z ′ = Y ′ ∩ X ′sing = (π ◦ ι)−1(Xsing), it follows from the above con-
structions that Y ′sing ⊆ Z ′ and dim(Z ′) ≤ 1. The cycle α′ lies in Z2(Y ′, Z ′) under the
inclusion ι∗ : Z2(Y ′, Z ′) →֒ Zd(X ′,X ′sing) so that we can write α′ = ι∗(α′). Moreover, we
have nα′ = (f)D +
∑
j(gj)Lj in Z2(Y ′, Z ′), where D and Lj’s are Cartier curves in Y ′. In
particular, nα′ = 0 in CH2(Y ′).
Our final goal is to apply Theorem 5.5 to show that α′ dies in CH2(Y ′). Before we do so in
the next step, we observe here that no component of Y ′ can be contained in E. In particular,
the map Y ′ → π(Y ′) is birational. Indeed, as T ⊂ C = π(D′) = π(D), the exceptional divisor
E can intersect only those components of U ′ = X ′ \X ′sing which meet D. On the other hand,
if U ′i is a connected component of U
′ which meets D, then we must have dim(D ∩ U ′i) = 1
(since D ∩X ′sing is finite) and dim(D ∩ U ′i ∩ E) = 0. Since Y ′ ∩ U ′i is smooth connected and
contains D ∩ U ′i , the claim follows.
STEP 6: We let Y denote the scheme-theoretic image of the map Y ′ → X. By definition,
Y is the closed subscheme of X determined by the sheaf of ideals IY = Ker(OX → π∗(OY ′)).
Since π is proper and Y ′ is reduced, it follows from [77, Tag 01R5] that Y coincides with
π(Y ′) with the reduced induced scheme structure. One can also see directly that Y is reduced
because there is an injection OY ≃ OX/IY →֒ π∗(OY ′) and the latter is clearly a sheaf of
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reduced rings on X since OY ′ is a sheaf of reduced rings on X ′. Let π′ : Y ′ → Y denote the
restriction of π to Y ′ and let W = π′(Y ′sing).
Recall from STEP 1 that T is the finite set of closed points in C ⊂ X such that π is an
isomorphism away from T . Since T ⊂ π(D) and D ⊂ Y ′, it follows that T ⊂ Y . Since
X ′sing
≃−→ Xsing and Y ′ \ X ′sing is smooth by STEP 4, it follows that W ⊂ Y is a closed
subset such that W ∩ T = ∅ and π′−1(Y \W ) is smooth. Since Y is affine, we conclude that
π′ : Y ′ → Y is a projective birational morphism of reduced quasi-projective surfaces which
satisfies all conditions of Lemma 5.1, except that we do not know if π′ is a blow up with center
supported on T . One can show that this is indeed the case, but we shall not use this here.
We use the following trick instead.
We let Y1 = Spec (π
′
∗(OY ′)) and let Y ′
p1−→ Y1 p2−→ Y be the Stein factorization of π′ (see
[37, Corollary III.11.5]). Since Y ′ is regular over a neighborhood of T , it is easy to check that
Y1
p2−→ Y coincides with the normalization of Y at all points of T (see [59, Remark D, p. 155]).
Since p2 is finite, Y1 must be affine. We let W1 = p
−1
2 (W ) and T1 = p
−1
2 (T ).
We now have a projective birational morphism p1 : Y
′ → Y1, where Y1 is a reduced affine
surface with disjoint closed subsets W1 and T1 such that T1 is finite and OY1,T1 is normal.
Moreover, p1 is isomorphism over Y1 \T1 (because π′ is) and p−11 (Y1 \W1) is smooth. We con-
clude from Lemma 6.6 that p1 is either an isomorphism or satisfies all conditions of Lemma 5.1.
In both cases, it follows from Theorem 5.5 that α′ = 0 in CH2(Y ′). On the other hand, as
Y ′ ⊂ X ′ is a complete intersection, every singular point of X ′ along Y ′ must be a singular
point of Y ′ as well. It follows that Z ′ coincides with Y ′sing as a closed subset of Y
′. We conclude
that α′ = 0 in CH2(Y ′, Z ′). Finally, it follows from Lemma 2.3 that α = π∗ ◦ ι∗(α′) = 0. This
finishes the proof of the theorem. 
7. Proof of Murthy’s conjecture
Let k be an algebraically closed field of any characteristic. In this section, we shall apply
Theorem 6.7 to prove Murthy’s conjecture, and to show that the Euler class groups of affine
k-algebras coincide with their Levine-Weibel Chow groups. We shall also give the proof of
Corollary 1.8.
The Euler class groups of affine algebras over a field was invented by Nori and extensively
studied by Bhatwadekar-R. Sridharan. The most notable feature of the Euler class group E(A)
is that every projective A-module of top rank has an Euler class in E(A), and the vanishing
of this class characterizes the existence of a rank one free summand of the projective module.
An open question of Bhatwadekar-R. Sridharan [7, Remark 3.3] asks if the weak Euler class
groups of smooth algebras coincide with the Chow groups of 0-cycles. Over an algebraically
closed field, this was shown by Bhatwadekar-R. Sridharan [6, Corollary 4.15]. We shall use
Theorem 6.7 to give a direct extension of this result to arbitrary affine algebras.
7.1. Euler and weak Euler class groups. Let A be a reduced affine algebra over k of
dimension d ≥ 2. We recall the following definition from [9, § 2].
Definition 7.1. Let F (A) be the free abelian group on the set of pairs (J, ωJ), where:
(1) J is an ideal of A of height d.
(2) J is m-primary for some maximal ideal m of A.
(3) ωJ : (A/J)
d
։ J/J2 is a surjective map of A/J-modules.
Let [(J, ωJ )] denote the class of (J, ωJ ) in F (A). Given an ideal I of height d, let I =
∩iJi be an irredundant primary decomposition of I, where each Ji is mi-primary for some
maximal ideal mi of A. If ωI : (A/I)
d
։ I/I2 is a surjection, then the Chinese remainder
theorem shows that ωI uniquely defines a surjection ωJi : (A/Ji)
d
։ Ji/J
2
i . In particular,
each [(Ji, ωJi)] ∈ F (A). We write [(I, ωI)] =
∑
i[(Ji, ωJi)] ∈ F (A). Note that this is well
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defined because the irredundant primary decomposition I = ∩iJi is unique in our case by [3,
Theorem 4.10].
Let K(A) be the subgroup of F (A) generated by the elements of the type [(I, ωI)], where
I ⊂ A is an ideal of height d with an A-linear surjection ω˜I : Ad ։ I such that the diagram
Ad
ω˜I
// //

I

(A/I)d ωI
// // I/I2
commutes. The quotient E(A) := F (A)/K(A) is called the Euler class group of A.
Definition 7.2. Let G(A) be the free abelian group on the set of ideals J ⊂ A such that:
(1) J is of height d.
(2) J is m-primary for some maximal ideal m of A.
(3) There is a surjection of A/J-modules ωJ : (A/J)
d
։ J/J2.
Let [J ] denote the class of J in G(A). Given an ideal I of height d, let I = ∩iJi be an
irredundant primary decomposition of I, where each Ji is mi-primary for some maximal ideal
mi of A. If I/I
2 is generated by d elements, the Chinese remainder theorem shows that each
[Ji] ∈ G(A). We write [I] =
∑
i[Ji] ∈ G(A).
Let H(A) be the subgroup of G(A) generated by the elements of the type [I], where I ⊂ A
is an ideal of height d with an A-linear surjection ωI : A
d
։ I. The quotient G(A)/H(A) is
called the weak Euler class group of A and is denoted by E0(A).
There is an evident surjection E(A)։ E0(A). But the following stronger result holds.
Lemma 7.3. Let A be a reduced affine algebra of dimension d ≥ 2 over an algebraically closed
field k. Then the map E(A)→ E0(A) is an isomorphism.
Proof. This is a well known consequence of various results of [6], [9] and [8]. We only give
a sketch. It follows from [9, Lemma 3.3] (see also the proof of [8, Corollary 7.9]) that the
kernel of the map E(A) ։ E0(A) is generated by the elements of the type (I, ωI), where
I = (a1, · · · , ad).
Hence, we need to show that if I is an ideal of height d generated by d elements and if
ωI : (A/I)
d
։ I/I2 is a given surjection, then [(I, ωI)] = 0 in E(A). But this is proven in
[22, Proposition 5.1]. This result is stated in loc. cit. for fields of characteristic zero, but the
proof works without any change for any algebraically closed field. This is because the only
two results needed in the proof are Suslin’s cancellation theorem [78] and [74, Lemma 2.4],
both of which hold for reduced affine algebras when the base field is algebraically closed of
any characteristic. 
7.2. Euler class group and Chow group. To connect the Euler class group with the Chow
group of 0-cycles, we define a variant of the weak Euler class group as follows. When A is a
smooth, this variant was considered by Bhatwadekar-R. Sridharan [7, Definition 2.2].
Let A be a reduced affine algebra of dimension d ≥ 2 over an algebraically closed field k.
Let Gs(A) denote the free abelian group on the set of smooth maximal ideals of A. We shall
say that an ideal I ⊂ A of height d is regular if it is of the form I = ∩imi, where each mi
is a smooth maximal ideal with mi 6= mj for i 6= j. Given a regular ideal I ⊂ A, we set
[I] =
∑
i[mi] ∈ Gs(A). Let Hs(A) denote the subgroup of Gs(A) generated by elements [I] as
above such that I is a complete intersection in A. We set Es(A) = Gs(A)/Hs(A).
There is an evident group homomorphism φA : Es(A)→ E0(A).
Lemma 7.4. The map φA : Es(A)→ E0(A) is an isomorphism.
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Proof. We prove the surjectivity of φA using the Bertini theorems of Murthy [66, Theorem 2.3]
and Swan [79, Theorem 1.3]. Let I be an ideal of A of height d such that I/I2 is generated by
d elements. Let {m1, · · · ,mr} be a set of smooth maximal ideals of A. A special case of the
Murthy-Swan Bertini theorem says that there exists an ideal J ⊂ A (called a residual ideal
of I) such that the following hold (see [66, Remarks 2.8, 3.2]).
(1) IJ is generated by d elements.
(2) I + J = mi + J = A for 1 ≤ i ≤ r.
(3) J is a product of distinct smooth maximal ideals of A of height d.
It follows from (1) and (2) that [I] + [J ] = [IJ ] = 0 in E0(A). In particular, [I] = −[J ] and
(3) shows that [J ] ∈ Es(A). This shows that φA is surjective.
To show that φA is injective, let α ∈ Es(A) be such that φA(α) = 0. By repeatedly applying
the above Bertini theorem again, we can write α = [J ], where J is a product of distinct smooth
maximal ideals of height d in A. It follows from [8, Theorem 4.2] and Lemma 7.3 that J is
generated by d elements. On the other hand, J is a product of distinct smooth maximal ideals
of height d in A, and hence it is already a local complete intersection in A. We conclude that
J is a complete intersection in A and hence [J ] = 0 in Es(A). 
The weak Euler class group E0(A) usually contains classes of ideals J ⊂ A which may
be partly supported on the singular locus of Spec (A). This presents an obstruction to the
construction of a direct homomorphism from E0(A) to the Chow group of A or to K0(A).
The modified group Es(A) allows us to circumvent this obstruction as follows.
Let A be a reduced affine algebra of dimension d ≥ 2 over an algebraically closed field k.
The assignment m 7→ [A/m] ∈ CHd(A) induces a canonical group homomorphism Gs(A) →
CHd(A). It follows from [58, Lemma 2.2] that this assignment kills the classes of complete
intersection ideals. In particular, it defines a group homomorphism
(7.1) θA : Es(A)→ CHd(A).
The composite map Es(A)
θA−→ CHd(A) cycA−−−→ K0(A) (see (2.2)) takes m to the class of the
A-module [A/m] ∈ K0(A). If I = ∩imi is a regular ideal of A, then the A-module A/I has
a class in K0(A). Moreover, the Chinese remainder Theorem shows that [A/I] =
∑
i[A/mi].
It follows that cycA ◦ θA([I]) = [A/I] ∈ K0(A). We let γA : Es(A) → K0(A) denote the
composite map cycA ◦ θA.
The following result is a special case of [35, Theorem 7.5]. We reproduce the proof for
the sake of completeness of our argument of the main results of this section. This result
is classical for smooth schemes (see [33, § 4.3]) and a proof of the general case is given in
an old unpublished manuscript [54] of Levine. The dimension two case of Levine’s proof
is available in [11]. This result is used in [56] to prove the prime-to-characteristic part of
Murthy’s conjecture. It is also used in [76] and [50] to prove Murthy’s conjecture for normal
affine varieties.
Theorem 7.5. ([35, Theorem 7.5]) Let A be a reduced affine algebra of dimension d ≥ 2 over
an algebraically closed field k. Then the kernel of the cycle class map cycX : CH
d(A)→ K0(A)
is a torsion group of exponent (d− 1)!.
Proof. Since the map θA : Es(A) → CHd(A) is evidently surjective, it suffices to show that
Ker(γA) is torsion of exponent (d − 1)!. So let α ∈ Es(A) be such that γA(α) = 0. By
repeatedly applying the Murthy-Swan Bertini theorem as in the proof of Lemma 7.4, we can
assume that α = [I], where I ⊂ A is a regular ideal of height d. Our assumption then says that
[A/I] = γA([I]) = 0. Since I is supported on the Cohen-Macaulay (in fact, on the regular)
locus of A, [60, Lemma 1.2] shows precisely that there is an A-regular sequence {f1, . . . , fd}
in I such that I = (f1, . . . , fd) + I
2.
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If we let J = (f1, . . . , fd−1) + I
(d−1)!, then it is elementary to check that
√
J =
√
I and
J = (f1, . . . , fd−1, f
(d−1)!
d ) + J
2. In particular, J has a class [J ] ∈ E0(A). Moreover, we have
[J ] = (d − 1)![I] ∈ E0(A) by [23, Lemma 4.1]. If we can show that [J ] = 0 in E0(A), it will
follow that (d−1)![I] = 0 in E0(A). We can then conclude from Lemma 7.4 that (d−1)![I] = 0
is Es(A). We therefore need to show that [J ] = 0 in E0(A).
Now, given our choice of I and J , [66, Theorem 2.2] says that there exists a projective
A-module P of rank d such that P ։ J and [P ] − [Ad] = −[A/I] = −γA([I]) in K0(A). As
γA([I]) = 0, this implies that P is stably free. Since k is algebraically closed, we can now
apply Suslin’s cancellation theorem [78, Theorem 6] to conclude that P is free. In particular,
J is generated by d elements and so its class [J ] dies in E0(A), as desired. We also note that
[66, Theorem 2.2] gives another proof that J/J2 is generated by d elements. 
7.3. Applications. We can now prove Murthy’s conjecture and give other applications of
Theorem 6.7.
Corollary 7.6. Let A be a reduced affine algebra of dimension d ≥ 2 over an algebraically
closed field k. Then the cycle class map cycA : CH
d(A) → F dK0(A) is an isomorphism. In
particular, F dK0(A) is uniquely divisible.
Proof. The map cycA is surjective by definition, and its injectivity is a straightforward con-
sequence of Theorems 6.7 and 7.5. 
The following is another application of Theorem 6.7. When the ring A is smooth, this was
earlier proven by Bhatwadekar-R. Sridharan [6, Corollary 4.15].
Theorem 7.7. Let A be a reduced affine algebra of dimension d ≥ 2 over an algebraically
closed field k. Then the assignment m 7→ [A/m] ∈ CHd(A) on the set of smooth maximal
ideals induces a canonical isomorphism
θA : E(A)
≃−→ CHd(A).
Proof. In view of Lemmas 7.3 and 7.4, it suffices to show that the map θA : Es(A)→ CHd(A)
is an isomorphism.
The map θA is surjective by the definition of CH
d(A). To prove its injectivity, let α ∈ Es(A)
be such that φA(α) = 0. Using Murthy-Swan Bertini theorem as before, we can write α = [J ],
where J is a product of distinct smooth maximal ideals of height d in A. In particular, J is
a local complete intersection in A. We have the maps Es(A)
θA−→ CHd(A) cycA−−−→ F dK0(A),
where the composite map takes [J ] to the class of A/J in F dK0(A) (see [66, Corollary 2.7]).
Then θA([J ]) = 0 implies that the class [A/J ] is zero in F
dK0(A). Since F
dK0(A) is torsion-
free by Corollary 7.6, we can thus apply [66, Corollary 3.4] to conclude that J is a complete
intersection in A. Equivalently, [J ] = 0 in Es(A). This shows that θA is an isomorphism. 
7.4. Proof of Corollary 1.8. It follows from Theorem 7.7 and [51, Theorems 6.4.1, 6.4.2]
that in both cases, one has E0(A) = 0. Suppose now that I ⊂ A is a local complete intersection
ideal of height d. Then I/I2 is generated by d elements as an A/I-module. In particular, I
defines a class in E0(A), which is zero. It follows from [8, Theorem 4.2] and Lemma 7.3 that I
is generated by d elements and hence is a complete intersection. The last part of the corollary
is obvious because a product of smooth maximal ideals is a local complete intersection. 
8. The strong Bloch-Srinivas conjecture
We let k be an algebraically closed field of characteristic p > 0. In this section, we prove
a stronger form of the Bloch-Srinivas conjecture: Theorem 1.9. We shall then apply this to
prove Corollary 1.10.
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8.1. Proof of Theorem 1.9. Let X be an affine or a projective variety over k which has only
only isolated Cohen-Macaulay singularities. Let π : X˜ → X be a resolution of singularities as
in Theorem 1.9 and let E ⊂ X˜ be the reduced part of the exceptional divisor.
We first show that the cycle class map (see (2.2)) cycX : CH
d(X) ։ F dK0(X) is an iso-
morphism. In view of Corollary 7.6, we can assume X to be projective. Since dim(X) ≥ 2
and it has isolated Cohen-Macaulay singularities, X must be normal. It follows from [52,
Chap. II, Theorem 11] that the map Alb(X) → Alb(X˜) is an isomorphism, where Alb(X) is
the Albanese variety of a normal projective variety in the sense of Lang [52, Chap. III, § 3].
In particular, it follows from [50, Theorem 1.6] that there is a commutative diagram
CHd(X) //

F dK0(X)

CHd(X˜) // F dK0(X˜)
in which the left vertical arrow is an isomorphism on torsion. Since the bottom horizontal
arrow is known to be an isomorphism (see [56, Theorem 3.2]), it follows that the top horizontal
arrow must be injective on the torsion subgroup. On the other hand, [56, Theorem 3.2] also
says that the top horizontal arrow has torsion kernel. We conclude that Ker(cycX) = 0.
We now prove the second isomorphism of the theorem, assuming X is affine or projective
over k. Let Y denote the singular locus of X with the reduced induced closed subscheme
structure. It follows from [42, Lemma 3.1] that the map F dK0(X,Y ) → F dK0(X) is an
isomorphism. We thus have a commutative diagram
(8.1) F dK0(X,Y )
≃
//
π∗

F dK0(X)
π∗
yyr
r
r
r
r
F dK0(X˜, E) // F
dK0(X˜).
In order to complete the proof of the theorem, we are therefore left with showing that
the map π∗ : F dK0(X,Y ) → F dK0(X˜, E) is an isomorphism. Since this is surjective by the
definition of F dK0(X˜, E), the main point is to show that this map is injective as well.
Let F denote the kernel of the map F dK0(X,Y )→ F dK0(X˜, E) and consider the commu-
tative diagram with exact top row:
(8.2) 0→ F //
##●
●●
●●
●●
●●
F dK0(X,Y ) //
π∗

F dK0(X˜, E) //
ι∗

0
F dK0(X˜) F
dK0(X˜).
Since X is quasi-projective over k, we can apply [57, Lemma 1.4] to find a map X ′
π′−→
X˜
π−→ X such that X ′ is the blow-up of X along a closed subscheme Z ⊂ X with Zred = Y .
Note that most of the results of loc. cit. are valid only in characteristic zero, but the above
cited result is characteristic-free. Set E′ = π′−1(E) with the reduced structure.
It follows from Proposition 3.8 that the kernel of the composite map F dK0(X,Y ) →
F dK0(X˜, E) → F dK0(X ′, E′) is a p-primary torsion group of bounded exponent. Since F
lies in this kernel, we conclude from (8.2) that F is a subgroup of Ker(π∗) and is p-primary
torsion of bounded exponent.
On the other hand, if X is affine, it follows from [50, Corollary 1.7] and the isomorphisms
CHd(X) ≃ F dK0(X) ≃ F dK0(X,Y ) (shown above) that F dK0(X,Y ) is torsion-free. If X is
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projective, these isomorphisms, combined with the isomorphism CHd(X˜) ≃ F dK0(X˜) (see [56,
Theorem 3.2]) and [50, Theorem 1.6], imply that Ker(π∗) is torsion-free. We must therefore
have F = 0. This finishes the proof. 
8.2. Proof of Corollary 1.10. Set X = Spec (A) and let π : X˜ → X denote the blow-up
of X at its vertex P . It is easy to check that there is a projection map p : X˜ → Z which is
an affine bundle of rank one. Moreover, the 0-section of this affine bundle ι : Z →֒ X˜ is also
the exceptional divisor for π. It particular, π is a good resolution of singularities of X with
reduced exceptional divisor Z.
The homotopy invariance implies that the pull-back map ι∗ : K(X˜)→ K(Z) is a homotopy
equivalence of spectra. Equivalently, K(X˜, Z) is contractible. In particular, F dK0(X˜, Z) = 0.
It follows from Theorem 1.9 that CHd(X) = 0. The last part of the corollary follows from the
vanishing of CHd(X) and [66, Theorem 3.7]. 
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