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I. INTRODUCTION 
The Moore-Penrose generalized inverse [I] is applied in analyzing lumped 
linear electric networks by using the least square property of the generalized 
inverse [2] together with a classical variational principle for electric 
networks [3,4]. The resulting analysis is related to the Bott-Duffin network 
analysis [5], in particular a relation between the Bott-Duffin constrained 
inverse [5] and the Moore-Penrose generalized inverse [I] is established: 
The former, defined with respect to a subspace L in En, equals the latter 
premultiplied by the orthogonal projection on L. Thus, if the matrix A is 
such that its range, R(A), is identical with the range of its adjoint, R(A*), 
then the generalized inverse of A equals the constrained inverse of A defined 
with respect to L = R(A). 
In network context, the physical significance of the above concepts is the 
following: Consider a network, as in Fig. 1, consisting of n directed branches, 
FIG. 1 
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such as a and b. Let G be the n x n diagonal matrix whose elements are the 
branch admittances. The generalized inverse Gf of G is the n x n diagonal 
matrix of branch impedances. The constrained inverse Gi of G with respect 
to the subspace L of all the branch voltages satisfying Kirchoff’s second law, 
is the transfer impedance matrix. Thus, the (a, b)th element of GL equals the 
ratio of the voltage E measured along branch b, to the current I connected 
in parallel to branch a, in the absence of other sources. Combining the above, 
we establish that the transfer impedance matrix equals the branch impedance 
matrix premultiplied by the orthogonal projection on the subspace L of all 
solutions of Kirchoff’s second law. An analogous result holds for the admit- 
tance matrices and the subspace of all solutions of KirchofYs first law. 
Two versions of an algorithm for computing the generalized inverse of an 
arbitrary matrix are given in the Appendix. These are particularly suitable 
for machine computations. 
II. THE CONSTRAINED INVERSE AND THE GENERALIZED INVERSE 
Let L and M be orthogonal complementary subspaces of En (i.e., 
E” = L @ M) and let P,., PM be the corresponding orthogonal projections 
of En into L and M respectively. The constrained inverse AL of a linear 
transformation A : En -+ En relative to L is defined as [5] 
Ai = PL(AP, + PM)-’ provided that ] AP, + PM ) # 0; (1) 
otherwise Ai is undefined. An equivalent definition (e.g., [5, theorem 71) is 
AL’ = BL(B;AB,)-’ B; (2) 
where B, is a matrix whose columns form a basis for L, and Bz is a matrix 
whose rows form a basis for L (in particular the transpose of a BL) and 
whenever (BZAB,) is nonsingular; otherwise At is undefined. (It is the latter 
definition which ties the Bott-Duffin network analysis [5] with the mesh 
and node-pair analyses of Kron [6].) Some of the properties of the constrained 
inverse are collected in 
THEOREM 1 (Bott-Duffin [5]). If 1 APL + PM 1 # 0 then: 
(a) PL = ALfAPL = P,AAt 
(b) A; = P=At = ALP, 
(c) The equation 
Ax+y=a XEL YEM (3) 
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has the unique solution 
s = +2 (4) 
y-(I-AA-i,)a (5) 
If / AP, + P, 1 = 0 then there exist vectors a in En for which (3) is not 
solvable. 
(d) If A is symmetric then A; is symmetric. 
(e) If A is symmetric then the quadratic form 
Q(x, x) = +(A@ - a), x - a) - (b, x), x EL, (6) 
has a unique stationary value when 
Y = AiAa + ALb 
(f) If A is nonsinguZar then (A-l& = A - AALA. 
As a consequence of the above we have 
COROLLARY 1. 
(a) Ai is o!efinabZe, i.e. 1 AP, + P, 1 # 0, if and om’y zf 
AL=L, 
(7) 
(f-3) 
meaning that AP, is one to one on L onto L. 
(b) If A satisfis (8) then 
(Ai); = APL 
(c) If A, B satisfy (8) then 
(AB); = B;A; 
PROOF: 
(9) 
(10) 
(a) Obvious since E” = L @ M. 
(b) (i) We first show that if A satisfies (8), then At satisfies (8). Let z be an 
arbitrary vector in En, with unique components 
z=x+y, XEL, YEM (11) 
Now 
(Aif” + PM, z = -4;~ + y (12) 
It follows from (8) that x = Av, where v is a unique vector in L, hence 
(A;P,+P,)z=A’;Av+y=v+y (13) 
by Theorem l(a). 
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Combining (13) and (11) we conclude that (AiPL + PM) is nonsingular, 
i.e., Ai satisfies (8). 
(ii) The unique component in L of the solution of (13) is, by Theorem l(c), 
but x = Av, hence (9). 
(c) If A, B satisfy (8) so do AB, BiAi. Therefore any vector x EL can 
be written as x = BzA$ for a unique u EL. By Theorem l(a) we verify 
using (11) that 
(ABP,+P,)z=(ABx+y)=u+y. (14) 
By Theorem l(c) the unique component in L of the solution of (14) 
is 3c = (AB),+(u + y), but x = BiAiu from which (10) follows. 
For an arbitrary complex matrix A, the system of matrix equations 
AX = Pm, (1% 
the projection on the range of A, 
XA = Pm,, (16) 
the projection on the range of X has a unique solution denoted by A+ and 
called the generalized inoerse (g.i.) of A [7-9, 11. This concept plays a central 
role in matrix theory and applications, e.g., [lo, 111, partly because of the 
following, known as the least square property of the g.i.: 
Consider the equation 
Ax = a, (17) 
which may be inconsistent. The infimum 
inf )I Ax- 
XEEn 
alI = i$(Ax-a,Ax-a)l/* (18) 
is attained for a class of vectors [12], among which 
x = Afa (19 
has the minimal norm 11 x 11 = (A +a, A+a)li2 [13, 14,2]. This property has 
an immediate application in the problem of minimizing a symmetric positive 
definite quadratic form (x, Qx) subject to the linear constraints (17), assumed 
consistent. Let Q be written as 
Q = U*DU (20) 
where U is unitary and D is diagonal. 
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Let Dl:” denote the positive solution of S’ = D and let D-l)” denote 
(Dl!‘)-l which exists since /I is definite. Non- we ha1.e: 
THEORERI 2. rf the set S = 1s: .-lx = ai is not empty then the problem 
min&$ze (.x, 0s) 
has the unique solution 
.y = u*D-li’“(A [T*D-lP)+a 
PROOF: Using (20), problem (21) is rewritten as 
minimize (71, V) 
subject to 
AlJ*D-WI = a 
where 
v = D112iJx , or x = U*D-112v. 
(21) 
v-9 
(23) 
(24) 
(25) 
By the least square property of the g.i. the unique solution of (23) and (24) is 
v = (AU*D-li2)+a (26) 
and (22) follows from (25) and (26). 
Problems of minimizing a quadratic form subject to linear constraints 
often arise in Physics (e.g., [15]), Engineering, and Statistics [2]. Theorem 2 
suggests that the g.i. is immediately applicable in solving such problems. 
Before doing this in detail for the case of lumped lineal electric networks, we 
will establish a relation between the constrained inverse Ai and the general- 
ized inverse A+. 
THEOREM 3. If A satisjies (8) then 
A; = A+P, (27) 
PROOF: Equation (8) and the fact that Em = N(A) @ R(A*)-where 
N(A) is the null space of A-imply that 
L C R(A*) n R(A) cw 
For any z E En uniquely decomposed as 
z=Av+y v,AvcL YEM (29) 
we verify that 
A$ = P,(AP, + PM)-% = P,(v + y) = v (30) 
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and (27) follows because of the uniqueness of the generalized inverse, and 
the fact (e.g., [16]) that, for all v E R(d*), r2+-4v = v. 
The following observations on Theorem 3 are interesting: 
(a) If ,4 is nonsingular and L reduces A then -42 = APiP,. 
(b) If A is a partial isometry satisfying (8) then At = -4*P,. 
(c) If in the case L = R(d*) Eq. (8) . IS satisfied, hence necessarily 
R(A) = R(A*), then 
A;,,,, = A+. 
Now L = R(B) = R(A*) is sufficient for (8). This is the case in particular 
for normal matrices. For such matrices the g.i. A+ is a constrained inverse. 
(d) Combining Theorem 3 and Corollary l(c) we conclude: If the matrices 
A, B satisfy (8) then (AB)+P, = B+A+PL. Thus R(A) = R(A*) = R(B) = 
R(B*) is a sufficient (but not necessary) condition for 
(AB)+ = B+A+. 
III. AN ELECTRICAL NETWORK ANALYSIS BASED ON THE 
KELVIN-MAXWELL VARIATIONAL PRINCIPLE 
The electrical networks considered here are linear and lumped with 
resistance elements. The Bott-Duffin analysis [5] of such networks is based 
on the following facts: (a) Kirchoff laws (the first states the conservation 
of currents; the second states the single-valuedness of the potential function 
defined on the nodes) define orthogonal complementary subspaces, the voltage 
space L, and the current space M [17, 181. (b) Ohm’s law is then written as 
Gx+y=Gv+i XEL YEM (31) 
where: x E En, y E En are the vectors whose ith components are the voltage 
drop on the ith branch, and the current through the ith branch respectively, 
G is the conductance matrix which is diagonal and without loss of generality 
positive definite (i.e., no zero conductances), and v, i are arbitrary-the 
boundary conditions. 
By Theorem I(c) we write the solution of the above network as 
x = G;Gv + G;i (32) 
y=(G-GGtG)v+(I-GGt)i (33) 
The variationa principle implicit in this analysis (see Theorem 1 (e)) is 
due to Kelvin [3] and Maxwell [4]: For given v, i 
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(a) the voltage vector x satisfies Kirchoff’s second law if and onlv if it 
minimizes the quadratic form (x, Gs) - the energy dissipation; 
(b) the current vector y satisfies Kirchoff’s first law if and only if it mini- 
mizes (y, G-iy). 
By Theorem 2, this variational principle can be explicitly used in obtaining 
network solutions: If Kirchoff’s first law is written as: 
AI = s, YEllI (34) 
where K is the directed node branch incidence matrix and s is given, then 
the above network problem becomes: 
subject to 
minimize (x, Gx) (35) 
KGx=KGV+Ki-s (36) 
the solution of which is, by Theorem 2, 
x = G-l/e(KG1/z)+(KGu + Ki - s) 
after which y is obtained by (31). 
(37) 
The extension of this method to lumped linear networks with alternating 
currents and symmetric positive definite admittance matrices is immediate 
and yields the stationary solutions. Networks with transformers pose no 
additional difficulties [19]. Distributed networks can be analyzed by con- 
sidering the equivalent lumped networks [20]. The extensions of the Kelvin- 
Maxwell variational principle to nonlinear networks [21] suggest correspond- 
ing extensions of the above method. 
APPENDIX: THE COMPUTATION OF THE GENERALIZED INVERSE 
The method for computing A+ described below is particularly suitable 
for use on computers. 
Let A be an m x n complex matrix, A* be the conjugate transpose of A, 
E a product of elementary row operators, and P a permutation matrix such 
that 
(38) 
where T is the rank of A*,4. Such matrices E, P exist provided t > 1, which 
is assumed to be the case. Let 
(39) 
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The g.i. A+ then has the following two (equivalent) representations [16, 221 
A+ = P(1, - D(D*D)-W*) EA* 
A+ = (&) ([& + Ad*]-L ; 0) EA* 
Remarks: (a) It is not necessary to find the matrix E since what we are 
interested in is EA*, which is found while diagonalizing A*A. (b) The 
scheme (40) seems more efficient for the case where (n - Y) is small. (c) In 
the opposite case where Y is small relative to n, it seems that (41) is the better 
scheme. 
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