Introduction
Inference on temporal, spatial and spatiotemporal autoregressive models, are ~isually carried out conditionally on a previously selected lag order 151, [Cl. In many cases the lag order selection is carrkd out using several infomation criteria which have relative advantages depending upon the situation in which they are used. There has been considerable development during the last decade on the question of lime series model seleclion. For a review see for example [4] . On the other hand, the literature on spatial model selection is sparse and exceptions are the papers [ l l ] and [16] . In this article we are concerned with the model order selection problem of a temporal or spatial autoregressive (AR) process X that is not observed directly. Instead, we assume the analyst observes the process Y such that where q is a white noise with variance G:, independent of X. Although at a first sight it could appear restrictive, the hypothesis that X inay be represented by AR models pennits to overcome the computational burden which are usually encountered with huge data sets or when a moving-average (MA) component is considered in the model. In fact, a part from the univariate case where the convergence of the maximum likelihood function may not be attained at all [18] , it is known that in the multivariate case, in addition to requiring causality and invertibility, the consideration of the MA component needs further assumptions which inay suggest to fit only vector AR models [ 171. Thus, all the aforementioned problem might partially explain why there have been only a few accounts in the literature of studies involving ARMA or VARMA order selection procedures.
To give insights into the importance of how the signal parameters estimation might be affected by an additive Gaussian error we present in the context of time series analysis, a simple example regarding a zero mean AR( 1) process 151. In particular, to give a flavour of types of behaviour of the Ordinary Least Square (OLS) estimator, Table 1 shows the results of a set of simulations on 500 samples generated with parameters 1~2 0 0 , $=0.3, 0.5, 0.8, Of =0.4, 0.6, 1 and c $ = I ; where t i is the sample size, 4, is the autoregressive parameter aid G: the variance of the driving noise. IT/ 2003 , June 16-1 9, 2003 As expected, results highlight a strong bias which is more evident particularly when the signahnoiseratio (ratio between signal and noise variances, SNR) decreases. However, such a result is not surprising since the introduction of the observational noise affects the correlation structure of the original process. This can be easily shown for the AR( l)+Noise model. In fact, since Y is the sum of two independent stationary components we have that where y,(h)= Cov [Y,,YI.,,]. h is the temporal lag and t the discrete index of times. Consequently, the autocorrelation function of the observed process, is that shows that the process 'k: is not AR(1) unless o,,=O. Actually, the addition of white noise to an ARMA(n7,y) process was discussed in 151. In general, if 1 7 1 x 7 , and the process is observed with error, the resulting observed process is an . 4RMA(m, m) process. The resulting h i parameters are a function of the origiiial m+q parameters plus the variance of the observational noise. A point worth noting is that the inclusion of the observational error is sometimes related to the opportunity to find a more parsimonious model than simply fitting ARMA processes. This is particularly evident for the autoregressive case. In fact, provided the underlying process XI is pure autoregressive -AR(/n) -, it is only necessary to estimate m+ 1 parameters rather than 2/71 parameters for ai AF3VA(nz, m) process.
A natural way of estimating the 1)7+ I parameters is via Kalinan filter [ 121 that directly allows to take into account the presence of a measurement noise. However, out of the state space form, as we have seen in Table 1 , a direct application of the OLS estimator leads to biased results which alter the one-step ahead prediction error variance.
The purpose of this paper is to propose an OLS estimator that, taking into account the presence of the observational error, can be used as a quick tool for autoregressive model order selection. The paper is outlined as follows. In Section 2 we present the spatial and temporal autoregressive models as well as the Adjusted Least Square estimator @LSE) that takes into account the presence of an external source of error. The problem of model identification involving order selection and the information criteria used in the paper are then described in Section 3. The perfoiinance of the methods discussed in Section 2 and 3 is the principal subject of a simulation exercise, the design of which is the main component of Section 4. Finally, in Section 5 we conclude the paper with a discussion.
Models and Conditional Maximum Likelihood Estimation
In the framework of temporal and spatial analysis, we investigate two different models. 
Temporal Autoregressive models

Gauss Markov Random Fields
They are widely used as models in spatial analysis of lattice data [6], [9] , [7] . Because of the strong association to image analysis we shall mainly think of the spatial sites as pixels of a (RxC) lattice. Thus, we say that the gray levels are distributed according to a zero-mean Gauss Markov Random Field (GMRF) if the distribution of X is multivariate normal with conditional means and conditional variances varixl I X, : j E 6 , ) = T2 (4) where 6, is the set of neighbors of pixel i (not including i). Here x=(xI,xz, ..., x , )~ is a n-vector of gray-levels at pixel (ij), (i=l, ..., R; j=l,. ..,C). Note that n= (RxC) and that the vector x contains the pixels i n raster scan order stacking the top row of the image, then the second row, etc.
Specification of the model consists of specifying both the dimension of the parameter vector fi and the neighborhood system 6,. In a second order GMRF where the neighbourhood system has an expanded graph which includes also the diagonal elements (and parameters) in the southeast and northeast directions. Thus, since the impact of a specification error onto the quality of standard estimation procedures is serious [lo] , also in this case automatic selection criteria can be helpful when different models seem viable to fit the data.
The ALSE Estimator
In this section we present an estimator of model parameters !hat can be used to drive the automatic model order selection phase when the data are corrupted by a measurement error.
For the sake of simplicity, we describe the method for the temporal case but the extension to the spatial case is straightforward [9] .
Provided the order, nz, of the process is known, the exact log-likelihood function for the process in (2), can be accomplished numerically to obtain the maximum likelihood estimates of the parameters. In contrast, conditional on the first ni observations, the loglikelihood assumes a simpler form and it is easy to show [12] that the conditional maximum likelihood estimates can be obtained as an OLS regression of 5 on its own m lagged values placed in the vector Notice that for the GMRF model, the least squares estimator is better known as maximum PseudeLikelihood estimator [3] . However, as we have shown in the preceding Section for the noisy case, a crude and direct application of this estimator leads to biased results. In order to obtain an estimator which takes care of the noise, let us specify yl = XI +q1, where ijI represents the set of the lagged variables for the observational noise. In this case, considering that we can use the properties of the moment estimators to show that where I,,, is the Qnmz) identity matrix. Finally, given that it follows that substituting the large sample approximations suggested by (6) and (7) Finally, notice that the estimator is weakly consisrent for 9. In fact, from model assumptions, (6), (7) and (S), it follows that
However, it is well known that the OLS is a consistent estimator for @ under the noise free model, i.e.
as required. Thus, this results mean that the estimator is appropriate for large series.
Model Order Selection Using
Model identification involving orderselection criteria are usually based on the minimization of a loss function of the following fonn H(.) + P ( / I , /~)
( 1 1) where P(n,m) is a nonnegative random variable depending directly on sample size n and the number of estimated parameters m of the candidate model. In practice, P(n,rn) measures the complexity of the candidate model and serves as a penalty term for overfitting. On the other hand, H(.) is a measure of goodties+of-l i t of the candidate model to the data and is dependent on the sample estimator in (9) [ 191. Those that are consistent, in the sense of picking the true order of the system with probability one asyinptotically, are BIC [2], SIC [20] and HQ [ 131. For a review of these methods and others which have not been mentioned here, see 141.
The model order selection approaches investigated here, are all based on the ALTE estimator with some form of penalty term attached. In particular, to deal with small and large samples, the following two different methods are implemented -AICC= IZ log 5; + 2n(mt1)/(/1-m-2) Information Criteria (12) 
Simulation Results
For experimental purposes we have conducted some simulations to investigate, hence from (1 0) we have that 1 2 3-6 7-IO OS -SIC both in time and in space, the performance of the AICC and SIC statistics in the noisy case.
hi particular, for the time series case, we have applied the information criteria to several simulated autoregressive processes. However, to save space, we limit here our discussion to the following second order autoregressive process
where &-N(O,I). We have generated 500 realizations with two different sample sizes: 1235 and 1~1 0 0 .
To each realization we h v e then added a white noise measurement error with variances ofi equal to 0.4 and 0.6.
Finally, always for each realization, parameters and residual variance of the candidate models were estimated by the ALSE estimator and the criteria expressed in (1 2 ) and (1 3) were used to select from among the candidate models. Out of the 500 realizations the percentages of the model orders selected were tabulated for each criterion, sample size and model. The same simulation design was also followed for the GMRF model. In particular, we have simulated 200 zero-mean GMRFs images. In each set of simulation, the images consist of (2&20), (32x32) and ( 1 2& 128) pixels. Furthemiore, as shown in Figure 1 , we have simulated a first order isotropic process (IS -M) with parameter k 0 . 3 5 ; a first order homogeneous process (FO-M) with parameters p0,=0.15 and plfi0.3 and finally, a second order model (SO-M) with parameters POl=0.2, pl0=0, ,,=0 and p ,-,=0.2. 111 all cases the conditional variance T-and the noise variance 0; were fixed, respectively, at 100 and 30 to obtain a SNR close to 4.5. The Tables 2 and 3 describe, respectively, the model order selection results for the temporal and spatial cases. As it can be seen from Table  2 , AICC is most successful at small 11, whereas SIC is most successful at large 12. However, even if the highest frequencies are observed in correspondence of the collect inodel order, it is evident the difficulty of selecting the true order as the SNR decreases. As regards the spatial context, it is also evident the consistent property of the SIC statistic that seems to pick the exact model as the image size becomes larger. However, a point worth noting is that although an image of size (20x20) has 400 observations, the multidirectional dependence structure of the spatial data complicates the 10.2 (0.6) 0.6 (0) 64.8 (82.6) 60.8 (78.6) 25 (16.8) 38.6 (20.2) 0 (0) O(1.2)
=35
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identification phase. In fact, for the first order GMRF there are percentages of 30%, for the isotropic case, and 58%, for the homogeneous case, of choosing the wrong model. 
Conclusions
We conclude this paper with some considerations. In Section 2.3 we have proposed an estimator of autoregressive model parameters that can be used in the automatic model selection phase when the data are conupted by a measurement error. Because of the consistency property, it can be used when huge data sets are availabt. In fact, with respect to the minimization of the exact maximum likelihood (EML) function the ALSE estimator can be calculated quickly at the low computational cost ofO(rz) steps. In the spatial and spatio-temporal context, Coli and Ippoliti 171 showed that under general boundary conditions EML can be calculated at the computational cost of O(rz') steps; however, for images of dimensions (12% 128) or larger, the algorithm is computationally slow. Thus, the choice between EML and ALSE regards a trade-off between simplicity and efficiency.
In all Ihe simulations CJ; was treated as fixed and known. However, several techniques inay be considered to obtain very good estimates. For example, in the field of wavelets, the M A D estimator [8] , gives robust estimates at the low cost of O(n) operations. Additional techniques are also described in t151.
