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not all musical styles have been explored. Here we 
specifically seek a potentially mechanistic understanding 
of what influence particular acoustic features may have on 
listener perceptions; in contrast to studies such as Coutinho 
and Cangelosi (2009) and Korhonen, Clausi, and Jernigan 
(2006) which instead use a wide range of acoustic vari-
ables to generate a complex model that can predict 
perceptions, notably of emotion, for purposes of music 
information retrieval and its commercial application. 
With respect to electroacoustic music, which is not 
constructed on the basis of a series of discrete notes 
within a tonal system, little is known as to which of its 
acoustic properties are psychologically relevant for the 
listener (Bailes & Dean, 2009a; Windsor, 1995). This is 
echoed in the absence of established aural training meth-
ods for electroacoustic musicians (Tsabary, 2009). Our 
previous work has focused on this form of contemporary 
music, examining listener perceptions of change in the 
sonic texture, and corresponding ratings of affective 
expression (Bailes & Dean, 2009b). The stimuli used 
were short, artificially generated sequences, and here this 
work is extended to explore listener perceptions of 
ecologically valid, pre-existing compositions. A pub-
lished example of the time series analysis of an extended 
electroacoustic piece details the time series methods 
applied in the current work (Dean & Bailes, 2010a). 
While referring the reader to this earlier paper, we have 
tried to make the present paper comprehensible in its 
own right. A secondary aim of the current work is to 
illustrate that such methods can be informative with a 
wider range of music (e.g., Webern piano music). 
A body of research has already identified many of the 
acoustic properties that underpin listeners’ perceptions 
of musical structure, where this can be defined broadly 
as patterns of similarity and difference. For instance, lis-
teners segment musical events based on contrasts in tex-
tural density, registral change (Deliège, Mélen, Stammers, 
& Cross, 1996), attack, brightness (McAdams, Vieillard, 
Houix, & Reynolds, 2004), fundamental frequency, spa-
tial position, temporal fluctuation (Grimault, Bacon, & 
Micheyl, 2002), and amplitude. It has been argued that 
late twentieth-century composition lacks meaningful 
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this study investigates the relationship between 
acoustic patterns in contemporary electroacoustic com-
positions, and listeners’ real-time perceptions of their 
structure and affective content. Thirty-two participants 
varying in musical expertise (nonmusicians, classical 
musicians, expert computer musicians) continuously 
rated the affect (arousal and valence) and structure 
(change in sound) they perceived in four compositions 
of approximately three minutes duration. Time series 
analyses tested the hypotheses that sound intensity influ-
ences listener perceptions of structure and arousal, and 
spectral flatness influences perceptions of structure and 
valence. Results suggest that intensity strongly influences 
perceived change in sound, and to a lesser extent listener 
perceptions of arousal. Spectral flatness measures were 
only weakly related to listener perceptions, and valence 
was not strongly shaped by either acoustic measure. 
Differences in response by composition and musical ex-
pertise suggest that, particularly with respect to the per-
ception of valence, individual experience (familiarity 
and liking), and meaningful sound associations mediate 
perception. 
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Perhaps the most fundamental questions in music cognition are which acoustic features of music drive our perceptual and affective responses, and 
why. Previous research has demonstrated meaningful and 
reliable patterns between specific events in music and lis-
tener perceptions of those events (Krumhansl, 1996; 
Leman, Vermeulen, De Voogdt, Moelants, & Lesaffre, 
2005). However, not all acoustic features map onto listener 
perceptions directly (Leman et al., 2005; Mathews, 1979; 
Sloboda & Lehmann, 2001; Stecker & Hafter, 2000), and 
Music Perception volume 29, iSSue 4, pp. 359–375. iSSn 0730-7829, eleCtroniC iSSn 1533-8312. © 2012 By the regentS of the univerSity of California all
rightS reServed. pleaSe direCt all requeStS for permiSSion to photoCopy or reproduCe artiCle Content through the univerSity of California preSS’S  
rightS and permiSSionS weBSite, http://www.uCpreSSjournalS.Com/reprintinfo.aSp.doi: 10.1525/mp.2012.29.4.359
360    Freya Bailes & Roger T. Dean
units with which to structure a work (Keller, 2000). 
Nevertheless, listeners are able to segment atonal 
compositions, relying on what have been described as 
“surface” features of the music, such as change in register, 
timbre, dynamics, event density, articulation, and tempo 
(Cambouropoulos, 2006; Imberty, 1993; McAdams, 
Vieillard et al., 2004). Many of the surface features found 
to be perceptually valid in these note-based compositions 
are the essential musical properties in electroacoustic 
music (Bailes & Dean, 2007; Tsabary, 2009). Indeed, 
since “deep” or hierarchical note-based structures are 
lacking, listeners cannot be guided by tonal and metric 
schemata, and online or real-time processing of so-called 
surface features is fundamental (Imberty, 1993). In this 
respect, electroacoustic compositions are an ideal 
medium to study the acoustic properties that shape 
real-time perceptions of structure, namely perceptions 
of change in sound.
A further level of engagement with a musical work is 
the extent to which it communicates emotion to the 
listener. A distinction can be made between the induction 
of emotion, and the perception of emotion (Dibben, 
2004; Juslin & Laukka, 2004; Kallinen & Ravaja, 2006), 
and while the two frequently co-occur, research has 
shown that listeners are able to identify an emotion 
expressed in music without feeling it (Dibben, 2004). 
The perception of emotion is the subject of the current 
research, which is concerned with identifying the cues to 
its communication (not its induction). If emotion is 
perceived primarily in response to anticipated features 
of the music (Grewe, Nagel, Kopiez, & Altenmüller, 2007; 
Huron, 2006; Sloboda & Lehmann, 2001), perhaps 
highly schematic tonal melodies have greater 
communicative potential with respect to emotion than 
electroacoustic works that may not elicit strong expecta-
tions. The question of the reception of electroacoustic 
works by an uninitiated audience has been addressed by 
Landy (2009), and his work suggests that an understand-
ing of a composer’s intentions can greatly facilitate a 
listener’s appreciation. Composers frequently (though 
not necessarily) aim to communicate through their 
music, and this may well include an affective “content.” 
There is evidence to suggest that listeners not only 
perceive emotion in computer-processed sounds, but 
also that when such sounds are embedded within an 
otherwise instrumental work, they may be rated as the 
most emotionally forceful component (McAdams, Vines, 
Vieillard, Smith, & Reynolds, 2004). Sounds may be 
emotional by mere association with past affective 
experience (e.g., the “episodic memory” proposed by 
Juslin & Västfjäll, 2008) or their evocation of meaningful 
events (e.g., sounds reminiscent of crying, or a slamming 
door, Bradley & Lang, 2000). Here the familiarity of the 
listener with the sounds in question is key.
Based on the literature (Leman et al., 2005), it can be 
predicted that the greater a listener’s familiarity with a 
musical style, the greater the emotion perceived to be 
expressed. That is not to say that a lack of familiarity 
with both a particular piece of music and its genre 
prevents any judgment of affective quality (Balkwill & 
Thompson, 1999). For example, using a stylistically un-
familiar piece of contemporary classical music (The 
Angel of Death by Roger Reynolds), Dubnov, McAdams, 
and Reynolds (2006) found a link between the temporal 
profile of listeners’ judgments of emotion, familiarity 
ratings of the music through time, and the structure of 
the piece. The capacity to process unfamiliar material 
may well differ depending on musical experience. For 
example, when detecting the onset of new musical ideas 
in The Angel of Death, “nonmusicians” were said to be 
selecting very short ideas compared to musicians, 
apparently because of difficulties in constructing percep-
tually substantial sequences from such unfamiliar mate-
rial (Lalitte et al., 2004). Indeed, musicians rated the style 
of the piece in question as more familiar than nonmusi-
cians. However, there was no difference in the number 
of subsections that participants identified within each 
theme. Similarly, Deliège (1989) did not find any differ-
ence between professional musicians (knowledgeable in 
contemporary music) and nonmusicians with respect to 
their segmentation of a contemporary composition 
(Berio’s Sequenza VI). On the whole, the literature seems 
to point to differences by musical expertise only insofar 
as these impact perceptual fluency and cognitive process-
ing. Thus, a nonmusician might perceive change in 
sound in an unfamiliar musical style much as a musician 
might, though potentially at an attenuated rate. However, 
effects of expertise might still be expected to impact on 
both the cognitive and affective apprehension of unfa-
miliar music. For example, electroacoustic practitioners 
might be expected to be more sensitive to certain aspects 
of timbral and noise-sculpting (e.g., spectral filtering) 
than acoustic instrumentalists, whose potentially 
powerful capacity for timbral control operates in 
different ways. 
An experiment was devised to study listeners’ real-time 
perceptions of electroacoustic compositions, testing a set 
of five hypotheses. The first hypothesis, in line with the 
literature reviewed above, is that the musical structure 
that listeners perceive, measured as continuous percep-
tions of change in sound, is a function of the surface 
features of the music, specifically acoustic measures of 
intensity and spectral flatness. Our purpose is to develop 
an analysis of the impact of different acoustic features 
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on specific perceptual parameters, by progressively 
complementing the statistical correlative approach of the 
present paper with causal intervention studies. Thus it 
is logical to start with “global” features such as intensity 
and spectral flatness. These are both among the very few 
parameters that can be considered relevant to virtually 
all kinds of music, and hence potentially widely influen-
tial. In contrast, tonality, metre, pulse, and even pitch 
may not be universally important. While intensity is 
commonly studied (e.g., Leman, et al., 2005; Sloboda & 
Lehmann, 2001), spectral flatness requires a little more 
introduction. 
As described in Dean and Bailes (2010a), spectral 
flatness is a global parameter of timbre: every spectral 
component, symmetric or otherwise, impacts it. 
Spectral flatness is the ratio of the geometric mean to 
the arithmetic mean of the power spectrum. Noise is 
indicated by high values, while an infinitely narrow 
peak has a spectral flatness of minus infinity. It is one 
of the basic spectral audio descriptors in the MPEG-7 
standard (see MPEG-7 Overview, 2004). It is noted here 
that low values can signal the presence of tonal com-
ponents. Unlike spectral centroid, which represents the 
spectrum’s central frequency, even symmetrical changes 
in the power spectrum alter spectral flatness. Other 
advantages to the use of spectral flatness in our work 
include its utility in music that is largely textural/tim-
bral, such as electroacoustic music, as well as its suit-
ability for the study of music that is based on discrete 
pitches, such as tonal Western music. 
While electroacoustic compositions generally lack a 
tonal or metrical structure, given their lack of “note-
centredness,” it should not be assumed that listeners rely 
on surface features as cues to their musical structure in 
a one-to-one mapping. For example, the relationship 
between sound intensity and the subjective perception 
of loudness is biased towards an overestimation of the 
loudness of increasing versus decreasing intensity 
(Neuhoff, 2001; Olsen, Stevens, & Tardieu, 2010). 
Accordingly, increases in intensity, and even fluctuations 
of particularly high intensity, might be particularly sa-
lient and receive high ratings of perceived change in 
sound. Correspondingly, we have observed duration 
asymmetries in crescendi versus decrescendi in a wide 
range of electroacoustic and other music (Dean & Bailes, 
2010b). As for spectral flatness, changes in this measure 
might not only represent a timbral dynamic, but could 
also be perceived as indicative of event density, again 
affording particularly high ratings of perceived change 
in sound. While acoustic intensity and spectral flatness 
can be easily quantified, their integrative effect on 
listener perceptions of musical structure is not known. 
Moreover, if acoustic and listener definitions of structure 
differ, it is important to investigate both as potential 
predictors of perceptions of the affective properties of 
music. 
The second hypothesis states that the perception of 
arousal is a function of the acoustic intensity of the 
music. Arousal is used as one of two affective dimensions 
in this study, following in the tradition of Russell’s cir-
cumplex model of affect (Russell, 1980), and Schubert’s 
two-dimensional emotion space (e.g., Schubert, 2004). 
As a dominant determinant of perceived loudness 
(Geringer, 1995), intensity is predicted to influence 
perceptions of arousal much as loudness has been argued 
to relate to arousal (Schubert, 2004). Valence is the sec-
ond of the two affective dimensions under study, mea-
sured on a continuum from very positive to very 
negative. Past work has identified a relationship between 
timbral properties and valence. For example, regression 
analyses by Leman et al. (2005) uncovered a link between 
listener ratings of roughness and valence. Countinho 
and Cangelosi (2009) describe a qualitative association 
between sharpness and valence resulting from a canon-
ical correlation analysis. Our previous work isolated 
spectral flatness as an informative global measure of tim-
bre, and found a correlation between spectral complexity 
and ratings of perceived positive valence (Bailes & Dean, 
2009b). Accordingly, our third hypothesis is that the per-
ception of valence is a function of the spectral flatness 
of the music. 
Hypothesis four posits that not all perceived affect 
could be accounted for by the acoustic measures of in-
tensity and spectral flatness, with different patterns 
emerging for different compositions. For example, the 
composer of one of the works studied, Trevor Wishart, 
deliberately emphasizes the human voice in his music 
(Brattico & Sassanelli, 2000), suggesting an identifiable 
sound source with particular affective connotations 
(Bailes & Dean, 2009c). The particular piece in question, 
Red Bird, is known for its narrative form, based on the 
transformations of common, everyday sounds (Windsor, 
1995). Such semiotic associations have an affective reach 
beyond the acoustic measures of intensity and spectral 
flatness, as demonstrated in Dean and Bailes (2010a). An 
alternative approach to the psychophysical is provided 
by ecological psychology, which expresses perception as 
an active exchange between an organism and its environ-
ment. According to this perspective, a listener perceives 
not so much the acoustic qualities of the music as the 
information that such sounds afford. In other words, 
they perceive the sounds’ meaning (Dibben, 2001; 
Windsor, 2000). Alternative ecological variables to the 
acoustic variables of intensity and spectral flatness will 
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therefore be tested as substitute predictors of listener 
perceptions of affect.
The final hypothesis states that participants’ familiar-
ity with the music will differentially influence their 
reliance on physical cues to judge its affective content 
(Balkwill & Thompson, 1999). However, it is predicted 
that judgments of structure as expressed by perceptions 
of change in sound will be qualitatively similar for all 
participants, even though musical experts will be 
quantitatively more subtle in their discrimination than 
nonmusicians. 
Method
ParticiPants
Thirty-two participants took part, with ages ranging 
from 18 to 58 years (median 25.5 years). The nonmusi-
cian group (NM) was recruited from an undergraduate 
psychology course in exchange for 70 min of course 
credit (12 female, 4 male). The musician group (M) 
included participants selected for their music training; 
they were offered a CD of British-Australian jazz in 
exchange for their participation (4 female, 12 male). Of 
the musically trained, eight were deemed to be expert 
(EA) in contemporary music from their role as 
computer music composers or sound engineers. 
Participants completed the Ollen Musical Sophistication 
Index (OMSI - Ollen, 2006), where scores under 500 
represent less musically sophisticated, and scores of 500 
or more represent more musically sophisticated. The 
nonmusicians scored a mean of 136, while the musicians 
scored a mean of 789. 
stiMuli
An excerpt of approximately 3 min duration was selected 
from each of four different compositions. Each was 
presented as a .aiff stereo audio file, 44.1kHz sampling 
rate, 16 bit. 
Anton Webern (1937) ‘Piano Variations Op. 27’. The 
second (sehr schnell) and third (ruhig fliessend) 
movements were excerpted from a performance by 
Glenn Gould (1964) in the film “The Alchemist.” The 
excerpt begins at about 1’45. This piano work is included 
as an instrumental, pointillist contrast.
Roger Dean (2003) ‘soundAFFECTS’. An excerpt from 
about 3’00 to 6’00 of this sound composition features 
filtered noise and is part of an audiovisual work for per-
formance and for the web (Brewster, Smith, & Dean, 
2004).
Iannis Xenakis (1962) ‘Bohor’. A 4-track work for tape, 
from which 3 min of a stereo recording was excerpted. 
The recording was excerpted from EMF CD 003. 
Trevor Wishart (1977) ‘Red Bird, a political prisoner’s 
dream’. As described in Dean & Bailes (2010a), 3 min was 
excerpted (22’30 to 25’30) from a recording on UbuWeb 
of this 45 min piece for tape, which has a strong narrative. 
Practice stimulus. For use as a practice trial, a 1 min 
excerpt (’30 to 1’30) was taken from “Surfacing” from the 
CD “Reconnaissance” by Oren Ambarchi and Martin Ng. 
acoustic analyses
These methods, using the software Praat (Boersma & 
Weenink, 1992-2007), have been described in detail 
previously (Dean & Bailes, 2010a). In brief, intensity 
corresponds to unweighted sound pressure level (SPL) 
in dB. Spectral flatness is measured as Wiener Entropy, 
expressed on a log scale from 0 to minus infinity. 
Procedure
Participants performed a “change in sound” task and an 
“affect” task, in a counterbalanced order. These tasks 
required participants to continuously rate music while 
listening, rather than provide a retrospective, global rating 
of each piece. A substantial advantage of continuous data 
collection is the ability to study the evolving pattern of 
listener perceptions (Bailes & Dean, 2009b). For each task, 
participants were presented with the stimuli over 
AKG K271 Studio headphones, seated at an iMac5.1, 
OS10.4.11. The screen resolution was 1680 x 1050 pixels, 
and the experimenter set the volume in advance. 
Each of the four pieces was presented once in a random 
order, for each task. Participants were able to initiate each 
trial at their own pace by moving the cursor to a central 
square on the computer screen. One practice trial was in-
cluded at the start of each task. After the presentation of 
each piece, listeners rated their familiarity with the piece 
and/or style of piece, and their liking of it, with these two 
questions asked in a counterbalanced order. 
There was a break between the two tasks for partici-
pants to fill out the OMSI and a questionnaire gathering 
information on age, gender, nationality, familiarity with 
musical genres, and debrief questions.
Affect task. Instructions and training were provided on 
a computer screen using EmotionSpaceLab 1.02a 
(Schubert, 1996). A template replaced the default faces 
of the original program with the labels “very active,” 
“very passive,” “very positive,” and ”very negative.” 
Participants were first given the following instruc-
tions:
After a questionnaire and a short tutorial you will 
be asked to make judgements about emotional 
stimuli (that is, words, pictures and sounds). Your 
Perceptual Responses to Electroacoustic Music    363
responses will be made by moving a slide on the 
screen using the mouse. Instructions will be pro-
vided on screen, but occasionally the researcher will 
ask you to read instructions on card instead of on 
screen. The final stage of this task is to judge the 
emotion conveyed by pieces of music. During the 
first trial, you may ask the experimenter about any-
thing that is unclear.
They then followed on-screen directions, taking them 
through a training in how to use the emotion space that 
included words and faces, using valence and arousal axes 
first separately and then together.
Change in sound task. Participants were asked to indi-
cate whether the music seemed to change. The following 
instructions were given:
You are going to hear a piece of music over head-
phones. Your task is to detect whether the music 
changes and to indicate this by moving the mouse 
during any perceived change. The greater the 
change, the faster you should move the mouse. For 
example, it may be that you wish to make a scrub-
bing motion with the mouse to indicate a strong 
and sudden change in the music. The smaller the 
change, the slower you should move the mouse. For 
example, it may be that you wish to move the 
mouse only slightly to indicate a subtle change in 
the music. Please move the mouse for the duration 
of any change. If you DON’T think the music 
changes, keep the cursor still. Please try to maintain 
your CONCENTRATION throughout each piece. 
Your mouse movements will be recorded while the 
sound is playing. There is NO NEED TO CLICK 
the mouse while the sound is playing. 
data analysis
The data fall into three different categories: continuous 
measures through time (sampled every 500 ms), continu-
ous measures averaged across time, and liking and famil-
iarity ratings per piece. Summary statistics are provided 
to reveal series means and coefficients of variation (CV: 
the ratio of standard deviation/mean). For the acoustic 
time series, all values are positive (intensity) or negative 
(spectral flatness); thus, their CV can be measured 
directly. However, for the perceptual time series, the mea-
surement scale ranges from -100 to +100. For such series, 
CV is determined as a function of series constructed as 
the measured values plus 100, so that all series values are 
positive, and taken in conjunction with the mean, the CV 
then fairly reflects the degree of variability.
Most if not all time series representing the acoustic 
(intensity and spectral flatness) and perceptual (change 
in sound, arousal, and valence) measures require special 
techniques (such as our choice, time series analysis) in 
order to analyze the autoregressive components. Since 
the data are not independent, they cannot properly be 
investigated by the most conventional techniques (e.g., 
simple regression techniques), because these rely on an 
assumption that data points are independent (appropri-
ate methods evaluated in detail in Dean & Bailes, 2010a). 
In order to make this paper as complete as possible in its 
own right, we offer an explanatory glossary (see 
Appendix) of the key terms relevant to time series 
analysis as applied here, and provide some pointers to 
primary and review references on this highly developed 
array of techniques; we refer readers to our earlier paper 
for more specific discussion of their application to mu-
sical time series. In brief, first perceptual measures were 
averaged across participants for each sampled time 
point, producing an average response profile for the du-
ration of each piece. The issues behind this decision, 
which is the most parsimonious and conservative ap-
proach, are discussed in detail in Dean & Bailes (2010a). 
Second, data were transformed (see “differenced” in 
Glossary) when necessary to render each series station-
ary (see “stationarity” in Glossary). A series resulting 
from differencing seriesname is called dseriesname in this 
paper. ARIMA and ARIMAX models (see Glossary) were 
developed to assess the statistical impact of the exogenous 
acoustic variables on the measured perceptual variables, 
and the influence of autocorrelation. The Akaike 
Information Criterion (AIC) (Akaike, 1974) was used as 
the main basis for model selection (see “information 
criteria” in Glossary). ARIMAX allows the assessment of 
the influence of multiple lags of autoregression and of 
exogenous variables; it is well established already that 
many acoustic variables, such as intensity, may operate 
with a lag of up to about 5 s (e.g., Schubert, 2001, 2004), 
which correspond to 10 lags in our analyses (one lag 
represents 500 ms). As discussed in Dean & Bailes 
(2010a), ARIMAX models were sometimes improved in 
terms of AIC by the inclusion of lags of some variables 
whose coefficients individually were not significant, but 
only up to two of these individually insignificant lags 
have been allowed. 
ARCH models (see “heteroskedasticity” in Glossary) 
were also assessed, such that the influence of exogenous 
variables on temporal variance as well as on the mean 
model could be demonstrated (Enders, 2004). Third, the 
time series were modeled using vector autoregression 
(see “VAR” in Glossary; also Enders, 2004; Hamilton, 
1994) to assess conservatively the inter-relationship 
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between all the acoustic and perceptual measures, and 
to provide impulse response functions (see Glossary) 
represented as fractional error variance distribution 
estimates (FEVD: as discussed in Dean & Bailes, 2010a) 
that reveal which of the factors (acoustic and perceptual) 
appear as statistically significant influences on a given 
perceptual response. Confidence limits for the FEVD 
were determined by bootstrapping the residuals, since 
this does not require prior knowledge of their distribu-
tion (which is not available). The test of Granger 
Causality (Granger, 1969, and see Glossary), which de-
pends on these VAR analyses, was also used to infer the 
plausible statistical significance and directions of these 
relationships. All the models discussed here showed 
white noise residuals, the key criterion of their appropri-
ateness (see “criteria of satisfactory times series models” 
in Glossary). All the coefficients in the ARIMAX /ARCH 
models presented in the tables were significant at p < .05 
unless otherwise indicated. 
The continuous response data were also averaged 
across time for each participant, for comparison with 
ratings of liking and familiarity per piece. 
results
Dean and Bailes (2010a) illustrate the effective predic-
tion of perceptual time series by ARIMA(X) modeling in 
the case of the piece by Wishart, by tracing the predicted 
(modeled) time series and comparing them with the 
measured ones. Here some further illustrations of mod-
eled time series are provided, but we mainly summarize 
the key parameters of the models in tabular form. 
acoustic characteristics of the Pieces
Table 1 summarizes the mean and coefficient of varia-
tion for the acoustic features of the pieces under study. 
Both Xenakis and Dean are electroacoustic pieces with 
relatively homogeneous textures that change gradually – 
in the former case with metallic bell-like sounds, in the 
second with noise filtered by a continuing succession of 
waves. Wishart’s piece, as discussed in Dean and Bailes 
(2010a), involves much greater dynamic contrasts, and 
includes overlapping segments of human and animate 
sounds as part of its long-term narrative structure. The 
Webern piano work involves rather continuous rhythmi-
cally repetitive patterns with significant dynamic change. 
As expected, it shows the lowest spectral flatness (i.e., 
narrow peaks in the spectrum) corresponding to its rela-
tive timbral purity, though with quite a substantial coef-
ficient of variation. Xenakis and Dean show the lowest 
coefficients of variation for both acoustic parameters. 
Intensity and spectral flatness are not significantly 
cross-correlated in any of the works, as judged after pre-
whitening (see Chapter 11 of Box, Jenkins, & Reinsel, 
1994, and Glossary), and hence were potential useful 
exogenous variables for the intended analyses of their 
influence on perceptual responses. 
PercePtions of change in sound
Table 2 summarizes the basic characteristics of per-
ceived change during the four pieces. 
Time series analyses demonstrate that listener percep-
tions of change in sound are a function of the intensity 
profile of the music for all four pieces (p < .001 using 
Granger Causality Wald tests (Wald, 1955) for Wishart 
(model df = 3), Xenakis (model df = 2), Dean (model 
df = 4), and Webern (model df = 10). The Granger 
Causality tests confirm that there is no statistical 
evidence of the reciprocal causality (the “endogenous” 
perceptual variable causing the “exogenous” acoustic 
variable – see Glossary). Note that the stationarized 
versions of each variable are used in the Granger 
Causality tests. Table 3 summarizes the ARIMA(X) 
model results, and compares the best models based solely 
on autoregression (ARIMA) with those using the exog-
enous variable also (ARIMAX). The Table indicates 
which series have been differenced, by prefacing the vari-
able name with ‘d.’ Note that the AIC and SSE (sum of 
squared errors) can only be compared between different 
models of the same perceptual series, while the correla-
tions provide some crude comparison between the qual-
ity of models of different series. In summary, Table 3 
shows that the AIC was lower for ARIMA(X) models 
Table 1. Means and coefficients of Variation for the intensity and 
spectral flatness Measures of the four stimuli
Intensity (dB) Spectral Flatness (Wieners)
Piece M CV M CV
Wishart 52.45 0.25 -9.06 0.20
Xenakis 60.53 0.04 -6.83 0.07
Dean 63.74 0.04 -3.73 0.12
Webern 49.27 0.20 -10.13 0.16
Table 2. Means and coefficients of Varia-
tion of the change in sound ratings for the 
four Pieces 
Change in Sound
Piece M CV
Wishart 0.14 0.74
Xenakis 0.08 0.41
Dean 0.21 0.49
Webern 0.11 0.60
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than for ARIMA models, confirming the substantial in-
fluence of the addition of intensity as an exogenous 
variable, which was also associated with higher 
correlations between modeled and observed data.
Figure 1 (see color plate section) illustrates the influ-
ence of intensity on perceived change in sound for each 
of the four pieces, using the best ARIMAX model (with 
intensity as the exogenous variable). 
Spectral flatness measures of the music did not 
Granger-cause ratings of change in sound in any of the 
pieces studied, and correspondingly they were not useful 
predictors in ARIMAX or VAR models. 
PercePtions of affect (arousal and Valence)
Table 4 provides summary statistics for the perceptual 
response time series.
The low CV for arousal in Xenakis and Dean parallels 
the low CV for the intensity profile of these pieces in 
comparison with the other two, suggesting that acoustic 
properties could only have limited impact on arousal in 
these pieces. Accordingly, arousal and valence were in 
most cases not Granger-caused by the measured acous-
tic properties of the music (intensity or spectral flatness) 
for either Xenakis or Dean when VARs were run with 
each pair of acoustic and perceptual variables. Given that 
the CV for spectral flatness is higher for Dean than 
Xenakis, it is perhaps not surprising that the only candi-
date exception was that dspectral flatness was just sig-
nificant in Granger causing darousal for Dean (p = .05, 
model df = 2), but as Table 5 shows, it did not provide a 
useful ARIMAX model, as evidenced by Theil’s U values 
larger than one (indicating that the model is no better 
than a Naïve Method 1 forecast). 
As hypothesized, and in accord with the larger CV of 
the acoustic properties, particularly intensity profiles of 
the Wishart and Webern pieces, Granger Causality mea-
sures showed that intensity significantly shaped the per-
ceived arousal of both Webern (model df = 5) and 
Wishart (model df = 4) compositions (p < .001). Table 
5 summarizes the salient ARIMA(X) results, and illus-
trates that models of darousal for both Webern and 
Wishart pieces were improved by the inclusion of inten-
sity, seen by lower AIC values for ARIMA(X) than 
ARIMA models. There was reciprocal Granger Causality 
between darousal and dspectral flatness for Webern 
(p <. 001 in both senses, VAR model df =5). Given that 
dspectral flatness is necessarily exogenous, we proceeded 
only to model its influence on darousal in ARIMA(X). 
Table 3. ariMa(X) time series Models for Perceived change Based on acoustic Variables 
Model
Piece and modeled 
(stationary)  
variable
Model autoregressive 
and predictor inputs AIC
Sum of squared 
errors for the 
whole series
Observed correlation 
for the whole series 
(model: observed)
Ex post prediction of last 
100 time points (correlation 
model: observed)
Wishart  dchange ar(1,2,3) -1160.8 1.2 0.33 0.28
(L1,2).dintensity,
ar(1,2,3)
-1299.2 0.8 0.62 0.59
Xenakis change ar(1,2,10) -2006.7 0.1 0.80 0.62
(L1).intensity, ar(1,2) 
constant
-2029.0 0.1 0.82 0.65
Dean dchange ar(1/5) ma(6,17) -1230.9 0.7 0.42 0.30
(L1,2,3).dintensity, 
ar(1,2,3,4,5) ma(6,9)
-1248.0 0.6 0.49 Theil’s U >1
Webern dchange ar(1,2,3) ma(4,5,9,10) -1432.4 0.5 0.41 Theil’s U >1
L(0,1).dintensity, 
ar(1,2,3) ma(4,5,9,10)
-1580.4 0.3 0.66 0.63
Note. ar(n) indicates the influence of autoregressive lag n; Ln indicates the influence of lag n of the specified exogenous (predictor) variable; and ma(n) indicates a moving 
average error autoregression of lag n. Any variables which are not significant at p <. 05 are in italics. All models presented are significant at p <. 0001. Correlations for ‘ex 
post forecasts’ are provided whenever Theil’s U (see Glossary) is < 1, i.e., the forecast is better than a naïve method forecast. Ex post forecasts involve the prediction of time 
points that have not been used to develop the model, and are expected to be poorer than those for the modeled data. 
Table 4. summary statistics for the real-time Perceived affect 
responses
Arousal Valence
Piece M CV M CV
Wishart 11.89 0.19 -24.46 0.33
Xenakis 14.83 0.04 -6.32 0.08
Dean 28.84 0.07 -18.84 0.11
Webern 9.40 0.16 9.54 0.05
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For perceived valence, the literature provided no 
strong basis for a predicted relationship with either mea-
sured acoustic factor, and for Xenakis, Dean, and 
Webern, no Granger Causalities were observed. 
Perceptions of valence in the composition by Wishart 
were Granger Caused by the spectral flatness profile of 
the music (p < .005, df = 4), though the reciprocal causal-
ity was also just significant (at p < .05). Moreover, the 
ARIMA(X) model of dvalence for Wishart, with spectral 
flatness as an exogenous variable, is only a marginal 
improvement on the ARIMA model, further failing to 
satisfy Theil’s U in an ex post prediction (see Table 5).
Vector autoregressiVe analyses: a) further aPProaches 
to Modeling PerceiVed Valence 
As detailed in Dean and Bailes (2010a), VAR permits a 
conservative approach to assessing the possible mutual 
influences between the acoustic and perceptual variables, 
which necessarily occur simultaneously. Even though the 
acoustic variables are by definition exogenous (they 
cannot be influenced by the perceptual variables), this 
statistically conservative approach allows for such a 
possibility, and its occurrence might give cause for ques-
tion and statistical concern. We commence with VAR 
assessments involving both acoustic variables taken 
together in relation to each perceptual variable in turn. For 
Granger-causal relationships the fractional error variance 
decomposition (FEVD; see impulse response function – 
IRF – in Glossary) is estimated. Put simply, this is an 
assessment of the influence of unit change in each predic-
tor upon the specified variable, and influences in every 
possible direction (including endogenous variable upon 
exogenous acoustic variable) can be considered. Those 
that indicate an influence whose bootstrapped confidence 
limits do not include zero are significant and are pre-
sented. Some examples of FEVDs are shown, and others 
are summarized in terms of the lag 8 (representing 4 s) 
FEVD value for a given interaction between variables, 
providing its confidence limits confirm that it is signifi-
cant. This is of particular interest for the assessment of 
influences on perceived valence, which for three of the 
pieces in this study are poorly modeled by the approaches 
so far. Table 6 shows that there is Granger causality for 
Wishart valence perception, though the corresponding 
FEVD coefficient is not significant.
Vector autoregressiVe analyses: B) ecological  
tiMBral VariaBles
In previous work on Wishart’s Red Bird (Dean & Bailes, 
2010a) we began to analyze specific ecological contribu-
tions to the detected impact of spectral flatness upon 
perceived valence, and its heteroskedasticity. We 
demonstrated a clear cut influence of animistic sounds 
upon valence, which indeed largely subsumed the 
impact of spectral flatness. In other work on NoiseSpeech 
(Bailes & Dean, 2009c) and NoiseSong (Bailes & Dean, 
2011), we have assessed the perceptual clustering and 
detected affective correlates of vocal and vocal-related 
Table 5. ariMa(X) Models of Perceived affect, with one exogenous (acoustic) Variable 
Model
Piece
Modeled 
(stationary) 
variable
Model autoregressive and 
predictor inputs AIC
Sum of squared 
errors for the 
whole series
Observed correla-
tion for the whole 
series (model: 
observed)
Ex post prediction 
of last 100 time 
points (correlation 
model: observed)
Wishart darousal ar(1,3,5,14,15) 1282.6 594.6 0.55 Theil’s U >1
darousal L(1,2,3,4,5,6,7,8,9,10,17).
dintensity ar(1,3) ma(20)
1112.8 396.1 0.70 Theil’s U >1
dvalence ar(1) 1171.1 460.5 0.65 0.73
dvalence L(1,2,3,4,5,6,7,8,9,10,11,1
2,15)
.dspectralf, ar(1,4)
1062.6 342.3 0.68 Theil’s U >1
Dean darousal ar(1,6) ma(7) 993.0 Theil’s U >1 Theil’s U >1 Theil’s U >1
darousal L(2,3,4,5).dspectralf, ar(1,6) 
ma(7) noconst
964.6 Theil’s U >1 Theil’s U >1 Theil’s U >1
Webern darousal ar(1) ma(5,8,10) 1451.4 973.1 0.60 0.43
darousal L(0,1,2,3,4,5,6,15).dinten-
sity, ar(1) ma(5,8,10)
1328.9 747.6 0.68 Theil’s U >1
darousal L(1,2,3,4,5).dspectralf, ar(1) 
ma(5,8,10,23)
1398.5 862.7 0.65 0.39
Note. Lags which are not significant at p <. 05 are in italics. Note that we assessed possible models of both darousal and dvalence (indicated in column 2) for each piece, and 
nonsignificant models are not displayed.
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acoustic and electroacoustic sounds. Given this, one of 
us (FB) observed that elements of soundAffects might be 
construed as related to vocal sounds, even though the 
composer (RTD) did not use vocal sources. Therefore, 
we decided to investigate briefly the possible impact of 
perceived vocal quality on the affective responses to 
this piece.
Three musicians (FB and two others) continuously 
rated the perceived vocal quality (ranging from “0” = 
“no voice” to “100” = “some vocal quality” to “200” = 
“pure voice”), using the same computer interface as for 
change and affect. Our raters reported substantial and 
changing vocal quality (mean 51, range 18 to 100). 
Since our raters were musicians, we assessed whether 
their continuous perceptions of vocal quality consti-
tuted significant predictors of either the M or EA group 
responses. We performed VARs using the differenced 
VocalQuality mean series and dspectral flatness to-
gether to model either the darousal or the dvalence 
series for both participant groups. In accord with our 
previous work on NoiseSong, there were no Granger-
causal relations of valence with dVocalQuality or 
dspectral flatness, and arousal was related with dVocal-
Quality (p < .05), but not simultaneously with dspec-
tral flatness. 
Vector autoregressiVe analyses: c) MultiVariate analyses
Finally, multivariate VAR analyses were done involving all 
acoustic and perceptual variables. The results are pre-
sented in this section for those cases in which there is 
Granger Causality as judged by the complete VAR model 
(with all variables simultaneously assessed). Consistent 
with the analyses presented in Dean and Bailes (2010a), 
for the Wishart piece Granger causality is observed in the 
multivariate VAR of darousal upon dchange. This means 
that there was a statistical indication that darousal might 
influence dchange, all other interactions considered. We 
express this in shorthand as “darousal -> dchange.” 
Similarly, we observed the following Granger causalities 
for Wishart: dintensity -> dchange, dvalence -> darousal, 
dintensity -> darousal, and dspectralf -> dvalence (in 
each case p < .01 and model df = 4). IRF analyses with 
bootstrapped error estimations confirm that only some 
of these causalities produce substantial and significant 
FEVD values, in agreement with the earlier analyses. 
These are presented in Figure 2. If several variables pro-
vide significant FEVD influences upon a particular other 
variable, this indicates that they are expected to do so in-
dependently of a change in each other. Note that the in-
fluence of dspectral flatness on dvalence is not significant 
in this analysis, given the inputs of the other perceptual 
and acoustic variables, and in concordance with its lack of 
significant FEVD in Table 6. 
For the Webern, Granger causality applies to dinten-
sity and dspectralf -> dchange, dintensity and dchange 
-> darousal, darousal -> dvalence (p < .05, model df = 5). 
Of these, the statistically significant step 8 values are 
shown in Figure 2. For the Xenakis piece, significant 
Granger causalities are: dintensity and dspectralf 
-> dchange (p < .05, model df = 4). Figure 2 shows that 
only the IRF step 8 value for dintensity as an impulse 
upon dchange was significant. For the Dean piece, 
Granger causalities are: dintensity -> dchange, and 
dvalence -> darousal (p < .01, model df = 5). Figure 2 
shows the only corresponding significant FEVD value 
(dintensity on dchange). 
Perhaps most salient among these highly multivariate 
analyses are the indications that perceived arousal and per-
ceived change are in some cases small but significant mutual 
influences. In these cases, listeners’ perceptions of arousal 
Table 6. impulse response functions from Var analyses of Valence
Piece df (model) Significant Granger causalities
Significant FEVD values 
(lag 8)
Wishart 4 dintensity -> dchange*** 0.28
4 dintensity -> darousal*** 0.21
4 dspectralf -> dvalence*
Xenakis 2 dintens -> dchange*** 0.30
2 dspectralf -> dchange***
Dean 5 dspectralf -> darousal*
5 dintensity -> dchange**** 0.13
Webern 5 dintensity -> darousal*** 0.17
5 dintensity -> dchange** 0.29
5 dspectralf -> dchange** 0.04
Note. Only models in which either or both Granger Causality and lag 8 FEVD values are significant are summarized. For 
Granger Causality: * p < .05, **p < .01, ***p < .001; for FEVD, only values in which the 95% confidence limits do not reach 
zero are shown.
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in the music are underpinned by its perceived structure. In 
addition, using the most conservative analyses possible, the 
results confirm that intensity is a key influence on change 
and arousal. Valence is probably influenced mostly by fac-
tors other than intensity or spectral flatness, as demon-
strated specifically for the animistic sounds in the Wishart 
piece, discussed in Dean and Bailes (2010a). 
VAR analyses have also been undertaken using the un-
differenced series, as discussed in our method develop-
ment paper (Dean & Bailes, 2010a), and the results from 
these, which do generally permit achievement of white 
noise residuals for the response series, are consistent with 
those described already, and are not presented separately.
indiVidual differences
Analyses so far have been conducted on the mean re-
sponse series across all participants. Figures 3 and 4 (see 
color plate section) show that this is entirely reasonable 
in that the separate curves for the three participants 
groups (nonmusicians, musicians, or expert musicians) 
are very similar for each parameter for the Wishart and 
Webern pieces, chosen to represent respectively sound-
based and note-based instrumental extremes. In the 
case of the fine-grained perception of change, the 
graphs only show the first 100 s, for clarity, and as with 
the other figures in which this is the case, this section is 
representative of the whole. It is interesting that in the 
case of perceived change, there are clear differences in 
the scale of response (which would be minimized by 
standardizing the series) with, for example, the expert 
group showing attenuated responses to the Webern in 
comparison with the other two groups. 
Indeed, we expected differences between participant 
responses, and that these would be informative. To this 
end we further analyzed responses to Wishart and 
Webern. For each group and perceptual response we 
measured the standard deviation across participants at 
each time point to construct new series. We undertook 
VARs with stationarized series (first difference) derived 
from the standard deviation series, and assessed Granger 
Causality when response series, intensity, and spectral 
flatness were included. We considered it reasonable that 
influences on the mean model for a perceptual param-
eter might be distinct from (or overlapping) influences 
on the variability between individuals. Regarding change, 
Table 7 shows that intensity was important for both se-
ries, while spectral flatness was not. Spectral flatness was 
causal for variance of valence of both pieces. Neither 
feature influences the arousal variance of Webern, while 
spectral flatness again has a role in relation to the arousal 
variance of Wishart. 
eXPertise and its influence on PercePtual resPonses
Table 8 summarizes the group mean responses and coef-
ficients of variation for the three perceptual variables. 
There were sometimes differences in the autocorrelation 
structure of the series from the different participant 
groups, meaning that the number of lags (in the range 
2-4, representing 1-2 s) over which previous information 
influenced the ongoing response also varied: this can be 
viewed as representing variations in speed of response, 
or of the time in which information is cognitively incor-
porated. Related to the second of these interpretations, it 
was hypothesized (see Introduction) that subtlety of 
discrimination, particularly for change in sound, might 
follow the order E > M > NM. For two of the pieces, 
change sensitivity (as judged by CV), fitted this hypoth-
esis. For the third (Wishart), E > M ~= NM. For the 
fourth (Dean) there was little difference among the three 
groups. Perhaps correspondingly, the NM group shows 
the highest mean value for change in each case. Given the 
evidence above that intensity significantly influences 
perceived arousal, the E group arousal may be under-
stood as reflecting the CV for the intensity time series of 
these pieces: thus the E arousal CVs for Wishart and 
Webern are both high (c.f. high intensity CV), while 
Dean and Xenakis are low (c.f. low intensity CV).
It is notable in the data above that mean valence is 
poorly explicable on the basis of intensity and spectral 
flatness, though more specific timbral parameters of 
agency seem powerful predictors for the Wishart piece. 
In parallel with this, CVs for valence responses in Table 8 
Figure 2. figure highlighting the statistically significant feVd values 
(at step 8) resulting from irf analyses with bootstrapped error estima-
tions. arrows show which variables impact on others.
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are also highest for the Wishart for all participant groups, 
but data discussed so far provide no obvious explanation 
unless it is the animistic sounds that convey this high CV 
for valence. Given their influence on the variance of 
valence demonstrated in the preceding paper (Dean & 
Bailes, 2010a), this is highly plausible. It is also consistent 
with the influence of spectral flatness on interindividual 
valence variability (Table 7). 
liking and faMiliarity
Familiarity ratings for each piece were gathered from 
each participant according to the following scale: 
“I have never heard anything like this before.” 
“I have heard something like this but not this piece 
before.” 
“I have heard this piece.” 
“This piece is very familiar to me.” 
“I often listen to this piece of music.” 
Table 9 shows the distribution of familiarity responses 
for each of the four pieces of music, subdivided accord-
ing to expertise.
Interestingly, for the M and NM groups, mean valence 
was significantly correlated with both liking, r(30) = .54, 
p < .01 (M group) and r(62) = .47, p < .001 (NM group), 
and familiarity, r(30) = .34, p < .05 (M group) and 
r(62) = .26, , p < .05 (NM group), for the relevant piece. 
Thus, local timbral and intensity structure are not the 
major influences on valence (as above), but enculturated 
experience and stylistic preference may be. Notably, lik-
ing and familiarity per se do not strongly correlate for 
any group. There were no significant correlations for the 
E group, or for arousal/liking, and arousal/familiarity.
discussion
All five hypotheses were supported from our findings, 
but the results revealed considerable complexity, and 
hypothesis three – that valence is a function of spectral 
flatness – received very limited support. Rather, it seems 
that more specific timbral parameters, and particularly 
those of ecologically identifiable features, can subsume 
most of the effect of spectral flatness. We consider each 
hypothesis in more detail here.
A highly robust finding in this study is that perceived 
structure (change in sound) is a function of the acoustic 
intensity of the music, but not its spectral flatness. The 
impact of intensity on ratings of structure is consistent 
with a related finding by Leman et al. (2005), who found 
that the structural cues identified by musicologists in 
their study were best explained by measures of loudness 
and articulation. It is striking that a property of what has 
traditionally been considered the musical surface can be 
instrumental in shaping listeners’ perceptions. 
In partial support of our second hypothesis, results 
show that perceptions of arousal were also strongly in-
fluenced by the intensity pattern of the music for two 
pieces out of four (Webern and Wishart). This is consis-
tent with work by Schubert (2004), who found that loud-
ness was positively associated with changes in perceived 
arousal, and our recent findings (Dean, Bailes, & 
Table 7. granger causalities for the impact of dintensity and dspectral flatness upon the stationarized (differenced) time series of interindi-
vidual Variation (as standard deviation) for Webern and Wishart Perceptual responses
Webern Wishart
Change (SD) Arousal (SD) Valence (SD) Change (SD) Arousal (SD) Valence (SD)
dintensity 0.000 ns ns 0.000 ns 0.001
dspectral flatness ns ns 0.013 ns 0.008 0.002
Note. p values are shown for significant causalities in the 3-endogenous variable VARs; ns = not significant.
Table 8. Perception of change and affect by the different Partici-
pant groups
 
Change 
in sound Arousal Valence
 Piece Group  M CV M CV M CV
Wishart E 0.07 0.95 7.99 0.28 -17.79 0.26
M 0.18 0.79 15.60 0.19 -20.73 0.28
  NM 0.18 0.81 11.98 0.17 -29.66 0.41
Xenakis E 0.02 1.18 41.82 0.07 9.41 0.07
M 0.07 0.75 25.73 0.08 1.06 0.06
  NM 0.11 0.47 -4.11 0.05 -17.88 0.12
Webern E 0.02 0.89 1.36 0.22 10.95 0.07
M 0.10 0.75 18.37 0.17 7.43 0.06
NM 0.15 0.64 8.88 0.14 9.87 0.07
Dean E 0.10 0.56 49.83 0.11 -6.93 0.10
M 0.20 0.62 40.95 0.13 4.34 0.09
NM 0.27 0.55 12.29 0.09 -36.38 0.21
Note. E = Expert musicians; M = musicians; NM = nonmusicians. 
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Schubert, 2011) of a causal relationship of intensity on 
perceptions of arousal, where one same intensity pattern 
has a similar impact on ratings of arousal, regardless of 
the musical content. Clearly, however, perceived arousal 
cannot always be explained in terms of sound intensity. 
Perceived arousal in Dean and Xenakis was not signifi-
cantly shaped by intensity. It could be that the more 
limited variation in this acoustic parameter for these two 
pieces, as measured by intensity CV, is responsible for 
this finding. Indeed, in Dean et al. (2011), we superim-
posed the intensity profile of another piece of music 
onto the Dean composition, and subsequently found 
that this more varied intensity influenced perceptions of 
arousal. Musical experts appear to mirror this pattern, 
exhibiting large variation in arousal ratings for those 
pieces with the broadest range of intensity (Webern and 
Wishart), but not for those pieces with the smallest range 
(Dean and Xenakis). An analysis of Dean’s soundAffects 
revealed a relationship between continuous ratings of 
the vocal quality of the music and its affect. This more 
ecological feature was found to relate significantly to 
perceptions of affect: dynamic changes in vocal quality 
were Granger-causal with ratings of perceived arousal.
The hypothesis that perceptions of valence would be 
a function of spectral flatness received only limited 
support. Similarly to Schubert (2004), who examined 
spectral centroid, no consistent influence of timbre was 
found, and valence was less well explained in terms of 
measured acoustic properties than the dimension of per-
ceived arousal. Korhonen et al. (2006) had a similar find-
ing, with only 21.9% of their model variance for valence 
explained by a raft of musical features, versus 78.4% for 
arousal. Interestingly, these authors speculated that 
models of valence might to some extent depend on 
arousal, while perceptions of arousal can be modeled 
independently. Our multivariate VAR analysis of Webern 
supports this idea, showing that darousal had a signifi-
cant impact on dvalence, but not vice versa (Figure 2).
While spectral flatness did not predict mean ratings of 
valence in any piece in the current study, analyses of the 
variability of participant response for Webern and 
Wishart revealed that spectral flatness of the music in-
fluenced interindividual valence variability. Valence was 
found to correlate with overall liking for the piece, which 
is a pattern also observed by Grewe et al. (2007). 
However, this was not the case for expert respondents. 
Given that piece and expertise differences in valence 
were found, it seems that other factors underline listener 
judgments of this affective parameter. This is consistent 
with Leman et al. (2005), who reported that valence rat-
ings differed more across participants than ratings of 
activity (arousal). 
Schubert (2001) has suggested that greater intersubject 
agreement for arousal than valence as measured by his 
two-dimensional emotion space might indicate that 
participants prefer the former, or somehow respond to 
this dimension by default. However, it is plausible that a 
more predictable response pattern for arousal than va-
lence is more than a response bias to the measurement 
tool. Wishart’s Red Bird (A political prisoner’s dream) is 
arguably stronger in “mimetic discourse” than “aural 
discourse” (Emmerson, 1986), and as demonstrated in 
Dean and Bailes (2010a), the evocation or otherwise of 
animal sounds more directly relates to ratings of valence 
than either physical parameter considered here. 
According to Bradley and Lang (2000), the valence of 
Table 9. count of familiarity ratings for each Piece by the different Participant groups
Piece Group 
I have never 
heard anything 
like this before
I have heard 
something like 
this but not this 
piece before
I have heard 
this piece
This piece is 
very familiar 
to me
I often listen 
to this 
piece of 
music
Wishart E 0 6 1 1 0
M 1 7 0 0 0
  NM 12 4 0 0 0
Xenakis E 0 7 1 0 0
M 1 7 0 0 0
  NM 15 1 0 0 0
Webern E 0 7 1 0 0
M 0 8 0 0 0
NM 5 10 1 0 0
Dean E 0 7 1 0 0
M 1 7 0 0 0
NM 12 4 0 0 0
Note. E = Expert musicians; M = musicians; NM = nonmusicians
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sounds serves as an index of a motivational system; 
appetitive or defensive. Motivation to respond to animal 
sounds would be greater than any propensity to respond 
to either intensity or spectral flatness in the abstract. 
Overall, physical measures of the music were less able 
to account for listeners’ perceptions of affect than for 
their perceptions of change in sound. As argued above, 
the inevitable limits to the range of each acoustic param-
eter exploited in the compositions might in turn limit 
the extent of emotional expression possible (Schubert, 
2004). For some of the compositions, sounds with famil-
iar associations were dominant, and these would be 
expected to signify beyond the intensity and spectral flat-
ness information (Erlich, Lipp, & Slaughter, 2007; 
Windsor, 1995). It is worth reflecting that sound recogni-
tion (Brattico & Sassanelli, 2000) is a primary concern 
of the auditory system, and an organism’s perceptions of 
its environment are inherently meaningful according to 
ecological accounts (Clarke, 2005; Dibben, 2001; 
Windsor, 2000). Ambiguous sounds (Brattico & 
Sassanelli, 2000) with respect to their genesis might in 
themselves be perceived as particularly affective, due to 
uncertainty. Again, acoustic measures do not capture 
such perceptions. 
Inevitably, the listener brings her or his particular 
sonic experience to bear in perceiving change in sound, 
and particularly in perceiving affect (Cupchik, 2001). As 
hypothesized (and unlike De Vries, 1991), musical back-
ground and familiarity with the music(al style) impacted 
listener perceptions of affect, but less for perceptions of 
change in sound. For musicians and nonmusicians, 
mean valence ratings positively correlated with their rat-
ings of liking and their ratings of familiarity with the 
music. This is consistent with the established relation-
ships in the literature between positive affect and liking, 
and positive affect and perceptual fluency (e.g., Witvliet 
& Vrana, 2007). However, the expert musicians did not 
display this pattern, and it could be speculated that their 
greater experience equipped them to dissociate expressed 
affect from their personal familiarity with and liking for 
the music. Future research should attempt to disentangle 
this finding, controlling for the inevitably higher levels 
of familiarity of the expert group, and hence the limited 
variance in the correlation data. 
The finding of a lesser influence of musical back-
ground and familiarity on perceptions of change in 
sound is consistent with studies employing other mea-
sures of perceived surface structure, such as similarity 
ratings of thematic subsections, in which no important 
differences were found between musicians and nonmu-
sicians (e.g., McAdams, Vieillard et al., 2004). However, 
as predicted, there was some evidence (from two of the 
pieces) that the subtlety of discriminating change in 
sound may increase with musical experience. Extensive 
additional work is underway to determine whether ex-
perts really perceive more fine-grained changes in sound 
than those with less expertise, or whether they simply 
indicate their response with a greater range of move-
ment, implying greater refinement. 
In conclusion, the perception of the basic structural 
parameter of change in sound can be predicted well by 
acoustic measures of the music, in particular intensity. 
This is so regardless of participants’ level of musical 
expertise, in line with previous studies of structural 
perception (Vines, Krumhansl, Wanderley, & Levitin, 
2006). However, the perception of affect is additionally 
mediated by the listener’s interpretation of the meaning 
of the work, by their expertise, and by their familiarity 
with the music. Other instances of listeners responding to 
music primarily in terms of their liking rather than its 
acoustic properties have been reported (Lalitte & Bigand, 
2006). Liking and acoustic properties are united by the 
bimotivational structure of appetitive and defensive re-
sponses to sound proposed by Bradley and Lang (2000). 
The current study limited its investigation to just two 
acoustic properties of sound. It is surely the case that lis-
tener perceptions of both structure and affect (Gabrielsson 
& Lindstrom, 2001) are optimally explained by the 
contribution of many different factors. Our time series 
analysis approach provides a powerful way of delineating 
further, as we have already shown by identifying roles for 
animate and vocal-like sounds in two pieces. 
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appendix – glossary
Some of the Key Terms in Time Series Analysis.
As requested by the journal, we seek to make this paper 
as free-standing as possible, so that by means of this 
Appendix the reader may be able to grasp the key con-
cepts of the time series analyses we apply. These terms 
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and methods are discussed more fully in our preceding 
methods development paper (Dean & Bailes, 2010a) and 
in the books referenced therein; we refer the reader to 
this earlier paper for further understanding. Many of the 
explanations given here are quoted directly from our 
earlier paper; they are presented in alphabetical order. 
ARIMA(X): autoregressive integrated moving average 
regression. X refers to the addition of exogenous 
variable(s) to the autoregression-only ARIMA.
Criteria of satisfactory Time Series Models: residual 
errors (the time series constituting each successive resi-
due left when the model estimate of a point is subtracted 
from the corresponding data point) are white noise, and 
thus no longer autocorrelated. It is only when this 
criterion is fulfilled that many of the statistical tests of 
significance which are routinely applied are meaningful. 
NB. If there were still autocorrelation in the residuals 
from the model, this would represent unmodeled infor-
mation. See also “Theil’s U.”
Dickey-Fuller test for stationarity: The Augmented 
Generalized Least-Squares test for stationarity (Dickey 
& Fuller, 1979) uses interpolated critical values derived 
from empirical data. Put simply, the test assesses whether 
the series value at a given time is a predictor of change 
to the next point: for a stationary series (constant mean), 
it should be a predictor with a negative coefficient, since 
larger than mean values tend to be followed by smaller 
ones, and vice versa so that in both cases the next value 
is closer to the mean. Conversely, for a nonstationary 
series, this expectation is not true. The “augmented” part 
of the test allows for its autocorrelation structure, and 
the critical values are empirically derived to enhance the 
power of the test.
Differencing: This means calculating the difference 
between successive values in a time series, thus creating 
a new series with one fewer point than the original. A 
differenced linear time series without (measurement) 
error has a constant value, and differencing a time series 
that has a trend and substantial variability produces 
short runs of positive then negative values. As a result, 
such differenced series are commonly stationary even if 
the original series is not. It is important to apply specific 
tests of stationarity, such as versions of the Dickey-Fuller 
test (q.v.), and multiple differencing may be used if 
necessary (this was not required in the present work). It 
should be noted that if a series is differenced, the result 
still bears a simple mathematical relation to its parent, 
thus a prediction from a model based on differenced 
variables can be converted back into a prediction of the 
parent variable, and the relationships will be qualitatively 
similar. For a series seriesname, we name the first 
difference series dseriesname.
Endogenous and Exogenous variables: These are 
statistical analogues of the dependent and independent 
variables of psychology. In the present work, perceptual 
features were the endogenous, and acoustic the exoge-
nous variables, but in some aspects of VAR (q.v.) the 
most conservative statistical approach treats them all 
equally, as if they are endogenous i.e., as if they are all 
capable in principle of exerting mutual influence.
Granger Causality: A statistical correlation that may 
be indicative of a causal relationship (Granger, 1969).
Heteroskedasticity: A stationary series (q.v) may still 
show transient changes in variance that are not sufficient 
to breach the overall criterion of weak stationarity. Such 
variance is described as heteroskedasticity (sometimes 
spelled heteroscedasticity). This variance may be ‘condi-
tional’, in other words, influenced by changes in an 
exogenous variable, as in ARCH models (Autoregressive 
Conditional Heteroskedasticity models). 
Impulse Response Function (IRF): After a VAR, this 
analysis assesses a forecast-error variance decomposition 
(FEVD) (Lütkepohl, 2007), which is an indication of the 
impact of a unit change in each endogenous variable on 
a given output, lag by lag, independent of the impact 
point in the time series. Similar “dynamic multipliers” 
may be calculated in IRFs for exogenous variables. 
Information Criteria: These estimate the quality of a 
model, by using both its precision (based on the likelihood 
estimate), and penalizing for the number of parameters 
involved. The number of parameters dictates the degrees of 
freedom consumed by the model (as shown in the tables). 
Only Information Criteria values for a specific individual 
data set prediction can be compared; and lower values 
indicate a better model. We routinely determine both the 
Akaike (AIC) and Bayesian Information Criterion (BIC), 
and the BIC can penalize for the number of parameters 
more strongly than does the AIC. In most cases, the BIC 
and AIC lead to the same interpretations with our data.
Pre-whitening: A technique used to provide a valid 
assessment of cross-correlation between series. It comprises 
establishing a purely autoregressive statistical time series 
model of one series, so that the residuals from the model are 
white noise, i.e., free of autocorrelation (tested with a mea-
sure by Bartlett, 1966). The resultant autoregressive model, 
in terms only of its autoregressive lag structure and coeffi-
cients, is then used to model the second time series, generat-
ing a further time series of residuals from the second series. 
This second residual time series may or may not be free of 
autocorrelation, depending on how similar the intensity 
autocorrelation structure is to that of the first series. Then 
the cross-correlation between the pair of residual series can 
be assessed meaningfully. By removing the autocorrelation 
within the first series, and any similar components in the 
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second, pre-whitening allows a valid assessment of the cross-
correlation between the two parent series.
Stationarity: To minimize spurious detection of 
correlation between pairs of time series data, which may 
be solely due to shared autocorrelation structure, “weak 
stationarity” needs to be established, if necessary by 
transformation of the original series. This means in 
essence removing trends in the data, such that mean, 
variance and covariance are all unaffected by a change 
of time origin. Stationary series may still possess some 
autocorrelation (reflected in the constant covariance 
structure). It is important to apply specific tests of 
stationarity, such as versions of the Dickey-Fuller test 
(q.v.). When cross-correlation is to be directly 
investigated, pre-whitening (q.v.) may be required. 
Theil’s U: this test determines whether the model 
under consideration is better than a Naïve Method 1 
forecast (which simply projects the last measured value 
forward, the so-called “no change” approach). Theil’s U 
is essentially the ratio of the root mean square error of 
the predicted series to that of the no-change series, and 
hence values lower than one are indicative of a worth-
while model (see Theil, 1966).
Time Series Analysis: a large and highly developed 
battery of methods specific to data that are not indepen-
dent, often organized sequentially in time, autoregressive 
and time dependent, which thus contravene the 
assumptions of most statistical approaches
VAR: Vector autoregression. VAR co-relates multiple 
time series simultaneously, treating them either as 
potentially mutually influential (”endogenous”, q.v.), or 
potentially independent of others, rather input (“exoge-
nous”, q.v.) variables. We adopt primarily the statistically 
less restrictive yet more conservative approach in which 
variables are all treated as endogenous. Comparative 
VARX studies in which the acoustic variables are treated 
as exogenous (X) are made in each case; these simplify the 
vector decomposition involved in the computations.
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FIGURE 1. 
Influence of intensity on perceived change in sound per piece from the best ARIMAX models, with intensity as the exogenous variable.  
Time is in seconds. Note: In all figures we show the first 100 s only for clarity. All models, however, are representative of the fit achieved  
throughout the time series.
FIGURE 3.
Perceived a) change in sound, b) arousal, and c) valence for Wishart, by group of musical expertise. Time is in seconds. EA = expert in contemporary 
music; M = other musicians; NM = nonmusicians.
FIGURE 4.
Perceived a) change in sound, b) arousal and c) valence for Webern, by group of musical expertise. Time is in seconds. EA = expert in contemporary 
music; M = other musicians; NM = nonmusicians.
