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Abstract
Stochastic averaging for a class of stochastic differential equations
(SDEs) with fractional Brownian motion, of the Hurst parameter H
in the interval (1
2
, 1), is investigated. An averaged SDE for the origi-
nal SDE is proposed, and their solutions are quantitatively compared.
It is shown that the solution of the averaged SDE converges to that
of the original SDE in the sense of mean square and also in proba-
bility. It is further demonstrated that a similar averaging principle
holds for SDEs under stochastic integral of pathwise backward and
forward types. Two examples are presented and numerical simulations
are carried out to illustrate the averaging principle.
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Stochastic calculus; Fractional Brownian motion.
2000 Mathematics Subject Classification. Primary: 34F05, 37H10, 60H10, 93E03.
1 Introduction
Stochastic averaging is often used to approximate dynamical systems under
random fluctuations. This analytic technique has been developed in the case
of the Gaussian random fluctuations, for example, by Stratonovich [1, 2] and
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then by Khasminskii [3, 4]. It has been found to be effective for understand-
ing stochastic differential equations arising in many fields [5, 6, 7]. Zhu and
his co-workers further studied this stochastic averaging method for nonlin-
ear systems under Poisson noise [8, 9, 10], and two of the present authors
derived an averaging principle for stochastic differential equations with Le´vy
noise [11]. In all of these mentioned works, the fluctuations or noises are
uncorrelated, i.e., white noises.
However, random fluctuations with long-range dependence, or correlated
noises, are abundant. They may be modeled by fractional Brownian mo-
tion (fBm) with 1
2
< H < 1 (where H is the Hurst index). The fractional
Brownian motion was introduced by Kolmogorov [12]. Then, in 1968, Man-
delbrot and Van Ness [13] presented the structure of the fractional Brownian
motion. Due to the importance of long-range dependence of the fBm, the
stochastic differential equations with fBm have been used as the model of the
practical problems in various fields, such as hydrology, queueing theory and
mathematical finance (Chakravarti and Sebastian, [14]; Hu and Øksendal,
[15]; Leland, Taqqu, Willinger, and Wilson et al, [16]; Scheffer, [17]). So
fractional Brownian motion has also been suggested as a replacement of
standard Brownian motion in several stochastic models ([18, 19, 20]).
Given the abundance of correlated fluctuations, it is crucial to un-
derstand the behaviors of the stochastic differential equations with fBm
[21, 22, 23, 24]. Unfortunately, the fractional Brownian motion is neither a
semi-martingale nor a Markov process, so the powerful tools for the stochas-
tic integral theories are not applicable when studying fBm. Therefore, much
of the recent research on SDEs with fBm is by numerical simulations. Other
techniques for such SDEs would be desirable. This motivates us to inves-
tigate stochastic averaging techniques for differential equations driven by
fractional Brownian motion.
In the present paper, we study a stochastic averaging technique for a
class of SDEs with fBm. We present an averaging principle, and prove
that the original stochastic differential equation can be approximated by
an averaged stochastic differential equation in the sense of mean square
convergence and convergence in probability, when a scaling parameter tends
to zero. In addition, the similar conclusion holds for a SDE, where the
stochastic differential or stochastic integral is of forward and backward types.
The organization of the paper is as follows. Section 2 recalls the defi-
nition of fractional Brownian motion and highlight the differences with the
usual Brownian motion roughly, and then briefly reviews the symmetric,
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forward and backward stochastic integrals with respect to fBm. Section 3
is devoted to prove a stochastic averaging principle for stochastic differen-
tial equations with fBm. Section 4 presents two examples to illustrate the
stochastic averaging principle.
2 Fractional Brownian motion and stochastic in-
tegration
Since stochastic differential equations are interpreted via stochastic inte-
grals, it is necessary to specify the integration with respect to fBm. For
background on this issue, see [25, 26, 27, 28, 29]. For instance, using the
notions of fractional integral and derivative, it is appropriate to introduce a
pathwise stochastic integral with respect to fBm [30, 31, 32].
In this preliminary section, we briefly recall the definition of fBm and
the integration with respect to it, for H ∈ (1
2
, 1).
2.1 Fractional Brownian motion
Let (Ω,F , P ) be a complete probability space. The definition of the frac-
tional Brownian motion is as follows[13].
Definition 1. The fractional Brownian motion (BH(t)) with Hurst index
H is a centered self-similar Gaussian process BH = BH(t), t ∈ R+, on
(Ω,F , P ) with the properties :
(1) BH(0) = 0 ;
(2) EBH(t) = 0, t ∈ R+ ;
(3) EBH(t)BH(s) = 1
2
(|t|2H + |s|2H − |t− s|2H), t, s ∈ R+.
For H = 1
2
, this is the usual Brownian motion.
We also recall the following features of the fractional Brownian motion:
(a) Self-similarity : For every constant a > 0 and every T > 0, the
following relation about distribution (or law) holds
Law (BH(at) : t ∈ [0, T ]) = Law (aHBH(t) : t ∈ [0, T ]).
The above formula means that the two processes BH(at) and aHBH(t) have
the same finite-dimensional distribution functions, i.e., for every choice of
t0, . . . , tn ∈ R+,
P (BH(at0) ≤ x0, . . . , BH(atn) ≤ xn) = P (aHBH(t0) ≤ x0, . . . , aHBH(tn) ≤ xn),
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for every x0, . . . , xn ∈ R.
(b) Stationary increments : The increment of this process in (s, t) has a
normal distribution with zero mean, and the following variance
E(BH(t)−BH(s))2 = |t− s|2H .
Hence, for every integer k ≥ 1,
E(BH(t)−BH(s))2k = 2k!
k!2k
|t− s|2Hk.
In other words, the parameter H controls the regularity of the trajectories.
For H = 1
2
, the increments of the process in disjoint intervals are indepen-
dent, while for H 6= 1
2
, the increments are dependent.
(c) Long-range dependence : The auto-covariance function ρH(n), n ∈ N
of the fBm is
ρH(n) := Cov(B
H(k)−BH(k − 1), BH(k + n)−BH(k + n− 1))
=
1
2
[(n + 1)2H + (n− 1)2H − 2n2H ]
≈ H(2H − 1)n2H−2,
and ρH(n) −→ 0, as n tends to infinity.
If H > 1
2
, ρH(n) > 0, for n large enough, and
∑∞
n=1 ρH(n) = ∞. In
this case, we say that the fractional Brownian motion has long-range depen-
dence. So the fBm can be used to describe cluster phenomena, occuring in
geophysics, hydrology and economics.
Based on the definition of the fractional Brownian motion, it is clear that
the standard Brownian motion is a specific fractional Brownian motion with
index H = 1/2.
The relationship between the usual Brownian motion and fractional Brow-
nian motion is as follows:
(R1) The similarities : They are both Gaussian process; they do not have
differentiable sample paths and both have statistical self-similarity; besides
they are almost everywhere Ho¨lder continuous.
(R2) The differences : Fractional Brownian motion is neither a semi-martingale
nor a Markov process (for H 6= 1
2
), but the usual Brownian motion is a
semi-martingale and a Markov process; fractional Brownian motion has no
independent increments, while the usual Brownian motion has.
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2.2 Stochastic integration with respect to fractional Brown-
ian motion
For the convenience of readers, we recall some stochastic integration with
respect to the fractional Brownian motion [33, 34, 35].
Let ϕ : R+ × R+ −→ R+ be given by
ϕ(t, s) = H(2H − 1)|t− s|2H−2, t, s ∈ R+,
where 1
2
< H < 1, and let f : R+ −→ R+ be Borel measurable. Define
L2ϕ = {f : |f |2ϕ =
∫
R
∫
R
f(t)f(s)ϕ(t, s)dsdt <∞}.
The Hilbert space L2ϕ is naturally associated with the Gaussian process
(BH(t), t ≥ 0).
Let S be the set of smooth and cylindrical random variables of the form
F = f(BH(ψ1), B
H(ψ2), . . . , B
H(ψn)),
where n ≥ 1, f ∈ C∞b (Rn) (i.e., f and all its partial derivatives are bounded),
and ψi ∈ H, H is a Hilbert space [29].
Introduce the Malliavin ϕ− derivative of F
Dϕt F =
∫
R
ϕ(t, ν)DHFdν,
where
DHF =
n∑
i=1
∂f
∂xi
(BH(ψ1), . . . , B
H(ψn))ψi.
In this paper, we consider the pathwise stochastic integrals for fBm. The
definition of the symmetric stochastic integral for the fBm case is in [33].
Definition 2. Let u(t) (t ∈ [0, T ]) be a stochastic process with integrable
trajectories. The symmetric integral of u(t) with respect to BH(t) is defined
as
lim
ǫ→0
1
2ǫ
∫ T
0
u(s)[BH(s+ ǫ)−BH(s− ǫ)]ds,
provided that the limit exists in probability, and is denoted by
∫ T
0
u(s)d◦BH(s).
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Remark 1. Let L(0, T ) be the family of processes on [0, T ], such that u(t) ∈
L(0, T ) if E|u(t)|2ϕ <∞. Assume that u(t) (t ∈ [0, T ]) is a stochastic process
in L(0, T ) and satisfies
∫ T
0
∫ T
0
|DHs u(t)||t− s|2H−2dsdt <∞.
Then the symmetric integral exists and the following relation holds:
∫ T
0
u(t)d◦BH(t) =
∫ T
0
u(t) ⋄ dBH(t) +
∫ T
0
Dϕs u(s)ds, (1)
where ⋄ denotes the Wick product, H ∈ (1
2
, 1).
Remark 2. The definition of the forward and backward integrals with respect
to fBm is as follows:
Let u(t) (t ∈ [0, T ]) be a process with integrable trajectories. The forward
integral of u(t) with respect to BH(t) is defined as
lim
ǫ→0
1
ǫ
∫ T
0
u(s)[
BH(s + ǫ)−BH(s)
ǫ
]ds,
provided that the limit exists in probability, and is denoted by
∫ T
0
u(s)d−BH(s).
The backward integral is defined as
lim
ǫ→0
1
ǫ
∫ T
0
u(s)[
BH(s − ǫ)−BH(s)
ǫ
]ds,
provided that the limit exists in probability, and is denoted by
∫ T
0
u(s)d+BH(s).
Remark 3. According to [33], under the assumptions in Remark 1, the
symmetric, backward and forward integrals coincide in the following sense
∫ T
0
u(t)d−BH(t) =
∫ T
0
u(t) ⋄ dBH(t) +
∫ T
0
Dϕs u(s)ds, (2)
∫ T
0
u(t)d+BH(t) =
∫ T
0
u(t) ⋄ dBH(t) +
∫ T
0
Dϕs u(s)ds. (3)
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3 An averaging principle for SDEs with fBm
3.1 Some Lemmas
In order to present a stochastic averaging principle, we need two lemmas.
Lemma 1. Let BH(t) be a fractional Brownian motion with 1
2
< H < 1,
and Z(s) be a stochastic process in L[0, T ] . For every T <∞ , there exists
a constant C(H,T ) = HT 2H−1 such that
E[(
∫ T
0
|Z(s)| ⋄ dBH(s))2] ≤ C(H,T )E[
∫ T
0
|Z(s)|2ds] + CT 2. (4)
Proof. According to [34] ( Theorem 2.1 ),
E
∫ T
0
(Dϕs |Z(s)|)2ds <∞,
and
E(
∫ T
0
|Z(s)| ⋄ dBH(s))2 = E[||Z||2ϕ +
∫ T
0
Dϕs |Z(s)|ds)2].
Thus,
E(
∫ T
0
|Z(s)| ⋄ dBH(s))2 = E[
∫ T
0
∫ T
0
Z(t)Z(s)ϕ(t, s)dsdt+ E(
∫ T
0
Dϕs Z(s)ds)
2
, A+B,
where
A = E
∫ T
0
∫ T
0
|Z(t)||Z(s)|ϕ(t, s)dsdt,
B = E(
∫ T
0
Dϕs |Z(s)|ds)2.
We further have
A ≤ H(2H − 1)E
∫ T
0
∫ T
0
|Z(s)|2|t− s|2H−2dsdt
≤ H(2H − 1)E
∫ T
0
|Z(s)|2 1
2H − 1T
2H−1ds
≤ HT 2H−1E
∫ T
0
|Z(s)|2ds
≤ C(H,T )E
∫ T
0
|Z(s)|2ds.
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By the Cauchy-Schwarz inequality for B , we get :
B ≤ T 2E
∫ T
0
|Dϕs |Z(s)||2ds ≤ CT 2.
Then we can finally deduce that
E[(
∫ T
0
|Z(s)| ⋄ dBH(s))2] ≤ C(H,T )E
∫ T
0
|Z(s)|2ds+ CT 2.
This finishes the proof of this Lemma.
Lemma 2 can be obtained according to Definition 4 and Lemma 1.
Lemma 2. Suppose that Z(s) is a stochastic process in L[0, T ], and BH(t)(H >
1
2
) is a fractional Brownian motion. For any 0 < T <∞, there exists a con-
stant C(H,T ), such that the following inequality holds
E[(
∫ T
0
|Z(s)|d◦BH(s))2] ≤ 2C(H,T )E[
∫ T
0
|Z(s)|2ds] + 4CT 2, (5)
where C(H,T ) = HT 2H−1 .
Proof. Using Eq.(1) and the Cauchy-Schwarz inequality, we can get
E[(
∫ T
0
|Z(s)|d◦BH(s))2] = E[(
∫ T
0
|Z(s)| ⋄ dBH(s) +
∫ T
0
Dϕs |Z(s)|ds)2]
≤ E[2(
∫ T
0
|Z(s)| ⋄BH(s))2 + 2(
∫ T
0
Dϕs |Z(s)|ds)2]
≤ 2E[(
∫ T
0
|Z(s)| ⋄BH(s))2] + 2E[
∫ T
0
Dϕs |Z(s)|ds2],
Due to Eq.(4) and
E(
∫ T
0
Dϕs |Z(s)|ds)2 ≤ CT 2,
we obtain
E[(
∫ T
0
|Z(s)|d◦BH(s))2] ≤ 2C(H,T )E
∫ T
0
|Z(s)|2ds+ 2CT 2 + 2CT 2,
namely
E[(
∫ T
0
|Z(s)|d◦BH(s))2] ≤ 2C(H,T )E[
∫ T
0
|Z(s)|2ds] + 4CT 2.
the proof is completed.
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3.2 Stochastic differential equations driven by fractional Brow-
nian motion
In this section, we concern the symmetric integral of stochastic differential
equations with respect to fBm. Solutions of the stochastic differential equa-
tion driven by fractional Browinan motion have been studied intensively by
using the pathwise approach [36, 37].
Consider the equation on Rd
X(t) = X(0) +
∫ t
0
b(s,X(s))ds +
∫ t
0
σ(s,X(s))d◦BH(s), (6)
where X(0) is a given d-dimensional random variable, b(s,X(s)) : [0, T ] ×
R
d −→ Rd is a measurable vector function, σ(s,X(s))isad×m matrix with
each element σj,i(s,X(s)) : [0, T ] × Rd −→ Rd a measurable vector func-
tion, and the processes BH(t), represents d-dimensional fractional Brown-
ian motions with Hurst parameter H defined in a complete probability space
(Ω,F ,P). Denote by σ = (σj,i)d,mi,j=1 the matrix of ”diffusion” and b = (bi)di=1
the ”drift” vector, |σ| := (∑i,j |σj,i|2) 12 , |b| := (∑i(bi)2) 12 .
Let us consider the following assumptions on the coefficients :
σ(t, x) is differentiable in x , and satisfies : there exists M > 0 , 0 < γ ,
k ≤ 1 , and for any N > 0, MN > 0,
(i) σ is Lipschitz continous in x ,∀ x, y ∈ Rd , t ∈ [0, T ] :
|σ(t, x)− σ(t, y)| ≤M |x− y|,
(ii) x -derivative of σ is local Ho¨lder continous in x , ∀ |x|, |y| ≤ N, t ∈ [0, T ]
|σx(t, x)− σx(t, y)| ≤MN |x− y|k,
(iii) σ is Ho¨lder continous in times, for all x ∈ Rd, t, s ∈ [0, T ] :
|σ(t, x)− σ(s, x)|+ |σxi(t, x)− σxi(s, x)| ≤M |t− s|γ .
for each i = 0, . . . , d.
The function b = b(t, x) satisfies the following conditions:
(iv) for all N ≥ 0 , there exist LN > 0 , for all |x|, |y| ≤ N, t ∈ [0, T ] , such
that
|b(t, x)− b(t, y)| ≤ LN |x− y|,
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(v) there exists the function b0 ∈ Lp(0, T ;Rd) (p ≥ 2) , and L > 0 , for any
(t, x) ∈ [0, T ] × R such that
|b(t, x)| ≤ L|x|+ b0(t).
On the basis of Theorem 3.1.4 and Remark 3.1.5 in [35], there exists the
unique solution (Xt, t ∈ [0, T ]) of the Eq.(6).
3.3 An averaging principle
Now we discuss a standard stochastic differential equation using an averag-
ing principle in Rd.
The standard stochastic differential equation is defined as:
Xǫ(t) = X(0) + ǫ
2H
∫ t
0
b(s,Xǫ(s))ds + ǫ
H
∫ t
0
σ(s,Xǫ(s))d
◦BH(s). (7)
where X(0) = X0 is a given d-dimensional random varibale as the initial
condition, t ∈ [0, T ] and the coefficients have the same conditions as in
Eq.(6), and ǫ ∈ (0, ǫ0] is a positive small parameter with ǫ0 a fixed number.
Assume that (i)− (v) (the Lipschitz and growth conditions) are satisfied,
besides the mappings b¯ : Rd → Rd , σ¯ : Rd → Rd , are measurable. And
presume they meet the following additional inequalities :
(C1)
1
T1
∫ T1
0
|b(s, y) − b¯(y)|ds ≤ ϕ1(T1)(1 + |y|),
(C2)
1
T1
∫ T1
0
|σ(s, y)− σ¯(y)|2ds ≤ ϕ2(T1)(1 + |y|2).
where T1 ∈ [0, T ], ϕi(T1) are positive bounded functions with limT1→∞ ϕi(T1)
= 0, i = 1, 2.
Then, we can obtain the SDEs with the averaging principle :
Zǫ(t) = X(0) + ǫ
2H
∫ t
0
b¯(Zǫ(s))ds+ ǫ
H
∫ t
0
σ¯(Zǫ(s))d
◦BH(s). (8)
This SDE is called the averaged SDE of the original standard SDE (7). Un-
der the similar conditions such as X(t) in Eq.(6), this equation will have a
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unique solution Zǫ(t).
Now We claim the following main theorems to show relationship between
solution processes Xǫ(t) and Zǫ(t). It shows that the solution of averaged
Eq.(8) converges to that of the original Eq.(7) in the sense of mean square
and probability respectively.
Theorem 1. Suppose that the original SDEs (7) and the averaged SDEs (8)
both satisfy the assumptions (i)-(v)and (C1)-(C2). For a given arbitrarily
small number δ1 > 0 , there exist L > 0 , ǫ1 ∈ (0, ǫ0] and β ∈ (0, 1), such
that for any ǫ ∈ (0, ǫ1] ,
E(|Xǫ(t)− Zǫ(t)|2) ≤ δ1.
Remark 4. (i) This conclusion shows that the solution of averaged SDEs
converges to that of initial SDEs in a certain sense. That is Theorem 1
means the convergence of these two solutions in the sense of mean square.
(ii) If only partial conditions hold, Theorem 1 may still hold. In this
situation we may speak of partial averaging.
Proof.
According to the above analysis, we start with
Xǫ(t)− Zǫ(t) = ǫ2H
∫ t
0
[b(s,Xǫ(s))− b¯(Zǫ(s))]ds +
ǫH
∫ t
0
[σ(s,Xǫ(s))− σ¯(Zǫ(s))]d◦BH(s),
and employ the following inequality for n ∈ N, and x1, x2, . . . , xn ∈ R :
|x1 + x2 + . . .+ xm|2 ≤ m(|x1|2 + |x2|2 + . . .+ |xm|2), (9)
we arrive at
|Xǫ(t)− Zǫ(t)|2 ≤ 2ǫ4H |
∫ t
0
[b(s,Xǫ(s))− b¯(Zǫ(s))]ds|2 +
2ǫ2H |
∫ t
0
[σ(s,Xǫ(s))− σ¯(Zǫ(s))]d◦BH(s)|2
= I21 + I
2
2 .
where [0, t] ∈ [0, u] ∈ [0, T ],Ii, i = 1, 2 denote the above terms respectively.
Now we present some estimates for Ii, i = 1, 2.
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Firstly, we apply the inequality (9) to get
I21 = 2ǫ
4H |
∫ t
0
[b(s,Xǫ(s))− b¯(Zǫ(s))]ds|2
≤ 2ǫ4H |
∫ t
0
[b(s,Xǫ(s))− b(s, Zǫ(s)) + b(s, Zǫ(s))− b¯(Zǫ(s))]ds|2
≤ 4ǫ4H |
∫ t
0
[b(s,Xǫ(s))− b(s, Zǫ(s))]ds|2 +
4ǫ4H |
∫ t
0
[b(s, Zǫ(s))− b¯(Zǫ(s))]ds|2
≤ I211 + I212,
where
I211 = 4ǫ
4H |
∫ t
0
[b(s,Xǫ(s))− b(s, Zǫ(s))]ds|2,
I212 = 4ǫ
4H |
∫ t
0
[b(s, Zǫ(s))− b¯(Zǫ(s))]ds|2.
By the Cauchy-Schwarz inequality for I211 , we obtain :
|I11|2 ≤ 4ǫ4H t|
∫ t
0
[b(s,Xǫ(s))− b(s, Zǫ(s))]2ds|,
Because of condition (ii) and taking expectation, we can get
E|I11|2 ≤ 4ǫ4HE(t
∫ t
0
|b(s,Xǫ(s))− b(s, Zǫ(s))|2ds)
≤ 4ǫ4HuL2NE
∫ t
0
|Xǫ(s)− Zǫ(s)|2ds)
≤ 4ǫ4HuL2NE(
∫ u
0
|Xǫ(s)− Zǫ(s)|2ds)
≤ 4ǫ4HuK11
∫ u
0
E(|Xǫ(s1)− Zǫ(s1)|2)du.
where K11 is a constant.
Then about I212 , we use condition (C1), ϕ1(t) is positive bounded func-
12
tion and take expectation to yield :
E|I12|2 ≤ 4ǫ4HE(t2[1
t
∫ t
0
|b(s, Zǫ(s))− b¯(Zǫ(s))|ds]2)
≤ 8ǫ4Hu2E{ϕ1(t)2(1 + |Zǫ(s)|2))}
≤ 8ǫ4Hu2K12(1 + E( sup
0≤t≤u
(|Zǫ(t)|2))
≤ 8ǫ4Hu2K12,
where K12 denotes a constant which may differ in the above inequality. For
each t ≥ 0 , we get
E|I1|2 ≤ 4ǫ4HuK11
∫ u
0
E(|Xǫ(s1)− Zǫ(s1)|2)du+ 8ǫ4Hu2K12. (Z1)
Now take expectation on I22 to obtain
E|I2|2 = 2ǫ2HE|
∫ t
0
[σ(s,Xǫ(s))− σ¯(Zǫ(s))]d◦BH(s))2|
≤ 4ǫ2HE(|
∫ t
0
[σ(s,Xǫ(s))− σ(s, Zǫ(s))]d◦BH(s)|2) +
4ǫ2HE(|
∫ t
0
[σ(s, Zǫ(s))− σ¯(Zǫ(s))]d◦BH(s)|2)
= I221 + I
2
22.
where
I221 = 4ǫ
2H
E(|
∫ t
0
[σ(s,Xǫ(s))− σ(s, Zǫ(s))]d◦BH(s)|2),
I222 = 4ǫ
2H
E(|
∫ t
0
[σ(s, Zǫ(s))− σ¯(Zǫ(s))]d◦BH(s)|2).
By the Lemma 2, conditions (i) and (C2), it is easy to get
I221 ≤ 4ǫ2HE(|
∫ t
0
M |Xǫ(s)− Zǫ(s)|d◦BH(s)|2)
≤ 4ǫ2HM2E|
∫ t
0
|Xǫ(s)− Zǫ(s)|d◦BH(s)|2
≤ 4ǫ2HM2(2Ht2H−1E[
∫ t
0
|Xǫ(s)− Zǫ(s)|2ds] + 4Ct2)
≤ 8ǫ2HHu2H−1K211
∫ u
0
E(|Xǫ(s1)− Zǫ(s1)|2)du+ 16ǫ2Hu2K212.
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Due to the conditions (C2) , we obtain
I222 ≤ 4ǫ2HE(|
∫ u
0
[σ(s, Zǫ(s))− σ¯(Zǫ(s))]d◦BH(s)|2)
≤ 4ǫ2H{2Hu2H−1E[
∫ t
0
|σ(s, Zǫ(s)− σ¯(Zǫ(s))|2ds] + 4Cu2}
≤ 8ǫ2HHu2H−1E[
∫ t
0
|σ(s, Zǫ(s)− σ¯(Zǫ(s))|2ds] + 16ǫ2HCu2
≤ 8ǫ2HHu2HK221{[1 + E( sup
0≤t≤u
|Zǫ(t)|2)]}+ 16ǫ2HCu2
≤ 8ǫ2Hu2HHK221 + 16ǫ2Hu2K222.
where the last inequality is obtained by the same arguments of E|I1|2, and
K2i, i = 1, 2 denote positive constants that may differ in different cases.
Then
E|I2|2 ≤ 4ǫ2HHu2H−1K211
∫ u
0
E(|Xǫ(s1)− Zǫ(s1)|2)du+
16ǫ2Hu2K212 + 8ǫ
2Hu2HHK221 + 16ǫ
2Hu2K222. (Z2)
Therefore from above discussions (Z1) and (Z2), we can get
E(|Xǫ(t)− Zǫ(t)|2)
≤ 4ǫ4HuK11
∫ u
0
E(|Xǫ(s1)− Zǫ(s1)|2)du+ 8ǫ4Hu2K12 +
8ǫ2HHu2H−1K211
∫ u
0
E(|Xǫ(s1)− Zǫ(s1)|2)du+ 16ǫ2Hu2K212 +
8ǫ2Hu2HHK221 + 16ǫ
2Hu2K222
≤ (4ǫ4HuK11 + 8ǫ2HHu2H−1K211)
∫ u
0
E(|Xǫ(s1)− Zǫ(s1)|2)du+
8ǫ4Hu2K12 + 16ǫ
2Hu2K212 + 8ǫ
2Hu2HHK221 + 16ǫ
2Hu2K222.
Now by the Gronwall-Bellman inequality, we obtain
E(|Xǫ(t)− Zǫ(t)|2)
≤ 8ǫ2Hu(ǫ2uK12 + 2uK212 + u2H−1HK221 + 2uK222)
exp 4ǫ2H(ǫ2uK11 + 2Hu
2H−1K211).
Select β ∈ (0, 1), L > 0 , such that for all t ∈ (0, Lǫ−2Hβ ] ⊆ [0, T ] , we
have
E(|Xǫ(t)− Zǫ(t)|2) ≤ K3ǫ1−2Hβ.
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where
K3 = 8Lǫ
1−2Hβ(Lǫ3−2Hβ−2HK12 + 2Lǫ
1−2Hβ−2HK212 +
L2H−1ǫ2Hβ−4H
2β−4H2+4H−1HK221 + 2Lǫ
1−2Hβ−2HK222)
exp 4ǫ2H(Lǫ3−2Hβ−2HK11 + L
2H−1Hǫ−4H
2β−2H2+2Hβ+4H−1K211).
it is a constant.
Consequently, given any number δ1 > 0 , we can select ǫ1 ∈ (0, ǫ0] , such
that for every ǫ ∈ (0, ǫ1] , and for each t ∈ (0, Lǫ−2Hβ ]
E(|Xǫ(t)− Zǫ(t)|2) ≤ δ1.
This is all of the proof.
We also have the following result on uniform convergence in probability.
Theorem 2. Suppose that all assumptions (i)–(ii) and (C1)–(C2) are sat-
isfied. Then for any number δ2 > 0 , we have
lim
ǫ→0
P(|Xǫ(t)− Zǫ(t)| > δ2) = 0,
where L and β are the same to Theorem 1.
Proof.
On the basis of Theorem 1 and the Chebyshev-Markov inequality, for
any given number δ2 > 0 , one can find
P(|Xǫ(t)− Zǫ(t)| > δ2)
≤ 1
δ22
E(|Xǫ(t)− Zǫ(t)|2) ≤ K3
δ22
ǫ1−2Hβ .
Let ǫ→ 0 and the required result follows.
Remark 5. Theorem 2 means the convergence in probability between the
original solution Xǫ(t) and the averaged solution Zǫ(t) .
Then, we also can study the forward integral and backward integral of
stochastic differential equations driven by fBm, and the definition of the
forward integral and backward integral are the same to section 2 :
dX(t) = b(t,X(t))dt + σ(t,X(t))d−BH(t), (10)
dX(t) = b(t,X(t))dt + σ(t,X(t))d+BH(t). (11)
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On the basis of the Eq.(7) and Eq.(8), we can get the standard stochastic
differential equation and the averaged SDEs :
Xǫ(t) = X(0)+ǫ
2H
∫ t
0
b(s,Xǫ(s))ds+ǫ
H
∫ t
0
σ(s,Xǫ(s))d
−BH(s), (12a)
Zǫ(t) = X(0) + ǫ
2H
∫ t
0
b¯(Zǫ(s))ds+ ǫ
H
∫ t
0
σ¯(Zǫ(s))d
−BH(s), (12b)
Xǫ(t) = X(0)+ǫ
2H
∫ t
0
b(s,Xǫ(s))ds+ǫ
H
∫ t
0
σ(s,Xǫ(s))d
+BH(s), (13a)
Zǫ(t) = X(0) + ǫ
2H
∫ t
0
b¯(Zǫ(s))ds+ ǫ
H
∫ t
0
σ¯(Zǫ(s))d
+BH(s). (13b)
where X(0) = X0 is the initial condition, and the coefficients satisfy the
(i) − (v) conditions.
Theorem 3. Assume the original SDEs (12, 14) and the averaged SDEs
(13, 15) both satisfy the (i)-(v) and (C1)-(C2). For a given arbitrarily small
number δ3 > 0 , there exists Q > 0 , ǫ2 ∈ (0, ǫ0] and β ∈ (0, 1) , such that
for any ǫ ∈ (0, ǫ2] ,
E(|Xǫ(t)− Zǫ(t)|2) ≤ δ3,
And then for any number δ4 > 0, we can get
lim
ǫ→0
P(|Xǫ(t)− Zǫ(t)| > δ4) = 0.
Proof.
Due to the Theorem 1 and Theorem 2, this proof is the similar to the process
of SDEs with the symmetric integral.
We regard the forward integral of SDEs as an example.
Xǫ(t)− Zǫ(t) = ǫ2H
∫ t
0
[b(s,Xǫ(s))− b¯(Zǫ(s))]ds +
ǫH
∫ t
0
[σ(s,Xǫ(s))− σ¯(Zǫ(s))]d−BH(s),
Then we can obtain
|Xǫ(t)− Zǫ(t)|2 ≤ 2ǫ4H |
∫ t
0
[b(s,Xǫ(s))− b¯(Zǫ(s))]ds|2 +
2ǫ2H |
∫ t
0
[σ(s,Xǫ(s))− σ¯(Zǫ(s))]d−BH(s)|2
= F 21 + F
2
2 ,
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where 0 < t ≤ u ∈ [0, T ],Fi, i = 1, 2 denote the above terms respectively. we
get
F 21 ≤ 4ǫ4H |
∫ t
0
[b(s,Xǫ(s))− b(s, Zǫ(s))]ds|2 +
4ǫ4H |
∫ t
0
[b(s, Zǫ(s))− b¯(Zǫ(s))]ds|2
≤ F 211 + F 212,
The similar technique yields
|F11|2 ≤ 4ǫ4H t|
∫ t
0
[b(s,Xǫ(s))− b(s, Zǫ(s))]2ds|,
E|F11|2 ≤ 4ǫ4HE(t
∫ t
0
|b(s,Xǫ(s))− b(s, Zǫ(s))|2ds)
≤ 4ǫ4HuL11
∫ u
0
E(|Xǫ(s1)− Zǫ(s1)|2)du,
where L11 is a constant.
E|F12|2 ≤ 4ǫ4HE(t2[1
t
∫ t
0
|b(s, Zǫ(s))− b¯(Zǫ(s))|ds]2)
≤ 8ǫ4Hu2L12,
where L12 denotes a constant which may differ from L11.
We obtain
E|F1|2 ≤ 4ǫ4HuL11
∫ u
0
E(|Xǫ(s1)− Zǫ(s1)|2)du+ 8ǫ4Hu2L12. (Y1)
Consider the F2,
E|F2|2 ≤ 4ǫ2HE(|
∫ t
0
[σ(s,Xǫ(s))− σ(s, Zǫ(s))]d◦BH(s)|2) +
4ǫ2HE(|
∫ t
0
[σ(s, Zǫ(s))− σ¯(Zǫ(s))]d◦BH(s)|2)
= F 221 + F
2
22,
By the previous conditions, we can get
F 221 ≤ 4ǫ2HE(|
∫ t
0
M |Xǫ(s)− Zǫ(s)|d−BH(s)|2)
≤ 8ǫ2HHu2H−1L211
∫ u
0
E(|Xǫ(s1)− Zǫ(s1)|2)du+ 16ǫ2Hu2L212,
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F 222 ≤ 4ǫ2HE(|
∫ u
0
[σ(s, Zǫ(s))− σ¯(Zǫ(s))]d−BH(s)|2)
≤ 8ǫ2Hu2HHL221 + 16ǫ2Hu2L222.
Therefore
E|F2|2 ≤ 4ǫ2HHu2H−1L211
∫ u
0
E(|Xǫ(s1)− Zǫ(s1)|2)du+
16ǫ2Hu2L212 + 8ǫ
2Hu2HHL221 + 16ǫ
2Hu2L222. (Y2)
Considering (Y1) and (Y2), one arrives at
E(|Xǫ(t)− Zǫ(t)|2) ≤ (4ǫ4HuL11 + 8ǫ2HHu2H−1L211)
∫ u
0
E(|Xǫ(s1)− Zǫ(s1)|2)du+
8ǫ4Hu2L12 + 16ǫ
2Hu2L212 + 8ǫ
2Hu2HHL221 + 16ǫ
2Hu2L222.
The discussions that follow are same to the process of proofs to Theorem
1 and Theorem 2.
Remark 6. That is to say, by Theorem 1, Theorem 2 and Theorem 3, we
can get the same results for three types of pathwise integrals of SDEs.
4 Examples
Through the above discussion, we have established an averaging principle
for the SDEs (6) with fractional Brownian motion. For Eq.(7) we can define
the standard SDEs and the averaged SDEs respectively
dXǫ(t) = ǫ
2Hb(t,Xǫ(t))dt+ ǫ
Hσ(t,Xǫ(t))d
◦BH(t), (12)
dZǫ(t) = ǫ
2H b¯(Zǫ(t))dt + ǫ
H σ¯(Zǫ(t))d
◦BH(t). (13)
with the same initial condition
Xǫ(0) = Zǫ(0) = X0.
Assume that the conditions of Theorem 1 are satisfied for b, σ , and
the similar conditions (C1)-(C2) are satisfied for b¯, σ¯. Then the following
averaging principle holds
E(|Xǫ(t)− Zǫ(t)|2) ≤ δ1,
lim
ǫ→0
P(|Xǫ(t)− Zǫ(t)| > δ2) = 0.
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where the constants L, β, ǫ, δ1, δ2 are the same as in Theorem 1 and The-
orem 2 .
Now we present two examples to demonstrate the procedure of the av-
eraging principle.
Example 1. Consider the following SDEs driven by fractional Brownian
motion :
dXǫ = −2ǫ2HλXǫ sin2(t)dt+ ǫHd◦BH(t), (14)
with initial condition Xǫ(0) = X0 and E|X0|2 < ∞, where b(t,Xǫ) =
−2λXǫ sin2(t), σ(t,Xǫ) = 1, and λ is a positive constant, BH(t) is a frac-
tional Brownian motion. Then
b¯(Xǫ) =
1
π
∫ π
0
b(t,Xǫ)dt = −1
2
λXǫ, σ¯(Xǫ) = 1,
and define a new averaged SDE
dZǫ = ǫ
2H b¯(Zǫ)dt+ ǫ
H σ¯(Zǫ)d
◦BH(t),
namely,
dZǫ = −1
2
ǫ2HλZǫdt+ ǫ
Hd◦BH(t), (15)
Obviously, Zǫ(t) is the well-known Ornstein-Uhlenbeck process, and the so-
lution can be obtained as :
Zǫ(t) = exp(−1
2
ǫλt)X0 +
√
ǫ
∫ t
0
exp(−1
2
ǫλ(t− s))d◦BH(t).
Because all the conditions (i)–(ii) and (C1)–(C2) are satisfied for func-
tions b, σ, b¯, σ¯ in SDEs (6),(7), thus Theorem 1 and Theorem 2 hold .
That is,
E(|Xǫ(t)− Zǫ(t)|2) ≤ δ1,
and as ǫ→ 0 ,
Xǫ(t)→ Zǫ(t) in probability.
Now we carry out the numerical simulation to get the solutions of (14)
and (15) under conditions of X0 = 0.0, λ = 0.2, ǫ = 0.045,H = 0.75 ,
X0 = 0.1, λ = 0.2, ǫ = 0.045,H = 0.85 ,X0 = 0.1, λ = 0.4, ǫ = 0.01,H = 0.6,
X0 = 0.0, λ = 0.4, ǫ = 0.02,H = 0.7 respectively. Figure 1 (a) ∼ (d)
show the comparison of exact solution Xǫ(t) with averaged solution Zǫ(t) for
equations (14) and (15). One can find a good agreement between solutions
of the original equation and the averaged equation.
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Figure 1: Comparison of the exact solution Xǫ(t) with the averaged solu-
tion Zǫ(t) for equations Eq.(14) and Eq.(15) (a) X0 = 0.0, λ = 0.2, ǫ =
0.045,H = 0.75 (b) X0 = 0.1, λ = 0.2, ǫ = 0.045,H = 0.55 (c) X0 = 0.1, λ =
0.4, ǫ = 0.01,H = 0.6 (d) X0 = 0.0, λ = 0.4, ǫ = 0.02,H = 0.7
Example 2. Consider the following SDE with the fractional Gaussian noise
:
dXǫ = −ǫ2Hdt+ ǫH cos2(t)λd◦BH(t), (16)
here we denote X(0) = X0 as the initial condition with E|X(0)|2 <∞.
Here b(t,Xǫ) = −1, and σ(t,Xǫ) = cos2(t)λ. Now we define a new (av-
eraged) SDE as
dZǫ = −ǫ2Hdt+ 3
4
λǫHd◦BH(t). (17)
Obviously, all conditions in Theorem 1 and Theorem 2 are satisfied
for the averaged SDE (17), so we can use the solution Zǫ(t) to approximate
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the original solution Xǫ(t) to SDE (16), and the convergence in mean square
and in probability will be assured.
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Figure 2: Comparison of the exact solution Xǫ(t) with the averaged solution
Zǫ(t) for equations(17).(a) X0 = 0.0, λ = 2.0, ǫ = 0.001,H = 0.55 (b) X0 =
0.0, λ = 2.0, ǫ = 0.0045,H = 0.65 (c)X0 = 0.1, λ = 3.0, ǫ = 0.002,H = 0.6
(d)X0 = 0.0, λ = 3.0, ǫ = 0.002,H = 0.7
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