Abstract. For each of the spheres S n , n ≥ 5, we construct a new infinite family of harmonic self-maps, and prove that their members have Brouwer degree ±1 or ±3. These self-maps are obtained by solving a singular boundary value problem.
Introduction
The classification and construction of harmonic self-maps of spheres has been pursued in several papers, see e.g. [1, 2, 3, 4, 5, 8] and the references therein.
In the present paper we provide each of the spheres S n , n ≥ 5, with a new infinite family of harmonic self-maps. We accomplish this by constructing solutions of the singular boundary value problem where m 0 , m 1 ∈ N with m 0 ≤ m 1 . It was shown in [7] that for each solution of this boundary value problem there exists a harmonic self-map ψ r of S m 0 +m 1 +1 . The above ordinary differential equation and boundary value problem are henceforth referred to as (m 0 , m 1 )-ODE and (m 0 , m 1 )-BVP, respectively.
In order to find solutions of the (m 0 , m 1 )-BVP we use a shooting method at the degenerate point t = 0. We prove that for each v ∈ R there exists a unique solution of the (m 0 , m 1 )-ODE with r(0) = 0 andṙ(0) = v. Furthermore, we show that in the cases 2 ≤ m 0 ≤ 5 we cannot increase v arbitrarily without increasing the number of intersections of r and π 2 , the so-called nodal number. This is one of the main ingredients in the proof of the following theorem. The Brouwer degree of ψ r is determined in terms of m 0 , m 1 and ℓ only. By a careful examination of the (m 0 , m 1 )-BVP we find restrictions for ℓ and thus for the possible Brouwer degrees of ψ r . Furthermore, we prove that the solutions of the (m 0 , m 1 )-BVP converge against a limiting configuration when the initial velocity goes to infinity. Numerical experiments indicate that there does not exist a solution r of the (m 0 , m 1 )-BVP such that the Brouwer degree of ψ r is ±3.
The paper is organized as follows: after providing the necessary background in Section 1 we investigate the behavior of the solutions r of the (m 0 , m 1 )-ODE at ±∞ in Section 2. In Section 3 we solve the initial value problem at t = 0 and prove the first statement of Theorem A. Furthermore, in Section 4 we explain why an analogous construction is not possible for the cases m 0 ≥ 6. The second claim of Theorem A is established in Section 5 where we investigate the behavior of these solutions of the initial value problem with large initial velocities. Finally, in Section 6 we prove Theorem B.
1. Preliminaries 1.1. Background. A smooth map f : M → N between Riemannian manifolds M and N is called harmonic if it is a critical point of the energy functional. For the special case M = N = S n , where S n is equipped with the standard metric, the Euler-Lagrange equations of the energy functional are given by the elliptic system ∆f + |df | 2 f = 0, where ∆ denotes the Laplace-Beltrami operator for the sphere S n .
Finding solutions of this partial differential equation is difficult in general. By imposing symmetry conditions on the solution one can sometimes reduce this problem to finding solutions of an ordinary differential equation. For each compact cohomogeneity one manifold whose orbit space is a closed interval, the equivariant homotopy classes of equivariant self-maps form an infinite family. In [7] the problem of finding harmonic representatives of these homotopy classes was reduced to solving singular boundary value problems for nonlinear second order ordinary differential equations.
In what follows we deal with the cohomogeneity one action
A normal geodesic is given by γ(t) = cos t ·e m 0 +1 + sin t ·e m 0 +2 , where e i denotes the i-th standard unit vector in R m 0 +m 1 +2 . As one easily verifies, the isotropy groups at γ(t) and γ(t + π) coincide, the principal isotropy group is given by H = SO(m 0 ) × SO(m 1 ), and the orbits are homogeneous isoparametric hypersurfaces in spheres with two principal curvatures with multiplicities m 0 ≤ m 1 . It was shown in [7] that the map
is harmonic if and only if r solves the (m 0 , m 1 )-BVP. 
associated to the cohomogeneity one actions whose orbits are homogeneous isoparametric hypersurfaces in spheres with one principal curvature of multiplicity m. Since Bizon and Chmaj were seeking for point or reflection symmetric solutions, they could use a shooting method at the regular point t = π 2 to construct solutions with one of these additional symmetries. Thereby they proved that for each of the cases 2 ≤ m ≤ 5 there exists an infinite family of harmonic self-maps of S 2m+1 .
Although our result is similar to that of Bizon and Chmaj, the methods to prove it are not. Clearly, the fact that in the case of the (m 0 , m 1 )-BVP we have to deal with two possibly distinct multiplicities makes the situation more complicated. But even if the multiplicities coincide there a more complications: numerical experiments indicate that up to finitely many exceptions the solutions of the (m 0 , m 1 )-BVP are neither point nor reflection symmetric. This means we have to consider a shooting method at a singular point rather than at a regular one.
1.4. Change of coordinates. In terms of the variable x = log(tan t) the (m 0 , m 1 )-BVP is given by
with lim x→−∞ r(x) = 0 and lim x→∞ r(x) = (2ℓ+1)
We have α 1.5. Harmonic Hopf and join constructions. There exist two methods introduced by Smith [8] which reduce the problem of finding harmonic maps to solving an ordinary differential equation, the harmonic Hopf and join constructions.
Recall that a map f : S p−1 → S q−1 with p, q ≥ 2 is called an eigenmap with eigenvalue λ if |df | 2 ≡ λ. It is well-known that f is a harmonic eigenmap if and only if the components of f are harmonic polynomials of common degree d, which in particular implies λ = d(p + d − 2). Furthermore, for non negative integers p 1 , p 2 , q ≥ 2 a harmonic map f : S p 1 −1 × S p 2 −1 → S q−1 is called a bi-eigenmap with eigenvalues λ 1 , λ 2 if for all x 1 ∈ S p 1 −1 and all x 2 ∈ S p 2 −1 the restrictions f ( · , x 2 ) and f (x 1 , · ) are harmonic eigenmaps with eigenvalues λ 1 and λ 2 , respectively.
(1) In algebraic topology the Hopf construction of a map f :
is written uniquely (with exemption of a set of measure zero) as x = (x 1 sin t, x 2 cos t) for x 1 ∈ S p 1 , x 2 ∈ S p 2 and t ∈ [0, π 2 ]. Smith [8] proved that
for some function u : [0, (2) The join of two homogeneous polynomials f i :
, where x 1 and x 2 are defined as above. Smith [8] proved that whenever f 1 , f 2 are harmonic eigenmaps with eigenvalues λ 1 , λ 2 , then the ansatz 
However, this in turn yields r ≡ ℓ 0 π which contradicts the assumption that r is non-constant. Hence lim x→∞ r ′ (x) = 0 implies lim x→∞ r(x) = ℓ 0 π + 
we thus obtain r ′′ (x 0 ) > 0. Next suppose that there exists a point x 1 > x 0 such that r ′′ (x 1 ) = 0 and r ′′ (x) > 0 for all x ∈ [x 0 , x 1 ). Hence, r ′ (x) > r ′ (x 0 ) > B for all x ∈ (x 0 , x 1 ). Since r ′ is a continuous function we thus obtain r ′ (x 1 ) > B ≥ q m 0 ,m 1 (x 1 ) sin 2r(x 1 ). This inequality is equivalent to r ′′ (x 1 ) > 0 contradicting our assumption. Therefore r ′′ (x) > 0 for all x ≥ x 0 and thus
The second statement is obtained by the first by considering −r. 
Proof. The equation 2β m 0 ,m 1 (x) = B 2 has a unique solution, which we denote by d + m 0 ,m 1 . Assume that there exist ℓ 0 ∈ Z and
If r is a solution of the (m 0 , m 1 )-ODE, so is r + jπ for each j ∈ Z. Thus we may without loss of generality assume ℓ 0 = −1. If r ′ (x 0 ) = 0 the theorem of Picard-Lindelöf implies r ≡ π 2 . Hence only the case r ′ (x 0 ) = 0 remains to consider. We can assume without loss of generality r ′ (x 0 ) > 0: if r ′ (x 0 ) < 0 we consider −r + π instead of r.
In what follows we assume that there exists no point x 1 > x 0 with r(x 1 ) = π and r ′ (x 1 ) ≥ 0.
If r ′′ (x) ≥ 0 for all x ≥ x 0 , then r ′ (x) ≥ r ′ (x 0 ) > 0 for all x ≥ x 0 . However, this implies the existence of a point x 1 > x 0 with r(x 1 ) = π and r ′ (x 1 ) ≥ 0, which contradicts our assumption. Consequently, there exists a point y > x 0 with r ′′ (y) = 0 such that r ′′ (x) > 0 and
Hence continuity of r and r ′ yield
Using the (m 0 , m 1 )-ODE we thus obtain r ′′ (y) > 0, which contradicts our assumption.
Therefore there exists x 1 > x 0 with r(x 1 ) = π and r ′ (x 1 ) ≥ 0. Thus Lemma 2.1 yields 
Proof. If r ′ (x 2 ) < 0 the (m 0 , m 1 )-ODE together with 0 < r(x) < π 2 for x > x 1 imply r ′′ (x) < 0 for all x ≥ x 2 . Consequently, r ′ (x 2 ) < 0. By a similar argument, this in turn implies r ′′ (x) < 0 for all x ≥ x 2 and thus r ′ (x) < 0 for x ≥ x 2 . Since 0 < r(x 2 ) < π 2 this contradicts lim x→∞ r(x) = π 2 . If r ′ (x 2 ) > 0 then we have r ′ (x) ≥ 0 for all x ≥ x 2 , otherwise we obtain a contradiction by the same argument as above. Setting x 0 = x 2 establishes the claim.
Behaviour at
, which turns out to be a Lyapunov function. The proof of the next lemma is omitted since it can be proved in analogy to the corresponding results of Subsection 2.1. In terms of z := −x and ϕ := r − π 2 the (m 0 , m 1 )-ODE becomes
which is the (m 1 , m 0 )-ODE for ϕ.
Proof. We assume that there exists a point
. Due to the continuity of the functions ϕ ′ and q we get 
Proof. First we prove that for each solution ϕ of the ODE (2.1) there exist ℓ 0 ∈ Z and C m 0 ,m 1 ∈ R such that (2ℓ 0 + 1)
Since the proof is similar to that of Proposition 2.5 some details are omitted. Again it is sufficient to deal with the case ℓ 0 = −1. We make now use of the link to the Hopf construction mentioned in Subsection 1.5: 
where the last equality follows from Lemma 3.1. Consequently, Lemma 3.1 states that the initial value problem r(t) |t=0 = 0, We
There exists v such that We can now proceed inductively, i.e., v k = sup {v | N(r v ) = k} is well-defined, satisfies v k > v k−1 and is finite for each k ∈ N. Analogously to the considerations for v 1 we prove that ϕ v k has exactly k zeros and that there exists ǫ k > 0 such that each ϕ v , v ∈ (v k , v k + ǫ k ), has exactly k + 1 zeros.
Finally, we prove that there exists ℓ 0 ∈ Z such that lim x→∞ r v i (x) = ℓ 0 π + 
On the other hand, the fact that ϕ v depends continuously on v implies that for each v ∈ (v i , v i +ǫ i ) there exist k 0 ∈ Z and
and ϕ ′ v (x k 0 ) < 0. Proposition 2.5 thus implies lim x→−∞ ϕ v (x) = −∞, which contradicts the results of the preceding paragraph. Consequently, there exists ℓ 0 ∈ Z such that lim x→∞ r v i (x) = ℓ 0 π + Proof. Set a k = inf{c | N(r v ) ≥ k whenever v > c} which is well-defined by Lemma 3.4. Clearly, a k is an increasing sequence. If A = lim k→∞ a k < ∞ then N(r v ) = ∞ for v ≥ A. However, Proposition 2.5 implies that each r v has finite nodal number. Consequently, lim k→∞ a k = ∞ and thus the claim follows from the proof of Theorem 3.5. 
) is well-defined. Proposition 2.5 implies that the difference between N(r v ) and ⌊Ω v ⌋ is at most one. Hence to prove that N(r v ), v ∈ R, is bounded from above by an integer which depends on m 0 and m 1 only, it is sufficient to show the same for ⌊Ω v ⌋ instead.
Below let ϕ L always be a solution of the ordinary differential equation
. The proof of the next lemma is similar to that of Lemma 6 in [1] .
Variation of parameters yields
where 
In the first case (4.2) and (4.3) imply that θ L is bounded. Hence the limit lim z→∞ θ L (z) exists and is finite, whence the claim. In the second case
+ kπ, z) < 0 for k ∈ Z and z ≥ z 0 , the ODE (4.2) implies that θ L is bounded in case (i). Consequently, lim z→∞ θ L (z) exists and is finite. On the other hand (ii) cannot occur: since θ ′ L is continuous there exist z 2 , z 3 ∈ (z 1 , z 4 ) with
The preceding lemma implies that
Proof. Lemma 4.1 implies θ v − θ L ≥ 0 on I which is equivalent to the inequality
Hence we get Ω v ≤ Ω L which establishes the claim. Proof. The ODE (4.
for z ∈ R. Let z 0 ∈ R be as in the proof of Lemma 4.2. Then either
In case (i) the proof of Lemma 4.2 yields |θ L (z 0 ) − θ L (z)|≤ π for z ≥ z 0 . Combining this inequality with (6.7) applied to z = z 0 we get
Taking the limit as z approaches infinity we obtain
Since the right hand side of the previous inequality obviously depends on m 0 and m 1 only, this establishes the claim in case (i). 
In case (ii) the proof of Lemma 4.2 implies |θ
L (z) − θ L (z 0 )|≤ π for z 0 ≤ z < z 1 . Furthermore, since h( π 2 +kπ, z) < 0 we have |θ L (z)−θ L (z 1 )|≤ π for z ≥ z 1 . Consequently, |θ L (z) − θ L (z 0 )|≤ 2π for all z ≥ z 0 . Now proceed as in case (i).
Proof. Choose ϕ
L (−d + m 0 ,m 1 ) and ϕ ′ L (−d + m 0 ,m 1 ) such that θ v (−d + m 0 ,m 1 ) = θ L (−d + m 0 ,m 1 ). Consequently, N(r v ) ≤ ⌊Ω v ⌋ + 1,
Lemma 4.3 and Lemma 4.4 imply
which establishes the claim.
Remark 4.6:
The estimates used in this section are not optimal. For example the bound on θ L in the proof of Lemma 4.4 can easily be improved. By numerical experiments we found only the solutions r(t) = ±t of the (m 0 , m 1 )-BVP, m 0 ≥ 6. By sharpening the results of the present section it may be possible to prove that in these cases only solutions with nodal number zero occur.
Behaviour for large initial velocities
Throughout this section let m 1 ≥ m 0 ≥ 2 and for v ∈ R let r v : R → R be as in Lemma 3.1. We show that the solutions r v of the (m 0 , m 1 )-BVP converge to a limiting configuration as v goes to infinity. Furthermore, we prove that for 2 ≤ m ≤ 5 there are infinitely many solutions of the (m, m)-BVP with nodal number zero.
Lemma 5.1: For ǫ > 0 and
Proof. From lim x→−∞ r ′ v (x) = 0 we have that there exists
Furthermore, by the proof of Lemma 3.3 in [5] we get lim
for all x ∈ R, where ψ : R → R denotes the unique solution of
From [5] we further have lim x→∞ ψ(x) = 0. Consequently, for a given ǫ 0 > 0 there exists x 2 ∈ R such that 2|ψ(x 2 )|< ǫ 0 . By (5.1) there exists an v 0 ∈ R such that |ϕ v (x 2 − log v)|< ǫ 0 for all v ≥ v 0 . Since β m 0 ,m 1 is bounded, we can choose ǫ 0 > 0 so small that
We may assume that v 0 is so large that 
Proof. The (m 0 , m 1 )-ODE implies
where we use
ρv(x) ≤ c. Integrating this inequality from a given 
Restrictions on the Brouwer degree
In the first subsection we prove that the Brouwer degree of each solution r of the (m 0 , m 1 )-BVP with m 0 ≥ 2 is either ±1 or ±3. The strategy is as follows:
• By Proposition 2.10 there exists a constant
• By Proposition 2.5 there exists an integer ℓ 0 ∈ Z such that (2ℓ 0 − 1) 
) for all m 1 ≥ 3m 0 − 4. 
for all x ∈ I. By integrating once we thus obtain
Lemma 2.7 and Lemma 6.1 imply
In what follows we assume that there exists an x 0 ∈ I such that r(x 0 ) = 3π 2 and r(x) < 3π 2 for all
for all x ∈ I 0 . Thus r(x) ≤ r(Z α m 0 ,m 1 ) + A(x − Z α m 0 ,m 1 ) for x ∈ I 0 . Therefore (6.1) yields
for x ∈ I 0 . By integrating we thus obtain the following inequality for all x ∈ I 0
In what follows we show that the right hand side of (6.2) is smaller than 3π 2 for all x ∈ I, which contradicts the existence of x 0 : the both inequalities − 
