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Abstract
Many real life problems can be stated as a continuous minimax optimization problem. Well-known applications to engineering,
finance, optics and other fields demonstrate the importance of having reliable methods to tackle continuous minimax problems. In
this paper a new approach to the solution of continuous minimax problems over reals is introduced, using tools based on modal
intervals. Continuous minimax problems, and global optimization as a particular case, are stated as the computation of semantic
extensions of continuous functions, one of the key concepts of modal intervals. Modal intervals techniques allow to compute, in
a guaranteed way, such semantic extensions by means of an efficient algorithm. Several examples illustrate the behavior of the
algorithms in unconstrained and constrained minimax problems.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Minimax and optimization problems with constraints are well known in engineering and some algorithms have
been developed for the continuous case [1,4–6,15,18,23]. Many situations of practical importance can be described by
means of mathematical models defining minimax values of certain functions. The Chebyshev approximation problem,
finding optimal strategies in Game Theory, minimizing the effect of tolerances in engineering design, and first-order
logic formulas satisfaction are classic examples [19,26]. Applications to optics [6], control [13,14], finance [20] and
industrial engineering [25] are also well known.
In the following, the Chebyshev approximation is introduced in order to illustrate how it can be cast as a minimax
optimization problem. The objective in the Chebyshev approximation is to approximate, as close as possible, an actual
function f using operations that can be performed on the computer or calculator, typically with an accuracy close
to that of the underlying computer’s floating point arithmetic. In the classic form, this is accomplished by using
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function. Once the domain and degree of the polynomial are chosen, the polynomial itself is chosen in such a way
as to minimize the maximum value of |P(x) − f (x)|, where P(x) is the approximating polynomial and f (x) is the
actual function. In a more general form, given a continuous function f from Y ⊆Rm to R and a set of approximating
continuous functions px from Rm to R parameterized by x ∈ Rn belonging to a function space Pn, the Chebyshev
approximation is to find px solving the minimax problem
min
z
max
y∈Y
∣∣px(y) − f (y)∣∣.
This problem can be put in frame as a semi-infinite program, which is an optimization problem in finitely many
variables x = (x1, . . . , xn) ∈Rn on a feasible set described by infinitely many constraints
min
x
f (x) s.t. g(x, t) 0
for every t ∈ T , where T is an infinite index set [9,16].
While global optimization has received much attention from the interval community [2,3,10,11,17,24] and interval
methods are now known as a very powerful approach to dealing with this problem, only a few research studies have
addressed minimax problems over continuous domains [13,14,26] with interval techniques. The purpose of this paper
is to present a new approach to solving continuous minimax problems [4,26] defined as follows. If f is a Rn to R
continuous function z = f (x1, . . . , xn) defined in an n-dimensional interval domain X = U × V ,
• the unconstrained minimax problem is to find a point x∗minimax ∈ U × V such that
f
(
x∗minimax
)= min
u∈U maxv∈V f (x)
together with the minimax value f (x∗minimax), and
• the constrained minimax problem is to find x∗minimax and f (x∗minimax) such that
f
(
x∗minimax
)= min
u∈U maxv∈V f (x),
subject to some constraints
gr
(
x∗minimax
)
 0 (r = 1, . . . ,m),
where gr are continuous functions defined in X.
Remark 1. Constraints of the type xi  k or xi  k are considered previously removed by modifying the initial
interval domain X.
These problems are tackled using techniques based on Modal Interval Analysis (MIA) [7,8,22]. These techniques
have been successfully applied to solve problems in different fields as fault detection, constrain propagation, tolerance
modeling [12,21,25], etc. The main tool is the interval extension of the real continuous functions, called *-semantic
extension, which is a generalization of the interval united extension Rf of the classic interval analysis.
The paper is organized as follows. Section 2 contains basic concepts and results of MIA which are necessary to
understand the procedures presented in the paper. In Section 3, the solution to the unconstrained problem is presented,
and Section 4 is devoted to describe a branch and bound algorithm to approximate the *-semantic extension. The
solution for the constrained problem is presented in Section 5, along with some examples. Finally, some conclusions
are drawn in Section 6.
2. Modal Interval Analysis summary
Modal Interval Analysis is a logical and algebraical completion of the classical Interval Analysis where several of
their semantic and algebraic shortcomings are overcome. The main concept is the modal interval, which incorporates
in its definition a logical quantifier to provide a meaning to the interval computations. For a more complete introduction
to MIA, see [8,22].
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Unlikely to a classic interval, which is a set of real points, a modal interval X is defined as a couple X = (X′,∀) or
X = (X′,∃), where X′ is its classic interval domain, X′ ∈ I (R), and the quantifiers ∀ and ∃ are a selection modality.
The set of modal intervals is represented by I ∗(R). Modal intervals of the type X = (X′,∃) are called proper intervals
or existential intervals, and modal intervals of the type X = (X′,∀) are called improper intervals or universal intervals.
A modal interval can be represented using its canonical coordinates in the form
X = [a, b] =
{
([a, b]′,∃) if a  b,
([b, a]′,∀) if a  b.
For example, the modal interval [2,5] is equal to ([2,5]′,∃), and the modal interval [8,4] is equal to ([4,8]′,∀). The
bounds a and b are called the infimum, a = Inf ([a, b]), and the supremum, b = Sup([a, b]), of the interval. A point-
wise interval [a, a], also represented as [a], can be considered as proper or improper and it is identifiable with the real
number a.
For an interval X = [a, b], the operators Prop, Impr and Dual are defined as follows.
(1) Prop([a, b])=
{ [a, b] if a  b,
[b, a] if a > b.
(2) Impr([a, b])=
{ [b, a] if a  b,
[a, b] if a > b.
(3) Dual([a, b])= [b, a].
The process of construction of modal intervals is completed with the concept of a modal quantifier Q defined by:
Q(x,X)P (x) ⇔
{
(∃x ∈ X′)P (x) if X = (X′,∃),
(∀x ∈ X′)P (x) if X = (X′,∀),
which allows to define the set of real predicates accepted by a modal interval X = (X′,QX):
Pred
(
(X′,QX)
) := {P(.) ∈ Pred(R) ∣∣Q(x, (X′,QX))P(x)}.
The identification of a modal interval with the set of those real predicates that it accepts (X ↔ P(X)) induces the
definition of the modal interval inclusion. If X,Y ∈ I ∗(R),
X ⊆ Y ⇔ Pred(X) ⊆ Pred(Y ).
Using their canonical coordinates X = [x1, x2] and Y = [y1, y2], this inclusion maintains the traditional modus
operandi; that is:
[x1, x2] ⊆ [y1, y2] ⇔ (x1  y1, x2  y2).
The lattice operations meet and join on I ∗(R) for a bounded family of modal intervals A(J ) := {A(j) =
[a1(j), a2(j)] ∈ I ∗(R) | j ∈ J } (J is the index’s domain) are defined as the ⊆-maximum interval contained in all A(j),
for the meet, and the ⊆-minimum interval that contains all A(j), for the join; i.e.,∧
j∈J
A(j) = A ∈ I ∗(R) is such that (∀j ∈ J ) X ⊆ A(j) ⇔ X ⊆ A,
∨
i∈I
A(j) = B ∈ I ∗(R) is such that (∀j ∈ J ) X ⊇ A(j) ⇔ X ⊇ B,
denoted by A∧B and A∨B for the corresponding two-operands case. The result, as a function of the interval bounds,
is ∧
j∈J
A(j) =
[
max
j∈J a1(j),minj∈J a2(j)
]
,
∨
A(j) =
[
min
j∈J a1(j),maxj∈J a2(j)
]
.j∈J
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Fig. 2. Meet, join, max and min lattice operators.
With these operations, the set of modal intervals is a lattice for this ⊆-relation, while the set of classic intervals set is
not. Thus, modal intervals are a reticular completion of the set of classic intervals. Both operators are isotonic; i.e., if
Aj ⊆ Bj for every j ∈ J , then∧
j∈J
Aj ⊆
∧
j∈J
Bj and
∨
j∈J
Aj ⊆
∨
j∈J
Bj ,
and they are also associative and distributive with respect to each other.
The interval extension of the relation  between real numbers is defined by
[x1, x2] [y1, y2] :⇔ (x1  y1, x2  y2).
Figure 1 shows the geometrical representations of modal intervals and the inclusion and inequalities relations.
The inequality relation leads to the lattice operators “min” and “max”: for a bounded family of modal intervals
A(J ) := {A(j) ∈ I ∗(R) | j ∈ J },
min
j∈J A(j) = A ∈ I
∗(R) is such that (∀j ∈ J ) X A(j) ⇔ X A,
max
j∈J A(j) = B ∈ I
∗(R) is such that (∀j ∈ J ) X A(j) ⇔ X  B,
and computationally
min
j∈J A(j) =
[
min
j∈J a1(j),minj∈J a2(j)
]
,
max
j∈J A(i) =
[
max
j∈J a1(j),maxj∈J a2(j)
]
.
The set of modal intervals is also a lattice for this  relation. Figure 2 shows geometrical representations of the meet,
join, min and max operators for two intervals.
Semantic extensions
In classic set-theoretical interval analysis, one extension of a Rn to R continuous function z = f (x1, . . . , xn) is the
interval united extension Rf of f . For the interval argument X′ = (X′1, . . . ,X′n) ∈ I (Rn), it is defined as the range
of f -values on X′,
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(
X′1, . . . ,X′n
) := {f (x1, . . . , xn) ∣∣ x1 ∈ X′1, . . . , xn ∈ X′n}
= [min{f (x1, . . . , xn) ∣∣ x1 ∈ X′1, . . . , xn ∈ X′n},
max
{
f (x1, . . . , xn)
∣∣ x1 ∈ X′1, . . . , xn ∈ X′n}].
In modal interval analysis, a similar role is played by the semantic ∗- and ∗∗-functions, denoted by f ∗ and f ∗∗.
Definition 2.1 (Semantic extensions).
f ∗(X) :=
∨
xp∈X′p
∧
xi∈X′i
[
f (xp,xi ), f (xp,xi )
]
=
[
min
xp∈X′p
max
xi∈X′i
f (xp,xi ), max
xp∈X′p
min
xi∈X′i
f (xp,xi )
]
and
f ∗∗(X) :=
∧
xi∈X′i
∨
xp∈X′p
[
f (xp,xi ), f (xp,xi )
]
=
[
max
xi∈X′i
min
xp∈X′p
f (xp,xi ), min
xi∈X′i
max
xp∈X′p
f (xp,xi )
]
,
where x = (xp,xi ) is the component split corresponding to the proper and improper components of X = (Xp,Xi ).
Remark 2. If Xi = ∅ (allowing for the abuse of language), then
f ∗(X) = f ∗∗(X) =
[
min
x∈X′
f (x), max
x∈X′
f (x)
]
,
which corresponds to the interval united extension Rf of classic interval analysis. If Xp = ∅, it results instead in
f ∗(X) = f ∗∗(X) =
[
max
x∈X′
f (x), min
x∈X′
f (x)
]
.
Remark 3. From the duality between the lattice operators meet and join, f ∗∗(X) = Dual(f ∗(Dual(X))) and a double
implementation to obtain both semantic extensions is not necessary.
Interesting properties of the semantic extensions are the isotonicity
X ⊆ Y ⇒ f ∗(X) ⊆ f ∗(Y ) and f ∗∗(X) ⊆ f ∗∗(Y )
and the inclusion
f ∗(X) ⊆ f ∗∗(X).
In the special case when f ∗(X) = f ∗∗(X), f is said to be JM-commutable for X ∈ I ∗(Rn). Important examples
of JM-commutable functions are the one-variable continuous functions and every two-variable continuous func-
tion f (x, y) that is partially monotonic in a domain (X′, Y ′), like the arithmetic operators x + y, x − y, x ∗ y,
x/y and others like xy , max(x, y) and min(x, y), of which modal semantic extensions can be computed by means of
arithmetic operations with the interval bounds of the operands.
The semantic extensions f ∗ and f ∗∗ can be equal or not, but they are out of reach for any direct computation except
for simple real functions. When the continuous function f is a rational function, modal rational extensions of f are
obtained by using the computing program defined by the syntax tree of the expression of the function: if f is a Rn to
R rational function, its rational extension to the modal intervals X1, . . . ,Xn, represented by fR(X1, . . . ,Xn), is the
function fR from I ∗(Rn) to I ∗(R) defined by the computational program indicated by the syntax of f when the real
operators, assumed to be JM-commutable functions, are transformed into their semantic extensions. Modal rational
interval functions are not interpretable but they also have the property of being isotonic; i.e., for X1 ⊆ Y1, . . . ,Xn ⊆ Yn
the relation
fR(X1, . . . ,Xn) ⊆ fR(Y1, . . . , Yn)
holds, assuming that no division by intervals containing zero occurs.
M.Á. Sainz et al. / J. Math. Anal. Appl. 339 (2008) 18–30 23The solution to the problem of computing the semantic extensions f ∗ and f ∗∗ consists in relating them by means
of inclusion relations to some rational extensions. Computations with fR(X) must be done with external truncation of
each operator to obtain inclusions f ∗(X) ⊆ fR(X), and with inner truncation to obtain inclusions fR(X) ⊆ f ∗∗(X).
Definition 2.2. The rational extension fR(X) is called optimal on X when
f ∗(X) = fR(X) = f ∗∗(X).
In this case, and supposing no rounding, both Semantic Theorems are applicable to the computed interval fR(X),
providing logical meanings to it.
Interpretability and optimality
MIA provides a collection of results about these inclusions or equalities that solve part of the double problem of
interpretability of modal rational extensions and computability of semantic extensions. The following theorems are
important results about the interpretability of rational extensions.
Theorem 4 (*-Interpretability of modal rational functions). If the improper components of X are uni-incident
in fR(X), and if Out(fR(Prop(X))) exists, then
Out
(
fR(X)
)⊇ f ∗(X),
where Out represents the outer rounding of the interval fR(X).
Theorem 5 (**-Interpretability of modal rational functions). If the proper components of X are uni-incident
in fR(X), and if Out(fR(Prop(X))) exists, then
Inn
(
fR(X)
)⊆ f ∗∗(X),
where Inn represents the inner rounding of the interval fR(X).
A real function f is called x-totally monotonic for a multi-incident variable x ∈R if it is uniformly monotonic for
this variable and for each one of its incidences, considered as independent variables.
Theorem 6 (*-Interpretability with total monotonicity). Let X be an interval vector. Let fR be defined in the do-
main Prop(X) totally monotonic for a subset Z of multi-incident components. Let XDt∗ be the enlarged vector of X,
such that each incidence of every multi-incident component of Z is included in XDt∗ as an independent component,
but transformed into its dual if the corresponding incidence point has a monotonicity sense contrary to the global one;
for the rest of X-components, the multi-incident improper ones are transformed into point-wise intervals defined for
any of their points. Then
f ∗(X) ⊆ fR(XDt∗).
Theorem 7 (**-Interpretability with total monotonicity). Let X be an interval vector. Let fR be defined in the do-
main Prop(X) totally monotonic for a subset Z of multi-incident components. Let XDt∗∗ be the enlarged vector of X,
such that each incidence of every multi-incident component of Z is included in XDt∗∗ as an independent component,
but transformed into its dual if the corresponding incidence point has a monotonicity sense contrary to the global one;
for the rest of X-components, the multi-incident proper ones are transformed into point-wise intervals defined for any
of their points. Then
Inn
(
fR
(
XDt∗∗
))⊆ f ∗∗(X).
Similarly, coercion theorems exist that provide the conditions and the way to obtain optimal extensions in the case
of total monotonicity. One of them is introduced below.
The modal rational function fR(X) is tree-optimal if, given any one of its non-uniformly monotonic elementary
branches, it is followed downwards in the fR-tree only by one-variable operators.
24 M.Á. Sainz et al. / J. Math. Anal. Appl. 339 (2008) 18–30Theorem 8 (Coercion to optimality). Let X be an interval vector, fR(X) defined and tree-optimal on the domain X′
and f totally monotonous for all its multi-incident components. Let XD be defined as the enlarged vector of X,
such that each incidence of every multi-incident component is included in XD as an independent component, but
transformed into its dual if the corresponding incidence-point has a monotony-sense contrary to the global one of the
corresponding X-component. Then,
f ∗(X) = fR(XD) = f ∗∗(X).
This theorem is very useful when the function involved in the logical formula verifies the optimality conditions,
because the rational computation fR(XD) is then equal to f ∗(X), except for rounding.
3. Solution for the unconstrained minimax problem
The solution to the unconstrained minimax problem for a continuous function f using modal intervals is closely
related with the semantic extension f ∗. Specifically, in accordance with Definition 2.1, the minimax value of f in X′
is the infimum of the interval f ∗(U ,V ),
min
u∈U ′
max
v∈V ′
f (x) = Inf (f ∗(U ,V ))
with U proper interval and V improper one.
Nevertheless, the computation of f ∗(U ,V ) depends on the monotonicity properties of f in X′. Two cases must
therefore be considered.
Case 1 (f is optimal in X). When f is monotonic with respect to all its variables and their incidences and it has an
optimal rational extension fR, then it is possible to compute f ∗(X) using interval arithmetic. In accordance with the
Coercion to Optimality Theorem 8
f ∗(X) = fR(XD) = f ∗∗(X)
and the minimax problem has been reduced to computing fR(XD).
Example 3.1. Given the minimax problem
min
u∈U ′
max
v∈V ′
f (x),
where f is the continuous function
f (u, v) = u2 + v2 + 2uv − 20u − 20v + 100
and U ′ = [0,2]′, V ′ = [2,8]′. This function can be written as
f (u, v) = u21 + v21 + 2u2v2 − 20u3 − 20v3 + 100,
where the subindices represent the different incidences of each variable. First of all, the monotony for each variable
and for each of its incidences, considered as different variables, has to be computed by means of the computation of
the ranges of the partial derivatives with respect to each variable and its incidences,
∂f (u, v)/∂u = 2u + 2v − 20 ∈ 2 ∗ [0,2] + 2 ∗ [2,8] − 20 = [−16,0] 0,
∂f (u, v)/∂u1 = 2u ∈ 2 ∗ [0,2] = [0,4] 0,
∂f (u, v)/∂u2 = 2v ∈ 2 ∗ [2,8] = [4,16] 0,
∂f (u, v)/∂u3 = −20 0,
∂f (u, v)/∂v = 2v + 2u − 20 ∈ 2 ∗ [2,8] + 2 ∗ [0,2] − 20 = [−16,0] 0,
∂f (u, v)/∂v1 = 2v ∈ [4,16] 0,
∂f (u, v)/∂v2 = 2u ∈ [0,4] 0,
∂f (u, v)/∂v3 = −20 0.
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fR(XD) = fR(UD,VD)
= Dual(U1)2 + Dual(V1)2 + 2 ∗ Dual(U2) ∗ Dual(V2) − 20 ∗ U3 − 20 ∗ V3 + 10
= [2,0]2 + [2,8]2 + 2 ∗ [2,0] ∗ [2,8] − 20 ∗ [0,2] − 20 ∗ [8,2] + 100 = [36,4],
which is an optimal computation for f ∗(X). Therefore,
f
(
u∗, v∗
)= min
u∈[0,2]′
max
v∈[2,8]′
f (u, v) = Inf (f ∗(X))= 36.
As the function is totally monotonic with respect to all its variables, the minimax value is achieved at certain bounds
of the respective intervals. Taking into account the signs of the derivatives, the minimax point is (u∗, v∗) = (2,2).
Case 2 (f is not optimal in X). This case occurs when f ∗ and f ∗∗ are different or when f is not monotonic with
respect to all its variables and their incidences. Hence, it is not possible to compute f ∗(X) using simple arithmetic
computations, and only interpretability theorems can be applied. In accordance with Theorem 7
f ∗(X) ⊆ Out(fR(XDt∗))
and fR will provide only an approximation to f ∗. Therefore, only a lower bound of the minimax value can be
obtained.
Example 3.2. Let consider the previous Example 3.1 but changing the interval U to [0,6]. In this case, none of the
variables are monotonic and Theorem 8 cannot be applied. Following Theorem 6,
fR
(
XDt∗
)= fR(UD,VDt)
= U21 + Center(V )2 + 2 ∗ U2 ∗ Center(V ) − 20 ∗ U3 − 20 ∗ Center(V ) + 100
= [0,6]2 + [5,5]2 + 2 ∗ [0,6] ∗ [5,5] − 20 ∗ [0,6] − 20 ∗ [5,5] + 100 = [−95,121],
where Center is an operator returning a point-wise interval corresponding to the center of an interval. Therefore,
f
(
u∗, v∗
)= min
u∈[0,6]′
max
v∈[2,8]′
f (u, v) Inf (f ∗(X))= −95.
The obtained result is a very bad approximation of the minimax value, which actually is f (u∗, v∗) = 9.
Similar computations can be performed, using other interpretability theorems, in order to obtain an upper bound
for the minimax, but the result is as bad as the previous one for the lower bound.
Summarizing, the computation of the minimax value of a continuous function can be done through the computa-
tion of its f ∗ extension. However, a good approximation of the minimax value can only be achieved under certain
conditions of monotony. When these monotony conditions are not satisfied, to reduce the overestimation effect a
branch-and-bound algorithm is presented below.
4. Minimax algorithm
An algorithm based on results of MIA and branch-and-bound techniques, which allows to approximate the minimax
by means of lower and upper approximations, is described in this section.
Let X = (U ,V ) be a modal interval vector split into proper U and improper V components. Let {U1, . . . ,U r} be
a partition of U and, for every j = 1, . . . , r , let {V 1j , . . . ,V sj } be a partition of V . Each interval U j × V kj is called
a Cell, each V ∗j -partition is called a Strip, and the U -partition is called the Strips’ List.
Figure 3 shows a geometrical representation of an example of these partitions, in the particular case when X has
only one proper component and one improper component.
The presented algorithm is based on the following theorem.
Theorem 9. Given a Rn to R real continuous function f , then minu∈U ′ maxv∈V ′ f (x) belongs to the interval[
Inf
( ∨
j∈{1,...,r}
∧
k ∈{1 ,...,s }
Out
(
fR(U j , vˇkj )
))
, Inf
( ∨
j∈{1,...,r}
∧
k ∈{1 ,...,s }
Inn
(
fR(uˇj ,V kj )
))]
,j j j j j j
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where uˇj is any point of U ′j (j = 1, . . . , r) and vˇkj is any point of V ′kj (kj = 1j , . . . , sj ), for example the midpoints
of the intervals.
Proof. From the Definition 2.1 of the interval *-semantic extension of f to X,
min
u∈U ′
max
v∈V ′
f (x) = Inf (f ∗(X))
= Inf
( ∨
u∈U ′
∧
v∈V ′
[
f (u,v)
])
= Inf
( ∨
j∈{1,...,r}
∨
uj∈U ′j
∧
v∈V ′
[
f (uj ,v)
])
= Inf
( ∨
j∈{1,...,r}
∨
uj∈U ′j
∧
kj∈{1j ,...,sj }
∧
vkj ∈V ′kj
[
f (uj ,vkj )
])
.
As [f (uj ,vkj )] = f ∗(uj ,vkj ) ⊇ f ∗(uj ,V kj ) implies∨
j∈{1,...,r}
∨
uj∈U ′j
∧
kj∈{1j ,...,sj }
∧
vkj ∈V ′kj
[
f (uj ,vkj )
]⊇ ∨
j∈{1,...,r}
∨
uj∈U ′j
∧
kj∈{1j ,...,sj }
f ∗(uj ,V kj )
⊇
∨
j∈{1,...,r}
∧
kj∈{1j ,...,sj }
f ∗(uˇj ,V kj )
=
∨
j∈{1,...,r}
∧
kj∈{1j ,...,sj }
f ∗∗(uˇj ,V kj )
⊇
∨
j∈{1,...,r}
∧
kj∈{1j ,...,sj }
Inn
(
fR(uˇj ,V kj )
)
,
then
Inf
( ∨
j∈{1,...,r}
∨
uj∈U ′j
∧
kj∈{1j ,...,sj }
∧
vkj ∈V ′kj
[
f (uj ,vkj )
])
 Inf
( ∨
j∈{1,...,r}
∧
kj∈{1j ,...,sj }
Inn
(
fR(uˇj ,V kj )
))
.
Similarly, as [f (uj ,vkj )] = f ∗(uj ,vkj ) ⊆ f ∗(U j ,vkj ) implies∨
j∈{1,...,r}
∨
uj∈U ′j
∧
kj∈{1j ,...,sj }
∧
vkj ∈V ′k
[
f (uj ,vkj )
]⊆ ∨
j∈{1,...,r}
∧
kj∈{1j ,...,sj }
f ∗(U j , vˇkj )j
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∨
j∈{1,...,r}
∧
kj∈{1j ,...,sj }
Out
(
fR(U j , vˇkj )
)
,
then
Inf
( ∨
j∈{1,...,r}
∨
uj∈U ′j
∧
kj∈{1j ,...,sj }
∧
vkj ∈V ′kj
[
f (uj ,vkj )
])
 Inf
( ∨
j∈{1,...,r}
∧
kj∈{1j ,...,sj }
Out
(
fR(U j , vˇkj )
))
and the theorem is true. 
This theoretical result is implemented in the following algorithm:
(1) Start from a partition of X.
(2) For each cell of the partition, compute the cell interval[
Inf (Out(fR(U j , vˇkj ))), Inf (Inn(fR(uˇj ,V kj )))],
where uˇj is the midpoint of U j , vˇkj is the midpoint of V kj , and the bounds are the inner and outer approximations
of f ∗ in the cell, respectively.
(3) For each strip of the partition, compute the strip interval.
(4) Update both inner and outer approximations, and apply the join operator to all the strip intervals.
(5) Build a finer partition bisecting the widest component, and repeat the process.
(6) Stop when a predefined error tolerance between the lower and upper approximations of the minmax value is
reached, or when the finest partition is smaller than a predefined size .
In the step (5), it is not be necessary to bisect cells or strips when either of the following two criteria apply:
• a cell is not bisected when the cell interval contains the corresponding strip interval, because no division of the
cell through any improper component will improve the approximation;
• a strip is not bisected when the strip interval is contained in the updated approximation, because no division
through any proper component of the strip will improve the approximation.
In order to reduce the complexity of this basic algorithm due to its bisection procedure, a set of additional criteria
are introduced. Basically, these improvements try to reduce as much as possible the number of bisections and to obtain
better local approximations of the resulting partitions. Some of these improvements are simple implementation tricks
and others are based on results of MIA. They include selection strategies, inclusion criteria, monotony and optimality
study, and combined strategies.
The result of the algorithm implementation is inner and outer estimates of the minimax, together with a cell or a
list of cells which are candidates for enclosing the minimax points, with a maximum width smaller than epsilon, and
the union of these boxes for each point.
Example 4.1. Following the previous examples, for the same continuous function
f (u, v) = u2 + v2 + 2uv − 20u − 20v + 100,
and the intervals U ′ = [0,6]′, V ′ = [2,8]′. This problem can be solved analytically and the result is a minimax value
of 9 and two minimax points (5,2) and (5,8). Using the algorithm with  = 10−4 and a tolerance of 10−2, the
following result is obtained in 0.09 seconds on a Pentium IVM 1.5 GHz,
min
u∈[0,6]′
max
v∈[2,8]′
f (u, v) ∈ [8.994,9.003],
x∗minimax ∈
([4.9980,5.0009]′, [1.9999,2.0]′),([4.9980,5.0009]′, [7.9999,8.0]′).
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The problem of finding the minimax value when there exist general constraints defined by inequalities in the form
gr(x,y) 0 (r = 1, . . . ,m)
cannot be solved with procedures based on simple interval computations because, although all involved functions
could be optimal, the feasible region is not an interval.
An approximated solution can be obtained by adapting the unconstrained minimax algorithm to the feasible region.
Each cell of the partition must be situated with regard to the feasible region defined by the constraints: if the cell is
out, it must be eliminated; if the cell is in, it must be considered as a member of the partition; while in other cases it
must be kept for subsequent divisions.
Specifically, let Σ be the feasible region and let (U j ,V k) be a sub-box of the initial interval domain X = (U ,V ).
The following propositions must be tested:
∀(x,U ′j ), ∀(y,V ′k), gr(x,y) 0 (r = 1, . . . ,m)
by means of the following modal interval inclusions:
grR(U j ,V k) ⊆ (−∞,0] (r = 1, . . . ,m),
with U j and V k proper intervals, because the rational extension grR(U j ,V k) is an outer approximation to the range
gr(U
′
j ,V
′
k).
If all the inclusions are true, the cell (U j ,V k) belongs to the partition named Π(1). If any of the inclusions
grR(U j ,V k) ⊆ ]0,∞) (r = 1, . . . ,m)
is true, the cell belongs to the partition named Π(2) and it must be eliminated. Otherwise, the cell belongs to the parti-
tion named Π(3) and it must be kept for subsequent divisions. Figure 4 illustrates a feasible region in two dimensions.
For a partition Π(l) (with l = 1,3), let r(l) be the number of strips and let s(l)j be the number of cells of the strip j .
In accordance with Theorem 9,
min
u∈U ′
max
v∈V ′
f (x) Inf
( ∨
j∈{1(1),...,r(1)}
∧
kj∈{1(1)+(3)j ,...,s(1)+(3)j }
Inn
(
fR(uˇj ,Vkj )
))
and
min
u∈U ′
max
v∈V ′
f (x) Inf
(( ∨
j∈{1(1),...,r(1)}
∧
kj∈{1(1)j ,...,s(1)j }
Out
(
fR(U j , vˇkj )
))∨ E
)
,
where
E =
∨
j∈{1(3),...,r(3)}−{1(1),...,r(1)}
∨
kj∈{1(3)j ,...,s(3)j }
Out
(
fR
(
U j ,Dual(V kj )
))
.
Fig. 4. Feasibility region and partitions.
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f (x1, x2) = x21 + x22 + 2x1x2 − 20x1 − 20x2 + 100,
subject to the constraints
g1(x1, x2) = −(x1 − 5)2 − (x2 − 3)2 + 4 0,
g2(x1, x2) = (x1 − 5)2 + (x2 − 3)2 − 16 0
in X′ = ([0,6]′, [2,8]′), for  = 10−4 and a tolerance of 10−2, the result is
min
u∈[0,6]′
max
v∈[2,8]′
f (u, v) ∈ [1.098,1.107],
x∗minimax ∈
([4.1250,4.1368]′, [4.8124,4.8125]′),([4.1396,4.1426]′, [4.8095,4.8096]′),([4.1396,4.1441]′, [4.8066,4.8067]′),([4.1425,4.1441]′, [6.9057,6.9058]′),([4.1425,4.1485]′, [6.9072,6.9073]′),([4.1440,4.1485]′, [6.9042,6.9043]′),
with a computation time of 0.34 s.
Example 5.2. For the continuous function [4]
f (x, y) = (cosy + cos(2y + x))2,
subject to the constraints
g1(x, y) = y − x(x + 6.28) 0,
g1(x, y) = y − x(x − 6.28) 0
in X′ = ([−3.14,3.14]′, [−3.14,3.14]′), for  = 10−6 and a tolerance of 10−6, the result is
min
x∈[−3.14,3.14]′
max
y∈[−3.14,3.14]′
f (x, y) ∈ [8.586377e−03,8.586666e−03],
x∗minimax ∈
([−0.4370827,−0.4370812]′, [−2.553836,−2.553830]′),([−0.4370827,−0.4370812]′, [−3.140000,−2.747500]′),
with a computation time of 0.3 s.
6. Conclusions
This paper introduces a new approach, based on modal interval analysis, to deal with continuous minimax problems
over the reals. It consists in transforming these problems to the computation of semantic extensions of continuous
functions. Modal intervals allow to compute these extensions efficiently and to obtain guaranteed results. In some
simple cases, the results are obtained by means of simple interval arithmetic computations. Nevertheless, in many
cases, a branch-and-bound algorithm is required. The algorithm and some illustrative examples about unconstrained
and constrained continuous minimax problems are presented in this paper.
This algorithm is currently being applied to solving relatively simples problems on predictive control and parameter
identification and will be used to deal with other engineering problems. For instance, it is applicable, with minor and
obvious changes, when the variables take values belonging to discrete sets instead of intervals. The authors have
observed that complexity notably increases when the number of variables grows. Some complex minimax problems
can be stated from the viewpoint of the semi-infinite optimization. The authors have not made comparisons in such
cases but, probably the algorithm presented in this paper is not very efficient, compared to algorithms specifically
developed for this kind of problems.
The algorithm can be easily generalized to solve minmaxmin problems, which is the subject of a future work.
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