Abstract. We study the L p − L q boundedness of Bergman projector on the minimal ball. This improves an important result of [5] due to
1. Introduction G. Mengotti and E. H. Youssfi studied in [5] the L p − boundedness of Bergman projector on the minimal ball. Here we improve their result by giving the L p − L q boundedness of Bergman projector. The minimal ball B * in C n is defined as follows.
B * = {z ∈ C n : |z| 2 + |z • z| < 1}
where z • w = n j=1 z j w j for z and w in C n . This is the unit ball of C n with respect to the norm N * (z) := |z| 2 + |z • z|. The norm N := N * / √ 2 was introduced by Hahn and Pflug in [4] , where it was shown to be the smallest norm in C n that extends the euclidean norm in R n . More precisely, if N is any complex norm in C n such that N (x) = |x| = n j=1 x 2 j for x ∈ R n and N (z) ≤ |z| for z ∈ C n , then N * (z)/ √ 2 ≤ N (z) for z ∈ C n . Moreover, this norm was shown to be of interest in the study of several problems related to proper holomorphic mappings and the Bergman kernel, see for example [2, 3, 5, 6] . The domain B * is the first bounded domain in C n which is neither Reinhardt nor homogeneous, and for which we have an explicit formula for its Bergman kernel. The study of L p − L q estimates of Bergman projector on smooth homogeneous is rather well understood on the unit ball and Siegel domains, see for example [10] , [11] , [7] , etc.
The authors of [5] developped a method for L p −boundedness of Bergman projector on the minimal ball. Their argue consists to study the boundedness on an auxiliary complex manifold M. Next, to transfer the results obtained on M to B * via a proper holomorphic mapping. Our strategy combine the method of [5] , [10] and a new ingredient.
The plane of our research is the following. We first study the boundedness of certain class of integral operators on M by using the generalized Schur's test (see [10] ) and the Forelli-Ruding estimates (see [5] ). As consequence we obtain the Bergman projector estimate in M. Second we transplant the results obtained on M to Bergman projector on the minimal ball.
Preleminaries
We first define the auxiliary complex manifold M. Let n ≥ 2 and consider the nonsingular cone
. This is the orbit of the vector (1, i, 0, . . . , 0) under the SO(n + 1, C)−action on C n+1 . It is well-known that H can be identified with the cotangent bundle of the unit sphere S n in the 1 n−dimensional sphere in R n+1 minus its zero section. It was proved in [8] that there is a unique (up to a multiplicative constant) SO(n + 1, C)−invariant holomorphic form α on H. The restriction of this form to H ∩ (C\{0}) n+1 is given by
The complex manifold M is defined by
The orthogonal group O(n + 1, R) acts transitively on the manifold
Thus there is a unique O(n + 1, R)−invariant probability measure µ on M. This measure is induced by the Haar probability measure of O(n + 1, R) (see [5] 
provided that the integrals make sense. Moreover
That is the weighted Bergman projection. Its explicit expression is the following.
where the so called kernel Bergman K s,M (see [5, Theorem 3.2] ) is given by
Here C is a certain constant that depends on n and s. In this paper we consider the class of operators defined as follow.
and
where b 1 , b 2 and c are any real numbers.
Statement of the auxiliaries results
The following auxiliaries results will play a key role for proving the main result of the paper.
Theorem A. Let b 1 , b 2 and c be real numbers. Let 1 < p ≤ q < ∞, max(−1, −1 − qb 1 ) < r < ∞ and −1 < s < ∞. Then the following assertions are equivalent.
(iii) The parameters satisfy
Theorem B. Let b 1 , b 2 and c be real numbers. Let 1 = p ≤ q < ∞, max(−1, −1 − qb 1 ) < r < ∞ and −1 < s < ∞. Then the following assertions are equivalent.
Statement of the main result
To state the main result we need the following definitions. For any s > −1 we define the weighted measure v s on B * by dv 
and the so called Bergman kernel K s,B * is explicitly given in [5, Theorem A] by
The main result of the paper is the following.
To prove our results we need the following results. be a non-negative measurable function on Ω × Ω. Let T be the integral operator with kernel K, defined as follows. 
for almost all z ∈ Ω, and
) and the norm of the operator does not exceed
In this section the main ingredient is the generalize Schur's test. We are begining by the following lemma.
Lemma 5.1. Let b 1 , b 2 , and c be real numbers. Let 1 < p ≤ q < ∞, max(−1, −1 − qb 1 ) < r < ∞ and −1 < s < ∞. If
To use generalize Schur's test we first consider the following tools.
Thus the boundedness of S M arises from T where
To do this we adopt the following notations.
Let us choose
τ where u and v will be determined. It is easy to see that
where
It is clear that from (5.2) and (5.3) we get
So, from (5.8) and (5.3) we obtain that (5.9)
Otherwise we claim that there exist two reals numbers u and v such that (5.11)
So, from Lemma 4.1 combined with (5.6) and (5.7) we obtain that.
We acheive the lemma's proof by invoking Theorem 4.3. Now we are going to prove (5.11). First, it is easy to see that (5.1) yields the following.
Second, we choose u and v such that
Finally, by combining (5.2), (5.3), (5.4), (5.5) and (5.14) we prove easly (5.11).
Lemma 5.2. Let b 1 , b 2 , and c be real numbers. Let 1 = p ≤ q < ∞, max(−1, −1 − qb 1 ) < r < ∞ and −1 < s < ∞. If
As in proof of the Lemma5.1 we have that. τ = n+1+r q
, t = v−u τ , u < (b 2 − s)t and −tb 1 < v. From easy calculus we have
. This yields the following.
Otherwise, using the same method in Lemma5.1 it is obvious to prove that.
Finally, the lemma arises from Theorem 4.4.
Lemma 5.3. Let b 1 , b 2 , and c be real numbers. Let 1 = p ≤ q < ∞, max(−1, −1 − qb 1 ) < r < ∞ and −1 < s < ∞. If
Proof. Here, we consider
where c > 0 and
Otherwise, from Lemma4.1 we get that.
and the strict inequality holds for 1 < p ≤ q < ∞.
Moreover, by easy computation we have
Let be N a real number such that
Then from (2.1) we have
where The case (iii) leads to (n + 1 + s)q/p − q(n + 1 + b 2 ) = s − b 2 = 0. So, from (6.8) combined with Lemma 5.12 we abtain easly (6.6).
Proof of the Theorem A
Proof. The assertion (i) implies (iii) follows from Lemma 6.1. It is obvious that (ii) implies (i). The assertion (iii) implies (ii) follows from Lemma 5.1. This completes the proof of the theorem.
