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— Andrzej Wąsowski, IT University of Copenhagen, Denmark
N° 6993
Mai 2010
Centre de recherche INRIA Rennes – Bretagne Atlantique
IRISA, Campus universitaire de Beaulieu, 35042 Rennes Cedex
Téléphone : +33 2 99 84 71 00 — Télécopie : +33 2 99 84 71 71
Compositional Design Methodology with Constraint
Markov Chains
Benoît Caillaud, INRIA / IRISA, France
, Benoît Delahaye, Université de Rennes 1 / IRISA, France
, Kim G. Larsen, Aalborg University, Denmark
, Axel Legay, INRIA / IRISA, France
, Mikkel L. Pedersen, Aalborg University, Denmark
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Abstract: A specification theory combines notions of specification andimplementa-
tion with a satisfaction relation, a refinement relation andset of operators that together
support stepwise design. We propose a new abstraction, Constraint Markov Chains,
and use it to construct a specification theory for Markov Chains. Constraint Markov
Chains generalize previously known abstractions by allowing arbitrary constraints on
probability distributions. Our theory is the first specification theory for Markov Chains
closed under conjunction, parallel composition and synchronization. Moreover, all the
operators and relations introduced are computable.
Key-words: Compositional Reasoning, Probability, CMC
Méthode de Conception Compositionelle avec les
Chaines de Markov avec Contraintes
Résumé :Une théorie de spécification combine les notions de spécification et implé-
mentation avec des relations de satisfaction et raffinement, et un ensemble d’opérateurs
qui permettent une conception incrémentale. Nous proposons une nouvelle abstraction,
les chaînes de Markov avec contraintes, et les utilisons pour c nstruire une théorie
de spécification pour les chaînes de Markov. Les chaînes de Markov vec contraintes
généralisentd’autres abstractions plus anciennes en autorisant des contraintes arbitraires
sur les distributions de probabilité. Notre théorie est la première théorie de spécification
pour les chaînes de Markov close sous conjonction, composition parallèle et synchro-
nisation. De plus, tous les opérateurs et relations introduits sont calculables.
Mots-clés : Raisonnement Compositionel, Probabilités, CMC
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1 Introduction
Modern systems are big and complex, resulting from assembling multiple components.
The components are designed by teams, working independently but with a common
agreement on what the interface of each component should be.As a consequence,
mathematical foundations that allow to reason at the abstract level of interfaces in
order to infer global properties are an active research areaknown ascompositional
design[17]. Within this area specification theories provide a modeling language that
allows designing, evolving and advisedly reusing components with formal guarantees.
In a logical interpretation, interfaces are specificationsa d systems/components that
implement a specification are models/implementations. There is an agreement that a
good theory should support the following requirements:
1. Consistency and Satisfaction.It should be decidable whether a specification
admits at least one implementation, and whether a system implements a specifi-
cation.
2. Refinement. Refinementof specification expresses inclusion of sets of implemen-
tations, and therefore allows to compare richness and precision of specifications.
3. Structural composition.A theory should provide a combination operator on
specifications, reflecting the standard composition of system by,e.g. parallel
product.
4. Logical composition/conjunction.Different aspects of systems are often spec-
ified by different teams. The issue of dealing with multiple aspects of mul-
tiple viewpoints is thus essential. It should be possible torepresent several
specfications (viewpoints) for the same system, and to combine them in a logi-
cal/conjunctive fashion.
5. Incremental Design.A theory should allow incremental design (composing /
conjoining specifications in any order) and independent imple entability (com-
posable specifications can always be refined separately) [10].
For functional analysis of discrete-time non-probabilistic ystems, the theory of
Modal Transition Systems (MTS) [26] provides a specification f rmalism supporting
refinement as well as conjunction and parallel composition.It has been recently ap-
plied to construct interface theories [30, 27], which are extensions of classical interface
automata proposed by de Alfaro et al. [9, 12, 6].
As soon as systems include randomized algorithms, probabilistic protocols, or in-
teract with physical environment, probabilistic models are required to reason about
them. This is exacerbated by requirements for fault tolerance, when systems need to
be analyzed quantitatively for the amount of failure they can tolerate, or for the delays
that may appear. As Henzinger and Sifakis [17] point out, introducing probabilities
into design theories allows assessing dependability of IT systems in the same manner
as commonly practiced in other engineering disciplines.
Generalizing the notion of MTSs to the non-functional analysis of probabilistic
systems, the formalism of Interval Markov Chains (IMCs) wasintroduced [23]; with
notions of satisfaction and refinement generalizing probabilistic bisimulation. Infor-
mally, IMCs extend Markov Chains by labeling transitions with intervalsof allowed
probabilities rather than concrete probability values. Implementations of IMCs are
Markov Chains (MCs) whose probabily distributions match the constraints induced by
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Figure 1: IMCs showing non-closure under conjunction
the intervals. IMCs is known to be an efficient model on which refinement and compo-
sition can be performed with efficient algorithms from linear algebra. Unfortunately, as
we shall now see, the expressive power of IMCs is inadequate to support both logical
and structural composition.
Consider two IMCs,S1 andS2, in Figure 1 specifying different probability con-
straints related to the heightH and weightW of a given person. Attempting to express
the conjunctionS1 ∧ S2 as an IMC by a simple intersection of bounds givesz1 ≤ 12 ,
1




8 ≤ z3 and
1
6 ≤ z4. However, this naive construction is too coarse:






24 ) satisfies the constraints the resulting overall
probability of reaching a state satisfyingH ≥ 160, i.e. z1+z2 = 23 , violates the up-
per bound12 specified inS1. What is needed is the ability to express dependencies
between the probabilitiesz1, z2, z3, z4 besides that of being a probability distribution
(z1+z2+z3+z4 = 1). The correct conjunctive combination is expressed by three fol-




6 ≤ z2+z4. A similar example shows that IMCs are also not closed under parallel
composition, either.
One way to approach this problem could be to work with two types of specifica-
tions: IMCs for refinement and structural composition, and aprobabilistic logic such
as PCTL [16] on which a logical conjunction is naturally defind. Such a solution is
clearly not satisfactory. Indeed, it is not clear how one cansy thesize a MC (an im-
plementation) that satisfies two PCTL formulas. It is also not possible to structurally
compose two logical PCTL formulas.
The solution promoted in this paper is to enrich the model of IMCs. More precisely,
we introduceConstraint Markov Chains(CMCs) as a foundation for component-based
design of probabilistic systems. CMCs are a further extension of IMCs allowing rich
constraints on the next-state probabilities from any state. Whereas linear constraints
suffice for closure under conjunction, polynomial constraints are necessary for clo-
sure under parallel composition. We provide constructs forrefinement, consistency
checking, logicalandstructural composition of CMC specifications – all indispensable
ingredients of a compositional design methodology.
In CMCs, each state is also labelled with a set of subsets of atomic propositions.
Those propositions represent properties that should be satisfied by the implementation.
The idea being that the satisfaction relation ensures that an implementation matches at
least one of the subsets. This allows the specification to make additional assumptions
on the behaviors of the implementation. Hence, at the level of specification, our model
thus presents choices on subsets of actions. However these coices are independent
from the probabilistic ones in the sense that any CMC whose stat s are labelled with a
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set of subsets of atomic propositions can be turned to an equivalent (in terms of set of
implementations) CMC whose states are labeled with a singlesubset of atomic proposi-
tions. There, choices between the subsets of actions disappear. It is thus not surprising
that our notion of parallel composition is following the widely acceptedprinciple of
separation of concerns. The idea is to separate parallel composition of probability
distributions from synchronization on sets of actions. This separation can be found
in probabilistic specification theories that have probabilistic automata as an underly-
ing semantic model [31, 15, 22, 20]. In fact, we show how probabilistic automata can
be represented as CMCs, and how the traditional notions of parallel composition on
such model can be derived in our framework with precongruence properties obtained
for free. This latter result shows that CMCs capture computation l structure of known
models and operators, laying down a basis for studying shared p operties of many
probabilistic automata based languages. As already mentioned, we exemplify this by
showing how precongruence properties for composition of prbabilistic automata and
known refinements can be obtained by reductions to CMCs.
The notions of satisfaction and strong/weak refinements forCMCs conservatively
extend similar notions for IMCs [13, 23]. We characterize thse relations in terms of
implementation set inclusion. In particular, in the main theorem, we prove that for
deterministic CMCs weak and strong refinements are completewith respect to imple-
mentation set inclusion. In addition, we provide a construction, which for any CMC
S returns a deterministic CMC̺(S) containing the models ofS. Refinement relations
are not complete for non-deterministic CMCs, but one can show t at the weak refine-
ment is more likely to coincide with implementation set inclusion in such a context.
We show that refinement between CMCs with polynomial constraints can be decided
in essentially single exponential time.
Structure of the paper. In Section 2, we introduce the concept of CMCs and a satis-
faction relation with respect to Markov Chains. Consistency, refinement and conjunc-
tion are discussed in Section 3. Structural composition is itroduced in Section 4. In
Section 5, we introduce deterministic CMCs and show that, for this class of CMCs,
strong and weak refinements coincide with inclusion of impleentation sets. Section
6 discusses the class of polynomial CMCs, which is the smallest c ass of CMCs closed
under all the compositional design operations. Section 8 concludes the paper with re-
lated and future work. Due to space constraints, some algorithms and proofs are given
in an appendix.
2 Constraint Markov Chains
Let A,B be sets of propositions withA ⊆ B. The restriction ofW ⊆ B to A is
given byW↓A≡ W ∩ A. If T ⊆ 2B, thenT↓A≡ {W↓A| W ∈ T }. ForW ⊆ A
define theextension ofW to B asW ↑B≡ {V ⊆ B | V ↓A= W}, so the set of
sets whose restriction toA is W . Lift it to sets of sets as follows: ifT ⊆ 2A then
T↑B≡ {W ⊆ B |W↓A∈ T }. LetM,∆ ∈ [0, 1]n×k be two matrices andx ∈ [0, 1]1×k
be a vector. We writeMij for the cell inith row andjth column ofM ,Mp for thepth
row of M , andxi for the ith element ofx. Finally,∆ is acorrespondence matrixiff
0 ≤
∑k
j=1 ∆ij ≤ 1 for all 1 ≤ i ≤ n.
Definition 1 (Markov Chain) P = 〈{1, . . . , n}, o,M,A, V 〉 is a Markov Chain if
{1, . . . , n} is a set of states containing the initial stateo, A is a set of atomic propo-
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1 (e = 1) ∧ (a = b = c = 0)
x1
2
3 (a+ b+ c ≤ 1) ∧ (e = 0)





ϕ1(1)(x) ≡ (x2 ≥ 0.7)
∧(x2 + x3 = 1)
(a) CMCS1, the customer specification








(a = 1) ∧ (e = 0)
(a = 0) ∧ (e = 0)
y1
(e = 1) ∧ (a = b = c = 0)
ϕ2(1)(y) ≡ (y3 ≥ 0.2)
∧(y2 + y3 = 1)
(b) CMCS2, The manufacturer





























Figure 2: Two specifications (CMCs) and two implementations(MCs) of an optic relay
sitions,V : {1, . . . , n} → 2A is a state valuation, andM ∈ [0, 1]n×n is a probability
transition matrix:
∑n
j=1Mij=1 for i=1, . . . , n.
We now introduceConstraint Markov Chains(CMCs for short), a finite representation
for a possibly infinite set of MCs. Roughly speaking, CMCs generalize MCs in that,
instead of specifying a concrete transition matrix, they onl constrain probability values
in the matrix. Constraints are modelled using acharacteristic function, which for a
given source state and a distribution of probabilities of leaving the state evaluates to
1 iff the distribution is permitted by the specification. Similarly, instead of a concrete
valuation function for each state, aconstraint on valuationsis used. Here, a valuation
is permitted iff it is contained in the set of admissible valuations of the specification.
Definition 2 (Constraint Markov Chain) A Constraint Markov Chainis a tupleS =
〈{1, . . . , k}, o, ϕ,A, V 〉, where{1, . . . , k} is a set of states containing the initial state
o, A is a set of atomic propositions,V : {1, . . . , k} → 22
A
is a set of admissible
state valuations andϕ : {1, . . . , k} → [0, 1]k → {0, 1} is a constraint functionsuch
that if ϕ(j)(x) = 1 then thex vector is a probability distribution:x ∈ [0, 1]k and∑k
i=1 xi = 1.
An Interval Markov Chain(IMC for short) [23] is a CMC whose constraint functions
are represented by intervals, so for all1 ≤ i ≤ k there exist constantsαi, βi such that
ϕ(j)(x) = 1 iff ∀1 ≤ i ≤ k, xi ∈ [αi, βi].
Example 1 Two parties, a customer and a vendor, are discussing a designof a relay
for an optical telecommunication network. The relay is designed to amplify an optic
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signal transmitted over a long distance over an optic fiber. The relay should have
several modes of operation, modelled by four dynamically changing properties and
specified by atomic propositionsa, b, c, ande:
Atomic propositions in the optic relay specifications
a ber≤ 10−9 bit error rate lower than 1 per billion bits transmitted
b br > 10Gbits/s The bit rate is higher than 10 Gbits/s.
c P < 10W Power consumption is less than 10 W.
e Standby The relay is not transmitting.
The customer presents CMCS1 (Figure 2a) specifying the admissible behaviour of
the relay from their point of view. States are labelled with formulas characterizing sets
of valuations. For instance,”(a + b + c ≥ 2) ∧ (e = 0)” at state2 of S1 represents
V1(2) = {{a, b}, {b, c}, {a, c}, {a, b, c}}, wherea, b, c, ande range over Booleans.
State 1 specifies a standby mode, where no signal is emitted and only marginal power
is consumed. State 2 is the high power mode, offering a high signal/noise ratio, and
hence a high bit-rate and low error rate, at the expense of a high power consumption.
State 3 is the low power mode, with a low power consumption, low bit-rate and high
error rate. The customer prescribes that the probability ofthe high power mode (state
2) is higher than0.7. The vendor replies with CMCS2 (Figure 2b), which represents
possible relays that they can build. Because of thermal limitations, the low power mode
has a probability higher than0.2.
A stateu of S is (directly) reachablefrom a statei if there exists a probability
distributionx ∈ [0, 1]k with a nonzero probabilityxu, which satisfiesϕ(i)(x).
We relate CMC specifications to MCs implementing them, by extending the def-
inition of satisfaction presented in [23] to observe the valuation constraints and the
full-fledged constraint functions. Crucially, like [23], we abstract from syntactic struc-
ture of transitions—a single transition in the implementation MC can contribute to
satisfaction of more than one transition in the specification, by distributing its proba-
bility mass against several transitions. Similarly many MCtransitions can contribute
to satisfaction of just one specification transition.
Definition 3 (Satisfaction Relation) LetP =〈{1, . . . , n},
oP ,M,AP , VP 〉 be a MC andS=〈{1, . . . , k}, oS , ϕ, AS ,
VS〉 be a CMC withAS ⊆ AP . ThenR ⊆ {1, . . . , n} × {1, . . . , k} is a satisfaction
relationbetween states ofP andS iff wheneverpRu then
1. VP (p)↓AS∈ VS(u), and
2. there exists a correspondence matrix∆ ∈ [0, 1]n×k such that
• for all 1 ≤ p′ ≤ n withMpp′ 6= 0,
∑k
j=1 ∆p′j = 1;
• ϕ(u)(Mp ×∆) holds, and if∆p′u′ 6= 0 thenp′R u′.
We writeP |= S iff there exists a satisfaction relation relatingoP andoS , and callP an
implementationof S. The set of all implementations ofS is given by[[S]] ≡ {P | P |=
S}. Rows of∆ that correspond to reachable states ofP always sum up to 1. This is
to guarantee that the entire probability mass of implementation transitions is allocated.
For unreachable states, we leave the corresponding rows in∆ u constrained.P may
have a richer alphabet thanS, in order to facilitate abstract modelling: this way an
implementation can maintain local information using interal variables. Algorithms
to decide satisfaction are particular cases of algorithms to deciderefinementbetween
CMCs. See the next section.
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(a+ b+ c ≥ 2) ∧ (e = 0)
[
(a+ b+ c ≤ 1)∨
((a = 0) ∧ (b = c = 1))
]








(e = 1) ∧ (a = b = c = 0)
ϕ4(1)(x) ≡ (x1 = 0) ∧ (x2 ≥ 0.7)
∧ (x3 ≥ 0.2) ∧ (x2 + x3 = 1)














ϕ3(1, 1)(Z) ≡ (∀j. z1,j = 0)
∧ (z2,2 + z2,3 ≥ 0.7)
∧ (z2,2+z2,3+z3,2+z3,3 = 1)
∧ (∀i. zi,1 = 0) ∧ (z2,3 + z3,3 ≥ 0.2)
(b) S3 = S1 ∧ S2. Constraints on propositions,
pairwise conjunctions of constraints ofS1 and











































































(d) Weak refinement for initial states ofS3 andS4
Figure 3: Examples of refinement, conjunction and satisfaction for CMCs
Example 2 We illustrate the concept of correspondence matrix betweenSpecification
S1 (given in Figure 2a) and ImplementationP2 (given in Figure 2d). The CMCS1 has
three outgoing transitions from state 1 but, due to constrain function in1, the transition
labelled withx1 cannot be taken (the constraint impliesx1 = 0). The probability
mass going from state 1 to states 2 and 3 inP2 corresponds to the probability allowed
by S1 from its state1 to its state2; The redistribution is done with the help of the
matrix∆ given in Figure 3c. Theith column in∆ describes how big fraction of each
transition probability (for transitions leaving 1) is associated with probabilityxi in S1.
Observe that the constraint functionϕ1(1)(0, 0.8, 0.2) = ϕ1(1)((0, 0.7, 0.1, 0.2)×∆)
is satisfied.
CMC semantics follows the Markov Decision Process (MDP) tradi ion [32, 7]. The
MDP semantics is typically opposed to the Uncertain Markov Chain semantics, where
the probability distribution from each state is fixed a priori.
States of CMCs are labeled with set of subsets of atomic propositions. A single set
of propositions represents properties that should be satisfied by the implementation. A
set of sets models a choice of properties, with the idea beingthat the satisfaction re-
lation ensures that an implementation matches at least one of th subsets. This allows
the specification to make additional assumptions on the behaviors of the implementa-
INRIA
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tion. For an implementation, in each state the discrete choice f proposition set and the
probabilistic choice of successor are independent.
It turns out that any CMC whose states are labelled with a set of subsets of atomic
propositions can be turned into an equivalent (in terms of sets of implementations)
CMC whose states are labeled with sets that contains a singlesubset of atomic propo-
sitions. Hence working with sets of subsets of valutations is a kind of modeling sugar
that can be removed with a transformation to thesingle valuation normal form.
Definition 4 We say that a CMC is in aSingle Valuation Normal Formif all its admis-
sible valuation sets are singletons (|V (i)| = 1 for each1 ≤ i ≤ k).
More precisely every consistent CMC (except those that havemore than one admissi-
ble valuation in the initial state) can be transformed into the normal form preserving
its implementation set. A polynomial time normalization algorithm can be found in
Appendix .9.
3 Consistency, Refinement and Conjunction
Consistency.A CMC S is consistentif it admits at least one implementation. We now
discuss how to decide consistency. A stateu of S is valuation consistentiff V (u) 6= ∅;
it is constraint consistentiff there exists a probability distribution vectorx ∈ [0, 1]1×k
such thatϕ(u)(x) = 1. It is easy to see that ifeach stateof S is both valuation and con-
straint consistent thenS is also consistent. However, inconsistency of a state does nt
imply inconsistency of the specification. Indeed, an inconsistent state could be made
unreachable by forcing the probabilities to reach it to zero. The operations presented
later in this paper may introduce inconsistent states, leaving a question if a resulting
CMC is consistent. In order to decide whetherS is inconsistent, state inconsistencies
are propagated throughout the entire state-space using apruning operatorβ that re-
moves inconsistent states fromS. The resultβ(S) is a new CMC, which may still
contain some inconsistent states. The operator is applied iteratively, until a fixpoint is
reached.S is consistent if the resulting CMCβ∗(S) contains at least one state. The
formal definition is given in Appendix .2.
It can be shown (see Appendix .3) that pruning preserves the set of implementations.
Proposition 5 LetS be a CMC. We have that[[S]] = [[β(S)]].
The fixpoint ofβ, and thus the entire consistency check, can be computed using a
quadratic number of state consistency checks. The complexity of each check depends
on the constraint language chosen.
Refinement. Comparing specifications is central to stepwise design methodologies.
Systematic comparison enables simplification of specificatons (abstraction) and adding
details to specifications (elaboration). Usually specifications are compared using are-
finementrelation. Roughly, ifS1 refinesS2, then any model ofS1 is also a model of
S2.
We will now introduce two notions of refinement for CMCs that ex end two well
known refinements for IMCs [23, 13]. We not only generalize thse refinements, but,
unlike [23, 13], we also characterize them in terms of implementation set inclusion -
also calledthorough refinement- and computational complexity.
The strong refinement between IMCs, by Jonsson and Larsen [23], extends to
CMCs in the following way:
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Definition 6 (Strong Refinement) Let S1 = 〈{1, . . . , k1}, o1, ϕ1, A1, V1〉 andS2 =
〈{1, . . . , k2}, o2, ϕ2, A2, V2〉 be CMCs withA2 ⊆A1. A relationR ⊆ {1, . . . , k1}×
{1, . . . , k2} is a strong refinement relationbetween states ofS1 andS2 iff whenever
vR u then
1. V1(v)↓A2⊆ V2(u), and
2. there exists a correspondence matrix∆ ∈ [0, 1]k1×k2 such that for all probability
distribution vectorsx ∈ [0, 1]1×k1 if ϕ1(v)(x) holds then
• For all 1 ≤ i ≤ k1, xi 6= 0 ⇒
∑k2
j=1 ∆ij = 1;
• ϕ2(u)(x×∆) holds and
• if ∆v′u′ 6= 0 thenv′ Ru′.
We say thatS1 strongly refinesS2 iff o1 R o2.
Strong refinement imposes a “fixed-in-advance” correspondence matrix regardless
of the probability distribution satisfying the constraintfunction. In contrast, theweak
refinement, which generalizes the one proposed in [13] for IMCs, allowschoosing a
different correspondence matrix for each probability distribution satisfying the con-
straint:
Definition 7 (Weak Refinement) Let S1 = 〈{1, . . . , k1}, o1, ϕ1, A1, V1〉 andS2 =
〈{1, . . . , k2}, o2, ϕ2, A2, V2〉 be CMCs withA2 ⊆ A1. The relationR ⊆ {1, . . . , k1}×
{1, . . . , k2} is aweak refinement relationiff vRu implies:
1. V1(v)↓A2⊆ V2(u) and
2. for any distributionx∈ [0, 1]1×k1 satisfyingϕ1(v)(x), there exists a matrix∆ ∈
[0, 1]k1×k2 such that
• For all 1 ≤ i ≤ k1, xi 6= 0 =⇒
∑k2
j=1 ∆ij = 1;
• ϕ2(u)(x×∆) holds and
• ∆v′u′ 6= 0 ⇒ v′ Ru′.
CMCS1 (weakly) refinesS2, writtenS1  S2, iff o1 R o2.
Example 3 Figure 3d illustrates a family of correspondence matrices parametrized
by γ, witnessing the weak refinement between initial states ofS3 andS4 (defined in
Figures 3a–3b). The actual matrix used in proving the weak refinement depends on the
probability distribution vectorz that satisfies the constraint functionϕ3 of state(1, 1).
Takeγ = 0.7−z22z23 if z22≤ 0.7 andγ =
0.8−z22
z23
otherwise (z22 ≤ 0.8 by definition). It
is easy to see thatϕ3((1, 1))(z) impliesϕ4(1)(z×∆).
Both weak and strong refinements imply implementation set inclusion (see Ap-
pendix .10). In Section 5, we shall see that the converse holds f r a particular class of
CMCs. However, this is not the case in general: strong refinement is strictly stronger
than weak refinement, which is strictly stronger than implementation set inclusion.
Formally, we have the following proposition.
Proposition 8 There exist CMCsSa, Sb, Sc andSd such that
• Sa weakly refinesSb, andSa does not strongly refineSb;
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• [[Sc]] ⊆ [[Sd]], andSc does not weakly refineSd.
So our refinement relations for CMCs can be ordered from finestto coarsest: the strong
refinement, the weak refinement, and the implementation set inclusion. As the imple-
mentation set inclusion is theultimaterefinement, checking finer refinements is used
as a pragmatic syntax-driven, but sound, way of deciding it.Algorithms for checking
strong and weak refinements are discussed in Appendix .0.1. Those algorithms are
polynomial in the number of state, but the treatment of each state depends on the com-
plexity of the constraints. Finally, let us mention that lower-bounds for the strong and
weak refinement checking remain open problems.
Conjunction. Conjunction, also calledlogical composition, combines requirements
of several specifications.
Definition 9 (Conjunction) LetS1 = 〈{1, . . . , k1}, o1, ϕ1,
A1, V1〉 andS2 = 〈{1, . . . , k2}, o2, ϕ2, A2, V2〉 be two CMCs. The conjunction ofS1
andS2, writtenS1∧S2, is the CMCS = 〈{1, . . . , k1}×{1, . . . , k2}, (o1, o2), ϕ, A, V 〉
withA = A1 ∪ A2, V ((u, v)) = V1(u)↑A ∩V2(v)↑A, and















Conjunction may introduce inconsistent states and thus itsuse should normally be fol-
lowed by applying the pruning operatorβ∗. As already stated in the introduction, the
result of conjoining two IMCs is not an IMC in general, but a CMwhose constraint
functions are systems of linear inequalities. Figure 3b depicts a CMCS3 expressing
the conjunction of IMCsS1 andS2 (see Figures 2a–2b). The constraintz2,3+z3,3≥0.2
in state(1, 1) cannot be expressed as an interval.
As expected, conjunction of two specifications coincides with their greatest lower
bound with respect to the weak refinement (also calledshared refinement).
Theorem 10 LetS1, S2 andS3 be three CMCs. We have (a)((S1 ∧ S2)  S1) and
((S1 ∧ S2)  S2) and (b) if(S3  S1) and(S3  S2), thenS3  (S1 ∧ S2).
In fact, as follows from the later results of Section 5, the set of implementations of a
conjunction of twodeterministicspecificationsS1 andS2 coincides with the intersec-
tion of implementation sets ofS1 andS2 (the greatest lower bound in the lattice of
implementation sets).
4 Compositional Reasoning using the Principle of Sep-
aration of Concerns
Let us now turn tostructural composition. In our theory, as we already said in the
introduction and after presenting CMCs, choices regardingthe set of valuations and
stochastic choices are independent from each others. This property of the model nat-
urally leads to a definition of the parallel composition operato based on the principle
of separation of concerns. The idea is that probabilistic behaviours are composed sep-
arately from the synchronization of the sets of state valuations. This allows realizing
probabilistic composition as a simple product of independent istributions.
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(d) (S ‖ S′) ∧ Sync
Figure 4: Parallel composition and synchronization of CMCs
Remark 1 The principle of separation of concerns is intensively usedin the definition
of parallel composition for many systems that mix stochastic and non-deterministic
choices. Among them, one can cite many theories for probabilistic process algebra
[31, 22]. Similar principles are also applied for continuous time stochastic models, in
a slightly different setting based on CTMCs [20]. In Section7, we shall see that our
structural composition covers the one of probabilistic automata.
Following the separation of concerns principle, components are composed first into
a product (or effectively just a vector of independent entities), and then synchronized
by constraining their behaviour. This design is both simpleand expressive: it allows
applying diverse synchronization mechanisms, beyond justmatching inputs to outputs.
Moreover it elegantly exploits the prior knowledge on logical omposition, as the syn-
chronization operator turns out to be realizable using conjunction.
We start by discussing how systems and specifications can be composed in a non-
synchronizing way, then we introduce a notion of synchronization. The non-synchronizing
independentcomposition is largely just a product of two MCs (or CMCs).
Definition 11 (Parallel Composition of MCs) Let P1 =
〈{1, . . . , n1}, o1,M ′, A1, V1〉 and P2 = 〈{1, . . . , n2}, o2,M ′′,
A2, V2〉 be two MCs withA1∩A2 = ∅. The parallel composition ofP1 andP2 is
the MCP1 ‖ P2 = 〈{1, . . . , n1} × {1, . . . , n2}, (o1, o2),M,A1 ∪ A2, V 〉 where:
M ∈ [0, 1](n1×n2)×(n1×n2) is such thatM(p,q)(r,s) = M ′pr · M
′′
qs; andV ((p, q)) =
V1(p) ∪ V2(q).
This definition extends to the general case of CMCs.
Definition 12 (Parallel Composition of CMCs) Let S1 =
〈{1, . . . , k1}, o1, ϕ1, A1, V1〉 and S2 = 〈{1, . . . , k2}, o2, ϕ2,
A2, V2〉 be CMCs withA1 ∩ A2 = ∅. The parallel composition ofS1 and S2 is
the CMCS1 ‖ S2 = 〈{1, . . . , k1} × {1, . . . , k2}, (o1, o2), ϕ, A1 ∪ A2, V 〉, where
ϕ((u, v))(z1,1, z1,2, . . . z2,1, . . . , zk1,k2) = ∃x1, . . . , xk1 , y1, . . . , yk2 ∈ [0, 1] such that
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∀(i, j) ∈ {1, . . . , k1} × {1, . . . , k2} we havezi,j = xi · yj andϕ1(u)(x1, . . . , xk1 ) =
ϕ2(v)(y1, . . . , yk2) = 1. Finally, V ((u, v)) = {Q1 ∪Q2 | Q1 ∈ V1(u), Q2 ∈ V2(v)}.
It is worth mentioning that IMCs are not closed under compositi n. Consider IMCsS
andS′ given in Figure 4a and their compositionS ‖ S′ given in Figure 4b. Assume
first thatS ‖ S′ is an IMC. As a variablezij is the product of two variablesxi andyj, if
S ‖ S′ is an IMC, then one can show that the interval forzij is obtained by computing
the products of the bounds of the intervals over whichxi andyj range. Hence, we can
show thatz11 ∈ [0, 1/2], z12 ∈ [0, 1/3], z21 ∈ [1/6, 1], z22 ∈ [0, 2/3]. Let [a, b] be the
interval for the constraintzij , it is easy to see that there exist implementationsI1 of S1
andI2 of S2 such thatI1 ‖ I2 satisfies the constraintzij = a (resp.zij = b). However,
while each bound of each interval can be satisfied independently, some points in the
polytope defined by the intervals and the constraint
∑
zij = 1 cannot be reached. As
an example, considerz11 = 0, z12 = 1/3, z21 = 1/3, z22 = 1/3. It is clearly inside the
polytope, but one cannot find an implementationI of S ‖ S′ satisfying the constraints
given by the parallel composition. Indeed, havingz11 = 0 implies thatx1 = 0 and
thus thatz12 = 0.
Theorem 13 If S′1, S
′
2, S1, S2 are CMCs thenS
′
1  S1 and S
′
2  S2 impliesS
′
1 ‖
S′2  S1 ‖ S2, so the weak refinement is a precongruence with respect to parallel
composition. Consequently, for any MCsP1 andP2 we have thatP1 |=S1 ∧ P2 |=S2
impliesP1 ‖P2 |= S1 ‖S2.
As alphabets of composed CMCs have to be disjoint, the composition does not
synchronize the components on state valuations like it is typically done for other (non-
probabilistic) models. However, synchronization can be introduced by conjoining the
composition with asynchronizer—a single-state CMC whose valuation function relates
the atomic propositions of the composed CMCs.
Example 4 CMC S ‖ S′ of Figure 4b is synchronized with the synchronizerSync
given in Figure 4c.Sync removes fromS ‖ S′ all the valuations that do not satisfy
(a = d) ∧ (b = ¬c). The result is given in Figure 4d. Observe that an inconsistency
appears in State(1, 1). Indeed, there is no implementation of the two CMCs that can
synchronize in the prescribed way. In general inconsistencies like this one can be un-
covered by applying the pruning operator, which would return an empty specification.
So synchronizers enable discovery of incompatibilities betwe n component specifica-
tions in the same way as it is known for non-probabilistic specification models.
Synchronization is associative with respect to composition, which means that the order
of synchronization and composition is inessential for finalfunctionality of the system.
Theorem 14 Let S1, S2 andS3 be three CMCs with pairwise disjoint sets of propo-
sitionsA1, A2 andA3. Let Sync123 be a synchronizer overA1 ∪ A2 ∪ A3 and let
Sync12 be the same synchronizer with its set of propositions restricted toA1 ∪A2. The
following holds[[[((S1 ‖ S2)∧Sync12) ‖ S3]∧Sync123]] = [[(S1 ‖ S2 ‖ S3)∧Sync123]].
Finally, synchronized composition also supports component-based refinement in
the style of Theorem 13:
Theorem 15 If S′1, S
′







2) ∧ Sync  (S1 ‖S2) ∧ Sync.
Consequently, a modeller can continue independent refinemet of specifications un-
der synchronization, knowing that the original synchronized specification will not be
violated.
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ϕT (1)(x1, x2, x3, x4) =
((x2 = 1 ∧ x3 = 0)
∨(x2 = 0 ∧ x3 = 1))
x3
Figure 5: A CMCT whose set of implementations cannot be represented with a deter-
ministic CMC
5 Deterministic CMCs
Clearly, if all implementations of a specificationS1 also implement a specificationS2,
then the former is a proper strengthening of the latter. Indeed, S1 specifies imple-
mentations that break no assumptions that can be made about implementations ofS2.
Thus implementation set inclusionis a desirable refinement for specifications. Un-
fortunately, this problem is still open, and, as we have said, the weak and the strong
refinement soundly approximate it. Had that approximation been complete, we would
have had an effective decision procedure for implementation set inclusion. In this sec-
tion, we argue that this indeed is the case for an important subclass of specifications:
deterministic CMCs. A CMC S is deterministiciff for every statei, states reachable
from i have pairwise disjoint admissible valuations:
Definition 16 LetS = 〈{1, . . . , k}, o, ϕ,A, V 〉 be a CMC.S is deterministiciff for all
statesi, u, v ∈ {1, . . . , k}, if there existsx ∈ [0, 1]k such that(ϕ(i)(x) ∧ (xu 6= 0))
andy ∈ [0, 1]k such that(ϕ(i)(y) ∧ (yv 6= 0)), then we have thatV (u) ∩ V (v) = ∅.
In Figures 2a and 2b, bothS1 andS2 are deterministic specifications. In particular
states2 and3, reachable from1 in both CMCs, have disjoint constraints on valuations.
On the other hand, the CMCT given in Figure 5 is non-deterministic. Indeed, for
States2 and3, which can both be reached from State1, we have thatVT (2)∩VT (3) =
{{a, c}} 6= ∅.
Deterministic CMCs are less expressive than non-deterministic ones, in the sense
that the same implementation sets cannot sometimes be expressed. Consider again
the CMCT given in Figure 5. It is such that its set of implementations cannot be
represented by a deterministic CMC. Indeed, any merging of States2 and3 in T would
result in a CMC that accepts models where one can loop on valuation {a, c} and then
accept valuation{a} with probability1. Such a model cannot be accepted byT .
Proposition 17 Conjunction and composition preserve determinism.
In Appendix .0.2, we present a determinization algorithm that can be applied to any
CMCS whose initial state is a single valuation set. The result of the algorithm is a new
CMC weakly refined byS. Consequently the implementation set of the result includes
the one ofS (see Appendix .8). This character of determinization resembl s the known
determinization algorithms for modal transition systems [3].
We now state one of the main theorems of the paper: the weak refinement is com-
plete with respect to implementation set inclusion for deterministic CMCs:
Theorem 18 Let S1 = 〈{1, . . . , k1}, o1, ϕ1, A1, V1〉 andS2 = 〈{1, . . . , k2}, o2, ϕ2,
A2, V2〉 be two consistent single valuation normal form deterministic CMCs withA2 ⊆
A1. We have[[S1]] ⊆ [[S2]] ⇒ S1  S2.
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Proof:
We present a sketch of the proof and refer to Appendix .11 for details. We construct
the refinement relation by relating all pairs of states ofS1 andS2 for which imple-
mentation inclusion holds. LetR ⊆ {1, . . . , k1} × {1, . . . , k2} such thatvRu iff for
all MC I and statep of I we havep |= v ⇒ p |= u. As we consider pruned CMCs,
there exist implementations for all states. Then the usual,albeit complex and long in
this case, coinductive proof technique is applied, showingthat this relation is indeed a
weak refinement relation. The crucial point of the argument lies in proving the closure
property — i.e. that if aS1 stateu advances possibly tou′, then indeed the correspond-
ing statev of S2 can also advance tov′ and the(u′, v′) pair is in R. In other words
that implementation inclusion of predecessors implies theimplementation inclusion of
successors. This is proven in an ad absurdum argument. Roughly, assume that there
would exist an implementationI ′ of u′ which is not an implementation ofv′. Then
one can construct an implementationI ′′ of u which evolves asI ′. This implementation
would not implementv′ but could implement some other state ofS2. This case is ruled
out by requiring determinism and a normal form ofS2. Then the only way forI ′′ to
evolve is to satisfyv′ which contradicts the assumption thatI ′ is not an implementation
of v′.
Since any consistent CMC with a single valuation in initial state can be normalized,
Theorem 18 holds even ifS1 andS2 are not in single valuation normal form. Thus,
weak refinement and the implementation set inclusion coincide on the class of deter-
ministic CMCs with at most single valuation in the initial state. Finally, Theorem 18
also holds for strong refinement. Indeed, the following theorem states that weak and
strong refinements coincide on the class of deterministic CMCs.
Theorem 19 Let S1 = 〈{1, . . . , k1}, o1, ϕ1, A, V1〉 and S2 = 〈{1, . . . , k2}, o2, ϕ2,
A, V2〉 be two deterministic CMCs in normal form. If there exists a weak refinement
relationR such thatS1 RS2, thenR is also a strong refinement relation.
Finally, the above results on completeness for deterministic specifications carry
over to refinements of [23] and [13], which are special cases of our refinements. Com-
pleteness properties for these refinements were open problems until now.
Discussion: A weaker Definition of Determinism. Our notion of determinism may
look too strong. Indeed, it assumes that, from a given statei, one cannot reach two
statesu andv that share common sets of valuations. The assumption is madeindepen-
dently of the distributions used to reach the two states, i.e., it may be the case that there
exists no distribution in where bothu andv can be reached simultaneously. A natural
way to solve the problem would be to consider a weaker versionof determinism. More
precisely, we say that a CMCS = 〈{1, . . . , k}, o, ϕ,A, V } is weakly deterministic if
whenever there existsx ∈ [0, 1]k and statesi, u, v such thatϕ(i)(x) andxu > 0 and
xv > 0, we haveV (u)∩V (v) = ∅. This version of determinism is weaker than the one
given in Definition 16. Indeed, only states that can be reached by the same distribution
should have disjoint sets of valuations. Though this notionseems reasonable, one can
show (see Appendix .4 for a proof) that there exist two weaklydeterministic CMCsSc
andSd such thatSc thoroughly but not weakly refinesSd. Hence working with this
weaker, but natural, version of determinism does not close the gap between weak and
thorough refinements.
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6 Polynomial CMCs
It is not surprising that CMCs are closed under both logical and structural composi-
tions. Indeed, CMCs do not make any assumptions on constraint functions. There are
however many classes of constraints that are practically intractable. While this paper is
mainly concerned with the development of the theoretical foundations for CMCs, we
now briefly study classes of CMCs for which operations on constraints required by our
algorithms can be managed quite efficiently.
A first candidate could be linear constraints, which is the obvi us generalization
of interval constraints. Unfortunately, linear constraints CMCs are not closed under
structural composition. Indeed, as we have seen in Section 4the composition of two
linear constraints leads to a polynomial constraint. However, what is more interesting
is that polynomial constraintsareclosed under both logical and structural composition
and that these operations do not increase the quantifier altern tions since they only
introduce existential quantifiers. Hence, one can claim that CMCs with polynomial
constraints and only existential quantifiers are certainlythe smallest extension of IMCs
closed under all operations.
From the algorithmic point of view, working with polynomialconstraints should
not be seen as an obstacle. First, we observe that algorithmsfor logical and structural
composition do not require any complex operations on polynomials. The refinements
algorithms (presented in the appendix) are polynomial in the number of states, and each
iteration requires a quantifier elimination. This procedure is known to be double ex-
ponential in general, but there exist efficient single exponential algorithms [4, 5] when
quantifier alternations are fixed. Those algorithms are imple ented in Maple [33]. The
pruning operation is polynomial in the number of states, buteach iteration also requires
an exponential treatment as one has to decide whether the constraints have at least a
solution. Again, such problem can be solved with efficient algorithms. Finally, deter-
minizing a CMC can be performed with a procedure that is similar to the determiniza-
tion procedure for finite-state automata. Such a procedure is naturally exponential in
the number of states.
7 Discussion of Refinement and Composition
CMCs are a newcomer in a long series of probabilistic modeling la guages and ab-
stractions for them. Throughout the paper we have indicatedthat many of our results
directly translate to simpler abstractions, like IMCs. We shall now further discuss this
foundational aspect of CMCs, showing how they subsume a few established notions of
refinement and composition for probabilistic automata (andfor process algebra based
on them).
Below we write Dist(S) for the set of all probability distributions over a finite
setS. Given two setsS andT and a probability distributionα ∈ Dist(S × T ), we
denote the marginal distribution overS asαs,T =
∑
t∈T αs,t, and similarly forT .
We say thatϕ is anon-deterministic distribution constraintover setI if all solutions
x of ϕ are point distributions; so∃i. xi = 1. Write [
i
S ] to denote a particular point
distribution for which[ iS ]i = 1. Notice that non-deterministic distribution constraints
model a non-deterministic choice of an element fromS. They will be used to encode
non-determinism in CMCs.
A probabilistic automaton (PA for short) [31] is a tupleS = (S,Act,→, s1), where
S is a finite set of states,→⊆ S×Act×Dist(S) is a finite transition relation and
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Figure 6: Reducing a PA to CMC. Therêπ denotes a distribution constraint, which has
a unique solutionπ.
s1 ∈ S is the initial state. Thederived combined transition relationof S is given by
−→c ∈ S×Act×Dist(S). If π ∈ Dist(S) and̺ ∈ Dist(T ) thenπ⊗̺ denotes the unique
independent product distribution such that(π⊗̺)s,t = πs · ̺t.
We say that a−→c̺ iff ̺ is a convex linear combination of vectors from̺= {̺i |
t a−→̺i}, so̺ = ̺×λ, whereλ is a distribution vectorλ ∈ [0, 1]|̺|. We interpret̺ as
a matrix, whereith column is a distribution̺i.
Consider two PAS = (S,Act,→S , s0) andT = (T,Act,→T , t0). For a binary
relationR ⊆ S × T we define a derived relationR∗ ⊆ Dist(S) × Dist(T ) such that
πR∗̺ iff there exists a distributionα ∈ Dist(S × T ) and (1)αq,T = πq for all q ∈ S,
(2)αS,r=̺r for all r∈T and (3)αs,t 6=0 impliessRt.
Definition 20 (Simulation [31]) A relationR ⊆ S×T is a simulationiff (s, t) ∈ R
implies that whenevers a−→π for a distributionπ, thent
a
−→̺ for distribution̺ such
thatπR∗̺.
R is a probabilisticsimulation iff(s, t)∈R implies that ifs a−→π thent
a
−→c̺ for
some distribution̺ , andπR∗̺.
Let A ⊆ Act be the subset of actions on whichS andT should synchronize. The
parallel compositionof S andT is a PAS ‖ T = (S×T,Act,→, (s0, t0)), where→ is
the largest transition relation such that(s, t) a−→π ⊗ ̺ if:
a ∈ A ands a−→Sπ andt
a
−→T̺, or
a /∈ A ands a−→Sπ and̺ = [ tT ], or
a /∈ A andπ = [ sS ] andt
a
−→T ̺.
We now propose a linear encoding of PAs into CMCs, which reducs simulation
and composition of PAs to refinement and composition of CMCs (see Fig. 6). Let
S= ({s1, . . . , sk},Act,→, s0) be a PA. And letl be the number of reachable action-
distribution pairs, soΩS = {(a1, π1), . . . , (al, πl)}= {(a, π) | ∃s ∈ S. s
a
−→π}. The
corresponding CMC iŝS = ({1, . . . , 2k+l}, 1, ϕ̂,Act∪⊥, V̂ }) , where⊥ /∈ Act. Ŝ
has three kinds of states. Type-1 states,1 . . . k, correspond directly to states ofS.
Distributions leaving these states model a non-deterministic choice. Type-2 states,
k + 1, . . . , 2k, model a possibility that a component remains idle in a state. Type-3
states,2k+1, . . . , 2k+l model the actual distributions ofS.
V̂ assigns value{∅} to type-1 states and value{{⊥}} to type-2 states. For type-3:
V̂ (2k + i′) = {{ai′}} for 1 ≤ i′ ≤ l. The distribution constraints are as follows:
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ϕ̂(i)(x) if i is type-1 and
x = [ k+i1..2k+l ] or si
ai′−−−→πi′ ∧ x= [
2k+i′
1..2k+l ] for 1≤ i
′≤ l.
ϕ̂(k + i)(x) if k+ i is type-2 andx= [ i1..2k+l ].
ϕ̂(2k + i′)(x) if 2k + i′ is type-3 andx = πi′
We can now relate simulation of PA to refinement of CMCs:
Theorem 21 T simulatesS iff Ŝ strongly refineŝT.
Another, very similar, but slightly more complicated, encoding exists, for which
weak refinement coincides withprobabilisticsimulation. See Appendix .14 for details.
The same encoding is used to characterize parallel composition of PAs using par-
allel composition of CMCs.
Theorem 22 For two PAsS andT over the same set of synchronizing actions Act and
a setA ⊆ Act we have that̂S ‖ T is isomorphic to
((Ŝ ‖ T̂[a′/a]a∈Act) ∧ SA) [a/(a,a′); a/(a,⊥′); a/(⊥,a′)]a∈Act
whereSA is a synchronizer over Act⊥ × Act
′
⊥′ defined by
(∀a∈A. a⇐⇒ a′) ∧ (∀a /∈A. (a=⇒⊥′) ∧ (a′ =⇒⊥))
ExpressionS[a′1/a1; . . . ; a
′
n/an]a1,...,an∈Act denotes a substitution, substituting a primed
version of nameai for each occurrence inai, for all actions inAct.
Interestingly, the precongruence property for the parallel composition of PAs is
obtained for free as a corollary of the above two reduction theorems and Thm. 13. Simi-
larly, we obtain precongruencewith probabilistic simulation using a suitable encoding—
a good example how CMCs can be used to study properties of simpler languages in a
generic way.
8 Related Work and Concluding Remarks
We have presented CMCs—a new model for representing a possibly infinite family of
MCs. Unlike the previous attempts [23, 13], our model is closed under many design
operations, including composition and conjunction. We have studied these operations
as well as several classical compositional reasoning properties, showing that, among
others, the CMC specification theory is equipped with a complete refinement relation
(for deterministic specifications), which naturally interacts with parallel composition,
synchronization and conjunction. We have also demonstrated how our framework can
be used to obtain properties for less expressive languages,by u ing reductions.
Two recent contributions [13, 25] are related to our work. Fecher et al. [13] pro-
pose a model checking procedure for PCTL [8] and Interval Markov Chains (other
procedures recently appear in [7, 14]), which is based on weak r finement. However,
our objective is not to use CMCs within a model checking procedur for probabilistic
systems, but rather as a specification theory.
Very recently Katoen and coauthors [25] have extended Fecher’s work to Interac-
tive Markov Chains, a model for performance evaluation [18, 21].Their abstraction
uses the continuous time version of IMCs [24] augmented withmay and must transi-
tions, very much in the spirit of [26]. Parallel compositionis defined and studied for
this abstraction, however conjunction has been studied neither in [13] nor in [25].
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Over the years process algebraic frameworks have been proposed f r describing and
analyzing probabilistic systems based on Markov Chains (MCs) and Markov Decision
Processes [20, 1, 29]. Also a variety of probabilistic logics have been developed for
expressing properties of such systems, e.g., PCTL [16]. Both traditions support refine-
ment between specifications using various notions of probabilistic simulation [13, 23]
and, respectively, logical entailment [19]. Whereas the process algebraic approach
favors structural composition (parallel composition), the logical approach favors logi-
cal composition (conjunction). Neither of the two supportsbothstructural and logical
composition.
As a future work, it would be of interest to design, implementa d evaluate efficient
algorithms for procedures outlined in this paper. We will also study the decidability of
the set inclusion problem. We would also like to define a quotient relation for CMCs,
presumably building on results presented in [28]. The quotienting operation is of par-
ticular importance for component reuse. One could also investigate applicability of
our approach in model checking procedures, in the same styleas Fecher and coau-
thors have used IMCs for model checking PCTL [13]. Finally, it would be interesting
to extend our composition operation by considering products of dependent probability
distributions in the spirit of [11].
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The following appendix contains proofs of the most essential claims. It also con-
tains algorithms that had to be removed from the main text of the paper. The appendix
is to be reviewed at the discretion of the programme committee.
.0.1 An Algorithm for Checking Refinement
We now briefly discuss algorithms for checking weak and strong refinements between
two CMCsS1 = 〈{1, . . . , k1}, o1, ϕ1, A1, V1〉 andS2 = 〈{1, . . . , k2}, o2, ϕ2, A2, V2〉
with k1, k2≤n. Checking whether a relationR ⊆ {1, . . . , k1} × {1, . . . , k2} is a
strong (resp. weak) refinement relation reduces to checking, for all (i, j) ∈ R),





j′ ∆i′j′ = 1) ∧
∧
i′,j′(i
′Rj′ ∨∆i′j′ = 0) for the strong refinement, and




j′ ∆i′j′ = 1)∧
∧
i′,j′(i
′Rj′∨∆i′j′ = 0) for
the weak refinement. Strong and weak refinements can be decideby iterated strength-
ening ofR with refinement formulas, starting fromR0 = {(i, j)|V1(i) ↓A2⊆ V2(j)},
until either(o1, o2) 6∈ R, in which caseS1 does not strongly (resp. weakly) refineS2,
orR is found to be a strong (resp. weak) refinement.
The exact complexity of the algorithm depends on the type of constraints that are
used in the specifications. As an example, consider that all the constraints inS1 andS2
are polynomial of degreed with less thank bound variables – we shall see that poly-
nomial constraints is the least class under which CMCs are closed. There, deciding
refinement formulas can be done by quantifier elimination. When t e number of quan-
tifier alternations is constant, thecylindrical algebraic decomposition algorithm[4, 5],
implemented in Maple [33], performs this quantifier eliminat on in time double ex-




However, considering constraintsϕ contain only existential quantifiers, quantifier
alternation is either one or two for strong refinement and exactly one for weak refine-
ment. There are quantifier elimination algorithms that haveworst case complexity
single exponential only in the number of variables, although they are double exponen-
tial in the number of quantifier alternations [2]. Thanks to these algorithms, deciding
whetherR is a strong (resp. weak) refinement relation can be done in time s ngle ex-
ponential in the number of statesn andk, the number of bound variables appearing in
the constraints:O(n2sP (n,k)dP (n,k)) whereP is a polynomial.
.0.2 A Determinisation Algorithm
The determinization algorithm in Section 5 is presented in the following definition.
Definition 23 Let S = 〈{1, . . . , k}, o, ϕ,A, V 〉 be a consistent CMC in the single
valuation normal form. Letm < k andh : {1, . . . , k} → {1, . . . ,m} be a surjection
such that (1){1, . . . , k} = ∪v∈{1,...,m}h−1(v) and (2) for all1 ≤ i 6= j ≤ k, if there
exists1 ≤ u ≤ k andx, y ∈ [0, 1]k such that(ϕ(u)(x)∧xi 6= 0) and(ϕ(u)(y)∧ yj 6=
0), then(h(i) = h(j) ⇐⇒ V (i) = V (j)); otherwiseh(i) 6= h(j). A deterministic
CMC forS is the CMC̺(S) = 〈{1, . . . ,m}, o′, ϕ′, A, V ′〉 whereo′ = h(o), ∀1 ≤ i ≤
k, V ′(h(i)) = V (i), and for each1 ≤ i ≤ m,
ϕ′(i)(y1, . . . , ym) = ∃x1, . . . , xk,∨
u∈h−1(i)[(∀1 ≤ j ≤ m, yj =
∑
v∈h−1(j) xv)
∧ϕ(u)(x1, . . . , xk)].
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.1 Correspondence matrices
Definition 24 Define the following operations:
1. If ∆ ∈ [0, 1]k×q and∆′ ∈ [0, 1]k×r are two correspondence matrices, we define
∆′′ = ∆⊗∆′ by∆′′ ∈ [0, 1]k×(q·r) and∆′′i(j,n) = ∆ij ·∆
′
in;
2. If ∆ ∈ [0, 1]k×q and∆′ ∈ [0, 1]r×s are two correspondence matrices, we define
∆′′ = ∆⊙∆′ by∆′′ ∈ [0, 1](k·r)×(q·s) and∆′′(i,j)(n,p) = ∆in ·∆
′
jp.
Lemma 25 1. Let∆ ∈ [0, 1]k×q and∆′ ∈ [0, 1]q×r be two correspondence matri-
ces. The matrix∆′′ = ∆×∆′ is a correspondence matrix;
2. Let∆ ∈ [0, 1]k×q and∆′ ∈ [0, 1]k×r be two correspondence matrices. The
matrix∆′′ = ∆⊗∆′ is a correspondence matrix;
3. Let∆ ∈ [0, 1]k×q and∆′ ∈ [0, 1]r×s be two correspondence matrices. The
matrix∆′′ = ∆⊙∆′ is a correspondence matrix;
Proof:
































∆in · 1 ≤ 1.



























3. Let(i, j) ∈ {1, . . . k} × {1, . . . r} and(n, p) ∈ {1, . . . q} × {1, . . . s}. We have























.2 Formal Definition of the Pruning Operator
We defineβ formally. LetS = 〈{1, . . . , k}, o, ϕ,A, V 〉.
• If o is locally inconsistent then letβ(S) = ∅.
• If S does not contain locally inconsistent states thenβ(S) = S.
• Else proceed in two steps. First fork′ < k define a functionν : {1, . . . , k} →
{⊥, 1, . . . , k′}, which will remove inconsistent states. All inconsistent states
are mapped to⊥. For all 1 ≤ i ≤ k take ν(i) = ⊥ iff [(V (i) = ∅) ∨
(∀x ∈ [0, 1]k, ϕ(i)(x) = 0)]. All remaining states are mapped injectively into
{1, . . . , k′}: ν(i) 6= ⊥ =⇒ ∀j 6= i, ν(j) 6= ν(i). Then letβ(S) = 〈{1, . . . , k′},
ν(o), ϕ′, A, V ′}, whereV ′(i) = V (ν−1(i)) and for all1 ≤ j ≤ k′ the constraint










ϕ(ν−1(j))(x1, . . . , xk)
]
The constraint makes the inconsistent states unreachable,and then⊥ is dropped
as a state.
.3 Pruning Preserves Implementations
On page 9 we claim that that pruning preserves the set of impleentations. Below we
formalize and prove that claim.
Theorem 26 LetS = 〈{1, . . . , k}, o, ϕ,A, V 〉} be a CMC andβ∗(S) = limn→∞ βn(S)
be the fixpoint ofβ. For any MCP , we have (1)P |= S ⇐⇒ P |= β(S) and (2)
[[S]] = [[β∗(S)]].
Proof:
Let S = 〈{1, . . . , k}, o, ϕ,A, V 〉 be a CMC (with at least an inconsistent state) and
P = 〈{1, . . . , n}, oP ,M,AP , VP 〉 be a MC. LetS′ = 〈{1, . . . , k′}, o′, ϕ′, A, V ′〉 =
β(S). If β(S) is empty, then bothS andβ(S) are inconsistent.
Consider a functionν for removing inconsistent states (one exists because therear
inconsistent states), such thatk′ < k and for all1 ≤ i ≤ k, ν(i) = ⊥ ⇐⇒ [(V (i) =
∅) ∨ (∀x ∈ [0, 1]k, ¬ϕ(i)(x))] andν(i) 6= ⊥ ⇒ ∀j 6= i, ν(j) 6= ν(i). We first prove
thatP |= S ⇐⇒ P |= β(S).
⇒ Suppose thatP |= S. Then there exists a satisfaction relationR such that
oP R o. Define the relationR
′ ⊆ {1, . . . , n} × {1, . . . , k′} such thatpR′ v
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iff there existsu ∈ {1, . . . , k} such thatpRu and ν(u) = v. It is clear that
oP R
′ o′. We prove thatR′ is a satisfaction relation. Letp, u, v such thatpRu
andν(u) = v.
– Asν(u) 6= ⊥, we have by definition thatV ′(v) = V (u), thusVP (p)↓A∈
V ′(v).
– Let ∆ ∈ [0, 1]n×k be the correspondence matrix witnessingpRu. Let
∆′ ∈ [0, 1]n×k
′
such that∆′qw = ∆qν−1(w). It is clear that∆
′ is a corre-
spondence matrix. We first show that
∀u′ ∈ {1, . . . , k}, (ν(u′) = ⊥) ⇒
(∀q ∈ {1, . . . , n}, ∆qu′ = 0).
(1)
Let u′ ∈ {1, . . . , k} such thatν(u′) = ⊥, and suppose that there exists
q ∈ {1, . . . , n}, ∆qu′ 6= 0. As∆ is a correspondence matrix, we have
qRu′. ThusVP (q)↓A∈ V (u′), which means thatV (u′) 6= ∅, and there
exists∆′′ such thatϕ(u′)(Mq ×∆′′). Thus, there existsx ∈ [0, 1]1×k such
thatϕ(u′)(x). As a consequence, we cannot haveν(u′) = ⊥, which is a
contradiction, thus (1).
We now prove thatR′ satisfies the axioms of a satisfaction relation.
1. Letp′ ∈ {1, . . . , n} such thatMpp′ 6= 0. This implies, by definition,
that
∑k






r∈{1,...,k} | ν(r) 6=⊥ ∆p′r.
By (1),
∑
r∈{1,...,k} | ν(r) 6=⊥∆p′r =
∑k
r=1 ∆p′r = 1.
2. Lety = Mp × ∆′ ∈ [0, 1]1×k
′
andx = Mp × ∆ ∈ [0, 1]1×k. We
know thatϕ(u)(x) holds. Moreover, by (1), ifν(q) = ⊥, thenxq = 0,
and for all l ∈ {1, . . . , k′}, yl = xν−1(l). Clearly, this implies that
ϕ′(v)(Mp ×∆′) holds.
3. Letp′, v′ ∈ {1, . . . , n} × {1, . . . , k′} such that∆′p′v′ 6= 0. We have
∆′p′v′ = ∆p′ν−1(v′) 6= 0, thus there existsu
′ ∈ {1, . . . , k} such that
p′ R u′ andν(u′) = v′. Finally p′ R′ v′.
Finally, R′ is a satisfaction relation such thatoP R
′ o′, thusP |= β(S).
⇐ Conversely, the reasoning is the same, except that we now build ∆ from∆′ say-
ing that∆qv = 0 if ν(v) = ⊥ and∆qv = ∆′qν(v) otherwise.
We have proved thatβ is implementations-conservative, thus the fixpoint ofβ veri-
fies the same property.
.4 Proof of Proposition 8
In section 3, we claim that there is a strict ordering betweenth different refinement
relations in the general case. We now give constructions that prove this fact:
There exist CMCsSa, Sb, Sc andSd such that
• Sa weakly refinesSb, andSa does not strongly refineSb;
• [[Sc]] ⊆ [[Sd]], andSc does not weakly refineSd.
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1 0 0 0 0
0 1 0 0 0
0 0 γ (1 − γ) 0






1 0 0 0 0
0 1 0 0 0
0 0 a (1 − a) 0
0 0 0 0 1


Figure 7: Correspondence matrices forSa  Sb
Proof:
• Consider the CMCsSa andSb given in Figures 8a and 8b respectively. Call
Xa (resp.Xb) StateX in Sa (resp.Sb). We first show that there exists a weak
refinement relationR such thatSa  Sb, with 1a R 1b. We then show that there
exists no strong refinement relation betweenSa ansSb.
1. LetR = {(1a, 1b), (2a, 2b), (3a, 3b), (3a, 4b), (4a, 5b)}. We show thatR is
a weak refinement relation. We first focus on building the correspondence
matrix for the couple(1a, 1b). Letx be a “valid” valuation of the outgoing
transitions of1a. Letγ =
0.7−x2
x3




satisfiesϕa(1a), we have0 ≤ γ ≤ 1. Consider the correspondence matrix
∆x given in Figure 7
It is easy to see that for all valuationx satisfyingϕa(1a), ϕb(1b)(x×∆x)
also holds. The correspondence matrices for the other pairsin R are trivial
since there are no outgoing transitions from those states. ThusR is a weak
refinement relation betweenSa andSb.
2. Suppose that there exists a strong refinement relationR′ such that1aR
′ 1b.
Let ∆ be the correspondence matrix associated to1aR
′ 1b. Since2a, 3a
and4a can all be reached from1a with an admissible transition, the sum
of the elements in the corresponding rows in∆ must be one. From the
valuations of the states, we obtain that∆ is of the type given in Figure 7,
with a ≥ 0.
Moreover, ifR′ is a strong refinement relation, then we have that for all
valuationx satisfyingϕa(1a), ϕb(1b)(x ×∆) also holds.
Letx1 = (0, 0.6, 0.1, 0.3) andx2 = (0, 0.8, 0.1, 0.1). Bothx1 andx2 sat-
isfyϕa(1). If there exists a strong refinement, this implies thatϕb(1)(x1 ×
∆) andϕb(1)(x2 × ∆) also hold. However,ϕb(1)(x1 × ∆) = 1 implies
thata ≥ 1 andϕb(1)(x2 ×∆) implies thata ≤ 0.
It is thus impossible to find a unique correspondence matrix working for all
the “valid” valuations of the outgoing transitions of1a. As a consequence,
there cannot exist a strong refinement relationR′ such that1a R
′ 1b.
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ϕa(1)(x1, x2, x3, x4) = (x1 = 0)∧
(x2 + x3 ≥ 0.7) ∧ (x3 + x4 ≥ 0.2)∧






{{B}} {{C}} {{C}} {{D}}
ϕb(1)(y1, y2, y3, y4, y5) = (y1 = 0)∧
(y2 + y3 ≥ 0.7) ∧ (y4 + y5 ≥ 0.2)∧
(y2 + y3 + y4 + y5 = 1)
(b) CMCSb
Figure 8: CMCsSa andSb
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ϕc(2)(x1, x2, x3, x4) = (x1 = x2 = 0)∧









ϕd(1)(y1, y2, y3, y4, y5) = (y1 = y4 = y5 = 0)∧
((y2 = 1 ∧ y3 = 0) ∨ (y2 = 0 ∧ y3 = 1))
(b) CMCSd
Figure 9: CMCsSc andSd
• Consider the CMCsSc andSd given in Figures 9a and 9b.It is easy to see thatSc
andSd share the same set of implementations. However, due to the constraints,
State2 of Sc cannot refine any state ofSd. As a consequence,Sc cannot refine
Sd.
.5 Proof of Theorem 10
Let S1 = 〈{1, . . . , k1}, o1, ϕ1, A1, V1〉, S2 = 〈{1, . . . , k2}, o2, ϕ2, A2, V2〉 andS3 =
〈{1, . . . , k3}, o3,
ϕ3, A3, V3〉 be three CMCs. We want to prove that
1. ((S1 ∧ S2)  S1) ∧ ((S1 ∧ S2)  S2);
2. (S3  S1) ∧ (S3  S2) ⇒ S3  (S1 ∧ S2).
Proof:
We separately prove the two items of the theorem.
1. LetS1 ∧ S2 = S = 〈{1, . . . , k1} × {1, . . . , k2}, o, ϕ,A, V 〉.
LetR ⊆ ({1, . . . , k1} × {1, . . . , k2})× {1, . . . , k1} such that(u, v)Rw ⇐⇒
u = w. We will prove thatR is astrong refinement relation. Letu ∈ {1, . . . k1}
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and v ∈ {1, . . . k2}. We have(u, v)R u. By definition ofS, we also have
V ((u, v))↓A1= (V1(u)↑
A ∩V2(v)↑A)↓A1⊆ V1(u).
Let ∆ ∈ [0, 1]k1·k2×k1 such that∆(i,j),i = 1 and∆(i,j),k = 0 if k 6= i. By
definition, we have∀(i, j),
∑k1
k=1 ∆(i,j),k = 1. As a consequence,∆ is cor-
respondence matrix. We now prove that it satisfies the axiomsof a satisfaction
relation for (u, v)Ru.






j=1 xk1,j) = ϕ1(u)(x×∆) holds.
(b) If ∆(u′,v′),w′ 6= 0, we have by definitionu′ = w′ and(u′, v′)Ru′.
From (a) and (b), we conclude thatR is a strong refinement relation.
Since(o1, o2)R o1, we haveS1∧S2  S1. By symmetry, we also haveS1∧S2 
S2.
2. Suppose thatS3  S1 and S3  S2. By definition, there exist two refine-
ment relationsR1 ⊆ {1, . . . , k3} × {1, . . . , k1} and R2 ⊆ {1, . . . , k3} ×
{1, . . . , k2} such thato3 R1 o1 ando3 R2 o2. LetS1∧S2 = S = 〈{1, . . . , k1}×
{1, . . . , k2}, o, ϕ,A, V 〉.
LetR ⊆ {1, . . . , k3} × ({1, . . . , k1} × {1, . . . , k2}) such thatuR(v, w) ⇐⇒
uR1 v anduR2 w. We now prove thatR is a weak refinement relation.
Consideru, v, w such thatuR(v, w).
(a) By definition, we haveV3(u)↓A1⊆ V1(v) andV3(u)↓A2⊆ V2(w). As a
consequence,V3(u)↓A⊆ V ((v, w)).
(b) Letx ∈ [0, 1]1×k3 such thatϕ3(u)(x). Consider the correspondence matri-
ces∆ ∈ [0, 1]k3×k1 and∆′ ∈ [0, 1]k3×k2 given byuR1 v anduR2 w for
the transition vectorx. Let∆′′ ∈ [0, 1]k3×k1·k2 = ∆⊗∆′. By Lemma 25,
∆′′ is a correspondence matrix. We now prove that it satisfies theaxioms
of a refinement relation foruR(v, w).
i. Let 1 ≤ i ≤ k3 such thatxi 6= 0. By definition of∆ and∆′, we have∑k1













ii. By definition of∆ and∆′, bothϕ1(v)(x×∆) andϕ2(w)(x×∆′) hold.



















). As a consequence,ϕ((v, w))(x×
∆′′) holds.
iii. Let u′, v′, w′ such that∆′′u′(v′,w′) 6= 0. By construction, this implies
∆u′v′ 6= 0 and∆′u′w′ 6= 0. As a consequence,u
′ R1 v′ andu′ R2 w′,
thusu′R(v′, w′).
From (i) - (iii), we conclude thatR is a weak refinement relation. Sinceo3 R(o1, o2),
we haveS3  (S1 ∧ S2).
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.6 Proof of Theorem 13























〈{1, . . . , k1}, o1, ϕ1, A1, V1〉, S2 = 〈{1, . . . , k2}, o2, ϕ2, A2, V2〉 be four CMCs. Sup-
poseS′1  S1 ∧ S
′




2  S1 ‖ S2.
Proof:
LetS = 〈{1, . . . , k1}×{1, . . . , k2}, (o1, o2), ϕ, A, V 〉 = S1 ‖ S2 andS′ = 〈{1, . . . , k′1}×





′, A′, V ′〉 = S′1 ‖ S
′
2.
By definition, there exist two weak refinement relationsR1 andR2 such thato′1 R1 o1
ando′2 R2 o2. DefineR such that(u
′, v′)R(u, v) ⇐⇒ u′ R1 u andv′ R2 v. Con-
sider now such(u′, v′) and(u, v). We prove thatR satisfies the axioms of a refinement
relation between(u′, v′) and(u, v).
1. We have(V ′((u′, v′)))↓A= {Q ⊆ 2A
′
| ∃Q1 ∈ V ′1(u
′), Q2 ∈ V ′2(v
′), Q =
Q1∪Q2}↓A= {Q ⊆ 2A | ∃Q1 ∈ V ′1(u
′), Q2 ∈ V ′2 (v
′), Q = Q1↓A1 ∪Q2↓A2}.
Thus(V ′((u′, v′)))↓A⊆ V ((u, v)).




2 such thatϕ′(u′, v′)(z′). We now build the correspon-
dence matrix∆ witnessing(u′, v′)R(u, v). Consider the correspondence ma-
trices∆1 and∆2 given byu′R1 u andv′ R2 v for the transition vectorz′. De-





×k1·k2 . By Lemma 25,∆ is a correspondence
matrix. Moreover, sinceϕ′(u′, v′)(z′) holds, there existsx′ ∈ [0, 1]1×k
′
1 and
y′ ∈ [0, 1]1×k
′









(a) Let (u′′, v′′) ∈ {1, . . . , k′1} × {1, . . . , k
′
2} such thatz(u′′,v′′) 6= 0. By
definition ofx′ and y′, this implies thatx′u′′ 6= 0 and y
′
v′′ 6= 0. Thus∑k1
j=1 ∆1u′′j = 1 and
∑k2




















(b) Letz = z′ ×∆ ∈ [0, 1]1×k1·k2 . Remark thatz = (x′ ×∆1)⊗ (y′ ×∆2).
Let x = x′ × ∆1 andy = y′ × ∆2. Sinceu′R1 u andv′ R2 v, we have
ϕ1(u)(x) andϕ2(v)(y). Thusϕ(u, v)(z′ ×∆).
(c) Letu′′, v′′, u′′′v′′′ such that∆(u′′,v′′)(u′′′,v′′′) 6= 0. By definition, it implies
that∆1u′′u′′′ 6= 0 and∆2v′′v′′′ 6= 0, and as a consequence(u
′′, v′′)R(u′′′, v′′′).
From (a),(b),(c), we conclude thatR is a weak refinement relation. Since(o′1, o
′
2)R(o1, o2),
we haveS′  S.
The proof of the second part of the theorem is similar, and left to the reader.
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.7 Proof of Theorem 14
LetS1, S2 andS3 be three CMCs with disjoint sets of atomic propositionsA1,A2 and
A3. Let Sync123 = 〈{1}, 1, ”λx.x = 1”, A1 ∪ A2 ∪ A3, VSync〉 be a synchronizer be-
tweenA1, A2 andA3. ConsiderSync12 = 〈{1}, 1, ”λx.x = 1”, A1∪A2, VSync↓A1∪A2
〉. We want to prove that[[[((S1 ‖ S2) ∧ Sync12) ‖ S3] ∧ Sync123]] = [[[S1 ‖ S2 ‖
S3] ∧ Sync123]].
Proof:
We first prove the following statement. LetS1 andS2 be two CMCs with disjoint
sets of atomic propositionsA1 andA2. LetSync1 be a synchronizing vector on
A1. We have(S1 ‖ S2) ∧ Sync1 = (S1 ∧ Sync1) ‖ S2.
First, remember that synchronizers are single state CMCs, with a single transi-
tion taken with probability1. As a consequence, computing the conjunction with
a synchronizer preserves the structure of any CMC. The only change lies in the
sets of valuations.
Let p be a state ofS1 and q be a state ofS2. We have(V1(p) ∪ V2(q)) ∩
VSync
1
↑A1∪A2= (V1(p) ∩ VSync
1
) ∪ V2(q). As a consequence, the valuations
of (S1 ∧ Sync1) ‖ S2 are the same as the valuations of(S1 ‖ S2) ∧ Sync1.
By monotony of conjunction, we have(S1 ‖ S2)∧Sync12  (S1 ‖ S2). By Theorem
13, it implies that[((S1 ‖ S2) ∧ Sync12) ‖ S3]∧ Sync123  [S1 ‖ S2 ‖ S3]∧ Sync123,
and finally[[[((S1 ‖ S2) ∧ Sync12) ‖ S3] ∧ Sync123]] ⊆ [[[S1 ‖ S2 ‖ S3] ∧ S123]].
We now prove that[S1 ‖ S2 ‖ S3] ∧ Sync123  [((S1 ‖ S2) ∧ Sync12) ‖ S3] ∧
Sync123. By monotony of conjunction, we have[S1 ‖ S2 ‖ S3] ∧ Sync123  [S1 ‖
S2 ‖ S3] ∧ Sync12 ∧ Sync123. Moreover, by the statement proved above, we have
[S1 ‖ S2 ‖ S3] ∧ Sync12  ((S1 ‖ S2) ∧ Sync12) ‖ S3. As a consequence, we
have[S1 ‖ S2 ‖ S3] ∧ Sync123  [((S1 ‖ S2) ∧ Sync12) ‖ S3] ∧ Sync123, and thus
[[[S1 ‖ S2 ‖ S3] ∧ Sync123]] ⊆ [[[((S1 ‖ S2) ∧ Sync12) ‖ S3] ∧ Sync123]].
.8 Determinization is Weakening
On page 14 we claimed that the determinization algorithm increases the set of the
implementations of the transformed CMC. Below comes the proof of this fact.
Theorem 27 LetS be a CMC insingle valuation normal form, we haveS  ̺(S).
Proof:
Let S = 〈{1, . . . , k}, o, ϕ,A, V 〉 be a CMC in single valuation normal form. Let
̺(S) = 〈{1, . . . ,m}, o′, ϕ′, A, V ′〉 be a determinization ofS andh : {1, . . . , k} →
{1, . . . ,m} the associated projection.
DefineR ⊆ {1, . . . , k} × {1, . . . ,m} such thatuR v ⇐⇒ h(u) = v. We will
show thatR is a strong refinement relation. Letu, v such thatuR v.
1. By definition, we haveh(u) = v, thusV ′(v) = V (u).
2. Let∆ ∈ [0, 1]k×m such that∆i,j = 1 if h(i) = j and0 else. ∆ is clearly a
correspondence matrix.
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(a) Let x ∈ [0, 1]k such thatϕ(u)(x). For all 1 ≤ j ≤ m, we haveyj =∑
i∈h−1(j) xi andϕ(u)(x), thusϕ
′(v)(x ×∆). Moreover, for all1 ≤ i ≤
k,
∑m
j=1 ∆i,j = 1 by construction.
(b) If ∆u′,v′ 6= 0, thenh(u′) = v′ and thusu′R v′.
Finally, R is a strong refinement relation andoR o′, thusS strongly refines̺ (S). As
strong refinement implies weak refinement, we also haveS  ̺(S).
.9 Normalization
The normalization algorithm basically separates each state u with m possible valu-
ations intom statesu1, . . . , um, each with a single admissible valuation. Then the
constraint function is adjusted, by substituting sums of prbabilities going to the new
states in place of the old probabilities targetingu. Finally, a mutual exclusion con-
straint is added so that it is not allowed to have positive probability of reaching more
than one ofui states from the same source state. The transformation is local and syn-
tax based. It can be performed in polynomial time and it only icreases the size of the
CMC polynomially. We will writeN (S) for a result of normalization ofS.
Definition 28 (Normalization) Let S = 〈{1, . . . , k}, o, ϕ,A, V 〉 be a CMC. If there
exists a functionN : {1, . . . , k} → 2{1,...,m} such that
1. {1, . . . ,m} = ∪i∈{1,...,k}N (i);
2. For all 1 ≤ i 6= j ≤ k, N (i) ∩ N (j) = ∅;
3. ∀1 ≤ i ≤ k, |N (i)| = |V (i)|;
If, moreover,|V (o)| = 1, the normalization ofS is the CMCN (S) = 〈{1, . . . ,m}, o′,
ϕ′, A, V ′〉 such thatN (o) = o′ and
1. ∀1 ≤ j ≤ m, |V ′(j)| = 1;
2. ∀1 ≤ i ≤ k, V (i) = ∪u∈N (i)V
′(u);
3. ∀1 ≤ i ≤ k, ∀u, v ∈ N (i), u 6= v ⇐⇒ V ′(u) 6= V ′(v);
4. ∀1 ≤ j ≤ m,








By construction,N (S) is in single valuation normal form. Moreover, ifS is consistent,
then a functionN satisfying the conditions above exists.
Theorem 29 Let S = 〈{1, . . . k}, o, ϕ,A, V 〉 be a consistent CMC. If|V (o)| = 1,
then for all MCP , we haveP |= S ⇐⇒ P |= N (S).
Proof:
LetS = 〈{1, . . . , k}, o, ϕ,A, V 〉 be a consistent CMC such that|V (o)| = 1. LetS′ =
N (S) = 〈{1, . . . ,m}, o′, ϕ′, A, V ′〉 andN : {1, . . . , k} → 2{1,...,m} the associated
function.
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⇒ Let P = 〈{1, . . . , n}, oP ,M,AP , VP 〉 be a MC such thatP |= S. Let R be
the associated satisfaction relation. LetR′ ⊆ {1, . . . , n} × {1, . . . ,m} such
that pRu ⇐⇒ VP (p) ∈ V ′(u) andpRN−1(u). We will show thatR
′ is a
satisfaction relation. Letp, u such thatpR′ u.
1. By definition, we haveVP (p) ∈ V ′(u).
2. We havepRN−1(u). Let ∆ ∈ [0, 1]n×k be the associated correspon-
dence matrix. Define∆′ ∈ [0, 1]n×m such that∆′q,v = ∆q,N−1(v) if
Vp(q) ∈ V ′(v) and 0 else. As every coefficient of∆ appears once and
only once in the same row of∆′, it is clear that∆′ is a correspondence
matrix. Moreover,






i=1 ∆q,i = 1 ;
(b) For all 1 ≤ i ≤ k,
∑
j∈N (i)([Mp × ∆
′]j) = [Mp × ∆]i. As a
consequence,ϕ′(u)(Mp ×∆′) = ϕ(N−1(u))(Mp ×∆) holds.
(c) If q, v are such that∆′q,v 6= 0, then∆q,N−1(v) 6= 0 and VP (q) ∈
V ′(v), thusqR′ v.
Finally, R′ is a satisfaction relation. It is easy to see thatop R
′ o′. As a conse-
quence, we haveP |= N (S).
⇐ Let P = 〈{1, . . . , n}, oP ,M,AP , VP 〉 be a MC such thatP |= N (S). LetR
be the associated satisfaction relation. LetR′ ⊆ {1, . . . , n} × {1, . . . , k} such
that pR′ u ⇐⇒ ∃j ∈ N (u) s.t. pR j. We will show thatR′ is a satisfaction
relation. Letp, u such thatpR′ u.
1. We haveVP (p) ∈ V (u) = ∪j∈N (u)V ′(j).
2. Let j ∈ N (u) such thatpR j, and let∆ ∈ [0, 1]n×m be the associ-
ated correspondence matrix. Define∆′ ∈ [0, 1]n×k such that∆′q,v =∑







∆′ is a correspondence matrix. Moreover,






r=1 ∆q,r = 1 ;
(b) For all 1 ≤ i ≤ k, [Mp × ∆′]i =
∑
r∈N (i)([Mp × ∆]r). As a
consequence,ϕ(u)(Mp ×∆) = ϕ′(j)(Mp ×∆′) holds.
(c) If q, v are such that∆′q,v 6= 0, then there existsr ∈ N (v) such that
∆q,r 6= 0, thusqR
′ v.
Finally, R′ is a satisfaction relation. It is easy to see thatoP R
′ o. As a conse-
quence, we haveP |= S.
It is easy to see that normalization preserves determinism.
.10 Soundness of weak refinement
Let S1 = 〈{1, . . . , k1}, o1, ϕ1, A1, V1〉 andS2 = 〈{1, . . . , k2}, o2, ϕ2, A2, V2〉 be two
CMCs. AssumeS1  S2, we prove that[[S1]] ⊆ [[S2]].
Proof:
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SinceS1  S2, there exists a weak refinement relationR ⊆ {1, . . . , k1}×{1, . . . , k2}
such thato1 R o2. ConsiderP = 〈{1, . . . n}, oP ,M,AP , VP 〉 such thatP |= S1. By
definition, we haveoP |= o1 and there exists a satisfaction relationR
′ ⊆ {1, . . . , n}×
{1, . . . , k1} such thatoP R
′ o1.
Let R′′ ⊆ {1, . . . , n} × {1, . . . , k2} such thatpR
′′ u ⇐⇒ ∃v ∈ {1, . . . , k1} with
pR′ v andvRu. Let’s show thatR′′ is a satisfaction relation. First, it is clear that
A2 ⊆ A1 ⊆ AP .
Now, considerp, u such thatpR′′ u. By definition, there existsv such thatpR′ v and
vR u. SinceVP (p)↓A1∈ V1(v) andV1(v)↓A2∈ V2(u), we haveVP (p)↓A2∈ V2(u).
We now build a correspondence matrix∆′′ that satisfies the axioms of Definition 3.
Let x = Mp ∈ [0, 1]1×n and∆′ ∈ [0, 1]n×k1 be a correspondence matrix witnessing
p |= v. Let y = x × ∆′ ∈ [0, 1]1×k1 . By definition of∆′, we haveϕ1(v)(y). Let
∆ ∈ [0, 1]k1×k2 be the correspondence matrix witnessingv  u and define∆′′ =
∆′ × ∆ ∈ [0, 1]n×k2 . By Lemma 25,∆′′ is also a correspondence matrix. We prove
that∆′′ satisfies the axioms of Definition 3.




p′j = 1. We





















Let q such that∆′p′q 6= 0. It is then clear thatyq ≥ Mpp′ · ∆
′
p′q > 0. As
∆ is a witness ofv  u, we have
∑k2




2. By construction,ϕ2(u)(Mp ×∆′′) holds.
3. Letp′, u′ such that∆′′p′u′ 6= 0. By construction, it is clear that there existsv
′
such that∆′p′v′ 6= 0 and∆v′u′ 6= 0. By definition of∆
′ and∆, this implies that
p′ R′ v′ andv′ Ru′, thusp′ R′′ u′.
From 1-3, we can conclude thatR′′ is a satisfaction relation. SinceoP R
′′ o2, we have
P ∈ [[S2]] and[[S1]] ⊆ [[S2]].
.11 Completeness of Weak Refinement (Thm. 18)
We suppose that the CMCs we consider in this proof are pruned.Moreover we only
consider CMCs in single valuation normal form. Given two CMCsS1 andS2 such that
[[S1]] ⊆ [[S2]], we prove thatS1  S2. The proof is structured as following.
1. • We define the relationR betweenS1 andS2.
R = {(v, u) | ∀I, ∀p ∈ I, p |= v ⇒ p |= u}
We consideru andv such thatvR u and prove thatR satisfies Axiom(1)
of the refinement relations.
INRIA
Compositional Design Methodology with Constraint Markov Chains 35
• Axiom (2) of the weak refinement relations : Given a distributionX on
the outgoing transitions ofv, we must find a correspondence matrix∆
satisfying Axioms2(a), 2(b) and2(c) of the refinement relation :
– We consider a distributionX on the outgoing transitions fromv and
we build a MCI satisfyingS1 such that the outgoing probabilities of
the statevI are exactlyX .
– This leads tovI |= u and gives a correspondence matrix∆2, which
we will take as our correspondence matrix∆.
– By definition,∆ satisfies the axioms2(a) and2(b) of the weak refine-
ment relations.
2. As∆ comes from a satisfaction relation, the axiom2(c) of the refinement rela-
tion is not so immediate. It tells us that if a coefficient∆v′u′ is not0, then there
exists an implementationI and a statev′I such thatv
′
I |= v
′ andv′I |= u
′. What
we need is that for all implementationsI ′ and statep′ such thatp′ |= v′, we have
p′ |= u′. The rest of the proof is dedicated to proving that this statement
being false leads to a contradiction.
Assuming there existsI ′ andp′ such thatp′ |= v′ andp′ 6|= u′, we build an im-
plementation̂I from I andI ′ such that the statev′ of Î is syntactically equivalent
to the statep′. We then prove that this statev′ of Î still satisfies the stateu′ of
S2 because it is a successor ofv andS2 is deterministic. As the statev′ of Î is
syntactically equivalent to the statep′ of I ′, this means thatp′ |= u′, which is a
contradiction.
We now go through the mathematical foundations of this proof.
Proof:
LetS1 = 〈{1, . . . , k1}, o1, ϕ1, A1, V1〉 andS2 = 〈{1, . . . , k2}, o2, ϕ2, A2, V2〉 be
two consistent and deterministic CMCs in single valuation nrmal form such thatA2 ⊆
A1 and[[S1]] ⊆ [[S2]].
First, remark thatS1  S2 ⇐⇒ S′1 = 〈{1, . . . , k1}, o1, ϕ1, A2, V1↓A2〉  S2. It is
thus safe to suppose thatA1 = A2. Similarly, if I = 〈. . . , , AI , VI〉 is a MC, we have
I |= S1 ⇐⇒ I ′ = 〈. . . , , A1, VI ↓A1〉 |= S1. As a consequence, it is also safe to
suppose that implementations have the same set of atomic propositi ns asS1 andS2.
1. LetR ⊆ {1, . . . , k1}×{1, . . . , k2} such thatvR u iff for all MC I and statep of
I, p |= v ⇒ p |= u. As we consider pruned CMCs, there exist implementations
for all states.
Considerv andu such thatvRu.
(a) By definition ofR, there exists a MCI and a statep of I such thatp |= v
and p |= u. ThusVI(p) ∈ V1(v) and VI(p) ∈ V2(u). AsS1 and S2
are in single valuation normal form,V1(v) andV2(u) are singletons, so
V1(v) = V2(u).
(b) Considerx ∈ [0, 1]1×k1 such thatϕ1(v)(x) and build the MCI = 〈{1, . . . , k1},
o1,M,A1, V
′
1〉 such that for all1 ≤ w ≤ k1,
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• V ′1(w) is the only valuationT such thatV1(w) = {T };
• If w 6= v, the lineMw is any solution ofϕ1(w). One exists because
S1 is pruned;
• Mv = x.
When necessary, we will address statew of I aswI to differentiate it from
statew of S1. We will now build the correspondence matrix∆.
I clearly satisfiesS1 with a satisfaction relationR1 = Identity, andvI |=
v. By hypothesis, we thus haveI |= u. ConsiderR2 the satisfaction rela-
tion such thatvI R2 u and∆2 the corresponding correspondence matrix.
Let∆ = ∆2.
(c) As a consequence,
i. ∀1 ≤ i ≤ k1, xi 6= 0 ⇒
∑k2
j=1 ∆ij = 1;
ii. ϕ2(u)(x ×∆) holds;
2. Letv′ be a state ofS1 such that Ifxv′ 6= 0 and∆v′u′ 6= 0. By definition ofI and
∆, we havev′I |= v
′ andv′I |= u
′. We want to prove that for all implementations
I ′ and statep′ in I ′, p′ |= v′ impliesp′ |= u′.
Suppose this is not the case. There exists an implementationI ′ = 〈{1, . . . , n}, o′,
M ′, A1, V
′〉 and a statep′ of I ′ such thatp′ |= v′ andp′ 6|= u′. LetR′ be the
correspondence matrix witnessingp′ |= v′.
Consider the MĈI = 〈{1, . . . , k1, k1 + 1, . . . , k1 + n}, oI , M̂ , A1, V̂ 〉. Intu-
itively, the firstk1 states correspond toI and the nextn states toI ′. The statev′I
will be the link between the two and its outgoing transitionswill be the ones of
p′. Define
• M̂ij =Mi,j if 1 ≤ i, j ≤ k1 andi 6= v′
• M̂v′j = 0 if 1 ≤ j ≤ k1
• M̂ij = 0 if 1 ≤ i ≤ k1 andi 6= v′ andj > k1
• M̂v′j = m′p′,j−k1 if j > k1
• M̂ij = 0 if i > k1 and1 ≤ j ≤ k1
• M̂ij = m′i−k1,j−k1 if i > k1 andj > k1.
• V̂ (i) = V ′1(i) if i ≤ k1
• V̂ (i) = V ′(i − k1) if i > k1
We want to prove thatv′
Î
satisfiesu′. This should imply thatp′I′ also satisfiesu
′,
which is absurd.
Consider the relation̂R between the states of̂I and the states ofS1 defined as
follows :
R̂ ={(q, w) ∈ R1 | q 6= v
′}∪
{(q, w) | (q − k1)R
′ w}∪
{(v′, w) | p′ R′ w}
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Intuitively,R̂ is equal toR1 for the statesq ≤ k1, exceptv′, and equal toR
′ for
the statesq > k1. The states related tov′Î are the ones that were related top
′
withR′.
We will show that̂R is a satisfaction relation between̂I andS1.
Let q, w such thatqR̂w. For all the pairs whereq 6= v′
Î
, the conditions of the
satisfaction relation obviously still hold because they held for R1 if q ≤ k1 and






(a) Because(v′I) and (p
′
I′) are both implementations ofv
′, it is clear that
V̂ (v′
Î
) = V̂ (p′). Asp′ R′ w, we know thatV ′(p′) ∈ V1(w). Thus,V̂ (v′Î) ∈
V1(w).
(b) Consider the correspondence matrix∆′ given byp′ R′ w. Let∆̂ ∈ [0, 1](k1+n)×k1
such that∆̂ij = 0 if i ≤ k1, and∆̂ij = ∆′(i−k1)j otherwise.
i. We want to show that if̂M(v′
Î
)(w′) 6= 0, then
∑k1
j=1 ∆̂w′j = 1. We
know thatM̂(v′
Î
)(w′) = 0 if w′ ≤ k1. Takew′ > k1 such that
M̂(v′
Î




















ii. We want to show now thatϕ1(w)(M̂v′
Î
× ∆̂) holds. Let1 ≤ j ≤ k1.
We have
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× ∆̂ = M ′p′ × ∆
′. Since∆′ is a witness of
p′ R′ w, ϕ1(w)(M ′p′ ×∆
′) holds. So doesϕ1(w)(M̂v′
Î
× ∆̂).
iii. We want to show that if̂M(v′
Î
)q 6= 0 and ∆̂qw′ 6= 0, then qR̂w′.
We only need to considerq > k1 (since otherwisêM(v′
Î
)q = 0) and






and∆′(q−k1)w′ 6= 0. As∆
′ is a witness ofp′ R′ w, it has to be that
(q − k1)R
′ w′, which implies, by definition of̂R, thatqR̂w′.
Finally Î satisfiesS1, and in particular,vÎ |= v. AsvRu, it implies thatvÎ |= u.




(A) Consideru′′ 6= u′ such thatV2(u′′) = V2(u′). Due to determinism ofS2,
and to the fact thatu′ is accessible fromu, we have[M̂v
Î


















(B) Consideru′′′ such thatV (u′′′) 6= V (u′). It is clear that∆′′(v′
Î
)u′′′ = 0 since
∆′′ is witnessing satisfaction betweenÎ andS2.



















andp′ only differ by state names. This contradicts the as-
sumption thatp′ 6|= u′. Thusv′ Ru′, andR is a weak refinement relation.
Finally, we have by hypothesis that[[S1]] ⊆ [[S2]], which implies thato1 R o2.
.12 Proof of Theorem 19
We start with the following lemma, which is a direct consequence of the notion of
determinism. It states that correspondence matrices associ ted to a satisfaction relation
for a deterministic CMC have at most one non-zero value per row.
Lemma 30 Let S = 〈{1, . . . , k}, oS , ϕ, A, VS〉 be a deterministicCMC in single
valuation normal form. LetP = 〈{1, . . . , n}, oP ,M,A, VP 〉 ∈ [[S]] and a satisfaction
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relationR such thatoP R oS . Letp ∈ {1, . . . , n} andu ∈ {1, . . . , k} such thatpRu,
and let∆ be the associated correspondence matrix. We have
∀p′ ∈ {1, . . . , n}, Mpp′ 6= 0 ⇒
|{u′ ∈ {1, . . . , k} | ∆p′u′ 6= 0}| = 1.
Let S1 = 〈{1, . . . , k1}, o1, ϕ1, A, V1〉 andS2 = 〈{1, . . . , k2}, o2, ϕ2, A, V2〉 be
two deterministic CMCs in normal form such thatS1  S2 with a weak refinement
relationR. We prove thatR is in fact a strong refinement relation.
Proof:
Letv ∈ {1, . . . , k1} andu ∈ {1, . . . , k2} such thatvRu.
1. By hypothesis,V1(v) ⊆ V2(u);
2. We know that for allx ∈ [0, 1]k1 satisfyingϕ1(u), there exists a correspondence
matrix∆x satisfying the axioms of a (weak) refinement relation. We will bu d a
correspondence matrix∆0 that will work for all x. Letp ∈ {1, . . . , k1}.
• If for all x ∈ [0, 1]k1 , ϕ1(v)(x) ⇒ xp = 0, then let∆0p = (0, . . . , 0).
• Else, considerx ∈ [0, 1]k1 such thatϕ1(v)(x) andxp 6= 0. By hypothesis,
there exists a correspondence matrix∆x associated tovR u. Let∆0p =
∆xp . By Lemma 30, there is a singleu
′ ∈ {1, . . . , k2} such that∆xpu′ 6= 0.








Suppose there existsy 6= x ∈ [0, 1]k1 such thatϕ1(v)(y) and yp 6= 0.
Let ∆y be the associated correspondence matrix. As forx, there exists
a uniqueu′′ ∈ {1, . . . , k2} such that∆
y
pu′′ 6= 0. Moreover∆
y
pu′′ = 1.
Let x′ = x × ∆x and y′ = y × ∆y. By definition, bothϕ2(v)(x′) and
ϕ2(y
′) hold, x′u′ 6= 0 and y
′




pu′′ = 1, we have
V2(u
′) ∩ V2(u′′) 6= ∅. By hypothesis,S2 is deterministic, thusu′ = u′′.
As a consequence, we have∆xp = ∆
y
p, so∀z ∈ [0, 1]
k1 , (ϕ1(v)(z)∧ (zp 6=
0)) ⇒ ∆zp = ∆
0
p.
Finally, consider∆0 defined as above. Letx ∈ [0, 1]k1 such thatϕ1(u)(x).
We have







(b) x×∆0 = x×∆x, thusϕ2(v)(x ×∆0) holds;
(c) If ∆0v′u′ 6= 0, then there existsy ∈ [0, 1]





Finally, R is a strong refinement relation.
.13 Reduction from Simulation (Sec. 7)
We will now prove Theorem 21. This section contains sketchesof proofs, with in-
formation sufficient to reconstruct them without diligent work. In the next section we
present the second encoding, which is actually slightly reach r, and present a complete
correctness proof for it. We have chosen to present that proof in detail, because due to
its use of linear combinations, it is much harder to reconstruct during review.
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We begin by demonstrating a lemma about non-deterministic distribution con-
straints.
We say that a constraint is a single-point constraint, if it is only satisfied by a unique
distribution. Observe that all constraints in the encodingpresented in Section 7 are
non-deterministic distribution constraints or single-point constraints.
Lemma 31 Letϕ andψ be single-point constraints. If for eachx ∈ [0, 1]1×k1 such
thatϕ(x) holds, there exists a correspondence matrix∆x ∈ [0, 1]k1×k2 such thatψ(x×
∆x) holds then there exists a correspondence matrix∆ ∈ [0, 1]k1×k2 such that for all
x ∈ [0, 1]1×k1 we have thatϕ(x) =⇒ ψ(x×∆).
The lemma holds trivially because there is only one distribuion satisfyingϕ.
Lemma 32 Letϕ (respectivelyψ) is a non-deterministic distribution constraint over
{1, . . . , k1} (respectively{1, . . . , k2}). Then if for each distribution vectorx satisfy-
ing ϕ there exists a correspondence matrix∆x ∈ [0, 1]k1×k2 such thatψ(x × ∆x)
holds then there exists a correspondence matrix∆ ∈ [0, 1]k1×k2 such that for all
x ∈ [0, 1]1×k1 we have thatϕ(x) =⇒ ψ(x×∆).
Proof:
Let x be such thatϕ(x) holds (then there exists1 ≤ i ≤ k1 such thatxi = 1). There
is a finite number of such vectors. Letxi denote the one that has 1 on theith position.
Take∆ such that∆i = (∆xi)i (the witness from the lemma assumption) ifxi satisfies
ϕ and∆i = 01×k2 otherwise.
Now for eachxi satisfyingϕ we have thatxi×∆ = xi×∆xi and thenϕ(x
i) =⇒
ψ(xi ×∆xi) ⇐⇒ ψ(x
i ×∆).
Corollary 33 For any two probabilistic automataS andT we have that̂S strongly
refinesT̂ iff Ŝ weakly refineŝT.
Lemma 34 For any two probabilistic automataS andT such thatT simulatesS we
have that̂S weakly refineŝT.
Proof:
(sketch) LetR ⊂ S × T be the relation witnessing the simulation ofS byT. Consider
a relationQ as follows:
Q1 = {(i, j) | i ∈ {1, . . . , k1}, j ∈ {1, . . . , k2},
(si, tj) ∈ R}
Q2 = {(k1 + i, k2 + j) | i ∈ {1, . . . , k1}, j ∈ {1, . . . , k2},
(si−k1 , tj−k2) ∈ R}
Q3 = {(2k1 + i
′, 2k2 + j
′) | i′ ∈ {1, . . . , l1},
j′ ∈ {1, . . . , l2}, (ai, πi) ∈ ΩS , (aj , ̺j) ∈ ΩT ,
ai = aj , (πi, ̺i) ∈ R
∗}
Q = Q1 ∪Q2 ∪Q3
It is easy to show thatQ is a weak refinement. First observe that valuations always
match for pairs inQ. The valuation is empty for bothS andT in Q1, it is {⊥} in Q2,
and{ai} in Q3.
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Figure 10: An attempt to visualize the second encoding.πa∗ denotes a constraint ex-
pressing a probability vector that is a linear combination of all probability distributions
labeled bya. Below this is formalized asϕ(2k + i′)(x).
For a pair in (i, j) ∈ Q1 a distribution vectorx satisfying the constraint ofS is
always a point distribution. Ifxk1+i = 1, take∆k1+i,k2+j = 1 and zero otherwise.
If x2k1+i′ = 1 take∆2k1+i′,2k2+j′ = 1 and zero otherwise, wherej
′ is such that
tj′
ai′−−−→̺j′ andπi′R∗̺j′ .
For a pair (k1 + i, k2 + j) ∈ Q2 take∆i,j = 1, and zero otherwise.
For a pair (2k1 + i′, 2k2 + j′) ∈ Q3 take∆ such that for(i, j) ∈ {1, . . . , k1} ×
{1, . . . , k2} we have∆ij = αij/xi, or zero if xi = 0, whereα is the distribution
witnessingπi′R∗̺j′ .
Lemma 35 For any two probabilistic automataS andT such that̂S strongly refineŝT
we have thatT simulatesS.
Proof:
(sketch) Assume thatŜ strongly refineŝT is witnessed by a relationR ⊆ {1, . . . , 2k1 +
l1} × {1, . . . , 2k2 + l2}. Show that a relationQ = {(si, tj) ∈ S × T | (i, j) ∈ R, i ∈
{1, . . . , k1}, j ∈ {1, . . . , k2}} is a simulation relation.
In the crucial point of the proof considerαsi,tj = ∆i,j · πi′ (si), whereπi′ is a
distribution being the only solution of a point constraint for statei′ ∈ {2k1, . . . , 2k2 +
l1}.
Theorem 21 follows as a corollary from the above two lemma andthe Corollary 33.
.14 Encoding Probabilistic Simulation
We now present another encoding of PAs into CMCs, which aims at capturing proba-
bilistic simulation (as opposed to simulation).
Consider a PAS = (S,Act,→, s1), whereS = {s1, . . . , sk}. Let{(s1, a1), . . . , (sl, al)} =
{(s, a) | s∈S ∧ a∈Act}. The corresponding CMC is
Š = ({1, . . . , 2k + l}, 1, ϕ̌,Act ∪⊥, V̌ }) ,
where⊥ is a fresh symbol not inAct . We have three types of states (see Figure 10).
Type-1 states,{1, . . . , k}, correspond directly to states{s1, . . . , sk}—their distribu-
tion constraints encode the non-deterministic choice of action. Type-2 states,{k +
1, . . . , 2k}, represent ability of a state to be idle. We will use them in parallel compo-
sition. Type-3 states,{2k+ 1, . . . , 2k+ l}, encode choice of a probability distribution
as a linear combination of distributions allowed by the automaton.
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The valuation functions are given by:
V̌ (i) = {∅} for 1 ≤ i ≤ k
V̌ (k + i) = {{⊥}} for 1 ≤ i ≤ k
V̌ (2k + i′) = {{ai′}} for 1 ≤ i
′ ≤ l
and
ϕ̌(i)(x) is xk+i = 1 or ∃1≤ i
′≤ l. x2k+i′ =1 ∧ s
i′ = si
for 1≤ i≤k (type-1 states)
ϕ̌(k + i)(x) is xi = 1
for 1≤ i≤k (type-2 states)
ϕ̌(2k + i′)(x) is ∃λ ∈ Dist(1, . . . , |π|). x = πλ
for 1≤ i′≤ l (type-3 states)
whereπ = {π | sj
aj
−−→π}. Technically speakingπ is a matrix, whose columns
are distributionsπ. We write |π| for the number of columns inπ. Additionally x is
implicitly required to be a probability distribution over{1, . . . , 2k + l}.
Observe that̂S is only polynomially larger thanS.
Lemma 36 (Soundness)For any two probabilistic automataS and T such thatS
weakly refinesT. We have thaťT probabilistically simulatešS.
Proof:
Let S = (S,Act,→S , s1) and T = (T,Act,→T , t1), with S = {s1, . . . , sk1} and
T = {t1, . . . , tk2}. In the proof we writěϕ to refer to the constraint function of̌S, and
ˇ̺ to refer to the constraint function of̌T. Alsol1 andl2 are used to refer to the number
of combinations of state-action of respectivelyŠ and Ť. Finally qi andrj are used to
range over states inS (respectively inT ), whensi andtj are bound to some concrete
value.
LetR ∈ {1, . . . , 2k1+l1}×{1, . . . , 2k2+l2} be a weak refinement relation between
Š andŤ, witnessing the assumption of the lemma. The proof proceedsby showing that
Q = {(si, tj) | (i, j) ∈ R ∧ 1 ≤ i ≤ k1 ∧ 1 ≤ j ≤ k2}
is a probabilistic simulation relation betweenS andT.





, ai′) = (si, a).1
By construction of the encoding we know that any probabilitydistributionx satisfy-
ingϕ(i)(x) is a point distribution, andx such thatx2k+i′ = 1 is possible. So consider
such a distributionx. Since(i, j) ∈ R we know that there exists a correspondence
matrix∆ ∈ [0, 1]2k1+l1×2k2+l2 such thatψ(j)(x×∆) holds. Moreoverx×∆ must be
a point distribution by construction of the encoding. So(x ×∆)2k2+j′ = 1 for some
1 ≤ j′ ≤ l2. And, by refinement again, we get that valuation functions for both2k1+ i′
and for2k2 + j′ both return{{a}} and that(2k1 + i′, 2k2 + j′) ∈ R.
1The equality bindsi′ to be the index of(si, a) on the list of state-action pairs in the encoding ofS.
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But Ť is also constructed using the encoding, so it necessarily isthat tj
a
−→̺ for
some̺ ∈ Dist(T ).
Observe thatϕ(2k1 + i′)(π) holds, becauseπ is always a convex linear combina-
tion of a set of vectors containing it. Since(2k1 + i′, 2k2 + j′) ∈ R, there exists a
correspondence matrix∆′ ∈ [0, 1]2k1+l1×2k2+l2 such thatψ(2k2+ j′)(π×∆′) holds.
The latter implies thatπ×∆′ is a linear combinations of vectors in̺= {̺ | tj
a
−→̺}.
It remains to show thatπR∗(π × ∆′). Takeαqi,qj = πi · ∆
′
ij . We first argue


























ij = (π ×∆
′)j as required by
πR∗(π ×∆′).
Now if αqi,rj 6= 0 then∆
′
ij 6= 0, which in turn with refinement of2k2 + j
′ by
2k1 + i
′ implies that(i, j) ∈ R, and furthermore(si, sj) ∈ Q by construction, as
required byπR∗(π ×∆′). This finishes the proof.
Lemma 37 (Completeness)For any two probabilistic automataS andT such thaťT
probabilistically simulatešS, we have thatS weakly refinesT.
Proof:
Let S = (S,Act,→S , s1) and T = (T,Act,→T , t1), with S = {s1, . . . , sk1} and
T = {t1, . . . , tk2}. LetQ ⊆ S × T be the probabilistic simulation relation betweenS
andT, witnessing the assumption of the lemma.
The proof proceeds by showing that a relationR ⊆ {1, . . . , 2k1+l1}×{1, . . . , 2k2+
l2} is a weak refinement relation betweenŠ andŤ.
Take the following candidate forR:
R1 = {(i, j) | (si, tj) ∈ Q}
R2 = {(k1 + i, k2 + j) | (si, tj) ∈ Q}
R3 = {(2k1 + i
′, 2k2 + j
′) | (si, tj) ∈ R∧
si = s
i′ ∧ tj = t
j′}
R = R1 ∪R2 ∪R3
We apply the usual coinductive proof technique.
Case 1. Take(i, j) ∈ R1 andx satisfyingϕ(i)(x). We know thatx can only be a
point-distribution. Ifxk1+i = 1 then we take∆ such that∆k1+i,k2+j = 1 (and∆ is
zero for all other cells). Clearly∆ is a correspondence matrix. Moreoverx ×∆ is a
point distribution with 1 on(k2 + j)th position, soψ(j)(x×∆) holds by construction
of the encoding (see first case in encoding of constraints). Al o (k1 + i, k2 + j) ∈ R2
since(si, tj) ∈ Q.
If x2k1+i′ = 1 then it means thatsi
V̌ (i)
−−−→π for someπ and actionV̌ (i). But
then, since(si, tj) ∈ Q, it is possible that j
V̌ (i)
−−−→c̺,for some distribution̺ . Let j′
be such that j = tj
′
and aj′ = V̌ (i). Take a correspondence matrix∆ such that
∆2k1+i′,2k2+j′ = 1 (and∆ is zero for all other cells). We have thatx ×∆ is a point
distribution with 1 on2k2 + j′th position, soψ(j)(x × ∆) holds by construction of
encoding resulting inj (see first case in encoding of constraints). Also(2k1+ i′, 2k2+
j′) ∈ R3 ⊆ R by definition ofR3.
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Case 2. Take(k1 + i, k2 + j) ∈ R2. The argument is almost identical to the first
subcase in Case 1. We omit it here.
Case 3. Take(2k1 + i′, 2k2 + j′) ∈ R3 and x satisfyingϕ(2k1 + i′)(x). Let
si = s
i′ and tj = tj
′







−−−−−−−→c̺, where̺ = ̺×λ for some
probability distributionλ ∈ Dist(1, . . . , |̺|). Clearlyψ(2k2 + j′)(̺) = 1. It remains
to check thatπ can be correspondence to̺.
To this end consider a correspondence matrix∆ such that
∆ij =
{






i=1 xi ·αsi,tj/xi =
∑k1
i=1 αsi,tj = αS,tj =
̺j by xR∗̺ (this discussion only holds forj ≤ k2, but the remaining cells are zero,
which is easy to argue for. Also somewhat sloppily we ignoredth possibilty of division
by zero – indeed it cannot happen since forxi = 0 we said that∆ij is simply zero).
Effectivelyx×∆ = ̺, so it satisfiesψ(2k2 + j′). Valuations obviously match.
Moreover if∆ij 6= 0 thenαsi,tj 6= 0. then(si, tj) ∈ Q and then(i, j) ∈ R1 ⊆ R,
which finishes the proof.
Theorem 38 is a corollary from the following two lemmas.
Theorem 38 T probabilistically simulatesS iff Ŝ weakly refineŝT.
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