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Abstract
In this paper we study a free boundary problem for the growth of multi-layer tumors
in necrotic phase. The tumor region is strip-like and divided into necrotic region and pro-
liferating region with two free boundaries. The upper free boundary is tumor surface and
governed by a Stefan condition. The lower free boundary is the interface separating necrotic
region from proliferating region, its evolution is implicit and intrinsically governed by an
obstacle problem. We prove that the problem has a unique flat stationary solution, and
there exists a positive constant γ∗, such that the flat stationary solution is asymptotically
stable for cell-to-cell adhesiveness γ > γ∗, and unstable for 0 < γ < γ∗.
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1 Introduction
In this paper, we study the following free boundary problem modeling tumor growth in
necrotic phase:
∆σ= σχΩ+(t) in Ω
+(t) ∪ Ω−(t), t > 0,
∆p= −µ(σ − σ˜)χΩ+(t) + νχΩ−(t) in Ω+(t) ∪ Ω−(t), t > 0,
σ= σ¯, p = γκ on Γ+(t), t > 0,
σ= σˆ, [[∂nσ]] = 0 on Γ
−(t), t > 0,
[[p]] = 0, [[∂np]] = 0 on Γ
−(t), t > 0,
∂yσ= 0, ∂yp = 0 on Γ0, t > 0,
V = −∂np on Γ+(t), t > 0,
Γ+(0)= Γ+0 at t = 0,
(1.1)
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where σ = σ(x, y, t) and p = p(x, y, t) are unknown functions representing concentration of
nutrient and internal pressure within tumor, respectively, Ω+(t) and Ω−(t) are unknown domains
occupied by tumor proliferating cells and necrotic cells at time t > 0, respectively, and
Ω+(t) := {(x, y) ∈ Rn−1 × R : η(x, t) < y < ρ(x, t)},
Ω−(t) := {(x, y) ∈ Rn−1 × R : 0 < y < η(x, t)},
where η(x, t) and ρ(x, t) are unknown functions satisfying 0 < η(x, t) < ρ(x, t) for x ∈ Rn−1 and
t > 0, Γ+(t) and Γ−(t) are free boundaries, and
Γ+(t) := graph(ρ(x, t)) = {(x, y) ∈ Rn−1 × R : y = ρ(x, t)},
Γ−(t) := graph(η(x, t)) = {(x, y) ∈ Rn−1 × R : y = η(x, t)},
Γ0 := graph(0) is the fixed bottom boundary, κ is the mean curvature and V is the outward
normal velocity of upper tumor surface Γ+(t), respectively, ∂n denotes the outward normal
derivative with respect to Ω+(t), σ¯, σ˜, σˆ, µ, ν and γ are positive constants, where σ¯ represents
constant external nutrient supply, σ˜ is a critical value for the balance of cell apoptosis and
mitosis, σˆ is the nutrient level for tumor cell necrosis, µ is the proliferation rate of tumor
proliferating cells, ν is the dissolution rate of necrotic cells, and γ is cell-to-cell adhesiveness.
We assume that 0 < σˆ < σ˜ < σ¯. χΩ±(t) is the characteristic function of Ω
±(t), respectively. The
notation [[p]] denotes the jump of p across Γ−(t), and
[[p]] := Υp+ −Υp− for p+ = p∣∣
Ω+(t)
and p− = p
∣∣
Ω−(t)
,
where Υ is the trace operator on Γ−(t). Similarly, [[∂np]] and [[∂nσ]] denote the jump of the
normal derivatives of p and σ across Γ−(t), respectively.
Problem (1.1) is originated from mathematical model proposed by Byrne and Chaplain
[3], for the growth of necrotic tumor in vitro which is cultivated on an impermeable support
membrane, and tumor cells are multilayered. The first equation describes the diffusion and
consumption of nutrient in tumor region; the second equation is based on Darcy’s law and mass
conservation law; the third equation means constant nutrient supply and pressure is continuous
across the upper tumor surface, by taking cell-to-cell adhesiveness into account; the later three
lines of equations mean that nutrient concentration, pressure and their normal derivatives are
continuous across the lower free boundary, nutrient and tumor cells can not pass through the
bottom boundary. For more details we refer to [3].
In the non-necrotic case, i.e., Ω−(t) = ∅, the corresponding problem of (1.1) has been well
studied. Cui and Escher [8] established local well-posedness and asymptotic stability of the
unique flat equilibrium (independent of x). Zhou et al. [23] proved that there exist infinitely
many bifurcation stationary solutions. It is worthy to mention that another extensively studied
model is solid tumor spheroid model, where tumor region is sphere-shaped. For similar solid
tumor spheroid models, many illuminative results such as global well-posedness, existence of
bifurcation stationary solutions and Hopf bifurcations, and asymptotical stability of radially
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symmetric equilibrium have been established, we refer to [5, 6, 7, 10, 11, 12, 13, 14, 16, 20, 21,
22] and references therein.
In the necrotic case, we observe that problem (1.1) has two free boundaries. The evolution
of the upper free boundary Γ+(t) is governed by the equation V = −∂np, but the evolution of
the lower free boundary Γ−(t) is implicit. This is a remarkable feature and make the analysis
of problem (1.1) in high dimension is much more difficult than the non-necrotic case. By the
maximum principle, since 0 < σˆ < σ¯, we have σ(x, y, t) ≡ σˆ in Ω−(t), and σ(x, y, t) > σˆ in Ω+(t)
at each t > 0. Let Ω(t) := {(x, y) ∈ Rn−1 × R : 0 < y < ρ(x, t)} for a given function ρ(x, t), we
can rewrite Ω+(t) = {(x, y) ∈ Ω(t) : σ(x, y, t) > σˆ}, Ω−(t) = int{(x, y) ∈ Ω(t) : σ(x, y, t) = σˆ}
and Γ−(t) = ∂Ω+(t) ∩ ∂Ω−(t). We see that (σ(x, y, t),Γ−(t)) satisfies an obstacle problem:{−∆σ + σ ≥ 0, σ ≥ σˆ, (−∆σ + σ)(σ − σˆ) = 0 in Ω(t),
σ = σ¯ on Γ+(t), ∂yσ = 0 on Γ0.
(1.2)
The regularity of free boundary of obstacle problems in high dimension is very difficult to study
(cf. [4, 17]). Even for smooth domain Ω(t), the solution σ /∈ C2(Ω(t)). It makes a main difficulty
arising in necrotic tumor model from non-necrotic case. To solve this problem, we first show
there is a unique flat stationary solution (see Section 2). It implies that we can consider obstacle
problem (1.2) in a small neighborhood of the flat stationary solution. Motivated by Cui [5] and
Hamilton [15], by using Nash-Moser implicit function theorem, for given Γ+(t) = graph(ρ(x, t))
closed to the flat equilibrium, we prove that the solution (σ(x, y, t),Γ−(t)) is smoothly depending
on ρ(x, t), and Γ−(t) is actually smooth in space variables (see Lemma 3.2). Then we further
solve the first six lines of equations of problem (1.1) and get the solution p(x, y, t) which also
smoothly depends on ρ(x, t), finally by the second last equation V = −∂np we reduce problem
(1.1) into an abstract differential equation ∂tρ + Ψ(ρ) = 0 only containing function ρ(x, t). In
suitable Banach spaces, we show this abstract differential equation is of parabolic type and
the local well-posedness follows by geometric theory of parabolic differential equations. By a
delicate analysis and computation, we study the spectrum of the linearized operator at the flat
stationary solution, and by linearized stability principle we can get asymptotic stability of the
flat stationary solution.
To give a precise statement of our main results, we introduce some notations.
In this paper, we only consider the case n = 2, and the higher-dimensional case can
be treated similarly. We denote the solution of problem (1.1) by (σ, p, η, ρ), with Γ−(t) =
graph(η(x, t)) and Γ+(t) = graph(ρ(x, t)). For the sake of simplicity, we impose that
σ(x, y, t), p(x, y, t), η(x, t), ρ(x, t) are 2π-periodic in x ∈ R. (1.3)
We identify S = R/2πZ, and identify continuous 2π-periodic function space Cper(R) = C(S).
Given s > 0, we denote by BUCs(S) the space of all bounded and uniformly Ho¨lder continuous
functions on S of order s > 0. Let hs(S) denote the little Ho¨lder space, a closure of BUC∞(S)
in BUCs(S). Similarly, we denote by hs(Ω) the closure of BUC∞(Ω) in BUCs(Ω) for bounded
open domain Ω in R2.
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Our first main result is stated as follows:
Theorem 1.1 Let σ˜ > σˆ > 0 be given. There exists a positive constant σ∗ > σ˜ depending
only on σˆ and σ˜, such that free boundary problem (1.1) has a unique flat stationary solution
(σs, ps, ηs, ρs) if and only if σ¯ > σ∗.
We shall prove this result in Section 2. Recall that in non-necrotic case (see Theorem 2 of
[8]), there exists a unique non-necrotic flat stationary solution for all σ¯ > σ˜. It is an interesting
difference that necrotic flat stationary solution does not exist for σ˜ < σ¯ ≤ σ∗.
Our second main result is about asymptotic stability of the flat stationary solution.
Theorem 1.2 (i) There exists a positive threshold value γ∗ of cell-to-cell adhesiveness
such that for any γ > γ∗, the flat stationary solution (σs, ps, ηs, ρs) is asymptotically stable in
the following sense: There exists a constant ǫ > 0 such that if ρ0 ∈ h4+α(S), ‖ρ0‖h4+α(S) < ǫ
and Γ+0 = graph(ρs + ρ0), then the solution (σ, p, η, ρ) of problem (1.1) exists for all t > 0 and
converges to (σs, ps, ηs, ρs) exponentially fast as t→ +∞.
(ii) If 0 < γ < γ∗, then (σs, ps, ηs, ρs) is unstable.
The above result implies that cell-to-cell adhesiveness γ plays an important role on tumor’s
stability. A smaller value of γ may make tumor more aggressive. The threshold value γ∗ of
cell-to-cell adhesiveness is given by (4.19) and (4.21), and γ∗ can be regarded as a function of
the dissolution rate ν. By dγ∗/dν ≤ 0, we see that a smaller value of ν may make tumor more
unaggressive. While in the limiting case ν = 0, the flat stationary solution is not asymptotically
stable for all γ > 0. (see Remark 5.2).
The structure of the rest of this paper is arranged as follows. In the next section, we study
the existence and uniqueness of flat stationary solution. In Section 3, by using implicit function
theorem and classical theory of elliptic equations we reduce free boundary problem (1.1) into
a Cauchy problem in little Ho¨lder spaces, and establish the local well-posedness. Section 4 is
devoted to study the linearized problem at flat stationary solution and compute eigenvalues. In
the last section we make stability analysis and give a proof of Theorem 1.2.
2 Flat stationary solution
In this section, we study the existence and uniqueness of flat stationary solution of free
boundary problem (1.1).
We denote flat stationary solution by (σs(y), ps(y), ηs, ρs) with 0 < ηs < ρs. It satisfies the
following problem
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
σ′′s (y)= σs(y), p
′′
s(y) = −µ(σs(y)− σ˜) for ηs < y < ρs,
σ′′s (y)= 0, p
′′
s(y) = ν for 0 < y < ηs,
σs(ρs)= σ¯, ps(ρs) = 0,
σs(ηs)= σˆ, σ
′
s(ηs) = 0,
ps(η
+
s )= ps(η
−
s ), p
′
s(η
+
s ) = p
′
s(η
−
s ),
σ′s(0)= 0, p
′
s(0) = 0, p
′
s(ρs) = 0.
(2.1)
We easily get that
σs(y) =

σ¯ sinh(y − ηs) + σˆ sinh(ρs − y)
sinh(ρs − ηs) for ηs ≤ y ≤ ρs,
σˆ for 0 < y < ηs,
(2.2)
ps(y) =

µ
2
σ˜(y2 − ρ2s) + (ν − µσ˜)(y − ρs)ηs + µ(σ¯ − σs(y)) for ηs ≤ y ≤ ρs,
ν
2
(y2 − η2s) + p0 for 0 < y < ηs,
(2.3)
where p0 =
µ
2 σ˜(η
2
s − ρ2s) + (ν − µσ˜)(ηs − ρs)ηs + µ(σ¯ − σˆ).
By σ′s(ηs) = 0, there holds
cosh(ρs − ηs) = σ¯
σˆ
. (2.4)
Using this formula,
σ′s(ρs) =
σ¯ cosh(ρs − ηs)− σˆ
sinh(ρs − ηs) =
√
σ¯2 − σˆ2. (2.5)
By p′s(ρs) = 0 we have µσ˜ρs + (ν − µσ˜)ηs − µσ′s(ρs) = 0. It implies that
(ν − µσ˜)ηs + µσ˜ρs = µ
√
σ¯2 − σˆ2. (2.6)
Then from (2.4) and (2.6), we obtain
ηs =
µ
ν
(√
σ¯2 − σˆ2 − σ˜ ln(σ¯ +
√
σ¯2 − σˆ2) + σ˜ ln σˆ), (2.7)
ρs = ηs + ln(σ¯ +
√
σ¯2 − σˆ2)− ln σˆ. (2.8)
Clearly, ρs > ηs if and only if 0 < σˆ < σ¯.
Next, we only need to make sure ηs > 0 for 0 < σˆ < min{σ˜, σ¯}. Define a function
f(a, r) :=
√
r2 − 1− a ln(r +
√
r2 − 1) for r > 1, a > 1.
Note that
∂rf(a, r) =
r − a√
r2 − 1 , f(a, a) < 0 for r > 1, a > 1.
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It follows that for any a > 1, there exists a positive constant a∗ > a such that
f(a, r)

< 0, 1 < r < a∗,
= 0, r = a∗,
> 0, r > a∗.
By (2.7) we see that ηs =
µσˆ
ν
f(
σ˜
σˆ
,
σ¯
σˆ
). Recall that 0 < σˆ < min{σ˜, σ¯}. We immediately obtain
that there exists a positive constant σ∗ > σ˜ depending only on σ˜ and σˆ, such that ηs > 0 for
σ¯ > σ∗ and η ≤ 0 for σ¯ ≤ σ∗.
In conclusion, we have
Theorem 2.1 Assume 0 < σˆ < σ˜. There exists a positive constant σ∗ > σ˜ depending
only on σ˜ and σˆ, such that for σ¯ > σ∗, problem (1.1) has a unique flat stationary solution
(σs, ps, ηs, ρs) given by (2.2), (2.3), (2.7) and (2.8). If σ¯ ≤ σ∗, problem (1.1) has no flat stationary
solution.
It is interesting to compare this result with non-necrotic case. From Theorem 2 of [8], we
see that there exists a unique non-necrotic flat stationary solution for 0 < σ˜ < σ¯. But in necrotic
case, we see for σ˜ < σ¯ ≤ σ∗, necrotic flat stationary solution does not exist.
3 Reduction and Well-posedness
In this section, we reduce free boundary problem (1.1) into a Cauchy problem in little
Ho¨lder spaces, and study the local well-posedness.
First, we transform free boundary problem (1.1) into an equivalent problem on a fixed
domain. Later on, we always assume 0 < σˆ < σ˜ < σ∗ < σ¯. By Theorem 2.1, problem (1.1) has
a unique flat stationary solution (σs, ps, ηs, ρs). Denote
Ωs = {(x, y) ∈ S× R : 0 < y < ρs}, Ds = {(x, y) ∈ S× R : 0 < y < ηs},
Γs = S× {ρs}, Js = S× {ηs}, Γ0 = S× {0}, Es = Ωs\Ds.
Let r0 := (ρs − ηs)/8, δ ∈ (0, r0) and α ∈ (0, 1), set
Oδ := {ρ ∈ h4+α(S) : ‖ρ‖h4+α(S) < δ}. (3.1)
For ρ, η ∈ Oδ, we denote
Ωρ = {(x, y) ∈ S× R : 0 < y < ρs + ρ(x)}, Dη = {(x, y) ∈ S× R : 0 < y < ηs + η(x)},
Γρ = {(x, y) ∈ S× R : y = ρs + ρ(x)}, Jη = {(x, y) ∈ S× R : y = ηs + η(x)},
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Ωρ,η = Ωρ\Dη and Eη = Ωs\Dη.
Choose a function ϕ ∈ C∞(R) such that
0 ≤ ϕ(y) ≤ 1, ϕ(y) =
{
1, for |y| ≤ δ,
0, for |y| ≥ 3δ,
sup |ϕ′(y)| < 1/δ. (3.2)
Given ρ ∈ Oδ , we introduce a mapping
Φρ : Ωs → Ωρ, (x, y)→
(
x, y + ϕ(y − ρs)ρ(x)
)
.
Clearly, Φρ(Ωs) = Ωρ, Φρ(Γs) = Γρ and Φρ is a h
4+α diffeomorphism from Ωs onto Ωρ. Moreover,
for any η ∈ Oδ, Φρ is the identity mapping on Dη. Define the induced push-forward operator
Φρ∗, and pull-back operator Φ
∗
ρ by
Φρ∗u = u ◦Φ−1ρ for u ∈ C(Ωs), Φ∗ρv = v ◦ Φρ for v ∈ C(Ωρ). (3.3)
Next, we introduce the following transformed operators:
A(ρ)u := Φ∗ρ∆(Φρ∗u), B(ρ)u := 〈∇(Φρ∗u)|Γρ ,nρ〉 for u ∈ H2(Ωs), (3.4)
where nρ = (−ρx, 1) is the outward normal on Γρ, 〈·, ·〉 denotes the Euclidean inner product,
and H2(Ωs) stands for Sobolev space. By Lemma 2.2 of [9], we have{A ∈ C∞(Oδ, L(hk+2+α(Ωs), hk+α(Ωs))), 0 ≤ k ≤ 2,
B ∈ C∞(Oδ, L(hk+1+α(Ωs), hk+α(S))), 0 ≤ k ≤ 3. (3.5)
Denote by K(ρ) the transformed mean curvature on Γρ and
K(ρ) = −(1 + ρ2x)−
3
2 ρxx. (3.6)
For some T > 0, and a function ρ ∈ C([0, T ),Oδ)∩C1([0, T ), h1+α(S)), we identify ρ(x, t) =
ρ(t)(x) for t ∈ [0, T ) and x ∈ S. By an elementary analysis, the outward normal velocity V of
tumor surface Γρ(t) can be given by
V = ρt/
√
1 + ρ2x.
Let χDη and χEη be the characteristic functions of Dη and Eη, respectively. Rewrite
Γ+0 = graph(ρs + ρ0) for some ρ0 ∈ Oδ ,
and
u(x, y, t) = Φ∗ρσ(x, y, t), v(x, y, t) = Φ
∗
ρ p(x, y, t).
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One can easily check that free boundary problem (1.1) is transformed into the following problem:
A(ρ)u= uχEη in Ωs, t > 0,
A(ρ)v= −µ(u− σ˜)χEη + νχDη in Ωs, t > 0,
u= σ¯, v = γK(ρ) on Γs, t > 0,
u= σˆ, [[∂nu]] = 0 on Jη , t > 0,
[[v]] = 0, [[∂nv]] = 0 on Jη , t > 0,
∂yu= 0, ∂yv = 0 on Γ0, t > 0,
∂tρ= −B(ρ)v on S, t > 0,
ρ(0)= ρ0 on S, t = 0.
(3.7)
By above transformation, we have
Lemma 3.1 A quadruple (u, v, η, ρ) is a solution of problem (3.7) if and only if the
quadruple (σ, p, ηs+η, ρs+ρ) is a solution of problem (1.1) in the neighborhood of (σs, ps, ηs, ρs),
with σ = Φρ∗u and p = Φ
ρ
∗v.
Next we further reduce problem (3.7) into a Cauchy problem in little Ho¨lder space for ρ
only. Given ρ ∈ Oδ, we consider the following problem:
A(ρ)u = uχEη in Ωs,
u
∣∣
Γs
= σ¯, ∂yu
∣∣
Γ0
= 0,
u = σˆ, [[∂nu]] = 0 on Jη.
(3.8)
For any η ∈ Oδ, by the maximum principle, u ≡ σˆ in Dη, and u > σˆ in Eη. On the other hand,
since u = σˆ on Jη, we have
∂nu =
uxηx − uy√
1 + η2x
= −uy
√
1 + η2x on Jη .
It implies that [[∂nu]] = 0 is equivalent to ∂yu = 0 on Jη. Hence for problem (3.8), we only need
to solve 
A(ρ)u= u in Eη,
u= σ¯ on Γs,
∂yu= 0 on Jη,
u= σˆ on Jη.
(3.9)
Recently, Cui [5] studied a similar obstacle problem based on Nash-Moser implicit function
theorem. Motivated by this method and with some modifications to the proof of Theorem 5.2
of [5] , we have the following result:
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Lemma 3.2 There exists a constant δ1 ∈ (0, r0), such that for any ρ ∈ Oδ1 , problem (3.9)
has a unique solution (u, η) satisfying u ∈ h4+α(Eη) and η ∈ C∞(S). Moreover, the mapping
ρ 7→ (u, η) from Oδ1 to h4+α(Eη)× C∞(S) is smooth.
Proof. Denote
H := {(x, y) ∈ S× R : ρs + ηs
2
< y < ρs}, K := {(x, y) ∈ S×R : ηs < y < ρs + ηs
2
}.
Let r1 := min{(ρs − ηs)/8, ηs/8} ≤ r0 and δ ∈ (0, r1). For any m ∈ N, m ≥ 4 and α ∈ (0, 1),
denote
O˜m+αδ := {η ∈ hm+α(S) : ‖η‖h4+α(S) < δ}.
For any η ∈ O˜m+αδ , we introduce a mapping
Φ˜η : R
2 → R2, (x, y)→ (x, y + ϕ(y − ηs)η(x)),
where ϕ is a smooth function given by (3.2). We have Φ˜η is a h
m+α diffeomorphism from Es
onto Eη, and Φ˜η is the identity mapping on H. Similarly as (3.3), we can define the push-forward
operator Φ˜η∗, and pull-back operator Φ˜
∗
η induced by Φ˜η, and for any ρ ∈ Oδ and η ∈ O˜m+αδ , we
define an operator
A (ρ, η)v := Φ˜∗ηA(ρ)(Φ˜η∗v) for v ∈ BUC2(Es).
Notice that for any ρ ∈ Oδ and η ∈ O˜m+αδ , A(ρ) ≡ ∆ in K, we see that A (ρ, η) is independent
of η on H, and independent of ρ on K. Moreover, A (ρ, η) is uniformly elliptic and by Lemma
2.2 in [9], we have
A ∈ C∞(Oδ × O˜m+αδ , L(h4+α(Es) ∩ hm+α(K), h2+α(Es) ∩ hm−2+α(K))).
Set u˜ = u ◦ Φ˜η. The first three equations of (3.9) is equivalent to
A (ρ, η)u˜ = u˜ in Es, u˜ = σ¯ on Γs, ∂yu˜ = 0 on Js. (3.10)
By well-known regularity theory of second-order elliptic differential equations, problem (3.10)
has a unique solution u˜ := U˜(ρ, η) ∈ h4+α(Es), and by Lemma 2.3 in [9], for m ≥ 4,
U˜ ∈ C∞(Oδ × O˜m+αδ , h4+α(Es)). (3.11)
Next, we further show some much more profound properties of U˜ . Recall from Part II.1 of
Hamilton [15], Banach space h4+α(S) can be regarded as a tame Fre´chet space, C∞(S) with
a collection of seminorms {‖ ‖hm+α(S),m = 0, 1, 2 · · · }, and BUC∞(K) with a collection of
seminorms {‖ ‖hm+α(K),m = 0, 1, 2 · · · } are both tame Fre´chet spaces. Denote
O˜∞δ = {η ∈ C∞(S) : ‖η‖h4+α(S) < δ}.
By Theorem 3.3.5 in Part II of [15], we have
U˜ is a smooth tame mapping from Oδ × O˜∞δ to h4+α(Es) ∩BUC∞(K), (3.12)
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which means that for all m ∈ N, m ≥ 4,
U˜ ∈ C∞(Oδ × O˜m+αδ , h4+α(Es) ∩ hm+α(K)), (3.13)
and
‖U˜(ρ, η)‖h4+α(Es) + ‖U˜(ρ, η)‖hm+α(K) ≤ Cm(1 + ‖ρ‖h4+α(S) + ‖η‖hm+α(S)), (3.14)
where Cm is a positive constant dependent on m.
We define a mapping F : Oδ × O˜m+αδ → hm+α(S) by
F (ρ, η) = U˜(ρ, η)
∣∣∣
Js
− σˆ.
It is easy to see that F ∈ C∞(Oδ × O˜m+αδ , hm+α(S)). Moreover, by (3.12) we have
F is a smooth tame mapping from Oδ × O˜∞δ to C∞(S). (3.15)
Clearly, F (0, 0) = 0 and problem (3.9) is equivalent to the equation F (ρ, η) = 0.
Next we compute the Fre´chet derivative of F with respect to η at (ρ, η) ∈ Oδ × O˜∞δ , which
is denoted by DηF (ρ, η). Let U(ρ, η) be the solution of the first three equations of problem (3.9).
For any ζ ∈ C∞(S), we easily verify that
DηF (ρ, η)ζ = Z(ρ, η, ζ)
∣∣
Jη
,
where z = Z(ρ, η, ζ) is the solution of the following problem
A(ρ)z = z in Eη, z = 0 on Γs, ∂yz = −∂yy U(ρ, η)ζ on Jη. (3.16)
Since U(0, 0) = σs
∣∣
Es
, we have ∂yy U(0, 0)
∣∣
Js
= σ′′s (η
+
s ) = σˆ > 0. Thus for sufficiently small
δ > 0, we have ∂yy U(ρ, η)
∣∣
Jη
> σˆ/2 for (ρ, η) ∈ Oδ×O˜∞δ . By (3.16), for any ξ ∈ C∞(S) we have
[DηF (ρ, η)]
−1ξ = −∂yT (ρ, η, ξ)
∂yy U(ρ, η)
∣∣∣
Jη
,
where z = T (ρ, η, ξ) is the solution of the problem
A(ρ)z = z in Eη, z = 0 on Γs, z = ξ on Jη.
Notice that DηF (0, 0) is an isomorphism from h
m+α(S) onto hm+1+α(S) for all m ∈ N, so
classical implicit function theorem in Banach spaces is not available here. But on the other
hand, similarly as (3.15), we can show the mapping
(ρ, η, ξ) 7→ [DηF (ρ, η)]−1ξ is smooth tame from Oδ × O˜∞δ × C∞(S) to C∞(S).
Thus by Nash-Moser implicit function theorem (see Theorem 3.3.1 in Part III of [15]), there
exist sufficiently small δ1, δ
′
1 ∈ (0, r0), and a unique smooth tame mapping S from Oδ1 to O˜∞δ′1
such that
S(0) = 0 and F (ρ,S(ρ)) = 0.
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By letting u = U(ρ,S(ρ)) and η = S(ρ), we see that (u, η) is the solution of problem (3.9), and
the mapping ρ 7→ (u, η) is smooth. The proof is complete. ✷
By the proof of Lemma 3.2, for any ρ ∈ Oδ1 , problem (3.8) has a unique solution
u =
{U(ρ,S(ρ)) in ES(ρ),
σˆ in DS(ρ),
and η = S(ρ). (3.17)
Next we consider the following problem
A(ρ)v= −µ(u− σ˜)χEη + νχDη in Ωs,
v= γK(ρ) on Γs,
[[v]] = 0, [[∂nv]] = 0 on Jη,
∂yv= 0 on Γ0,
(3.18)
where u and η are given by (3.17). For the sake of simplicity, we first study
A(ρ)w+= −µ(U(ρ,S(ρ)) − σ˜) in ES(ρ),
A(ρ)w−= ν in DS(ρ),
w+= 0 on Γs,
w+= w− on JS(ρ),
∂nw
+= ∂nw
− on JS(ρ),
∂yw
−= 0 on Γ0.
(3.19)
Lemma 3.4 There exists a positive constant δ2 ∈ (0, δ1) such that for any ρ ∈ Oδ2 ,
problem (3.19) has a unique solution (w+, w−) ∈ h4+α(ES(ρ)) × h4+α(DS(ρ)), and the mapping
ρ 7→ (w+, w−) is smooth in Oδ2 .
Proof. For given ρ ∈ Oδ1 and ζ ∈ h4+α(S), we consider
A(ρ)w+= −µ(U(ρ,S(ρ)) − σ˜) in ES(ρ),
w+= ζ on JS(ρ),
w+= 0 on Γs,

A(ρ)w−= ν in DS(ρ),
w−= ζ on JS(ρ),
∂yw
−= 0 on Γ0.
(3.20)
From Lemma 3.2, we see S(ρ) ∈ C∞(S) and U(ρ,S(ρ)) ∈ h4+α(ES(ρ)). By classical regularity
theory of elliptic differential equations, problem (3.20) has a unique solution (w+, w−) such that
w+ :=W+(ρ, ζ) ∈ h4+α(ES(ρ)) and w− :=W−(ρ, ζ) ∈ h4+α(DS(ρ)). (3.21)
Since the mappings S and U are both smooth in Oδ1 , the mappingsW+ andW− are also smooth
in Oδ1 × h4+α(S).
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Recall that ∂n is outward normal derivative on JS(ρ) with respect to ES(ρ). Define a mapping
G : Oδ1 × h4+α(S)→ h3+α(S) by
G(ρ, ζ) = ∂nW+(ρ, ζ)
∣∣∣
JS(ρ)
− ∂nW−(ρ, ζ)
∣∣∣
JS(ρ)
for ρ ∈ Oδ1 , ζ ∈ h4+α(S). (3.22)
It is easy to see that problem (3.19) is equivalent to the equation G(ρ, ζ) = 0.
Since W+ and W− are smooth, we have
G ∈ C∞(Oδ1 × h4+α(S), h3+α(S)). (3.23)
By (2.1)–(2.3), we see G(0, p0) = 0, where p0 = ps(ηs). Note that
S(0) = 0, U(0,S(0)) = σs, W+(0, p0) = ps
∣∣
Es
, W−(0, p0) = ps
∣∣
Ds
.
By a direct computation, we have
DζG(0, p0)ξ = −∂yz+
∣∣
Js
+ ∂yz
−
∣∣
Js
for ξ ∈ h4+α(S),
where z+ and z− are the solutions to the following two problems, respectively,
∆z+ = 0 in Es, z
+ = ξ on Js, z
+ = 0 on Γs,
∆z− = 0 in Ds, z
− = ξ on Js, ∂yz
− = 0 on Γ0.
(3.24)
For any ξ ∈ C∞(S) with the expression ξ(x) =
∑
k∈Z
ξke
ikx, we obtain
DζG(0, p0)ξ =
∑
k∈Z
τkξke
ikx, (3.25)
where τ0 = (ρs − ηs)−1 and τk = k(coth k(ρs − ηs) + tanh kηs) for k 6= 0, k ∈ Z.
Obviously, there exist two positive constant C1 and C2 such that
C1
√
k2 + 1 ≤ τk ≤ C2
√
k2 + 1.
It implies that
DζG(0, p0) is an isomorphism from H
r+1(S) onto Hr(S) for r > 0, (3.26)
where Hr(S) = {f ∈ L2(S) :
∑
k∈Z
(k2 + 1)r|f̂(k)|2 < +∞}.
From (3.25), we easily obtain that for ξ ∈ C∞(S) with ξ(x) =
∑
k∈Z
ξke
ikx,
[DζG(0, p0)]
−1ξ =
∑
k∈Z
τ−1k ξke
ikx.
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Define a function τ(x) = x(coth(ρs − ηs)x+ tanh ηsx) for |x| ≥ 1. It is easy to verify that
τk = τ(k) for k 6= 0 and sup
|x|≥1
|τ ′(x)|+ |x||τ ′′(x)| < +∞.
Using above relations one can prove that
sup
k∈Z
|k|∣∣ 1
τk
∣∣ < +∞,
sup
k∈Z
|k|2∣∣ 1
τk+1
− 1
τk
∣∣ < +∞,
sup
k∈Z
|k|3∣∣ 1
τk+2
− 2
τk+1
+
1
τk
∣∣ < +∞.
Then by Theorem 4.5 of [2] (or [19]), we have
[DζG(0, p0)]
−1 ∈ L(Cr(S), Cr+1(S)) for r > 0. (3.27)
By Sobolev embedding theorem, H4+r(S) →֒C4+α(S) for r > 3/2. Notice that h4+α(S) is the
closure ofH4+r(S) in C4+α(S) for r > 3/2. By (3.26) and (3.27), we obtain that [DζG(0, p0)]
−1 ∈
L(h3+α(S), h4+α(S)) and
DζG(0, p0) is an isomorphism from h
4+α(S) onto h3+α(S).
Hence by classical implicit function theorem in Banach spaces, there exist sufficiently small
constants δ2, δ
′
2 ∈ (0, δ1), and a unique mapping R ∈ C∞(Oδ2 , h4+α(S)) such that
R(0) = p0, ‖R(ρ)− p0‖h4+α(S) ≤ δ′2 and G(ρ,R(ρ)) = 0.
By letting (w+, w−) = (W+(ρ,R(ρ)),W−(ρ,R(ρ))), we see that (w+, w−) is the solution of
problem (3.19), and the desired result follows immediately. ✷
By the proof of Lemma 3.4, we denote
W(ρ) =
{W+(ρ,R(ρ)) in ES(ρ),
W−(ρ,R(ρ)) in DS(ρ),
for ρ ∈ Oδ2 . (3.28)
Consider the problem
A(ρ)v0 = 0 in Ωs, v0 = γK(ρ) on Γs, ∂yv0 = 0 on Γ0. (3.29)
Note that by (3.3), we have
K ∈ C∞(Oδ2 , h2+α(S)). (3.30)
By classical regularity theory of elliptic differential equations, problem (3.29) has a unique
solution v0 := V(ρ) ∈ h2+α(Ωs). Moreover, by (3.5), (3.30) and Lemma 2.3 in [9],
V ∈ C∞(Oδ2 , h2+α(Ωs)). (3.31)
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From (3.28), (3.29) and Lemma 3.4, for any ρ ∈ Oδ2 , we see problem (3.18) has a unique solution
v = V(ρ) +W(ρ). (3.32)
Later on, we always fix 0 < δ ≤ δ2. Define a mapping Ψ : Oδ → h1+α(S) by
Ψ(ρ) := B(ρ)V(ρ) + B(ρ)W(ρ) for ρ ∈ Oδ. (3.33)
It follows from (3.5), (3.31) and Lemma 3.4 that
Ψ ∈ C∞(Oδ, h1+α(S)). (3.34)
With all above reductions, we see that problem (3.7) is equivalent to the following Cauchy
problem {
∂tρ+Ψ(ρ) = 0 on S, t > 0,
ρ(0) = ρ0 on S.
(3.35)
More precisely, we have
Lemma 3.5 The function ρ is the solution of problem (3.35) if and only if (u, v, η, ρ) is
the solution of problem (3.7) with (u, v, η) given by (3.17) and (3.32).
Next we study local well-posedness of problem (3.35). For any ρ ∈ Oδ , we define the Fre´chet
derivative of nonlinear operator Ψ at ρ by
DΨ(ρ)ζ := lim
ε→0
Ψ(ρ+ εζ)−Ψ(ρ)
ε
for ζ ∈ h4+α(S).
Let E0 and E1 be two Banach spaces, E1 is densely and continuously embedded into E0.
Denote by H(E1, E0) the subspace of all linear operators A ∈ L(E1, E0) such that −A generates
a strongly continuous analytic semigroup on E0. We have the following result:
Lemma 3.6 DΨ(ρ) ∈ H(h4+α(S), h1+α(S)) for ρ ∈ Oδ.
Proof. Let Ψ1(ρ) := B(ρ)V(ρ) and Ψ2 := B(ρ)W(ρ), then
Ψ(ρ) = Ψ1(ρ) + Ψ2(ρ) for ρ ∈ Oδ.
Notice that the following problem is the corresponding transformed periodic Hele-Shaw model
with surface tension: 
A(ρ)v0= 0 in Ωs, t > 0,
∂yv0= 0 on Γ0, t > 0,
v0= γK(ρ) on Γs, t > 0,
ρt= −B(ρ)v0 on S, t > 0,
and similarly, it can be reduced to ∂tρ + Ψ1(ρ) = 0 for t > 0. Thus by well-known results of
Hele-Shaw models (cf. [9]), we have DΨ1(ρ) ∈ H(h4+α(S), h1+α(S)), for any ρ ∈ Oδ.
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On the other hand, by Lemma 3.4, (3.5) and (3.28), we have Ψ2 ∈ C∞(Oδ, h3+α(S)) and
DΨ2(ρ) ∈ L(h4+α(S), h3+α(S)). Since h3+α(S) is compactly embedded into h1+α(S), by the
well-known perturbation result (cf. Theorem I.1.5.1 in [1], or Proposition 2.4.3 in [18]), we get
the desired result. ✷
The above result implies that problem (3.35) is of parabolic type in Oδ. Thus by using
analytic semigroup theory and applications to parabolic differential problems (see [1] and [18]),
we get the local well-posedness.
Theorem 3.7 Given ρ0 ∈ Oδ. There exists a maximal T > 0 such that problem (3.35)
has a unique solution ρ ∈ C([0, T ),Oδ) ∩C1([0, T ), h1+α(S)).
From Theorem 3.7, and combining Lemma 3.1, Lemma 3.5, we see that free boundary
problem (1.1) is locally wellposed, and given ρ0 ∈ Oδ, there exists a unique solution (σ, p, η, ρ)
of problem (1.1).
4 Linearization and Eigenvalues
In this section we study linearization of problem (3.35) at the stationary solution ρ = 0,
and compute all eigenvalues of DΨ(0).
First, we study the linearization of free boundary problem (1.1) at flat stationary solution
(σs, ps, ηs, ρs). Let
σ = σs + ǫφ(x, y, t), p = ps + ǫψ(x, y, t), η = ηs + ǫξ(x, t), ρ = ρs + ǫζ(x, t), (4.1)
where φ, ψ, ξ and ζ are unknown functions. At each time t > 0, by (3.6), the mean curvature
of the curve y = ρs + ǫζ can be expressed by
K(ǫζ) = −ǫζxx +O(ǫ2). (4.2)
Let nǫζ = (−ǫζx, 1) be the outward normal direction on y = ρs + ǫζ. We compute
〈∇p,nǫζ〉
∣∣
y=ρs+ǫζ
= (−ǫpxζx + py)
∣∣
y=ρs+ǫζ
= ∂y(ps + ǫψ)
∣∣
y=ρs+ǫζ
+O(ǫ2)
= ǫp′′s(ρs)ζ + ǫ∂yψ
∣∣
y=ρs
+O(ǫ2)
= −ǫ[µ(σ¯ − σ˜)ζ − ∂yψ∣∣y=ρs]+O(ǫ2).
(4.3)
By substituting (4.1) into problem (1.1), collecting all first order ǫ-terms and with the aid of
(4.2), (4.3) and the fact that
σ′′s (η
+
s ) = σˆ, σ
′′
s (η
−
s ) = 0, σ
′
s(ρs) =
√
σ¯2 − σˆ2,
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p′′s(η
+
s ) = −µ(σˆ − σ˜), p′′s(η−s ) = ν, p′s(ρs) = 0,
we obtain the linearization of problem (1.1) at (σs, ps, ηs, ρs) is given by
∆φ = φχEs in Ωs, t > 0,
∆ψ = −µφχEs in Ωs, t > 0,
φ = −√σ¯2 − σˆ2ζ, ψ = −γζxx on Γs, t > 0,
φ = 0, [[∂yφ]] = −σˆξ on Js, t > 0,
[[ψ]] = 0, [[∂yψ]] =
(
µ(σˆ − σ˜) + ν)ξ on Js, t > 0,
∂yφ = 0, ∂yψ = 0 on Γ0, t > 0,
∂tζ = −∂yψ
∣∣
y=ρs
+ µ(σ¯ − σ˜)ζ on S, t > 0.
(4.4)
For any given ζ ∈ h4+α(S), by solving problem (4.4)1–(4.4)6, we get a unique solution (φ,ψ, ξ).
Since problem (1.1) is equivalent to problem (3.35), their corresponding linearizations at
flat stationary solution are also equivalent. It implies that
DΨ(0)ζ = ∂yψ
∣∣
y=ρs
− µ(σ¯ − σ˜)ζ for ζ ∈ h4+α(S). (4.5)
Next, we given an explicit expression of DΨ(0) and study its eigenvalues. For any given
ζ(x) =
∑
k∈Z
cke
ikx ∈ C∞(S), (4.6)
set
φ(x, y) =
∑
k∈Z
ak(y)e
ikx, ψ(x, y) =
∑
k∈Z
bk(y)e
ikx, ξ(x) =
∑
k∈Z
dke
ikx, (4.7)
where ak(y) and bk(y) are unknown functions, dk is unknown coefficient for each k ∈ Z.
Substituting (4.6) and (4.7) into (4.4), we see that for each k ∈ Z, there hold
a′′k − k2ak = ak for ηs < y < ρs,
ak(y) = 0 for 0 < y ≤ ηs,
a′k(η
+
s ) = −σˆdk,
ak(ρs) = −
√
σ¯2 − σˆ2ck,
(4.8)
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and 
b′′k − k2bk = −µak for ηs < y < ρs,
b′′k − k2bk = 0 for 0 < y < ηs,
b′k(η
+
s ) = b
′
k(η
−
s ) +
(
µ(σˆ − σ˜) + ν)dk,
bk(η
+
s ) = bk(η
−
s ),
bk(ρs) = γk
2ck,
b′k(0) = 0.
(4.9)
By solving problem (4.8), we obtain that for each k ∈ Z,
ak(y) =
−
sinh
√
k2 + 1(y − ηs)
sinh
√
k2 + 1(ρs − ηs)
√
σ¯2 − σˆ2ck for ηs ≤ y ≤ ρs,
0 for 0 < y < ηs,
(4.10)
and
dk =
√
k2 + 1
√
σ¯2 − σˆ2ck
σˆ sinh
√
k2 + 1(ρs − ηs)
. (4.11)
Then by solving problem (4.9), an elementary computation shows that, for each k 6= 0, k ∈ Z,
bk(y) =

−µak(y) + (γk2 − µ
√
σ¯2 − σˆ2)ck cosh ky
cosh kρs
+ ek
sinh k(ρs − y)
sinh k(ρs − ηs) for ηs ≤ y ≤ ρs,
(γk2 − µ
√
σ¯2 − σˆ2)ck cosh ky
cosh kρs
+ ek
cosh ky
cos kηs
for 0 < y < ηs,
(4.12)
where
ek =
(µσ˜ − ν)dk
k[coth k(ρs − ηs) + tanh kηs] for k 6= 0, k ∈ Z. (4.13)
By using (2.4) and (4.11), we have d0 = c0, then
b0(y) =

[
µ
√
σ¯2 − σˆ2
( sinh(y − ηs)
sinh(ρs − ηs) − 1
)
+ (µσ˜ − ν)(ρs − y)
]
c0 for ηs ≤ y ≤ ρs,[
− µ
√
σ¯2 − σˆ2 + (µσ˜ − ν)(ρs − ηs)
]
c0 for 0 < y < ηs.
(4.14)
By (4.10)–(4.13), for k 6= 0, we compute
b′k(ρs)− µ(σ¯ − σ˜)ck
=−µa′k(ρs) + (γk2 − µ
√
σ¯2 − σˆ2)ckk tanh kρs − k ek
sinh k(ρs − ηs) − µ(σ¯ − σ˜)ck
=λk(γ)ck,
(4.15)
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where
λk(γ)= γk
3 tanh kρs + µ
√
σ¯2 − σˆ2[√k2 + 1 coth√k2 + 1(ρs − ηs)− k tanh kρs]
+
(−µσ˜ + ν)√k2 + 1√σ¯2 − σˆ2
σˆ sinh k(ρs − ηs) sinh
√
k2 + 1(ρs − ηs)
[
coth k(ρs − ηs) + tanh kηs
] − µ(σ¯ − σ˜), (4.16)
for k 6= 0 and γ > 0.
Note that (2.4) implies coth(ρs − ηs) = σ¯/
√
σ¯2 − σˆ2. Then from (4.14) we compute
b′0(ρs)− µ(σ¯ − σ˜)c0= µc0
√
σ¯2 − σˆ2 coth(ρs − ηs)− (µσ˜ − ν)c0 − µ(σ¯ − σ˜)c0
= µσ¯c0 − (µσ˜ − ν)c0 − µ(σ¯ − σ˜)c0
= νc0.
(4.17)
By (4.5)–(4.7) and (4.15)–(4.17), we have
Lemma 4.1 For any ζ ∈ C∞(S) given by ζ =
∑
k∈Z
cke
ikx, there holds
DΨ(0)ζ =
∑
k∈Z
λk(γ)cke
ikx, (4.18)
where λk(γ) is given by (4.16) for k 6= 0, and λ0(γ) ≡ ν.
Obviously, for each k ∈ Z and γ > 0, λk(γ) is an eigenvalue of the linearized operator
DΨ(0). We have the following properties:
Lemma 4.2 (i) For any γ > 0, limk→∞ λk(γ) = +∞.
(ii) There exists a constant γ∗ > 0, such that if γ > γ∗, we have λk(γ) > 0 for all k ∈ Z;
and if 0 < γ < γ∗, there exists at least an integer k0 ∈ Z such that λk0(γ) < 0.
Proof. (i) By a direct analysis, we have
lim
k→+∞
tanh kρs = lim
k→+∞
coth k(ρs − ηs) = 1,
lim
k→−∞
tanh kρs = lim
k→−∞
coth k(ρs − ηs) = −1,
lim
k→∞
(√
k2 + 1 coth
√
k2 + 1(ρs − ηs)− k tanh kρs
)
= 0.
Hence by (4.16), we immediately obtain limk→∞ λ(γ) = +∞ for any γ > 0.
(ii) Define a sequence {γk}k 6=0 by
γk :=
1
k3 tanh kρs
{
µ
√
σ¯2 − σˆ2
[
k tanh kρs −
√
k2 + 1coth
√
k2 + 1(ρs − ηs)
]
+
(µσ˜ − ν)√k2 + 1√σ¯2 − σˆ2
σˆ sinh k(ρs − ηs) sinh
√
k2 + 1(ρs − ηs)
[
coth k(ρs − ηs) + tanh kηs
] + µ(σ¯ − σ˜)}. (4.19)
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Clearly, we have
lim
k→∞
γk = 0 and lim
k→∞
k3 tanh kρsγk = µ(σ¯ − σ˜) > 0. (4.20)
Let
γ∗ := sup
k 6=0
{γk}. (4.21)
By (4.20) we see that γ∗ is well-defined and γ∗ > 0.
By (4.19), we rewrite (4.16) as
λk(γ) = k
3 tanh kρs
(
γ − γk
)
for k 6= 0, k ∈ Z. (4.22)
Then the desired result follows from (4.20) and (4.21). ✷
Denote σ(DΨ(0)) by the spectrum of DΨ(0). By Lemma 4.1 and Lemma 4.2, we have
Corollary 4.3 (i) If γ > γ∗, there exists a constant ̟ > 0 such that
σ(DΨ(0)) ⊂ {λ ∈ C : Reλ ≥ ̟}.
(ii) If 0 < γ < γ∗, then σ(DΨ(0)) ∩ {λ ∈ C : Reλ < 0} 6= ∅.
Proof. Since DΨ(0) ∈ L(h4+α(S), h1+α(S)), and h4+α(S) is compactly embedded into
h1+α(S), we see that σ(DΨ(0)) consists of all eigenvalues. By Lemma 4.1, we easily show that all
eigenvalues of the restriction of DΨ(0) in H4+r(S) are given by λk(γ) for k ∈ Z. Since h4+α(S)
is the closure of H4+r(S) in C4+α(S) for r > 3/2, we have
σ(DΨ(0)) = {λk(γ); k ∈ Z}.
Let γ > γ∗. By (4.21) and (4.22), we see that
λk(γ) ≥ k3 tanh kρs (γ − γ∗) ≥ tanh ρs (γ − γ∗) > 0 for k 6= 0.
Notice that λ0(γ) ≡ ν > 0. Take ̟ ∈ (0,min{tanh ρs (γ − γ∗), ν}), then λ(γ) > ̟ for all k ∈ Z.
It implies that the assertion (i) holds. The assertion (ii) directly follows from Lemma 4.2 (ii).
The proof is complete. ✷
5 Asymptotic stability
In this section we study asymptotic stability of the stationary solution ρ = 0 of problem
(3.35) and give a proof of our main result Theorem 1.2.
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Since problem (3.35) is of parabolic type in h1+α(S), by using geometric theory of parabolic
equations in Banach spaces, we have
Theorem 5.1 (i) If γ > γ∗, then the stationary solution 0 of problem (3.35) is asymptot-
ically stable. More precisely, there exists a positive constant ǫ such that for any given ρ0 ∈ Oδ
with ‖ρ0‖h4+α(S) < ǫ, problem (3.35) has a unique solution ρ(t) ∈ C([0,+∞),Oδ) ∩C1([0,+∞),
h1+α(S)), which converges exponentially fast to 0 as t→ +∞.
(ii) If 0 < γ < γ∗, then the stationary solution 0 is unstable.
Proof. (i) Let γ > γ∗. Recall that h
4+α(S) is densely and compactly embedded into
h1+α(S). Set A := −DΨ(0) and
G(ρ) := −Ψ(ρ) +DΨ(0)ρ for ρ ∈ Oδ.
Clearly, we have G(0) = 0 and DG(0) = 0. Problem (3.35) is equivalent to the following problem
ρ′(t) = Aρ(t) +G(ρ(t)) for t > 0, ρ(0) = ρ0. (5.1)
By Lemma 3.6, A generates a strongly continuous analytic semigroup on h1+α(S). By Corollary
4.3 (i), we have sup{Reλ : λ ∈ σ(A)} < −̟ < 0. Thus by Theorem 9.1.2 of [18], there are
positive constants ω, ǫ and M such that if the initial value ρ0 ∈ Oδ and ‖ρ0‖h4+α(S) < ǫ, then
the solution ρ(t) of problem (3.35) exists globally and
‖ρ(t)‖h4+α(S) + ‖ρ′(t)‖h1+α(S) ≤Me−ωt‖ρ0‖h4+α(S) for t ≥ 0. (5.2)
(ii) If 0 < γ < γ∗, by Corollary 4.3 (ii) we have σ+(A) = σ(A) ∩ {λ ∈ C : Reλ > 0} 6= ∅
and inf{Reλ : λ ∈ σ+(A)} > 0. Thus by Theorem 9.1.3 in [18], the stationary solution ρ = 0 is
unstable. The proof is complete. ✷
The proof of Theorem 1.2 By Lemma 3.1, Lemma 3.5 and Theorem 5.1 (i), we see that
the flat stationary solution (σs, ps, ηs, ρs) is asymptotically stable for γ > γ∗. More precisely,
there is a constant ǫ > 0 such that for any ρ0 ∈ Oδ satisfying ‖ρ0‖h4+α(S) < ǫ, problem (1.1) has
a unique global solution (σ(t), p(t), η(t), ρ(t)) with the form of
σ(t) = Φ
ρ˜(t)
∗ u(t), p(t) = Φ
ρ˜(t)
∗ v(t), η(t) = ηs + S(ρ˜(t)), ρ(t) = ρs + ρ˜(t),
where ρ˜(t) is the solution of problem (3.35) with ρ˜(0) = ρ0, and u(t), v(t), S(ρ˜(t)) are given by
(3.17) and (3.32). By (5.2) and the reduction in Section 3, we see that (σ(t), p(t), η(t), ρ(t))
converges exponentially fast to (σs, ps, ηs, ρs) in h
4+α(Ωρ˜(t)\JS(ρ˜(t))) × h2+α(Ωρ˜(t)\JS(ρ˜(t))) ×
h4+α(S)× h4+α(S), as time goes to infinity.
Similarly, by Lemma 3.1, Lemma 3.5 and Theorem 5.1 (ii), the flat stationary solution
(σs, ps, ηs, ρs) is unstable for 0 < γ < γ∗. The proof is complete. ✷
Remark 5.2 From (4.19) and (4.21), we easily obtain dγk/dν < 0 for each k 6= 0,
k ∈ Z. Thus we have dγ∗/dν ≤ 0. It implies that the smaller value of ν may make tumor more
unaggressive. In the limiting case ν = 0, since λ0(γ) = ν = 0, we have 0 ∈ σ(DΨ(0)). It implies
that the flat stationary solution is not asymptotically stable any more for all γ > 0.
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