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Uniform continuity bounds for characteristics of
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M.E. Shirokov∗
Abstract
We consider universal methods for obtaining (uniform) continuity bounds for
characteristics of multipartite quantum systems. We pay a special attention to
infinite-dimensional multipartite quantum systems under the energy constraints.
By these methods we obtain continuity bounds for several important char-
acteristics of a multipartite quantum state: the quantum (conditional) mutual
information, the squashed entanglement, the relative entropy of entanglement
and its regularization. The continuity bounds for the multipartite quantum mu-
tual information and for the bipartite relative entropy of entanglement and its
regularization are asymptotically tight for large energy.
The obtained results are used to prove the asymptotic continuity of the
n-partite squashed entanglement, the n-partite relative entropy of entanglement
and its regularization under the energy constraint on any (n− 1)-partite subsys-
tem.
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1 Introduction
Multipartite quantum systems are basic objects in quantum information theory [12, 23,
33]. Such systems play central role in algorithms of quantum information processing,
quantum computation, cryptography, etc. Properties of states of multipartite quantum
systems are described by different quantities that are used essentially in analysis of in-
formation abilities of such systems. So, important task consists in studying analytical
properties of these quantities (as functions of a state), in particular, finding accurate
upper and lower estimates, uniform continuity bounds (estimates for variation), con-
ditions for asymptotic continuity (for entanglement measures), etc.
Quantitative continuity analysis of characteristics of finite-dimensional multipartite
quantum systems is based on direct or non-direct applications of the Alicki-Fannes-
Winter method [1, 37]. We mention this method in Section 3.1. Examples of its appli-
cation to different characteristics of finite-dimensional multipartite quantum systems
can be found in Section 4 and in [27].
The main aim of this paper is to propose universal methods for quantitative conti-
nuity analysis of characteristics of infinite-dimensional multipartite quantum systems
under the energy constraints of different forms.
Mathematically, a characteristic of a multipartite quantum state is a function f on
the set S(HA1...An) of states of a n-partite system A1...An, n ≥ 2 (in infinite dimensions
such function is typically well defined only on some subset of S(HA1...An)). We will
assume that this function f has the following property: |f(ρ)| has an upper bound
proportional to the sum of several marginal entropies of the state ρ. It means, w.l.o.g.,
that
|f(ρ)| ≤ Cf
m∑
k=1
H(ρAk), m ≤ n, Cf ∈ R+, (1)
for all states ρ in S(HA1...An) having finite the marginal entropies H(ρA1),...,H(ρAm)
(for other states ρ the function f may not be defined). In fact, many real correlation
and entanglement measures on S(HA1...An) possess this property (see Section 4).
In Section 3 we show that property (1) is one of the conditions that allow to obtain
continuity bound for the function f valid for all states in S(HA1...An) with bounded
energy corresponding to the system A1...Am. We note first that such continuity bound
can be obtained by using the modification of the Alicki-Fannes-Winter method pro-
posed in [29], which is based on initial purification of quantum states with bounded
energy. This approach gives simple and universal continuity bounds for wide class of
characteristics of quantum systems composed of arbitrary subsystems provided that
lim
λ→0+
[
Tr e−λHAk
]λ
= 1, k = 1, 2, ..., m, (2)
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where HAk is the Hamiltonian of the subsystem Ak (Theorem 1).
1 The main drawback
of continuity bounds obtained by this way is their non-accuracy for small distance
between quantum states.
More sharp universal continuity bound can be obtained by using the two step tech-
nique based on appropriate finite-dimensional approximation of states with bounded
energy followed by the Alicki-Fannes-Winter method.2 The two step technique can
be applied when the single subsystems A1,...,Am are arbitrary and their Hamiltonians
satisfy condition (2), but the resulting continuity bounds are too complex in this case.
So, to avoid technical difficulties and keeping in mind possible applications we apply
the two step technique assuming that the single subsystems A1,...,Am (involved in (1))
are identical (it means that the Hamiltonians HA1,...,HAm of these subsystems are iso-
morphic). Under this assumption the construction is simplified essentially (Theorem
2). We pay a special attention to the case when each of the subsystems A1,...,Am is
(isomorphic to) a multi-mode quantum oscillator (Corolary 2).
In Section 4 we use general results of Section 3 to obtain continuity bounds for
several important characteristics of a multipartite quantum state: the quantum (con-
ditional) mutual information, the squashed entanglement, the relative entropy of entan-
glement and its regularization. We show that the continuity bounds for the multipartite
quantum mutual information and for the bipartite relative entropy of entanglement and
its regularization are asymptotically tight for large energy. We prove the asymptotic
continuity of the n-partite squashed entanglement, the n-partite relative entropy of
entanglement and its regularization under the energy constraint on any (n− 1)-partite
subsystem.
In Section 5 we discuss an interesting feature of the proposed methods: the con-
tinuity bounds produced by these methods for many characteristics of multipartite
quantum systems remain valid after actions of any local channels on states of these
systems.
2 Preliminaries
2.1 Basic notations
Let H be a separable Hilbert space, B(H) the algebra of all bounded operators on H
with the operator norm ‖ · ‖ and T(H) the Banach space of all trace-class operators on
H with the trace norm ‖·‖1. Let S(H) be the set of quantum states (positive operators
in T(H) with unit trace) [12, 23, 33].
Denote by IH the unit operator on a Hilbert space H and by IdH the identity
transformation of the Banach space T(H).
1The sense of condition (2) is described in Section 2.2.
2In the case m = 1 this technique was used by A.Winter to obtain continuity bounds for the
entropy and the conditional entropy [37].
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We will use the inequality
‖(IH − P ) ρP‖1 ≤
√
Tr(IH − P )ρ (3)
valid for any state ρ ∈ S(H) and any orthogonal projector P ∈ B(H), which can be
easily proved via the operator Cauchy-Schwarz inequality (see the proof of Lemma 11.1
in [12]).
The von Neumann entropy of a quantum state ρ ∈ S(H) is defined by the formula
H(ρ) = Tr η(ρ), where η(x) = −x ln x for x > 0 and η(0) = 0. It is a concave lower
semicontinuous function on the set S(H) taking values in [0,+∞] [12, 18, 32]. The
von Neumann entropy satisfies the inequality
H(pρ+ (1− p)σ) ≤ pH(ρ) + (1− p)H(σ) + h2(p) (4)
valid for any states ρ and σ in S(H) and p ∈ (0, 1), where h2(p) = η(p) + η(1− p) is
the binary entropy [23, 33].
The quantum relative entropy for two states ρ and σ in S(H) is defined as
H(ρ ‖σ) =
∑
〈i| ρ ln ρ− ρ lnσ |i〉,
where {|i〉} is the orthonormal basis of eigenvectors of the state ρ and it is assumed
that H(ρ ‖σ) = +∞ if suppρ is not contained in suppσ [12, 18].3
The quantum conditional entropy
H(A|B)ρ = H(ρ)−H(ρB)
of a state ρ of a bipartite quantum system AB with finite marginal entropies is essen-
tially used in analysis of quantum systems [12, 33]. It can be extended to the set of all
states ρ with finite H(ρA) by the formula
H(A|B)ρ = H(ρA)−H(ρ‖ρA ⊗ ρB)
proposed in [17]. This extension possesses all basic properties of the quantum condi-
tional entropy valid in finite dimensions [17, 27].
The quantum mutual information of a state ρ of a bipartite quantum system AB
is defined as
I(A :B)ρ = H(ρ‖ρA ⊗ ρB) = H(ρA) +H(ρB)−H(ρ), (5)
where the second formula is valid if H(ρ) is finite [19].
The quantum conditional mutual information (QCMI) of a state ρ of a tripartite
finite-dimensional system ABC is defined as
I(A :B|C)ρ .= H(ρAC) +H(ρBC)−H(ρ)−H(ρC). (6)
3The support suppρ of a state ρ is the closed subspace spanned by the eigenvectors of ρ corre-
sponding to its positive eigenvalues.
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This quantity plays important role in quantum information theory [8, 33], its nonnega-
tivity is a basic result well known as strong subadditivity of von Neumann entropy [20].
If system C is trivial then (6) coincides with (5).
In infinite dimensions formula (6) may contain the uncertainty ”∞−∞”. Never-
theless the conditional mutual information can be defined for any state ρ in S(HABC)
by the expression
I(A :B|C)ρ = sup
PA
[I(A :BC)QAρQA − I(A :C)QAρQA ] , QA = PA ⊗ IBC , (7)
where the supremum is over all finite rank projectors PA ∈ B(HA) and it is assumed
that I(A :B′)QAρQA = λI(A :B
′)λ−1QAρQA, where λ = TrQAρ [27].
Expression (7) defines the lower semicontinuous nonnegative function on the set
S(HABC) coinciding with the r.h.s. of (6) for any state ρ at which it is well defined
and possessing all basic properties of the quantum conditional mutual information valid
in finite dimensions [27, Th.2]. In particular,
I(A :B|C)ρ ≤ 2min {H(ρA), H(ρB), H(ρAC), H(ρBC)} (8)
for arbitrary state ρ in S(HABC).
The QCMI of a state ρ of a finite-dimensional multipartite system A1 . . . AnC is
defined as follows (cf.[3, 11, 34, 35, 36])
I(A1 : . . . :An|C)ρ .=
n∑
k=1
H(Ak|C)ρ −H(A1 . . . An|C)ρ
=
n−1∑
k=1
H(Ak|C)ρ −H(A1 . . . An−1|AnC)ρ.
(9)
Its nonnegativity and other basic properties can be derived from the corresponding
properties of the tripartite QCMI by using the representation (cf.[35])
I(A1 : . . . :An|C)ρ = I(An−1 :An|C)ρ + I(An−2 :An−1An|C)ρ + ...
+ I(A1 :A2...An|C)ρ.
(10)
By using representation (10) and the extended tripartite QCMI described before
one can define QCMI for any state of an infinite-dimensional system A1...AnC. The
extended QCMI is a lower semicontinuous nonnegative function on the set S(HA1...AnC)
coinciding with the r.h.s. of (9) for any state ρ in S(HA1...AnC) with finite marginal
entropies and possessing basic properties of QCMI [27, Proposition 5].
If ρ and σ are states in S(HA1...AnC) such that R = I(A1 : . . . : An|C)ρ and
S = I(A1 : . . . :An|C)σ are finite then
− h2(p) ≤ I(A1 : . . . :An|C)pρ+(1−p)σ − [pR + (1− p)S] ≤ (n− 1)h2(p) (11)
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for any p ∈ (0, 1), where h2(p) is the binary entropy. Indeed, if ρ and σ are states
with finite marginal entropies then inequality (11) can be proved by using the second
expression in (9), concavity of the conditional entropy and inequality (4). The validity
of (11) for arbitrary states ρ and σ with finite QCMI can be shown by approximation
using Proposition 5 in [27].
2.2 The set of quantum states with bounded energy
Let HA be a positive (semi-definite) densely defined operator on a Hilbert space HA.
We will assume that TrHAρ = supn TrPnHAρ for any positive operator ρ ∈ T(HA),
where Pn is the spectral projector of HA corresponding to the interval [0, n].
Let EA0 be the infimum of the spectrum of HA and E ≥ EA0 . Then
CHA,E = {ρ ∈ S(HA) |TrHAρ ≤ E}
is a closed convex subset of S(HA). If HA is treated as Hamiltonian of a quantum
system A then CHA,E is the set of states with the mean energy not exceeding E.
It is well known that the von Neumann entropy is continuous on the set CHA,E for
any E > EA0 if (and only if) the Hamiltonian HA satisfies the condition
Tr e−λHA < +∞ for all λ > 0 (12)
and that the maximal value of the entropy on this set is achieved at the Gibbs state
γA(E)
.
= e−λ(E)HA/Tre−λ(E)HA , where the parameter λ(E) is determined by the equality
TrHAe
−λ(E)HA = ETre−λ(E)HA [32]. Condition (12) implies that HA is an unbounded
operator having discrete spectrum of finite multiplicity. So, by the Lemma in [13] the
set CHA,E is compact for any E > E
A
0 .
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We will use the function
FHA(E)
.
= sup
ρ∈CHA,E
H(ρ) = H(γA(E)). (13)
It is easy to show that FHA is a strictly increasing concave function on [E
A
0 ,+∞) such
that FHA(E
A
0 ) = lnm(E
A
0 ), where m(E
A
0 ) is the multiplicity of E
A
0 [26, 37].
In this paper we will assume that the Hamiltonian HA satisfies the condition
lim
λ→0+
[
Tr e−λHA
]λ
= 1, (14)
which is slightly stronger than condition (12).5 By Lemma 1 in [29] condition (14)
holds if and only if
FHA(E) = o(
√
E) as E → +∞, (15)
while condition (12) is equivalent to FHA(E) = o(E) as E → +∞ [26]. It is essential
that condition (14) holds for the Hamiltonians of many real quantum systems [4, 29].6
4The compactness of CHA,E also follows from Corollary 7 in [26] which states that boundedness of
the entropy on a convex set of quantum states implies relative compactness of this set.
5In terms of the sequence {Ek} of eigenvalues of HA condition (12) means that limk→∞ Ek/ lnk =
+∞, while condition (14) is valid if lim infk→∞ Ek/ lnq k > 0 for some q > 2 [29, Proposition 1].
6Theorem 3 in [4] shows that FHA(E) = O (lnE) as E → +∞ if condition (20) below holds.
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The function
F¯HA(E) = FHA(E + E
A
0 ) = H(γA(E + E
A
0 )) (16)
is concave and nondecreasing on [0,+∞). Let FˆHA be a continuous function on [0,+∞)
such that
FˆHA(E) ≥ F¯HA(E) ∀E > 0, FˆHA(E) = o(
√
E) as E → +∞ (17)
and
FˆHA(E1) < FˆHA(E2), FˆHA(E1)/
√
E1 ≥ FˆHA(E2)/
√
E2 (18)
for any E2 > E1 > 0. Sometimes we will additionally assume that
FˆHA(E) = F¯HA(E)(1 + o(1)) as E → +∞. (19)
The existence of a function FˆHA with the required properties is established in the
following proposition proved in [30].
Proposition 1. A) If the Hamiltonian HA satisfies condition (14) then
Fˆ ∗HA(E)
.
=
√
E sup
E′≥E
F¯HA(E
′)/
√
E ′
is the minimal function satisfying all the conditions in (17) and (18).
B) Let
N↑[HA](E)
.
=
∑
k,j:Ek+Ej≤E
E2k and N↓[HA](E)
.
=
∑
k,j:Ek+Ej≤E
EkEj
for any E > EA0 . If
∃ lim
E→+∞
N↑[HA](E)/N↓[HA](E) = a > 1 (20)
then
• there is E∗ such that the function E 7→ F¯HA(E)/
√
E is nonincreasing for all
E ≥ E∗ and hence Fˆ ∗HA(E) = F¯HA(E) for all E ≥ E∗;
• Fˆ ∗HA(E) = (a− 1)−1(lnE)(1 + o(1)) as E → +∞.
Condition (20) is valid for the Hamiltonians of many real quantum systems [4].
Practically, it is convenient to use functions FˆHA defined by simple formulae. The
example of such function FˆHA satisfying all the conditions in (17),(18) and (19) in the
case when A is a multimode quantum oscillator is considered in Section 3.2.
We will use the following simple
Lemma 1. Let H be a positive operator on a Hilbert space H having discrete
spectrum of finite multiplicity and Pm the projector on the subspace Hm corresponding
to the minimal m eigenvalues E0, .., Em−1 of H (taking the multiplicity into account).
Then for any state ρ ∈ S(H) such that TrHρ ≤ E the following inequality holds
Tr(IH − Pm)ρ ≤ (E − E0)/(Em − E0).
Proof. Since Tr(IH − Pm)ρ = 1 − TrPmρ, the required inequality follows directly
from the inequalities E0TrPmρ ≤ TrPmHρ and EmTr(IH−Pm)ρ ≤ Tr(IH−Pm)Hρ. 
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3 The main results
3.1 The finite-dimensional case
Many important characteristics of states of a n-partite finite-dimensional quantum
system An
.
= A1...An have a form of a function f on the setS(HAn) satisfying inequality
(1) for some m ≤ n and the inequalities
− afh2(p) ≤ f(pρ+ (1− p)σ)− pf(ρ)− (1− p)f(σ) ≤ bfh2(p) (21)
for any states ρ and σ in S(HAn) and any p ∈ [0, 1], where h2 is the binary entropy
(defined after (4)) and af , bf ∈ R+. Inequality (1) can be written in the following
more accurate form:
− c−f sm(ρ) ≤ f(ρ) ≤ c+f sm(ρ), where sm(ρ) =
m∑
k=1
H(ρAk), m ≤ n, (22)
and c−f , c
+
f ∈ R+, for any state ρ in S(HAn). Examples of characteristics satisfying
inequalities (21) and (22) are presented in Section 4.
Since the subsystems A1,...,Am involved in (22) are finite-dimensional, the Alicki-
Fannes-Winter method7 (presented in the optimal form in [37] and described in a full
generality in the proof of Proposition 1 in [27]) allows to show that
|f(ρ)− f(σ)| ≤ Cε ln dimHA1...Am +Dg(ε) (23)
for any states ρ and σ in S(HAn) such that 12‖ρ − σ‖1 ≤ ε, where C = c+f + c−f ,
D = af+bf and g(x)
.
= (1+x)h2
(
x
1+x
)
= (x+1) ln(x+1)−x ln x. Note that continuity
bound (23) remains valid if the subsystems Am+1,...,An are infinite-dimensional.
Examples of using this method for several important characteristics of multipartite
finite-dimensional quantum systems can be found in Section 4 and in [27].
3.2 The infinite-dimensional case: arbitrary subsystems
Assume now that A1,...,An are arbitrary infinite-dimensional quantum systems. Prop-
erties (21) and (22) of a function f allow to obtain continuity bound for this function
under the energy constraint on the system Am
.
= A1...Am assuming that the Hamilto-
nian of this system has the ”standard” form
HAm = HA1 ⊗ IA2 ⊗ ...⊗ IAm + · · ·+ IA1 ⊗ ...⊗ IAm−1 ⊗HAm . (24)
We will use the following simple observation.
7The basic idea of this method is proposed in [1], it is then modified in [21, 31, 37].
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Lemma 2. If the Hamiltonians HA1,.., HAm satisfy condition (14) then the Hamil-
tonian HAm of the system A
m .= A1...Am satisfies condition (14) and
8
F¯HAm (E) ≤ F¯HA1 (E) + ... + F¯HAm (E) ∀E > 0. (25)
If the subsystems A1, ..., Am are identical, i.e. Am ∼= A for some system A,9 then
F¯HAm (E) = mF¯HA(E/m) ∀E > 0.
Proof. By the equivalence of (14) and (15) it suffices to prove inequality (25).
Since the Hamiltonian of the system Am has the form (24), we have
F¯HAm (E) = FHAm (E + E
Am
0 ) = max
E1+...+Em≤E+EA
m
0
[FHA1 (E1) + ... + FHAm (Em)]
= max
E1+...+Em≤E
[F¯HA1 (E1) + ...+ F¯HAm (Em)] ≤ F¯HA1 (E) + ...+ F¯HAm (E),
where it is used that EA
m
0 = E
A1
0 + ... + E
Am
0 .
If the subsystems A1, ..., Am are identical then F¯HAk (E) = F¯HA(E), k = 1, m. So, the
concavity of the function F¯HAk implies that the last maximum in the above expression
for F¯HAm (E) is attained at the point Ek = E/m, k = 1, m. 
The following theorem gives a universal continuity bound for a function f with
properties (21) and (22) under the energy constraint on the system Am
.
= A1...Am
(involved in (22)).
Theorem 1. Let f be a function on the set of all states ρ in S(HA1...An) such that∑m
k=1TrHAkρAk < +∞, m ≤ n, satisfying inequalities (21) and (22). Then
|f(ρ)− f(σ)| ≤ C
√
2εF¯HAm
[
mE¯
ε
]
+Dg(
√
2ε) (26)
for any states ρ and σ in S(HA1...An) s.t.
∑m
k=1TrHAkρAk ,
∑m
k=1TrHAkσAk ≤ mE
and 1
2
‖ρ− σ‖1 ≤ ε ≤ 1, where E¯ = E −m−1EAm0 , C = c+f + c−f and D = af + bf .10
If the Hamiltonians HA1,.., HAm satisfy condition (14) then the r.h.s. of (26) tends
to zero as ε→ 0.
Remark 1. If the subsystems A1, ..., Am are isomorphic to a given system A then
the last assertion of Lemma 2 shows that inequality (26) can be rewritten as
|f(ρ)− f(σ)| ≤ Cm
√
2εF¯HA
[
E¯
ε
]
+Dg(
√
2ε). (27)
8Here and in what follows we use the notation introduced in Section 2.2.
9It means that the Hamiltonians HA1 ,...,HAm of these systems are isomorphic to the Hamiltonian
HA of the system A.
10The function g(x) is defined after inequality (23).
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Remark 2. Replacing the function F¯HAm by any its upper bound FˆHAm such that
the function E 7→ FˆHAm (E)/
√
E is non-increasing makes inequality (26) valid for any
ε > 0 (including the case ε > 1).
Proof of Theorem 1. Since TrHAm [ρA1 ⊗ ...⊗ ρAm ] =
∑m
k=1TrHAkρAk , we have
m∑
k=1
H(ρAk) = H(ρA1 ⊗ ...⊗ ρAm) ≤ FHAm (mE) = F¯HAm (mE¯)
for any state ρ ∈ S(HA1...An) such that TrHAmρAm =
∑m
k=1TrHAkρAk ≤ mE. Hence
for any such state ρ inequality (22) implies that
− c−f F¯HAm (mE¯) ≤ f(ρ) ≤ c+f F¯HAm (mE¯). (28)
Thus, in the case ε < 1/2 inequality (26) follows from Theorem 1 in [29]. In the
case ε ≥ 1/2 this inequality directly follows from inequality (28).
The second assertion of the theorem follows from Lemma 2. 
Theorem 1 implies the following
Corollary 1. Let f be a function on the set of all states ρ in S(HA1...An) such
that
∑m
k=1TrHAkρAk < +∞, m ≤ n, satisfying inequalities (21) and (22). If the
Hamiltonians HA1,.., HAm satisfy condition (14) then for any E > E
Am
0 the function f
is uniformly continuous on the set{
ρ ∈ S(HA1...An)
∣∣∣∣∣
m∑
k=1
TrHAkρAk ≤ E
}
. (29)
There exists a continuity bound for the function f on this set depending only on the
parameters af , bf , c
−
f , c
+
f and the characteristics of the Hamiltonians HA1,.., HAm.
The last assertion of Corollary 1 allows to prove uniform continuity on the set
(29) of the functions x 7→ infλ fλ(x) and x 7→ supλ fλ(x), where {fλ} is a family of
functions satisfying inequalities (21) and (22) with the same parameters.
3.3 The infinite-dimensional case: identical subsystems
The continuity bound given by Theorem 1 is simple and universal but it is non-accurate
for small ε because of its dependance on
√
ε. More sharp universal continuity bound can
be obtained by using two step technique based on appropriate finite-dimensional ap-
proximation of arbitrary states ρ and σ followed by the Alicki-Fannes-Winter method.11
We apply the two step technique assuming that the subsystems A1,...,Am (involved
in (22)) are infinite-dimensional and isomorphic to a given system A. It means that
the Hamiltonians HA1,...,HAm of these systems are isomorphic to the Hamiltonian HA
of the system A. This assumption essentially simplifies the resulting continuity bound
and seems reasonable from the point of view of potential applications.
11This technique was used by A.Winter in [37].
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In the following theorem we assume that the Hamiltonian HA satisfies condition
(14) and has minimal eigenvalue EA0 . We also assume that FˆHA is any continuous
function on R+ satisfying conditions (17) and (18).
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Theorem 2. Let An
.
= A1...An, where Ak ∼= A for k = 1, m, m ≤ n, and
Am+1, ..., An are arbitrary systems. Let f be a function on the set of all states ρ
in S(HAn) such that
∑m
k=1TrHAkρAk < +∞ satisfying inequalities (21) and (22).
Let E > EA0 , ε > 0 and t ∈ (0, 1/ε). Then
|f(ρ)− f(σ)| ≤ Cm
(
(ε+ ε2t2)FˆHA
[
mE¯
ε2t2
]
+ 4
√
εtFˆHA
[
E¯
2εt
])
+D
(
g(ε+ ε2t2) + 2g(2
√
εt)
) (30)
for any states ρ and σ in S(HAn) such that
∑m
k=1TrHAkρAk ,
∑m
k=1TrHAkσAk ≤ mE
and 1
2
‖ρ− σ‖1 ≤ ε, where E¯ = E −EA0 , C = c+f + c−f and D = af + bf .13
If conditions (19) and (20) hold 14 then for qiven E¯ the r.h.s. of (30) can be written
as
Cm
(
(ε+ ε2t2) ln
[
mE¯
ε2t2
]
1 + o(1)
a− 1 + 4
√
εt ln
[
E¯
2εt
]
1 + o(1)
a− 1
)
+D
(
g
(
ε+ ε2t2
)
+ 2g(2
√
εt)
)
, εt→ 0+.
(31)
If, in addition,
lim
E→+∞
[
infρ∈Cm
E
f(ρ)
mFHA(E)
+ c−f
]
= lim
E→+∞
[
c+f −
supρ∈Cm
E
f(ρ)
mFHA(E)
]
= 0, (32)
where CmE = {ρ ∈ S(HAn)|
∑m
k=1TrHAkρAk ≤ mE} and FHA is the function defined
in (13), then continuity bound (30) with optimal t is asymptotically tight for large E.15
Remark 3. Since the function FˆHA satisfies condition (17) and (18), the r.h.s. of
(30) (denoted by VBmt (E¯, ε |C,D) in what follows) is a nondecreasing function of ε
and E¯ tending to zero as ε→ 0+ for each m and any given E¯, C, D and t ∈ (0, 1/ε).
Remark 4. The ”free” parameter t can be used to optimize continuity bound (30)
for given values of E and ε.
Proof. Since the Hamiltonian HA satisfies condition (14), it has discrete spectrum
of finite multiplicity. So, we may assume that
HAk =
+∞∑
i=0
Ei|τki 〉〈τki |, k = 1, m,
12The role of FˆHA can be played by the function Fˆ
∗
HA
defined in Proposition 1.
13The function g(x) is defined after inequality (23).
14By Proposition 1 this holds, in particular, if FˆHA = Fˆ
∗
HA
.
15A continuity bound sup
x,y∈Sa
|f(x) − f(y)| ≤ Ba(x, y) depending on a parameter a is called
asymptotically tight for large a if lim sup
a→+∞
sup
x,y∈Sa
|f(x) − f(y)|
Ba(x, y)
= 1.
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where {τki } is an orthonormal basis in the Hilbert space HAk and {Ei} is a nondecreas-
ing sequence of eigenvalues of HA. Let
H¯Ak = HAk −EA0 IAk =
+∞∑
i=0
E¯i|τki 〉〈τki |,
where E¯i = Ei − EA0 , P kd be the projector onto the subspace of HAk spanned by the
vectors τk0 , ...τ
k
d−1 and P¯
k
d = IAk − P kd the projector onto the orthogonal subspace.
For each d such that E¯d > mE¯ consider the states
ρd = r
−1
d QdρQd and σd = s
−1
d QdσQd,
where Qd = P
1
d ⊗ ...⊗ Pmd ⊗ IAm+1 ⊗ ...⊗ IAn,
rd
.
= TrQdρ ≥ 1−mE¯/E¯d and sd .= TrQdσ ≥ 1−mE¯/E¯d. (33)
To prove the first inequality in (33) note that Lemma 1 in Section 2.2 implies∣∣TrQk−1d ρ− TrQkdρ∣∣ ≤ ‖Qk−1d ‖Tr[IA1 ⊗ ...⊗ IAk−1 ⊗ P¯ kd ⊗ IAk+1 ⊗ ...⊗ IAn]ρ
= TrP¯ kd ρAk ≤ TrH¯AkρAk/E¯d, k = 1, m,
where Q0d = IAn and Q
k
d = P
1
d ⊗ ...⊗ P kd ⊗ IAk+1 ⊗ ...⊗ IAn, k = 1, m. It follows that
1− rd ≤
m∑
k=1
∣∣TrQk−1d ρ− TrQkdρ∣∣ ≤
m∑
k=1
TrH¯AkρAk/E¯d ≤ mE¯/E¯d.
The second inequality in (33) is proved similarly.
The condition E¯d > mE¯ implies that
m∑
k=1
TrHAk [ρd]Ak ≤ mE and
m∑
k=1
TrHAk [σd]Ak ≤ mE. (34)
Indeed, by the assumption we have
TrH¯AmρAm ≤ mE¯,
where H¯Am = HAm −mEA0 IAm . Hence
TrH¯Am [ρd]Am ≤ r−1d (mE¯ − TrH¯AmTdρAm) ≤ r−1d (mE¯ − E¯dTrTdρAm) ≤ mE¯,
where Td = IAm−P 1d ⊗ ...⊗Pmd and the second inequality follows from the fact that all
eigenvalues of H¯Am corresponding to the range of Td are not less than E¯d. The second
inequality in (34) is proved similarly.
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By using inequality (3) it is easy to show that
‖ω − ωd‖1 ≤ 2TrQ¯dω + 2
√
TrQ¯dω ≤ 4
√
TrQ¯dω ≤ 4
√
mE¯/E¯d, ω = ρ, σ,
where Q¯d = IAn −Qd and the last inequality follows from (33).
Thus, by using (34) we obtain from Theorem 1 with Remarks 1 and 2 that
|f(ρ)− f(ρd)|, |f(σ)− f(σd)| ≤ Cm
√
2δdFˆHA(E¯/δd) +Dg(
√
2δd), (35)
where δd = 2
√
mE¯/E¯d.
By using monotonicity of the trace norm under quantum operations and the in-
equalities in (33) we obtain
‖ρd − σd‖1 ≤ ‖QdρQd −QdσQd‖1 + ‖QdρQd‖1|1− r−1d |+ ‖QdσQd‖1|1− s−1d |
≤ 2ε+ (1− rd) + (1− sd) ≤ 2ε+ 2mE¯/E¯d.
Thus, since the states [ρd]Ak and [σd]Ak are supported by the d-dimensional subspace
P kd (HAk) for each k = 1, m, it follows from (23) that
|f(ρd)− f(σd)| ≤ Cmεd ln d+Dg(εd), (36)
where εd = ε+mE¯/E¯d.
By using inequalities (35) and (36) we obtain
|f(ρ)− f(σ)| ≤ |f(ρ)− f(ρd)|+ |f(σ)− f(σd)|+ |f(ρd)− f(σd)|
≤ Cm
(
2
√
2δdFˆHA(E¯/δd) + εd ln d
)
+D
(
2g(
√
2δd) + g(εd)
)
.
(37)
Since ‖HA1P 1d ‖ = Ed−1, we have
ln d = H(d−1P 1d ) ≤ FHA1 (Ed−1) = FHA(Ed−1) = F¯HA(E¯d−1) ≤ FˆHA(E¯d−1) ∀d. (38)
If mE¯ ≥ ε2t2E¯d0 for given t ∈ (0, 1/ε), where d0 is the multiplicity of EA0 , then there
is d∗ such that mE¯ < E¯d∗ and
mE¯
E¯d∗
≤ ε2t2 ≤ mE¯
E¯d∗−1
. (39)
By using (38), the second inequality in (39) and the monotonicity of FˆHA we obtain
ln d∗ ≤ FˆHA(mE¯/(ε2t2)). (40)
If mE¯ < ε2t2E¯d0 then by setting d∗ = d0 we obtain the first inequality in (39),
mE¯ < E¯d∗ and ln d∗ = FHA(E
A
0 ) = F¯HA(0) ≤ FˆHA(0).
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So, by monotonicity of FˆHA, inequality (40) holds in this case as well.
By using the first inequality in (39), upper bound (40) and monotonicity of the
functions E 7→ FˆHA(E)/
√
E and g(x), it is easy to obtain inequality (30) from the
inequality (37) with d = d∗.
If conditions (19) and (20) hold then it follows from part B of Proposition 1 that
FˆHA(E) = (a− 1)−1 ln(E)(1 + o(1)) as E → +∞. (41)
This implies the asymptotic representation (31).
Assume that both relations in (32) hold. Then for any δ > 0 there exists Eδ > E
A
0
such that for any E > Eδ the set C
m
E contains states ρ and σ such that |f(ρ)− f(σ)| ≥
(C−δ)mFHA(E). Since 12‖ρ−σ‖1 ≤ 1, it follows that for any ε > 0 the set CmE contains
states ρε and σε such that
16
1
2
‖ρε − σε‖1 ≤ ε and |f(ρε)− f(σε)| ≥ ε(C − δ)mFHA(E). (42)
By using (41) and the similar representation for the function FHA(E) (Theorem 3
in [4]) one can show that for any δ > 0 there exists Eδ > E
A
0 and εδ ∈ (0, 1) such that
the r.h.s. of (30) with t = ε2 does not exceed
CεmFHA(E)(1 + δ) +X(ε, E) for all E ≥ Eδ and ε ≤ εδ, (43)
where X(ε, E) is a bounded function.
Since FHA(E) tends to +∞ as E → +∞, by using upper bound (43) and the states
ρε and σε with the properties stated in (42) it is easy to show the asymptotical tightness
of the continuity bound (30) for large E. 
Remark 5. By Remark 2 all arguments from the proof of Theorem 2 are valid for
any function f satisfying continuity bounds (23) and (27).
Assume now that the system A is the ℓ-mode quantum oscillator with the frequen-
cies ω1, ..., ωℓ . The Hamiltonian of this system has the form
HA =
ℓ∑
i=1
~ωia
∗
i ai + E0IA, E0 =
1
2
ℓ∑
i=1
~ωi,
where ai and a
∗
i are the annihilation and creation operators of the i-th mode [12]. Note
that this Hamiltonian satisfies condition (20) with a = 1 + 1/ℓ [4].
In this case the function FHA(E) defined in (13) is bounded above by the function
Fℓ,ω(E)
.
= ℓ ln
E + E0
ℓE∗
+ ℓ, E∗ =
[
ℓ∏
i=1
~ωi
]1/ℓ
, (44)
16This can be shown by using the states ρk =
k
n
ρ+ (1− k
n
)σ, k = 0, 1, .., n, for sufficiently large n.
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and upper bound (44) is ε-sharp for large E [29, 30]. So, the function
F¯ℓ,ω(E)
.
= Fℓ,ω(E + E0) = ℓ ln
E + 2E0
ℓE∗
+ ℓ, (45)
is a upper bound on the function F¯HA(E)
.
= FHA(E +E0) satisfying all the conditions
in (17),(18) and (19) [30]. By using the function F¯ℓ,ω in the role of the function FˆHA
in Theorem 2 we obtain the following
Corollary 2. Let A be the ℓ-mode quantum oscillator with the frequencies ω1, ..., ωℓ.
Let An
.
= A1...An, where Ak ∼= A for k = 1, m, m ≤ n, and f be a function on the set
of states ρ in S(HAn) with finite
∑m
k=1TrHAkρAk satisfying inequalities (21) and (22).
Let E > E0, ε > 0 and t ∈ (0, 1/ε). Then
|f(ρ)− f(σ)| ≤ Cm(ε+ ε2t2)ℓ ln
[
mE¯/(ε2t2) + 2E0
e−1ℓE∗
]
+4Cm
√
εtℓ ln
[
E¯/(2εt) + 2E0
e−1ℓE∗
]
+D
(
g
(
ε+ ε2t2
)
+ 2g(2
√
εt)
) (46)
for any states ρ and σ in S(HAn) such that
∑m
k=1TrHAkρAk ,
∑m
k=1TrHAkσAk ≤ mE
and 1
2
‖ρ− σ‖1 ≤ ε, where E¯ = E − E0, C = c−f + c+f and D = af + bf .
If both relations in (32) hold then continuity bound (46) with optimal t is asymp-
totically tight for large E.
4 Applications
4.1 Multipartite quantum mutual information
The quantum mutual information of a state ρ of a multipartite system A1 . . . An is
defined as follows (cf.[19, 11, 34, 35, 36])
I(A1 : . . . :An)ρ
.
= H(ρ ‖ ρA1 ⊗ · · · ⊗ ρAn) =
n∑
k=1
H(ρAk)−H(ρ), (47)
where the second formula is valid if H(ρ) < +∞. If all the marginal entropies
H(ρA1), ..., H(ρAn) are finite then the second formula in (47) implies that
I(A1 : . . . :An)ρ ≤
n∑
k=1
H(ρAk). (48)
It follows from inequality (11) in Section 2 (with trivial system C) that the function
f(ρ) = I(A1 : . . . : An)ρ satisfies inequality (21) with af = 1 and bf = n − 1. The
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nonnegativity of the mutual information and upper bound (48) show that this function
satisfies inequality (22) with m = n, c−f = 0 and c
+
f = 1.
17
Thus, if all the subsystems A1, ..., An are finite-dimensional then Fannes’ type con-
tinuity bound (23) for the function f(ρ) = I(A1 : . . . :An)ρ has the following form:
|I(A1 : . . . :An)ρ − I(A1 : . . . :An)σ| ≤ ε ln dimHA1...An + ng(ε) (49)
for any states ρ and σ in S(HA1...An) such that 12‖ρ − σ‖1 ≤ ε. If all the subsystems
A1, ..., An have the same dimension d then there is a pure state ρ in S(HA1...An) such
that ρAk = d
−1IAk for k = 1, n. Since I(A1 : . . . :An)ρ = n ln d = lndimHA1...An, by
using any product state σ one can show that continuity bound (49) is asymptotically
tight for large d. Note that continuity bound (49) cannot be obtained by applying
Audenaert’s continuity bound (cf.[2]) to the summands in the second formula in (47).
In the infinite-dimensional case the above observations allow to apply Theorems 1
and 2 to the function f(ρ) = I(A1 : . . . :An)ρ directly.
In the following proposition VBmt (E¯, ε |C,D) denotes the expression in the r.h.s.
of (30) defined by means of any continuous function FˆHA on R+ satisfying conditions
(17) and (18).
Proposition 2. Let n ≥ 2 be arbitrary and HA1, ..., HAn the Hamiltonians of quan-
tum systems A1, ..., An satisfying condition (14). Let ρ and σ be states in S(HA1..An)
such that
∑n
k=1TrHAkρAk ,
∑n
k=1TrHAkσAk ≤ nE and 12‖ρ− σ‖1 ≤ ε ≤ 1. Then
|I(A1 : . . . :An)ρ − I(A1 : . . . :An)σ| ≤
√
2εF¯HAn
[
nE¯
ε
]
+ ng(
√
2ε), (50)
where F¯HAn is the function defined in (16) with A = A
n .= A1...An and E¯ = E−EAn0 /n.
If Ak ∼= A for k = 1, n then
|I(A1 : . . . :An)ρ − I(A1 : . . . :An)σ| ≤ VBnt (E¯, ε | 1, n) (51)
for any t ∈ (0, 1/ε), where E¯ = E −EA0 .
The right hand sides of (50) and (51) tends to zero as ε→ 0 for given E¯ and t.
If conditions (19) and (20) hold then continuity bound (51) with optimal t is asymp-
totically tight for large E. This is true, in particular, if A is the ℓ-mode quantum os-
cillator and FˆHA = F¯ℓ,ω.
18 In this case (51) holds with VBnt (E¯, ε | 1, n) replaced by the
r.h.s. of (46) with C = 1 and D = n.
Proof. Continuity bounds (50) and (51) follow, respectively, from Theorems 1 and
2. Since the Hamiltonians HA1 ,.., HAn satisfy condition (14), Lemma 2 implies that
F¯HAn (E) is o(
√
E) as E → +∞ and hence the r.h.s. of (50) tends to zero as ε → 0.
The r.h.s. of (51) tends to zero as ε→ 0 by Remark 3.
17Note that the function f(ρ) = I(A1 : . . . : An)ρ also satisfies inequality (22) with m = n − 1,
c−f = 0 and c
+
f = 2 (see Section 4.2, inequality (52) with trivial system C).
18The function F¯ℓ,ω is defined in (45).
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To prove the asymptotical tightness of continuity bound (51) it suffices, by Theorem
2, to show that both relations in (32) hold for the function f(ρ) = I(A1 : . . . :An)ρ. The
first relation in (32) can be shown by considering the state ρ1E = γA1(E)⊗· · ·⊗γAn(E)
at which the function f is equal to zero for any E > 0. The second relation in (32) can
be shown by using the pure state
ρ2E =
∑
i,j
√
pipj|ϕ1i 〉〈ϕ1j | ⊗ · · · ⊗ |ϕni 〉〈ϕnj |,
where
∑
i pi|ϕki 〉〈ϕki | is the spectral decomposition of the Gibbs state γAk(E) inS(HAk),
since it is easy to see that f(ρ2E) = nFHA(E) for any E > 0.
The last assertion of the proposition follows from Corollary 2. 
4.2 Multipartite QCMI and the squashed entanglement
The quantum conditional mutual information (QCMI) of a state ρ of a finite-dimensional
multipartite system A1 . . . AnC is defined by conditioning the second expression in (47),
i.e. by replacing all the entropies H(ρX) in this expression by the conditional entropies
H(X|C)ρ.
Similar to the multipartite quantum mutual information the multipartite QCMI
has a nonnegative lower semicontinuous extension to the set of all states of an infinite-
dimensional multipartite system A1 . . . AnC possessing all basic properties of QCMI.
But in contrast to the unconditional mutual information the extented multipartite
QCMI can not be expressed by a simple formula for any state in S(HA1..AnC) (see
details in Section 2.1).
If the marginal entropies H(ρA1), ..., H(ρAn−1) of a state ρ ∈ S(HA1..AnC) are finite
then the QCMI is given by formula (10) in which all the summands are explicitly
expressed via the quantum mutual information as follows
I(An−k :An−k+1...An|C)ρ = I(An−k :An−k+1...AnC)ρ − I(An−k :C)ρ, k = 1, n− 1.
Upper bound (8) implies that
I(A1 : . . . :An|C)ρ ≤ 2
n−1∑
k=1
H(ρAk). (52)
If all the marginal entropies H(ρA1), ..., H(ρAn) are finite then by using a version of
inequality (52) with arbitrary n − 1 subsystems of A1...An (instead of A1, ..., An−1) it
is easy to show that
I(A1 : . . . :An|C)ρ ≤ 2 n− 1
n
n∑
k=1
H(ρAk). (53)
It follows from inequality (11) that the function f(ρ) = I(A1 : . . . :An|C)ρ satisfies
inequality (21) with af = 1 and bf = n − 1. The nonnegativity of QCMI and upper
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bounds (52) and (53) show that this function satisfies inequality (22) with c−f = 0 and
c+f = 2 in the case m = n− 1 and with c−f = 0 and c+f = 2− 2/n in the case m = n.
Thus, if the subsystems A1, ..., An−1 are finite-dimensional then Fannes’ type con-
tinuity bound (23) for the function f(ρ) = I(A1 : . . . :An|C)ρ has the following form:
|I(A1 : . . . :An|C)ρ − I(A1 : . . . :An|C)σ| ≤ 2ε ln dimHA1...An−1 + ng(ε) (54)
for any states ρ and σ in S(HA1...An) such that 12‖ρ−σ‖1 ≤ ε. It is easy to show that
continuity bound (54) is asymptotically tight for large dimHA1 in the case n = 2.
In the infinite-dimensional case we may directly apply Theorems 1 and 2 to the
function f(ρ) = I(A1 : . . . :An|C)ρ in both cases m = n − 1 and m = n. This gives
continuity bounds for I(A1 : . . . :An|C)ρ under two forms of energy constraint:
• the energy constraint on the subsystem A1...An−1;
• the energy constraint on the whole system A1...An.
In the following proposition VBmt (E¯, ε |C,D) denotes the expression in the r.h.s.
of (30) defined by means of any continuous function FˆHA on R+ satisfying conditions
(17) and (18).
Proposition 3. Let n ≥ 2 be arbitrary and HA1 , ..., HAm the Hamiltonians of quan-
tum systems A1, ..., Am satisfying condition (14), where either m = n−1 or m = n. Let
ρ and σ be states in S(HA1..AnC) such that
∑m
k=1TrHAkρAk ,
∑m
k=1TrHAkσAk ≤ mE
and 1
2
‖ρ− σ‖1 ≤ ε ≤ 1. Let Cm = (n− 1)/m and Am .= A1...Am. Then
|I(A1 : . . . :An|C)ρ − I(A1 : . . . :An|C)σ| ≤ 2Cm
√
2εF¯HAm
[
mE¯
ε
]
+ ng(
√
2ε), (55)
where F¯HAm is the function defined in (16) with A = A
m and E¯ = E − EAm0 /m.
If Ak ∼= A for k = 1, m then
|I(A1 : . . . :An|C)ρ − I(A1 : . . . :An|C)σ| ≤ VBmt (E¯, ε | 2Cm, n) (56)
for any t ∈ (0, 1/ε), where E¯ = E −EA0 .
The right hand sides of (55) and (56) tends to zero as ε→ 0 for given E¯ and t.
If conditions (19) and (20) hold then continuity bound (56) with optimal t are close-
to-tight for large E up to the factor 2− 2/n in the main term in both cases m = n− 1
and m = n. This is true, in particular, if A is the ℓ-mode quantum oscillator and
FˆHA = F¯ℓ,ω. In this case (56) holds with the r.h.s. replaced by the r.h.s. of (46) with
C = 2Cm and D = n.
Proof. By the observations before the proposition continuity bounds (55) and (56)
follow, respectively, from Theorems 1 and 2. Since the Hamiltonians HA1 ,.., HAm satisfy
condition (14), Lemma 2 implies that F¯HAm (E) is o(
√
E) as E → +∞ and hence the
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r.h.s. of (55) tends to zero as ε → 0. The r.h.s. of (56) tends to zero as ε → 0 by
Remark 3.
To prove the assertion concerning accuracy of continuity bound (56) assume that
conditions (19) and (20) hold and that C is a trivial system, i.e. I(A1 : . . . :An|C)ρ =
I(A1 : . . . :An)ρ. By using the states ρ
1
E and ρ
2
E introduced in the proof of Proposition
2 and by repeating the arguments from the proof of the last assertion of Theorem 2 it
is easy to show that continuity bound (56) with optimal t is close-to-tight for large E
up to the factor 2− 2/n in the main term in both cases m = n− 1 and m = n.
The last assertion of the proposition follows from Corollary 2. 
Remark 6. If n = 2 and conditions (19) and (20) hold (in particular, if A is the
ℓ-mode quantum oscillator) then continuity bound (56) with optimal t is asymptotically
tight for large E in both cases m = 1 and m = 2.
Continuity bound (55) in the case m = n− 1 implies that following
Corollary 3. Let A1,...,An and C be arbitrary quantum systems. If the Hamilto-
nians HA1,.., HAn−1 satisfy condition (14) then the function ρ 7→ I(A1 : . . . :An|C)ρ is
uniformly continuous on the set of states ρ in S(HA1...AnC) s.t.
∑n−1
k=1 TrHAkρAk ≤ E
for any E > EA
n−1
0 = E
A1
0 + ... + E
An−1
0 .
The squashed entanglement of a state ρ of a finite-dimensional multipartite system
A1...An is defined as
Esq(ρ) =
1
2
inf
TrE ρˆ=ρ
I(A1 : ... :An|E)ρˆ, (57)
where the infimum is over all extensions ρˆ ∈ S(HA1...AnE) of the state ρ [3, 35].19 By
using the extended multipartite QCMI described in Section 2.1 this definition can be
generalized to any state ρ of an infinite-dimensional n-partite system A1...An. By using
the arguments from [3, 35] one can show that in this case the function Esq defined by
formula (57) possesses almost all properties of an entanglement measure, in particular,
it is convex on the whole set of states of an infinite-dimensional system A1...An and
nonincreasing under LOCC. Similar to the bipartite case, it is not clear how to show
that Esq is equal to zero on the set of all separable states because of the existence of
countably nondecomposable separable states in infinite-dimensional composite systems
(see Remark 10 in [28]).
If the subsystems A1, ..., An−1 are finite-dimensional then by applying the standard
arguments from [6] (used in the proof of Proposition 4 below) and continuity bound
(54) it is easy to show that
|Esq(ρ)−Esq(σ)| ≤ 2δ ln dimHA1...An−1 + ng(δ), δ =
√
ε(2− ε),
for any states ρ and σ in S(HA1...An) such that 12‖ρ− σ‖1 ≤ ε ≤ 1.
19In [3, 35] two n-partite generalizations of the bipartite squashed entanglement are proposed: the
first one is defined in (57), the second one is defined by the expression similar to (57) with the different
n-partite version of QCMI (called dual conditional total correlation or secrecy monotones). In [7] it
is proved that these n-partite generalizations of the bipartite squashed entanglement coincide.
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In the infinite-dimensional case we will obtain continuity bounds for the function
Esq on the set S(HA1..An) under two forms of energy constraint. They correspond to
the cases m = n−1 and m = n in the following proposition, in which VBmt (E¯, ε |C,D)
denotes the expression in the r.h.s. of (30) defined by means of any continuous function
FˆHA on R+ satisfying conditions (17) and (18).
Proposition 4. Let n ≥ 2 be arbitrary and HA1 , ..., HAm the Hamiltonians of quan-
tum systems A1, ..., Am satisfying condition (14), where either m = n − 1 or m = n.
Let ρ and σ be states in S(HA1..An) such that
∑m
k=1TrHAkρAk ,
∑m
k=1TrHAkσAk ≤ mE
and 1
2
‖ρ− σ‖1 ≤ ε ≤ 1. Let Cm = (n− 1)/m and Am .= A1...Am. Then
2|Esq(ρ)−Esq(σ)| ≤ 2Cm
√
2δ F¯HAm
[
mE¯
δ
]
+ ng(
√
2δ), δ =
√
ε(2− ε), (58)
where F¯HAm is the function defined in (16) with A = A
m and E¯ = E − EAm0 /m.
If Ak ∼= A for k = 1, m then
2|Esq(ρ)− Esq(σ)| ≤ VBmt (E¯, δ | 2Cm, n), δ =
√
ε(2− ε), (59)
for any t ∈ (0, 1/δ), where E¯ = E −EA0 .
The right hand sides of (58) and (59) tend to zero as ε→ 0 for given E¯ and t.
If A is the ℓ-mode quantum oscillator then inequality (59) holds with the r.h.s.
replaced by the r.h.s. of (46) with δ instead of ε, C = 2Cm and D = n for any
t ∈ (0, 1/δ).
Proof. By the arguments from [6] we have
Esq(ρ) =
1
2
inf
Λ
I(A1 : ... :An|E)IdA1...An⊗Λ(ρˆ), (60)
where ρˆ is a given purification in S(HA1..AnR) of the state ρ, i.e. a pure state such
that TrRρˆ = ρ, and the infimum is over all channels Λ : T(HR)→ T(HE).
Since 1
2
‖ρ − σ‖1 ≤ ε, there exist purifications ρˆ and σˆ of the states ρ and σ such
that 1
2
‖ ρˆ− σˆ‖1 ≤ δ [12, 33, 37]. By monotonicity of the trace norm we have
1
2
‖IdA1...An ⊗ Λ(ρˆ)− IdA1...An ⊗ Λ(σˆ)‖1 ≤ δ
for any channel Λ. Thus, continuity bounds (58) and (59) can be obtained by using
representation (60) and by applying Proposition 3 to estimate the difference
I(A1 : ... :An|E)IdA1...An⊗Λ(ρˆ) − I(A1 : ... :An|E)IdA1...An⊗Λ(σˆ).
Since the Hamiltonians HA1 ,.., HAm satisfy condition (14), Lemma 2 implies that
F¯HAm (E) is o(
√
E) as E → +∞ and hence the r.h.s. of (58) tends to zero as ε → 0.
The r.h.s. of (59) tends to zero as ε→ 0 by Remark 3.
The last assertion of the proposition follows from Corollary 2. 
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Continuity bound (58) implies the following
Corollary 4. Let A1,...,An be arbitrary quantum systems. If the Hamiltonians
HA1,.., HAn−1 satisfy condition (14) then
A) the function Esq is uniformly continuous on the set of states ρ in S(HA1...An) such
that
∑n−1
k=1 TrHAkρAk ≤ E for any E > EA
n−1
0 = E
A1
0 + ... + E
An−1
0 ;
B) the function Esq is asymptotically continuous in the following sense: if {ρk} and
{σk} are any sequences such that
ρk, σk ∈ S(HAk
1
...Akn
), TrHBkρBk ,TrHBkσBk ≤ kE, ∀k, and lim
k→+∞
‖ρk−σk‖1 = 0,
where Xk denotes k copies of a system X, B = A1...An−1 and HBk is the Hamiltonian
of the system Bk, then
lim
k→+∞
|Esq(ρk)−Esq(σk)|
k
= 0.
Proof. The first assertion of the corollary directly follows from continuity bound
(58) in the case m = n− 1 (and the vanishing of its r.h.s. as ε→ 0).
To prove the second assertion note that FH
Bk
(E) = kFHB(E/k) and E
Bk
0 = kE
B
0 for
each k and hence F¯H
Bk
(E) = kF¯HB (E/k). So, continuity bound (58) with m = n − 1
implies that
|Esq(ρk)−Esq(σk)|
k
≤ 2
√
2δkF¯HB
(
E¯/δk
)
+ (n/k)g(
√
2δk), δk =
√
εk(2− εk), (61)
where εk =
1
2
‖ρk − σk‖1 and E¯ = E−EB0 . Since the sequence {εk} is vanishing by the
condition and F¯HB (E) is o(
√
E) as E → +∞ by Lemma 2, the r.h.s. of (61) tends to
zero as k → +∞. 
4.3 The relative entropy of entanglement and its regulariza-
tion in multipartite quantum systems
The relative entropy of entanglement is one of the main entanglement measures in
finite-dimensional multipartite quantum systems. For a state ρ of a system A1...An it
is defined as
ER(ρ) = inf
ω∈Ss(HA1...An)
H(ρ‖ω), (62)
where Ss(HA1...An) is the set of separable (nonentangled) states in S(HA1...An) defined
as the convex hull of all product states ρ1 ⊗ · · · ⊗ ρn, ρk ∈ S(HAk), k = 1, n [14, 24].
The relative entropy of entanglement possesses basic properties of entanglement
measures (convexity, LOCC-monotonicity, asymptotic continuity, etc.) but it is non-
additive. The regularization of ER is defined by the standard way:
E∞R (ρ) = lim
k→+∞
k−1ER(ρ
⊗k). (63)
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In the bipartite case n = 2 Fannes’ type continuity bounds for ER and E
∞
R have
been obtained in [9]. Recently Winter essentially refined these continuity bounds [37].
By using the upper bound
ER(ρ) ≤
n−1∑
k=1
H(ρAk) (64)
valid for any state ρ in S(HA1...An) [25], the nonnegativity of ER, Lemma 7 in [37] and
the arguments from the proof of Corollary 8 in [37] one can show that
|E∗R(ρ)−E∗R(σ)| ≤ ε ln dimHA1...An−1 + g(ε), E∗R = ER, E∞R , (65)
for any states ρ and σ in S(HA1...An) such that 12‖ρ− σ‖1 ≤ ε.
The essential property of the function ER used in [37] is the following inequality
− h2(p) ≤ ER(pρ+ (1− p)σ)− pER(ρ)− (1− p)ER(σ) ≤ 0, (66)
valid for any states ρ and σ in S(HA1...An) and any p ∈ [0, 1], where h2 is the binary
entropy. The first inequality in (66) follows from definition (62) and the inequality
H(pρ+ (1− p)σ ‖ω) ≥ pH(ρ ‖ω) + (1− p)H(σ ‖ω)− h2(p) (67)
valid for any states ρ, σ and ω in S(HA1...An) and any p ∈ [0, 1] with possible values
” +∞” in both sides. The second inequality in (66) means the convexity of ER. It
follows from definition (62) and the convexity of the set Ss(HA1...An) of separable states.
Definitions (62) and (63) are valid in the case of infinite-dimensional system A1...An.
One should only to note that in this case the set Ss(HA1...An) is defined as the convex
closure of all product states in S(HA1...An). It is essential that upper bound (64) and
inequality (66) remain valid in this case provided that all the involved quantities are
finite (inequality (67) in infinite-dimensional settings is proved in [29, Lemma 6]).
If all the marginal entropies H(ρA1), ..., H(ρAn) of a state ρ ∈ S(HA1...An) are finite
then by using a version of inequality (64) with arbitrary n − 1 subsystems of A1...An
(instead of A1, ..., An−1) it is easy to show that
ER(ρ) ≤ n− 1
n
n∑
k=1
H(ρAk). (68)
In the bipartite case n = 2 continuity bounds for the functions ER and E
∞
R under
the energy constraint on one subsystem are obtained in [29] by using the modification
of the Alicki-Fannes-Winter method proposed therein. By using Theorem 1 in Section
3 one can get the n-partite versions of these continuity bounds (which are universal
but not too accurate). Theorem 2 in Section 3 makes it possible to obtain continuity
bounds for the functions ER and E
∞
R in a n-partite quantum system under the energy
constraint, which are asymptotically tight for large energy in the bipartite case n = 2
and close-to-tight in general case.
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We will obtain continuity bounds for the functions ER andE
∞
R on the set S(HA1..An)
under two forms of energy constraint. They correspond to the cases m = n − 1 and
m = n in the following proposition, in which VBmt (E¯, ε |C,D) denotes the expression
in the r.h.s. of (30) defined by means of any continuous function FˆHA on R+ satisfying
conditions (17) and (18).
Proposition 5. Let n ≥ 2 be arbitrary and HA1 , ..., HAm the Hamiltonians of quan-
tum systems A1, ..., Am satisfying condition (14), where either m = n − 1 or m = n.
Let ρ and σ be states in S(HA1..An) such that
∑m
k=1TrHAkρAk ,
∑m
k=1TrHAkσAk ≤ mE
and 1
2
‖ρ− σ‖1 ≤ ε ≤ 1. Let Cm = (n− 1)/m and Am .= A1...Am. Then
|E∗R(ρ)−E∗R(σ)| ≤ Cm
√
2εF¯HAm
[
mE¯
ε
]
+ g(
√
2ε), E∗R = ER, E
∞
R , (69)
where F¯HAm is the function defined in (16) with A = A
m and E¯ = E − EAm0 /m.
If Ak ∼= A for k = 1, m then
|E∗R(ρ)− E∗R(σ)| ≤ VBmt (E¯, ε |Cm, 1), E∗R = ER, E∞R , (70)
for any t ∈ (0, 1/ε), where E¯ = E −EA0 .
The right hand sides of (69) and (70) tend to zero as ε→ 0 for given E¯ and t.
If n = 2 and conditions (19) and (20) hold then continuity bound (70) with optimal
t is asymptotically tight for large E. This is true, in particular, if A is the ℓ-mode
quantum oscillator and FˆHA = F¯ℓ,ω. In this case inequality (70) holds (for any n) with
the r.h.s. replaced by the r.h.s. of (46) with C = Cm and D = 1 for any t ∈ (0, 1/ε).
Proof. The nonegativity of ER and inequalities (64),(68) and (66) allow to directly
derive continuity bounds (69) and (70) for E∗R = ER from Theorems 1 and 2.
To prove continuity bound (69) for E∗R = E
∞
R we will use the telescopic method
from the proof of Corollary 8 in [37] with necessary modifications and the technique
from the proof of Theorem 1 in [29]. We will consider the cases m = n− 1 and m = n
simultaneously.
Let HAm be the Hamiltonian of the system A
m expressed by formula (24) via the
Hamiltonians of subsystems A1,..,Am. Since TrHAm [ρA1⊗ ...⊗ρAm ] =
∑m
k=1TrHAkρAk ,
we have
m∑
k=1
H(ρAk) = H(ρA1 ⊗ ...⊗ ρAm) ≤ FHAm (mE) ≤ F¯HAm (mE¯) (71)
for any state ρ ∈ S(HA1..An) such that TrHAmρAm =
∑m
k=1TrHAkρAk ≤ mE. Hence
for any such state ρ inequalities (64) and (68) imply that
ER(ρ) ≤ CmF¯HAm (mE¯). (72)
Since E∞R (ρ) ≤ ER(ρ) for any state ρ, inequality (72) shows that continuity bound
(69) for E∗R = E
∞
R holds trivially if ε ≥ 1/2. So, we will assume in what follows that
ε < 1/2.
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For given natural u we have (cf.[37])
ER(ρ
⊗u)− ER(σ⊗u) ≤
u∑
v=1
∣∣ER (ρ⊗v ⊗ σ⊗(u−v))− ER (ρ⊗(v−1) ⊗ σ⊗(u−v+1))∣∣
≤
u∑
v=1
|ER (ρ⊗ ωv)− ER (σ ⊗ ωv)| ,
where ωv = ρ
⊗(v−1) ⊗ σ⊗(u−v). The assumption TrHAmρAm ,TrHAmσAm ≤ mE and the
version of inequality (72) for the system A⊗u1 ..A
⊗u
n imply finiteness of all the terms in
the above inequality. So, to prove continuity bound (69) for E∗R = E
∞
R it suffices to
show that
|ER (ρ⊗ ωv)−ER (σ ⊗ ωv)| ≤ Cm
√
2εF¯HAm
[
mE¯
ε
]
+ g(
√
2ε) ∀v. (73)
This can be done by using the arguments from the proof of Theorem 1 in [29].
Let ρˆ and σˆ be purifications of the states ρ and σ such that δ
.
= 1
2
‖ρˆ− σˆ‖1 =
√
2ε.
Then ˆ̺v = ρˆ ⊗ ωˆv and ςˆv = σˆ ⊗ ωˆv, where ωˆv = ρˆ⊗(v−1) ⊗ σˆ⊗(u−v), are purifications of
the states ̺v
.
= ρ⊗ ωv and ςv .= σ ⊗ ωv such that 12‖ ˆ̺v − ςˆv‖1 = δ.
Let τˆ± = δ
−1[ ρˆ− σˆ ]± and τ± = [τˆ±]A1..An. Since TrHAmρAm ,TrHAmσAm ≤ mE, the
estimation in the proof of Theorem 1 in [29] shows that TrHAm [τ±]Am ≤ mE/ε. Hence
inequality (72) implies
ER(τ±) ≤ CmF¯HAm (mE¯/ε) < +∞. (74)
By applying the main trick from the proof of Theorem 1 in [29] to the states ˆ̺v, ςˆv
and δ−1[ ˆ̺v − ςˆv ]± = τˆ± ⊗ ωˆv (instead of ρˆ, σˆ and τˆ±) and by using the inequalities in
(66) we obtain
|ER(̺v)− ER(ςv)| ≤ δ |ER(τ+⊗ ωv)− ER(τ−⊗ ωv)|+ g(δ). (75)
Assume that ER(τ+⊗ ωv) ≥ ER(τ−⊗ ωv). Then the subadditivity of ER implies that
ER(τ+⊗ ωv) ≤ ER(τ+) + ER(ωv), while the LOCC-monotonicity of ER shows that
ER(τ−⊗ ωv) ≥ ER(ωv) (cf.[37]). Hence
|ER(τ+⊗ ωv)−ER(τ−⊗ ωv)| ≤ max {ER(τ−), ER(τ+)} . (76)
Inequalities (74),(75) and (76) imply (73).
By Remark 5 in Section 3 continuity bounds (65) and (69) for E∗R = E
∞
R allow to
obtain continuity bound (70) for E∗R = E
∞
R by using the arguments from the proof of
Theorem 2 with f = E∞R .
If n = 2 then the relations in (32) hold for the functions ER and E
∞
R in the cases
m = 1 and m = 2. Indeed, the first relation in (32) in both cases is proved by using a
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product state with appropriate marginal energies, the second relation in (32) in both
cases is proved by using a pure state ρ in S(HA1A2) such that ρAk = γAk(E), k = 1, 2,
E > EA0 , since
TrHAkρAk = E and ER(ρ) = E
∞
R (ρ) = H(γAk(E)) = FHA(E), k = 1, 2.
Thus, if n = 2 and conditions (19) and (20) hold then the asymptotic tightness of
continuity bound (70) for E∗R = ER in both cases m = 1 and m = 2 follows directly
from the last assertion of Theorem 2, while the asymptotic tightness of continuity
bound (70) for E∗R = E
∞
R can be shown easily by using the arguments from the proof
of the last assertion of Theorem 2.
The last assertion of the proposition follows from Corollary 2. 
Continuity bound (69) implies that following
Corollary 5. Let A1,...,An be arbitrary quantum systems. If the Hamiltonians
HA1,.., HAn−1 satisfy condition (14) then
A) the functions ER and E
∞
R are uniformly continuous on the set of states ρ in
S(HA1...An) such that
∑n−1
k=1 TrHAkρAk ≤ E for any E > EA
n−1
0 = E
A1
0 + ...+ E
An−1
0 .
B) the functions ER and E
∞
R are asymptotically continuous in the following sense: if
{ρk} and {σk} are any sequences such that
ρk, σk ∈ S(HAk
1
...Akn
), TrHBkρBk ,TrHBkσBk ≤ kE, ∀k, and lim
k→+∞
‖ρk−σk‖1 = 0,
where Xk denotes k copies of a system X, B = A1...An−1 and HBk is the Hamiltonian
of Bk, then
lim
k→+∞
|ER(ρk)− ER(σk)|
k
= 0 and lim
k→+∞
|E∞R (ρk)− E∞R (σk)|
k
= 0.
Proof. The first assertion directly follows from continuity bound (69) in the case
m = n− 1 (and the vanishing of its r.h.s. as ε→ 0).
The second assertion is proved by the arguments from the proof of the corresponding
assertion of Corollary 4 based on using the version of continuity bound (69) for the
system Ak1...A
k
n. 
5 On preserving continuity bounds under local chan-
nels
Many characteristics of a multipartite quantum system A1...An are nonnegative and
do not increase under actions of local channels, i.e. channels of the form
Λ = Φ1 ⊗ Φ2 ⊗ · · · ⊗ Φn, (77)
where Φk is a channel from the system Ak to any system A
′
k, k = 1, n.
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Assume now that f is any function on S(HA1...An) possessing the above properties
and satisfying inequalities (21) and (22). Since a quantum channel is a linear map, it
follows that for any local channel Λ : A1...An → A′1...A′n the function f ◦Λ also satisfyes
inequalities (21) and (22) with the same parameters.20 So, by applying Theorem 2 (or
Theorem 1) to the function f ◦Λ we obtain the same continuity bound for f ◦Λ as for
the function f .
Consider several applications of this observation.
The nonnegativity and monotonicity of the quantum mutual information under
local channels implies the following
Proposition 6. Let the assumptions of Proposition 2 hold. Then inequalities (50)
and (51) remain valid with the left hand side replaced by
|I(A′1 : . . . :A′n)Λ(ρ) − I(A′1 : . . . :A′n)Λ(σ)|
for any channel Λ : T(HA1..An) → T(HA′1..A′n) having form (77), where A′1,..,A′n are
arbitrary systems.
Note that the assertion of Proposition 6 holds for any positive trace preserving
linear map Λ : T(HA1..An)→ T(HA′1..A′n) such that
I(A′1 : . . . :A
′
n)Λ(ρ) ≤ I(A1 : . . . :An)ρ for any ρ ∈ S(HA1..An).
Proposition 6 states, roughly speaking, that the continuity bound for the quantum
mutual information given by Proposition 2 is preserved by local channels. Similar
assertion holds for both continuity bounds for the QCMI given by Proposition 3.
For the relative entropy of entanglement one can prove a stronger assertion.
Proposition 7. Let the assumptions of Proposition 5 hold. Then inequalies (69)
and (70) remain valid with the left hand sides replaced by
|ER(Λ(ρ))−ER(Λ(σ))|
for any positive trace preserving linear map Λ : T(HA1..An)→ T(HA′1..A′n) such that
Λ(Ss(HA1..An)) ⊆ Ss(HA′1..A′n), (78)
where A′1,..,A
′
n are arbitrary systems.
21 This is true, in particular, for any channel
Λ : T(HA1..An)→ T(HA′1..A′n) having form (77).
Proof. By the arguments at the begin of this section it suffices to show that condition
(78) implies that
ER(Λ(ρ)) ≤ ER(ρ) for any ρ ∈ S(HA1..An).
20We assume here that the function f is defined on the set of states of any n-partite system, in
particular, the system A′1...A
′
n
21Ss(HX1..Xn) is the set of separable states of a n-partite system X1...Xn.
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This can be done easily by using definition (62) of ER and the monotonicity of the
quantum relative entropy under the positive map Λ [22]. 
By using the arguments at the begin of this section and Corollary 1 one can
strengthen Corollaries 3A and 5A as follows.
Proposition 8. Let A1,...,An and C be arbitrary quantum systems. If the Hamil-
tonians HA1,.., HAn−1 satisfy condition (14) then the following functions are uniformly
continuous on the set {ρ ∈ S(HA1...An) |
∑n−1
k=1 TrHAkρAk ≤ E } for any E:
• ρ 7→ I(A′1 : . . . :A′n|C)Λ⊗IdC(ρ), where Λ : T(HA1..An)→ T(HA′1..A′n) is any channel
having form (77), A′1,..,A
′
n are arbitrary systems;
• ρ 7→ ER(Λ(ρ)), where Λ : T(HA1..An)→ T(HA′1..A′n) is any positive trace preserv-
ing linear map having property (78), A′1,..,A
′
n are arbitrary systems.
There exist uniform continuity bounds for these functions not depending on Λ.
Concluding remarks. We have proposed universal methods for quantitative con-
tinuity analysis of characteristics of infinite-dimensional multipartite quantum systems
under the energy constraints of different types. The limited size of the article allowed us
to consider only several applications of these methods. In fact, they can be applied to
many other characteristics of multipartite quantum systems, including the conditional
and unconditional dual total correlation [10] (also called secrecy monotones [5, 35]),
the multipartite conditional entanglement of mutual information [36], the interaction
information of a n-partite quantum system (the topological entanglement entropy in
the case n = 3) [15, 16], etc.
I am grateful to A.S.Holevo and G.G.Amosov for the discussion that motivated this
research. I am also grateful to S.N.Filippov for useful references.
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