Abstract. One of the most fascinating consequences of quantum theory is non-locality, i.e., the fact that the behavior under measurements of (spatially separated) parts of a system can have a correlation unexplainable by shared classical information. Note that at the same time, these correlations are nonsignaling and do not allow for message transmission. Popescu and Rohrlich have defined a non-local box as a "basic building block of non-locality" and initiated a systematic study of non-local correlations and their applications. They left open, however, whether any non-signaling correlation can be simulated by such non-local boxes. We show that the answer is yes with respect to arbitrarily accurate approximations.
Motivation and Main Result
When two parts of a quantum state are separated and, later, measured, then the outcomes can be correlated. In probability theory, the term correlation is often used to indicate a departure from independence. The correlations we address in this note are of a stronger kind, namely unexplainable even by shared randomness. More precisely, we study correlations between the joint behavior of the two ends of a bi-partite input-output system, characterized by a conditional probability distribution P (ab|xy), where x and a stand for the input and output on the left-hand side of the system, and y and b for the corresponding values on the right-hand side.
We call such a behavior local if it is explainable by shared classical information. On the other hand, it is signaling if it allows for message transmission in either direction. (In accordance with relativity theory, the joint behavior of quantum systems must be non-signaling in any case, since otherwise, superluminal message transmission would be possible.)
In this note, we are interested in systems that are neither signaling nor local. It may not be obvious that such systems exist. An example is the non-local box (NLB for short) or Popescu-Rohrlich (PR) machine [1] . Its behavior is as follows: We have x, y, a, b ∈ {0, 1}; a as well as b are uniform bits independent of (x, y), but a ⊕ b = x ∧ y always holds.
John Bell [2] was the first to realize that entangled quantum states can have a non-local behavior under measurements if x and y are the choice of the measurement to be carried out, and a and b are the measurement results. Note, however, that not every non-signaling bi-partite system can actually occur as the behavior of a quantum state. For instance, the PR machine cannot [3] , but it can be approximated with an accuracy of roughly 85%, whereas 75% is the local limit.
Popescu and Rohrlich's motivation when introducing the NLB has been to define an "atom" or "basic building block" for non-locality. Clearly, this notion makes more sense if, actually, NLBs allow for realizing any non-signaling system.
In [4] it is proven that every non-signaling system with binary outputs a, b ∈ {0, 1} can be simulated perfectly by local operations on a finite number of NLBs. In [5] , the inverse case of binary inputs x, y ∈ {0, 1} is solved. The presented simulation exhibits an arbitrarily small error. Sometimes, such an error is unavoidable [6] . We show that, on the other hand, if one is willing to accept an error that can be made arbitrarily small, then NLBs are universal.
Results and Proof Idea
The main result is the proof of the following statement. We start the proof by defining a proper subset D of all non-signaling systems P with the following properties: Every D d ∈ D has output set a, b ∈ {0, 1, ..., d − 1} and input alphabets X , Y and is defined by a joint distribution
where f xy (·) is a permutation on {0, 1, ..., d − 1} depending on (x, y). Therefore, every system D d ∈ D is uniquely determined by a set {f xy : x ∈ X , y ∈ Y} of permutations.
Theorem 2.2 (D is universal).
For any system P ∈ P we can define a D d (P ) ∈ D, such that Alice and Bob can simulate P by local operations on D d (P ) only, with an arbitrarily small error.
Henceforth, in the proof, we only have to care about this well characterized proper subset D of nonsignaling systems.
We will construct the -possibly imperfect -system D d−1 ∈ D that depends on D d but lacks one output value relative to it, that is, D d−1 has the output set {0, 1, ..., d − 2}. Composition of the reduction step implies the final requirement of a finite number of systems D 2 . Every such D 2 has binary outputs a, b ∈ {0, 1} and is defined by f xy (a) = a ⊕ f (x, y), where f (x, y) yields a binary decision. So these systems represent distributed decision problems. Finally, we use that perfect simulation of any distributed decision problem by local operations on a finite number of NLBs is possible [7] .
Proof
Formal proofs of the three claimed theorems 2.1, 2.2 and 2.3 will succeed the following definitions.
Definitions
Definition 3.1. In general, a bi-partite system P (ab|xy), where a ∈ A, b ∈ B, x ∈ X , y ∈ Y, is non-signaling if the following holds
P (ab|xy) = 1 ∀x, y
• Non-Signaling. We require that Alice cannot signal to Bob by her choice of x and vice versa. This means that the marginal probabilities P (a|x) and P (b|y) are independent of y and x, respectively.
A permutation on a set S is a bijective self mapping f : S → S.
Next we define a certain subset of the non-signaling systems whose elements have unbiased marginals and allow a definition of its correlations only by permutations depending on the inputs. Refer to the NLB for an example.
and arbitrary input sets X , Y and the joint probability distribution
where f xy : S → S is a permutation on the output set depending on x, y. Every D d ∈ D is fully defined by a finite set {f xy : x ∈ X, y ∈ Y } of permutations.
D is universal for P
In what follows, P will stand for the set of all non-signaling systems. We will prove that D is universal for P, such that any system P ∈ P can be simulated by local operations on a dependent D d (P ) ∈ D only, within an arbitrarily small error. The benefit we have in mind is to reduce the problem of approximating every non-signaling system to the task of approximating a proper subset of non-signaling systems characterized by unbiased marginals and uniquely defined by permutations. The idea of the following proof is to decompose every nonzero output probability in P into a sum of uniform probability units which will imply the number of D d (P )'s outputs. With appropriately chosen permutations we can then correlate D d (P )'s outputs directly, such that, after a relabeling, the wanted -usually nonuniform -output probabilities of P are reproduced for any inputs in the simulation. Note that the whole simulation solely relies on the fact that every system P ∈ P is non-signaling.
Proof of Theorem 2.2.
First we replace any non-signaling system P with irrational output probabilities P (ab|xy) ∈ R\Q with another non-signaling system which is entirely in the rational number space Q and as close as desired to the original P . Note that, as an implication of the following proof, any entirely rational P can be simulated perfectly by local operations on D d (P ).
Calculation of d.
Next we construct a set P of all different output probabilities of P as
We want to find the probability 1/d which divides every probability in P without remainder, such that ∀p ∈ P : pd ∈ N. The value d will then determine the cardinality of D d (P )'s output set. In order to use the least common multiple for this task we have to divide every p ∈ P by its numerator to ensure that ∀p ∈ P : p −1 ∈ N. The needed d is now given by
's output set of cardinality |S| = d. Since P ∈ P the non-signaling conditions hold b∈B P (ab|xy) = P (a|x) for all a, x, y,
a∈A P (ab|xy) = P (b|y) for all b, x, y.
We construct the set of permutations on S which fully determines D d (P ). Given are any inputs x, y. First we partition the output set S into d a and d b pairwise disjoint parts, respectively
The parts shall have cardinalities
Note that if P (ab|xy) = 0 then A abxy = B abxy = ∅. Additionally the following conditions for all a ∈ A and b ∈ B shall hold:
Observe that we can always choose such a second partitioning that fulfills the conditions (4), because
= |A ax |, and therefore, for all a, x, y, we have b∈B |A abxy | = |A ax |. The same argument obviously holds for Bobs second partitioning of S. To fix D d (P ) we define a set of permutations {f xy , x ∈ X , y ∈ Y} on the set S. f xy is now defined by arbitrary bijections on these pairs of subsets, that is, given a, b,
is defined and bijective. Since this holds for any pair a, b we have that f xy is a bijection from S to itself which legitimates the following statement:
Lemma 3.4. Given x, y, f xy is a permutation on S.
Therefore and from the definition of D we can conclude that the set {f xy : x ∈ X , y ∈ Y} defines a valid element of D.
Simulation of P .
For the simulation, Alice and Bob have access to a system D d (P ) and a description of the partitionings {A ax : a ∈ A, x ∈ X } and {B by : b ∈ B, y ∈ Y} respectively. For inputs x, y they obtain outputs a ′ , b ′ from D d (P )(x, y) and select local outputs a, b as
ALICE BOB previous {A ax : a ∈ A, x ∈ X } knowledge {B by : b ∈ B, y ∈ Y} Remember that from the definition of D the probability (Pr{·}) that
P will be simulated because for arbitrary x, y, a, b it follows, from the defined relabellings (6) , that
Pr sim {ab|xy}
Furthermore, the definition of D d (P ) (7) yields the simplification
We now concentrate on the summation index for a moment. By (5) we have the implication
by in the summation index and A abxy ⊆ A ax , B abxy ⊆ B by (4) fixes the inputs and outputs as a * = a, b * = b, x * = x, y * = y to the original fixed values. Therefore we can change the summation index as
The defined cardinalities |A abxy | = |B abxy | = dP (ab|xy) lead to the wanted probability
Since a, b, x, y where arbitrary we have proved that the simulation holds for any outcome probability and therefore for P .
Decreasing the Output Size
By using a permutation property we will show how to simulate an arbitrary target system Remember that every such D d has a fixed output size d and is defined by a set of permutations {f xy : x ∈ X , y ∈ Y}. Since D d−1 is also in D we will define it with a set of permutations too.
• The system D d returns on inputs x ∈ X , y ∈ Y output pairs a, b ∈ S = {0, 1, ..., d − 1} with uniform probability . The function g xa0,yb0 is in detail defined as r a0 (a 1 )) ) otherwise,
where r a0 , r b0 are bijections
By definition f xy is a bijective self mapping. Note that a 0 , b 0 , x, y are fixed for every g xa0,yb0 . Therefore f xy (a 1 ) = b 0 is true for exactly one input value a 1 . Furthermore because of (9), always r a0 (a 1 ) = a 0 . Both local functions r a0 and r b0 are defined as bijections on sets of the same cardinality d − 1 and so is the inverse r −1 b0 . The composition r −1 b0 (f xy (r a0 (·))) of bijective functions is bijective too. Therefore we can derive ∀a 1 , a
So g xa0,yb0 is injective from a finite set to itself. This qualifies the following lemma: Our local operations consist of a finite number of rounds and every round can be explained by four, subsequently executed, elementary steps. The first step is the initialization of local variables a 0 , b 0 . In the second step Alice and Bob obtain a shared random bit s. In the third step they use one resource system D d−1 with locally prepared inputs x, a 0 , y, b 0 in order to obtain D d−1 's uniform probable output pairs a 1 , b 1 . The fourth step defines the formulas to compute the temporary outputs a, b, based on the so far, in this round, collected information. In every intermediate round these outputs are not final -therefore we call them temporary. The next round -except the first -starts with an initialization of local variables a 0 , b 0 with the temporary outputs a, b of the last round. The number of rounds is equal to the used systems D d−1 and is, we will see that later, directly responsible for the approximation quality of the simulation. As the last step in the last round, the last temporary outputs a, b become the final outputs of the simulation.
We continue with a detailed description of Alice's and Bob's four local steps to be performed in one round of the simulation. 3. We denote the usage of the system D d−1 as local functions
Alice and Bob locally execute
4. The last step in the simulation is the local computation of temporary outputs a, b ∈ S as
Here ends one round of the simulation. To continue we simply initialize the next round with assignments a 0 = a, b 0 = b and then proceed with the second step and so on (Figure 2) . The relabeling functions r a0 , r b0 are necessary because the set {0, 1, ..., d − 2}, on which g xa0,yb0 is defined, obviously lacks the element d − 1, which is one of D d 's outputs. On the other hand we have already correlated the outputs a 0 , b 0 in the case s = 0, so these outputs can serve as replacements for d − 1 and f xy (d − 1), respectively. This necessity will become evident when we prove the nice properties of this algorithm. We analyze what happens locally in the three situations:
•
We see that, if s = 1, only in the case a = a * , b = b * we will have an incorrect correlation, that is,
We see that the round ends with uniform probability in d different pairs a, b, such that f xy (a) = b in d − 2 cases and f xy (a) = b in 2 cases. That is, wrong output pairs -not correlated according to D d given x, yare obtained with a probability of Pr{s = 0} + Pr{s = 1}Pr{a 1 = a
The next Lemma ensures that once we achieved a right correlation in a round then all the following rounds will correctly simulate D d . b0 (f xy (r a0 (a ′ )))) = f xy (r a0 (a ′ )) = f xy (a ′ ).
We see that the round ends with uniform probability in d different pairs a, b, such that always f xy (a) = b, which is the exact behavior of D d given x, y.
What we now have are local operations for Alice and Bob defined as an n-rounds algorithm using a system D d−1 in every round. Additionally two useful properties of it have been stated and proven in the previous lemmas. Lemma 3.7 states that we can assume a constant probability of d−2 d to simulate a correctly correlated output pair in every round and Lemma 3.8 states that once we have simulated a correct correlation of D d -saved as temporary outputs -we will henceforth simulate D d perfectly in every subsequent round.
These two insights lead directly to the following corollary. 
