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We present an effective algorithm for estimating the norm of an op-
erator mapping a low-dimensional p space to a Banach space with
an easily computable norm.Weuse that algorithm to show thatMat-
saev’s proposed extension of the inequality of John von Neumann is
false in case p = 4. Matsaev conjectured that for every contraction
T on Lp (1 < p < ∞) one has for any polynomial P
‖P(T)‖Lp→Lp  ‖P(S)‖p(Z+)→p(Z+),
where S is the unilateral shift.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The famous conjecture of Matsaev asserts that for every contraction T on Lp (1 < p < ∞) one has
for any polynomial P
‖P(T)‖Lp→Lp  ‖P(S)‖p→p ,
where S is the unilateral shift. For p = 2 and in the complex setting, this is the inequality of John von
Neumann. The reader should consult [7] for basic theory relating to von Neumann’s inequality. The
objective of this article is to show that Matsaev’s Conjecture fails in general.
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Various special cases of the conjecture have been proved by Peller [5,6] and it is related to the
concept Lp transference popularized by Coifman and Weiss [1].
Let P(z) = 1 + 2z − 22
5
z2. We will establish the following two propositions.
Proposition 1. There is a 2 × 2 real matrix T with its real 4 operator norm bounded above by unity but
such that the real 4 operator norm of P(T) exceeds 6.5381.
Proposition 2. For S the bilateral shift, the real operator norm of P(S) on 4 is less than 6.5278.
It is known [4] that for real operators, the real and complex p operator norms coincide (1  p 
∞). It is elementary that ‖P(S)‖p→p is the samewhether S is the unilateral shift or the bilateral shift
(1  p  ∞). Further for S the bilateral shift, the p operator norm of P(S) is the same as the p′
operator norm.
All the results in this article are reduced to the estimation of the p operator normof smallmatrices.
How this can be achieved with reasonable precision is described later and is the secondary objective
of this article.
2. Proofs of the propositions
The operator norm of P(S) on p can also be thought of as the multiplier norm of P on Fp where
P is viewed as a function on the circle T = {z ∈ C : |z| = 1}. These norms are usually impossible to
compute exactly unless p ∈ {1, 2,∞}. We think that ‖P(S)‖4→4 ≈ 6.4548 but this is a guess.
Proof of Proposition 2. Let c0 = 1, c1 = 2, c2 = − 225 , cn = 0 for n ∈ Z \ {0, 1, 2}. Let μm > 0
for m = 0, . . . , 4 and νn > 0 for n = 0, . . . , 6. Let K be the 5 × 7 matrix given by km,n = μmcn−m
νn
.
Suppose that we know that the operator norm of K on 
4
3 is bounded by C. Then if bm = c0am +
c1am+1 + c2am+2 we have for every integer j
4∑
m=0
μ
4
3
m|bm+j| 43  C 43
6∑
n=0
ν
4
3
n |an+j| 43 .
Summing over j and interchanging the order of the summations now gives
⎛
⎝ 4∑
m=0
μ
4
3
m
⎞
⎠
3
4
‖b‖

4
3
 C
⎛
⎝ 6∑
n=0
ν
4
3
m
⎞
⎠
3
4
‖a‖

4
3
,
which controls the 
4
3 operator normof P(S) andhence the 4 operator norm.We takeμ0 = 0.263485,
μ1 = 0.385467, μ2 = 0.360598, μ3 = 0.302274, μ4 = 0.165718, ν0 = 0.064388, ν1 = 0.146465,
ν2 = 0.300904, ν3 = 0.364746, ν4 = 0.318525, ν5 = 0.247617, ν6 = 0.123827 and C = 6.52773.
We have C‖ν‖ 4
3
‖μ‖−14
3
< 6.5278. In practice, we calculate the norm of K by duality since p operator
norms are easier to compute for values of p > 2 (as opposed to values with 1 < p < 2) and it is more
important to have a small number of columns rather than a small number of rows.
Proof of Proposition 1. We take
T =
⎛
⎝−0.292187 +0.812218
−0.958489 −0.113428
⎞
⎠ . (1)
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Then the 4 operator norm of T is smaller than 1. Further
P(T) ≈
⎛
⎝+3.465393 +3.074006
−3.627599 +4.141943
⎞
⎠
and the 4 operator norm of P(T) exceeds 6.5381. This last statement is easily checked. If we take
ξ = (0.821725,−0.858838)′ then in exact arithmetic
|ξ1|4 + |ξ2|4 = 0.999995979065734816680161
P(T)ξ = (0.2075262895046875660,−6.5381467780180138996)′.
3. Estimating p operator norms
The method for estimating operator norms is based on an idea of Green [3]. He was concerned
with estimating the uniform norm of a trigonometric polynomial on the circle group. His method was
extended by De La Chevrotière [2] to trigonometric polynomials on tori. These methods all depend on
Stecˇkin’s lemma or an analogue thereof. The analogue that applies in our situation is the following.
Lemma 3. Let T be a real linear operator from a finite-dimensional real p space (p  2) to a real finite-
dimensional Banach space B. Suppose that the operator norm of T is 1, that ξ ∈ p with unit norm and
that ‖Tξ‖B = 1. Then we have
‖Tη‖B  1 − p − 1
2
‖ξ − η‖2p (2)
for a unit vector η in p.
Proof. Ifη = −ξ then the righthand sideof (2) is negative.Otherwise,wecanfinda trajectory through
ξ in the unit sphere of p such that η = c(t)ξ + s(t)ζ where c(t) = 1 − O(t2) and s(t) = t − O(t2)
for a suitable vector ζ . In the case p = 2, ζ ⊥ ξ and we have c(t) = cos(t) and s(t) = sin(t). The
variational equation gives
∑
j |ξj|p−1sgn(ξj)ζj = 0. Since B is finite-dimensional, there is a unit vector
u ∈ B′ such that u(Tξ) = 1. The corresponding variational equation gives u(Tζ ) = 0. Therefore
‖Tη‖B  u(Tη) = c(t) =
∑
j
|ξj|p−1sgn(ξj)ηj  1 − p − 1
2
‖ξ − η‖2p.
The final inequality is a consequence of the following lemma. 
Lemma 4. Let ξ and η be unit vectors in p (p  2). Then
∑
j
|ξj|p−1sgn(ξj)ηj  1 − p − 1
2
‖ξ − η‖2p.
Proof. Applying Taylor’s Theorem with the integral form of the remainder to s 	→ 1
p
|s|p we get
1
p
|s|p = 1
p
|t|p + |t|p−1sgn(t)(s − t) + (p − 1)(s − t)2
∫ 1
u=0
(1 − u)|(1 − u)t + us|p−2du
which can then be rearranged to
|t|p−1sgn(t)s = p − 1
p
|t|p + 1
p
|s|p − (p − 1)(s − t)2
∫ 1
u=0
(1 − u)|(1 − u)t + us|p−2du
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For ξ and η be unit vectors in p. We get, replacing t by ξj , s by ηj and summing
∑
j
|ξj|p−1sgn(ξj)ηj
= 1 − (p − 1)∑
j
(ξj − ηj)2
∫ 1
u=0
(1 − u)|(1 − u)ξj + uηj|p−2du
 1 − (p − 1)
⎧⎨
⎩
∑
j
|ξj − ηj|p
⎫⎬
⎭
2
p
⎛
⎝∑
j
{∫ 1
u=0
(1 − u)|(1 − u)ξj + uηj|p−2du
} p
p−2
⎞
⎠
p−2
p
 1 − (p − 1)‖ξ − η‖2p
∫ 1
u=0
⎛
⎝∑
j
|(1 − u)ξj + uηj|p
⎞
⎠
p−2
p
(1 − u)du
 1 − p − 1
2
‖ξ − η‖2p
using Minkowski’s Inequality since p  2. 
In the case 1 < p < 2 we have the following version of Lemma 3. Note that the behaviour is no
longer quadratic, but better than linear.
Lemma 5. Let T be a real linear operator from a finite-dimensional real p space (1 < p < 2) to a real
finite-dimensional Banach space B. Suppose that the operator norm of T is 1, that ξ ∈ p with unit norm
and that ‖Tξ‖B = 1. Then we have
‖Tη‖B  1 − ‖ξ − η‖pp
for a unit vector η in p.
Proof. We verify the inequality t + |1 − t|p  p − 1
p
+ 1
p
|t|p for all real t using calculus. Putting
t = ξ−1j ηj and multiplying by |ξj|p we get
|ξj|p−1sgn(ξj)ηj + |ξj − ηj|p  p − 1
p
|ξj|p + 1
p
|ηj|p,
which is also true if ξj = 0. Summing over j gives∑
j
|ξj|p−1sgn(ξj)ηj  1 − ‖ξ − η‖pp
and combined with the method of Lemma 3 this gives the result. 
We note that away from the set on which the coordinates vanish, a quadratic estimate continues
to hold even in the case 1 < p < 2.
4. Patches
Wenext discuss how the unit sphere of an n-dimensional real p spacemay be split up into patches
that can be recursively subdivided. The unit ball of p lives inside the unit ball of ∞. The unit sphere
of ∞ is a boxwith 2n (n−1)-dimensional faces each of which is a closed (n−1)-dimensional surface
cube. These surface cubes can be subdivided dyadically into smaller closed surface subcubes. A typical
surface subcube C(ξ, h, k) is specified by its centre ξ (an n-vector), its halfside h (a positive real) and
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an integer k in the range from 1 to n giving the coordinate that is constant over the surface subcube.
Thus for example one of the original faces of the unit sphere of ∞ in case n = 3 would be coded by
ξ = (0,−1, 0)′, h = 1, k = 2. This would then be subdivided into 4 = 22 surface subcubes, one
of which would be given by ξ = (− 1
2
,−1, 1
2
)′, h = 1
2
, k = 2. This surface subcube could then be
subdivided further into another 4 surface subcubes of half the linear size and so on ad infinitum.
We denote the radial projectionmapping ρ(ξ) = ‖ξ‖−1p ξ is viewed as amap from the unit sphere
of ∞ to the unit sphere of p and it is clearly one-to-one and onto. If C(ξ, h, k) is a surface subcube
in the unit sphere of ∞, then ρ(C(ξ, h, k)) is what will be referred to as a patch in the unit sphere of
p. Effectively then, patches inherit dyadic subdivision from surface subcubes in an obvious way. Each
patch can be subdivided into 2n−1 smaller patches. Furthermore the patch ρ(C(ξ, h, k)) contains the
point ρ(ξ) and we define the quantity r(ξ, h, k) by
r(ξ, h, k) = sup
ζ∈C(ξ,h,k)
‖ρ(ζ ) − ρ(ξ)‖p.
5. Applying the Stecˇkin type estimate
We next discuss how these Stecˇkin type estimates are used. This is essentially the same idea as in
Green [3], but the logistics are more complicated.
Lemma 6. Let R > 0 and 2  p < ∞. Let T be a real linear operator from an n-dimensional real p
space to a real Banach space B. Suppose that the unit sphere of p can be covered by finitely many patches
{η; ‖η‖p = 1} =
J⋃
j=1
ρ(C(ξj, hj, kj))
so that
‖T(ρ(ξj))‖B < R
(
1 − p − 1
2
r(ξj, hj, kj)
2
)
for j = 1, 2, . . . , J. Then ‖T‖p→B < R.
Proof. First of all, since the p space is finite dimensional, there is no loss in assuming that B is finite
dimensional. By compactness, there exists η with ‖η‖p = 1 and ‖T(η)‖B = ‖T‖p→B. By hypothesis,
there exists j (1  j  J) such that η ∈ ρ(C(ξj, hj, kj)). So, η = ρ(ζ ) with ζ ∈ C(ξj, hj, kj). It now
follows that ‖ρ(ξj) − ρ(ζ )‖p  r(ξj, hj, kj) and hence that
‖T(ρ(ξj))‖B < R
(
1 − p − 1
2
‖ρ(ξj) − ρ(ζ )‖2p
)
It now follows from Lemma 3 that ‖T‖p→B = ‖T(η)‖B < R. 
6. The algorithm
Let p  2 and  > 0 and assume that the norm of B is easy to compute. We proceed with the
following algorithm.
PutM = 0.
Let Q be an empty queue of surface subcubes.
For each1 face F of the unit sphere of ∞
1 Actually, we can use symmetry (‖Tξ‖ = ‖T(−ξ)‖) to start the queue with just n faces.
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enqueue F on Q .
while Q is nonempty
Dequeue a surface subcube C(ξ, h, k) from Q .
Compute an upper bound2 r˜(ξ, h, k) for r(ξ, h, k).
Compute ‖T(ρ(ξ))‖B.
If ‖T(ρ(ξ))‖B > M then
putM = ‖T(ρ(ξ))‖B.
If ‖T(ρ(ξ))‖B  M(1 + )
(
1 − p−1
2
r˜(ξ, h, k)2
)
then
subdivide C(ξ, h, k) into 2n−1 dyadic surface subcubes and enqueue each of them on Q .
otherwise
discard C(ξ, h, k), i.e. do nothing.
The procedure ends when the queue becomes empty. We make the following observations where
Mfinal denotes the final value of the variableM:
1. The union of the discarded surface subcubes is the whole of the unit sphere of ∞ and hence
the union of the corresponding patches is the whole of the unit sphere of p.
2. Mfinal  ‖T‖p→B.
3. M is increasing throughout the algorithm, so that at any step we haveM  Mfinal.
4. Using R = Mfinal(1 + ), ‖T‖p→B  Mfinal(1 + ) follows from Lemma 6.
It follows that Mfinal  ‖T‖p→B  Mfinal(1 + ), the operator norm of T has been computed
to within a prescribed degree of accuracy. Of course there is a version of the algorithm that uses the
estimate of Lemma 5 in place of that of Lemma 3 in case 1 < p < 2. Other modifications allow the
normsof complexoperators fromcomplexp to a complexBanach space tobe estimated (1 < p < ∞).
7. Parallel implementation
The previous section describes the algorithm used to estimate an p operator norm on a single
thread machine. However in practice this process may involve millions of surface subcubes and while
it would be adequate to verify the results of this paper, it would not have been adequate to find the
weights involved in the proof of Proposition 2which involved an extensive search. Sowe implemented
a more complicated algorithm using the CUDA language on an NVIDIA graphics card which has many
threads operating in parallel. So, instead of dequeing a single surface subcube at a time, we dequeue
a batch of many surface subcubes and assign a thread to each one. The entire process of computing
the ‖T(ρ(ξ))‖B and r˜(ξ, h, k), updatingM, discarding, sorting and subdividing the surface subcubes
in each batch was performed in parallel. The queue Q was kept on the host machine and the batch
dequeueing and batch enqueueing was implemented using substantial memory transfers between
host and graphics card.
8. Verification implementation
The proofs of Propositions 1 and 2 depend on establishing upper bounds for the 4 operator norm
of two specific matrices, the matrix T of (1) and the transpose of the matrix K occurring in the proof
of Proposition 2. Establishing that the inequality
‖T‖p→B < R (3)
2 A simple upper bound can be derived from the inequality ‖‖ξ‖−1ξ − ‖η‖−1η‖  2‖ξ − η‖ for ‖ξ‖, ‖η‖  1 valid in any
normed space.
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holds for a general T is a slightly different problem from that discussed in section 6 in that the bound R
is known at the outset. The algorithm of section 6 is of the breadth first type. For verification purposes
it can be replaced by a corresponding depth first algorithm. In theory, this algorithm returns true if
and only if (3) holds, returns false if and only if ‖T‖p→B > R and hangs (i.e. does not terminate) if‖T‖p→B = R. In practice it may crash if ‖T‖p→B is very close to R. The advantage of the depth first
algorithm is that it is easier to implement, uses the system stack in place of a queue and requires less
memory.When the value true is returned, a finite covering of patches has been created as in Lemma 6.
In order to verify the results of this article, the depth first algorithm was coded in Maple (ver-
sion 13) and run for the two specific matrices mentioned above. The entire program is designed
to use only rational numbers which Maple handles to arbitrary precision (i.e. everything is com-
puted in exact arithmetic 3 ). It runs on a typical PC in under 24 hours and can be downloaded from
http://www.math.mcgill.ca/drury/research/matsaev/ along with some documentation.
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