Abstract. The classical orthogonal polynomials are usually defined as particular solutions of some hypergeometric type equations. It is known that the class of these equations is larger and they are related to some Schrödinger type equations. We show that some of them define finite systems of orthogonal polynomials and analyse the corresponding associated special functions and raising/lowering operators. These functions correspond to the square integrable solutions in the case of Morse, Scarf hyperbolic and generalized Pöschl-Teller type potentials.
Introduction
The differential equations satisfied by the classical orthogonal polynomials (Hermite, Laguerre, Jacobi) are particular cases for the equation σ(s)y ′′ + τ (s)y ′ + λy = 0
where σ(s) and τ (s) are polynomials (with real coefficients) of at most second and first degree, respectively, and λ is a constant. This equation (called equation of hypergeometric type [6, 7] ) can be reduced to the self-adjoint form
by choosing a function ̺ such that
The equation (1) is usually considered on an interval (a, b), chosen such that σ(s) > 0 and ̺(s) > 0 for all s ∈ (a, b) 
We shall see that the set
plays an important role in the study of the equation (1) . For a fixed σ, one can find the most general form of ̺ by using the most general form τ (s) = αs + β of τ , that is, by solving the equation
Some restrictions are to be imposed to α, β in order the interval (a, b) satisfying (4) and (5) to exist. Table 1 . Some particular cases ( τ (s) = αs + β and
, and if α < 0 and β > 0 we can choose (a, b) = (0, ∞) and get Ξ = {k ∈ IN | k < −α}. Indeed, σ(s) > 0 and ̺(s) > 0 for all s ∈ (0, ∞), and
Since the form of the equation (1) is invariant under an affine change of variable, it is sufficient to analyse the six cases presented in table 1. The cases σ ∈ {1, s, 1 − s 2 } are related to the classical orthogonal polynomials (Hermite, Laguerre, Jacobi) and have been largely analysed in the literature [1, 2, 3, 4, 5] . In this paper we shall concentrate on the cases less analysed (to our knowledge) σ ∈ {s 2 , s 2 + 1, s 2 − 1}. In these cases Ξ = { k ∈ IN | k < −α }, the equation (1) 
Polynomials of hypergeometric type
Let σ ∈ {s 2 , s 2 + 1, s 2 − 1} and τ (s) = αs + β be two fixed polynomials with α, β satisfying the conditions presented in table 1, (a, b) the corresponding interval, and let
It is well-known [6, 7] that for each l ∈ IN the equation
where
If Φ l is a polynomial of degree l then it satisfies the Rodrigues formula [7] 
where B l is a normalizing constant.
Proof. a) From the relations
we get
The function l → λ l = −l 2 + (1 − α)l is strictly increasing for l ∈ {0, 1, 2, ..., ν}. Therefore λ l = λ k , and we get (13). b) If l ≤ ν, k ≤ ν then l + k ≤ 2ν < 1 − α and we can use a).
2 Theorem 2. Φ l is a polynomial of degree l for any l ∈ {0, 1, 2, ..., ν}.
Proof. Each Φ l is a polynomial of at most l degree [7] and the polynomials {Φ 0 , Φ 1 , ..., Φ ν } are linearly independent. This is possible only if Φ l is a polynomial of degree l for any l ∈ {0, 1, 2, ..., ν}. 2 If k ∈ {0, 1, 2, ..., ν} then any polynomial y of degree k is a linear combination of {Φ 0 , Φ 1 , ..., Φ k }, and hence,
Particularly, we have 
for any l ∈ {0, 1, 2, ..., ν}. b) If y is a polynomial of degree greater than ν the function y(s) ̺(s) is not square integrable on (a, b).
Proof. a) Since 2ν < 1 − α there exists ε > 0 such that 2ν + ε < 1 − α. If l ≤ ν then 1 + ε + 2l − 2 ≤ ε + 2ν − 1 < −α, and hence
The convergence of the integral (14) follows from the convergence of the integral 
The divergence of the integral (14) follows from the divergence of the integral
In the usual way [7] , one can prove the following two theorems.
Theorem 4. For each l ∈ {1, 2, ..., ν − 1} the polynomial Φ l satisfies a three term recurrence relation
where α l , β l and γ l are constants.
Theorem 5. The zeros of Φ l are simple and lie in the interval (a, b), for any l ∈ {0, 1, 2, ..., ν}.
Special functions of hypergeometric type
Let l ∈ {0, 1, ..., ν}, and let m ∈ {0, 1, ..., l}. By differentiating the equation (11) m times we obtain the equation satisfied by the polynomials ϕ l,m = Φ
This is an equation of hypergeometric type, and we can write it in the self-adjoint form
by using the function
where κ(s) = σ(s), l ∈ {0, 1, ..., ν} and let m ∈ {0, 1, ..., l} are called the associated special functions. The equation (15) multiplied by κ m (s) can be written as
where H m is the differential operator
Theorem 6. We have
for any m ∈ {0, 1, ..., ν} and any l, k ∈ {m, m + 1, ..., ν} with l = k.
Proof. For each k < −α − 2m we have
Since the equation (15) For any l, k ∈ {m, m + 1, ..., ν} with l = k we have l + k ≤ 2ν − 1 < −α.
2 
for any l ∈ {0, 1, 2, ..., ν} and any m ∈ {0, 1, ..., l}.
Proof. For ε < 0 chosen such that 2ν + ε < 1 − α we have 1 + ε + 2(m− 1)
The convergence of the integral (22) follows from the convergence of the integral
Theorem 8. The three term recurrence relation
is satisfied for any l ∈ {0, 1, 2, ..., ν} and any m ∈ {1, 2, ..., l − 1}. In addition, we have
Proof. By differentiating (11) m − 1 times we obtain
If we multiply this relation by κ m−1 (s) then we get (23) for m ∈ {1, 2, ..., l − 1}, and (24) for m = l. 2
Raising and lowering operators
For any l ∈ {0, 1, 2, ..., ν} and any m ∈ {0, 1, ..., l − 1}, by differentiating (17), we obtain
that is, the relation
which can be written as
If m ∈ {1, 2, ..., l − 1} then by replacing (25) into (23) we get
for all m ∈ {0, 1, ..., l − 2}. From (24) it follows that this relation is also satisfied for m = l − 1. The relations (25) and (26) suggest us to consider the first order differential operators
for any m ∈ {0, 1, ..., ν − 1}.
Theorem 9. We have A m Φ m,m = 0 and
for 0 ≤ m < l ≤ ν (see figure 1 ).
Proof. These relations coincide to (25) and (26), respectively. 2
l (s) and
for 0 ≤ m < l ≤ ν.
Proof. Since the function k → λ k is strictly increasing on {0, 1, ..., ν} we have λ l − λ k = 0 for any k ∈ {0, 1, ..., l − 1}. The formula for Φ l,l follows directly from the definition (17) and the formula (29) from (28). 
Proof. These relations can be obtained by direct computation. 2
