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Constraint satisfaction has received increasing attention over the years. Intense research
has focused on solving all kinds of constraint satisfaction problems (CSPs). In this paper,
ﬁrst we propose a random CSP model, named k-CSP, that guarantees the existence of
phase transitions under certain circumstances. The exact location of the phase transition
is quantiﬁed and experimental results are provided to illustrate the performance of
the proposed model. Second, we revise the model k-CSP to a random linear CSP by
incorporating certain linear structure to constraint relations. We also prove the existence
of the phase transition and exhibit its exact location for this random linear CSP model.
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1. Introduction
Constraint satisfaction problem, or CSP in short, is represented by a ﬁnite set of variables, each one of which is associated
with a domain, and a ﬁnite set of constraints, each of which consists of a subset of the variables, called a constraint scope, and
a constraint relation that restricts the values of the variables in the constraint scope can simultaneously take. The objective
is to assign a value to each variable satisfying all the constraint relations. CSP is an important topic in the area of computer
science, especially in artiﬁcial intelligence, since the regularity in their formulation provides a common base to analyze and
solve the problems of many unrelated families. In recent years, the random CSP and the corresponding phase transitions
have attracted more and more attention since Cheeseman et al. proposed in [7] that many hard instances should be found
at the phase transition points.
There have been various models for investigating the phase transitions of random CSP proposed by various academic
communities, e.g. [2,10–12,17–19,27–29]. The initial standard models, named A, B, C and D [23,28], were proposed to
generate random binary CSP instances. Experiments showed that the standard models [23,28] all exhibit a “threshold-like”
behavior. On the other hand, it has been proved theoretically by Achlioptas et al. in [1] that the random instances generated
by the standard models do not have an asymptotic threshold when the length of constraint scopes and the size of domains
are ﬁxed.
Improvement of the performance of standard models was addressed from various perspectives in numerous efforts
[1,21–23,26,31]. Some new models incorporated special combinatorial structures on the constraints. In other words, the
constraints are subject to certain combinatorial restrictions and the restrictions ensure that the generated instances are
arc consistent [23], path consistent [21], strongly 3-consistent [22] or weakly 4-consistent [22]. It has been proved that all
these revised models have non-trivial asymptotic behaviors. While the combinatorial structures provide the capability for
producing phase transitions, this achievement typically comes at the price of more restrictions on the constraint relations
of instances.
Based on the model B [28] mentioned previously, Xu and Li [31] proposed a random CSP model, named model RB.
Instead of ﬁxing the size of domains associated with each instance as in the model B, the size of domains of the model RB
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i.e. the number of variables. On the other hand, the length of constraint scopes and the tightness of constraint relations
for each instance of the model RB are ﬁxed. It has been proved theoretically in [1] that model B does not have the phase
transition point over most of the parameter space. Due to incorporating uniformly variant domain size, the revised model
RB does have phase transitions and the exact phase transition points have been quantiﬁed by Xu and Li [31]. Moreover,
it has been demonstrated that the model RB has a lot of hard instances existing [32] and all the instances at the phase
transition points have exponential tree-resolution complexity [30]. Compared with revised models in [21–23], the capability
of generating instances is dramatically enhanced for the model RB due to the fact that there is no combinatorial restriction
enforced on the constraint relations of model RB. Generally speaking, it is natural and relatively easier for the model RB to
generate asymptotically non-trivial CSP instances with relatively large domain size.
Another area of active research in the ﬁeld of CSP is the development of k-SAT, where k denotes the length of the
constraint scopes. It is proved by Friedgut in [17] that a phase transition exists for k-SAT if k is ﬁxed. However, for ﬁxed k
with k  3, there is still no effective method to obtain the exact location of the phase transition. For example, it is already
derived theoretically in [24] and [14] that the best lower bound and upper bound of the phase transition for 3-SAT are
3.53 and 4.506 respectively; but the exact location is still under investigation. When compared with the results for k-SAT
with ﬁxed k, it has been demonstrated that it is possible for k-SAT to ascertain the exact location of phase transitions if the
parameter k is growing moderately, as detailed in [16,20].
Motivated by k-SAT with growing k in [20], in this paper ﬁrst we revise the model RB in [31] to propose a new random
CSP model, named model k-CSP. When comparing with the model RB in [20], instead of ﬁxing the parameters of constraints,
including both the length of constraint scopes and the tightness of constraint relations, and varying the size of domains as
a power function, for the new model k-CSP we assume that the size of domains and the tightness of constraint relations are
ﬁxed and the length of constraint scopes, which is denoted by k, is variant as a function of n, where n denotes the cardinality
of the set of variables. Although similar to k-SAT, the new proposed model k-CSP has growing length of constraint scopes,
the two models are essentially different from each other, more speciﬁcally, the tightness of constraint relations is variant for
k-SAT while is ﬁxed for the model k-CSP. For the new model k-CSP we theoretically prove the existence of a phase transition
when the parameter k grows up to a logarithm function of n, and determine the exact location of the phase transition point.
Further, we experimentally demonstrate the performance of the proposed model k-CSP. The experiments we conducted on
the k-CSP not only verify the theoretical results we established, but also illustrate that the computational complexity of the
k-CSP grows exponentially with n (the number of variables) and the worse-cases happen around the phase transition point.
We note that, the model k-CSP can generate instances as easily as the model RB since there is no other restrictions on the
constraint relations except the ﬁxed tightness; on the other hand, the parameter k of the model k-CSP is growing up very
slowly as a logarithm function rather than the power function appearing in the model RB. In summary, the model k-CSP
can easily and naturally generate asymptotically non-trivial CSP instances within a reasonably small range of domain size
and constraint scope length, thus it is very suitable for testing the capability of CSP algorithms.
The algebraic CSP, which employs algebraic structures to the domains and the constraint relations of CSP model, is
another popular approach to construct a CSP model. We note that the algebraic CSP approach has received considerable
attention in recent years [4]. One classical example of algebraic CSPs is the linear CSP, which domains are ﬁnite ﬁelds and
constraint relations are aﬃne subspaces of the vector spaces over the ﬁnite ﬁelds. One of the major advantages of various
linear CSP models [3,5,6,8,9,13,15] is that they all exhibit satisﬁability thresholds. This motivates our other research in
constructing a random CSP model that combines the model k-CSP mentioned above with the linear CSP model.
To combine the advantages of linear CSP and the model k-CSP, we incorporate certain algebraic structure to the domains
and constraint relations of k-CSP and then introduce another type of random linear CSP model, named k-hyper-F-linear
CSP. For each instance of the new proposed model, we assume that the domain could be any ﬁnite ﬁeld, which is denoted
by F; the constraint relations are randomly chosen from the hyperplanes of the vector space Fk , where k is the length
of constraint scopes. Similar to the model k-CSP, the length of constraint scopes k is uniformly variant as a function of n,
where n denotes the number of variables. We exhibit theoretically the exact phase transition of the model k-hyper-F-
linear CSP. When comparing with the linear CSP models from [3,5,6,8,9,13], we provide a more general formulation and
a new proof based on a more general argument, which make the k-hyper-F-linear CSP model more widely applicable in
practice.
This paper is organized as follows. Section 2 states some preliminary deﬁnitions, introduces the random model k-CSP
and presents the main theorem on the exact phase transition of the model k-CSP. Section 3 provides the complete proof of
the theorem stated in Section 2. Section 4 summarizes our experimental results and analyzes the performance of the model
k-CSP. Section 5 proposes the model k-hyper-F-linear CSP and quantiﬁes the exact phase transitions of the proposed model.
Conclusions are provided in Section 6.
2. Randommodel k-CSP
In this paper, ln x = loge x denotes the natural logarithm function where e denotes the natural base, exp x = ex denotes
the natural exponential function, and H(x) = −x ln x − (1 − x) ln(1 − x) for x ∈ [0,1] denotes the natural entropy function.
By |T | for any set T we denote the cardinality of the set T .
A constraint satisfaction problem, CSP in short, is described as follows:
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• X = (x1, . . . , xn) is a sequence of n variables;
• D = (D1, . . . , Dn) is a sequence of ﬁnite sets, called the domains of the instance;
• C = (C1, . . . ,Ct) with each Ci = (Xi, Ri), called constraints, such that
∗ Xi = (xi1 , . . . , xiki ) is a subsequence of X of length ki , called the constraint scopes,∗ Ri is a subset of Di1 × · · · × Diki , called the constraint relations.
Question. Is there a map f from X to the disjoint union
⋃n
i=1 Di with each f (xi) ∈ Di satisfying that f (Xi) :=
( f (xi1 ), . . . , f (xiki )) ∈ Ri for all i = 1, . . . , t?
If such a map f exists, then we would say that the instance I is satisﬁable and f (X) = ( f (x1), . . . , f (xn)) is a solution of
the instance I .
Let A = D1 × · · · × Dn . Any map f (X) = ( f (x1), . . . , f (xn)) ∈ A, i.e. any element (a1, . . . ,an) ∈ A, is also said to be an
assignment to the variables X with values in A.
It is interesting to randomize CSP and consider the asymptotic property of the random CSP.
Revising the model RB from [31] and k-SAT with growing k, we introduce a random model of CSP as follows.
Deﬁnition 2.1. A random CSP model is said to be k-CSP if the instances are generated as follows:
• every cardinality |Di | = d for i = 1, . . . ,n, where d > 1 is the size of domains;
• t = t(n) is an integer function of n such that limn→∞ t(n) = ∞;
• for i = 1, . . . , t the constraints are generated as follows:
∗ the constraint scopes Xi = (xi1 , . . . , xik ) with length k = k(n), which is an integer function of n, are randomly selected
with repetition allowed;
∗ the constraint relations Ri are randomly selected with repetition allowed from the subsets of Di1 × Di2 × · · · × Dik
such that the cardinality |Ri | = pdk , where p represents the tightness of the constraint relations and is a real constant
with 0 < p < 1.
By Pr(SAT) we denote the probability of a random instance of the model k-CSP being satisﬁable. We have the following
asymptotic properties of the model k-CSP.
Theorem 2.1. Keep the same notation as in Deﬁnition 2.1, and assume that t = r · n lnd− ln p for a constant parameter r. If k(n) (2+ε) lnnlnd
for a real ε > 0, then
lim
n→∞Pr(SAT) =
{
0, r > 1;
1, r < 1.
3. Proof of Theorem 2.1
Given any n, let G denote the set of all the instances of the model k-CSP with X = (x1, . . . , xn) and D = (D1, . . . , Dn).
Then G is a probability space with equal probability for all samples. For I ∈ G , let Sol(I) denote the set of solutions of the
instance I .
For any a= (a1, . . . ,an) ∈ A, let
Sa =
{
1, if a ∈ Sol(I);
0, otherwise.
Then Sa is a 0–1 random variable over the probability space G . And
S =
∑
a∈A
Sa (1)
is a non-negative integer random variable over the probability space G .
The random variable S is the number of solutions of the random instance I ∈ G; in particular, the probability Pr(S > 0)
is just the probability Pr(SAT) for the random instance I being satisﬁable.
Assume that a ∈ A. Then Pr(a ∈ Ri) = p as |Ri | = pdk . Since R1, . . . , Rt are selected randomly independently, we have
Pr(Sa = 1) =
t∏
Pr(a ∈ Ri) = pt . (2)i=1
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E(S) =
∑
a∈A
E(Sa) = dnpt . (3)
By the assumption of Theorem 2.1 that t = r · n lnd− ln p , we have
dnpt = exp(n lnd + t ln p) = exp(n(1− r) lnd)= d(1−r)n. (4)
Hence limn→∞ dnpt = 0 if r > 1; and by Markov’s inequality
Pr(S > 0) E(S) = dnpt,
we have
lim
n→∞Pr(S > 0) = 0, if r > 1.
In the rest of this section we always assume that
t = rn lnd− ln p , 0< r < 1, (5)
and aim at proving, with the conditions of Theorem 2.1, that
lim
n→∞Pr(S > 0) = 1. (6)
By the convexity of the function 1x for x> 0, it follows from the Jensen’s inequality that
Pr(S > 0)
∑
a∈A
Pr(Sa = 1)
E(S|Sa = 1) , (7)
where E(S|Sa = 1) denotes the conditional expectation of S assuming that Sa = 1 occurs; see [25, Theorem 6.10]. By the
way, we remark that the following argument based on this inequality is in fact equivalent to the so-called second moment
method, please see Appendix A of the paper for details.
Let a = (a1, . . . ,an) ∈ A and b = (b1, . . . ,bn) ∈ A with a = b. We calculate the probability of both a and b satisfying a
random instance I ∈ G , where I has constraints Xi = (xi1 , . . . , xik ) and Ri ⊆ Di1 × · · · × Dik for i = 1, . . . , t .
Let m be the number of such indices i that ai = bi , i.e. the defect m of the Hamming distance between b and a. There
are two cases:
∗ either, a and b agree with each other on every variable of the constraint, in this case, the conditional probability of
both a and b satisfying the constraint relation Ri is(
dk − 1
pdk − 1
)/(
dk
pdk
)
= p;
∗ or, the conditional probability of a and b satisfying the constraint relation Ri is(
dk − 2
pdk − 2
)/(
dk
pdk
)
= p
(
pdk − 1
dk − 1
)
.
The probability that the ﬁrst case occurs is σm,n = (
m
k)
(nk)
. Thus we obtain that
Pr(a ∈ Ri,b ∈ Ri) = p · σm,n + p
(
pdk − 1
dk − 1
)
(1− σm,n).
Since the constraint relations R1, . . . , Rt are selected independently, we get that
Pr(Sa = 1, Sb = 1) =
t∏
i=1
Pr(a ∈ Ri,b ∈ Ri)
= pt
(
σm,n + pd
k − 1
dk − 1 (1− σm,n)
)t
.
According to conditional probability, we get
Pr(Sb = 1|Sa = 1) =
(
σm,n + pd
k − 1
k
(1− σm,n)
)t
.
d − 1
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∑
b∈A E(Sb|Sa = 1). In conclusion, we have
E(S|Sa = 1) =
n∑
m=0
(
n
m
)
(d − 1)n−m
(
σm,n + (1− σm,n) pd
k − 1
dk − 1
)t
. (8)
Further
pdk − 1
dk − 1 =
pdk − p + p − 1
dk − 1 = p −
1− p
dk − 1  p,
consequently we obtain the following inequality
E(S|Sa = 1)
n∑
m=0
(
n
m
)
(d − 1)n−m(σm,n + (1− σm,n)p)t .
Combining it with the formulas (3) and (7), we deduce that
Pr(S > 0) d
npt∑n
m=0
(n
m
)
(d − 1)n−m(σm,n + (1− σm,n)p)t
= d
npt∑n
m=0
(n
m
)
(d − 1)n−m(p + (1− p)σm,n)t .
So
1
Pr(S > 0)

∑n
m=0
(n
m
)
(d − 1)n−m(p + (1− p)σm,n)t
dnpt
.
For m = 0,1, . . . ,k − 1 we have σm,n = (
m
k)
(nk)
= 0, i.e.
k−1∑
m=0
(
n
m
)
(d − 1)n−m(p + (1− p)σm,n)t =
k−1∑
m=0
(
n
m
)
(d − 1)n−mpt;
noting that
∑n
m=0
(n
m
)
(d − 1)n−m = dn , we have
1
Pr(S > 0)
 1+
n∑
m=k
(n
m
)
(d − 1)n−m((p + (1− p)σm,n)t − pt)
dnpt
.
For m k, since nm, we have m−in−i <
m
n , hence σm,n 
(m
n
)k
; thus
1
Pr(S > 0)
 1+
n∑
m=k
(n
m
)
(d − 1)n−m((p + (1− p)(mn )k)t − pt)
dnpt
. (9)
For m with km n let
Rm =
(
n
m
)
(d − 1)n−m
((
p + (1− p)
(
m
n
)k)t
− pt
)/
dnpt
=
(
n
m
)(
1
d
)m(
1− 1
d
)n−m((
1+ 1− p
p
(
m
n
)k)t
− 1
)
.
In order to prove the equality (6), it is enough to show that, with the conditions of Theorem 2.1 and the assumption (5),
we have
lim
n→∞
n∑
m=k
Rm = 0;
i.e. for any δ > 0 there is an integer N such that
n∑
m=k
Rm < δ, ∀n > N.
Further, to prove the above, it is enough to show that for any m with km n we have
nRm < δ, ∀n > N;
because this inequality implies that
∑n
m=k Rm <
∑n
m=k δ/n < δ.
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(n
m
)
< exp(nH(m/n)). Setting x = mn hence m = nx, we have
nRm < n exp
(
nH(x)
) · (d − 1)n(1−x)((p + (1− p)xk)t − pt)/dnpt .
Deﬁne the functions fn(x) for n = 1,2, . . . as follows
fn(x) = n exp
(
nH(x)
)
(d − 1)n(1−x)((p + (1− p)xk)t − pt)/dnpt, (10)
i.e.
fn(x) = n exp
(
nH(x)
)(1
d
)nx(
1− 1
d
)n(1−x)((
1+ 1− p
p
xk
)t
− 1
)
. (11)
Then, the following proposition is enough to complete a proof of Theorem 2.1.
Proposition 3.1. Assume that k(n) (2+ ε) lnnlnd for a real ε > 0 and that (5) holds. Then for any δ > 0 there is an integer N such that
fn(x) < δ, ∀n > N, ∀x ∈ (0,1].
Proof. We prove it in three steps.
Step 1: we look for a positive real ζ < 1 and an integer N1 such that
fn(x) < δ, ∀n > N1, ∀x ∈ [ζ,1].
From formula (4), deﬁnition (10) and the fact that p + (1− p)xk  1, we have
fn(x) n exp
(
nH(x)
)
(d − 1)n(1−x)(p + (1− p)xk)t/d(1−r)n
 n exp
(
nH(x)
)
(d − 1)n(1−x)/d(1−r)n
= exp(n(n−1 lnn + H(x) + (1− x) ln(d − 1) − (1− r) lnd)).
Denote τ = (1 − r) lnd, which is a positive constant as r < 1. Since H(x) is a continuous function with non-negative value
on [0,1] and H(1) = 0, there is a positive real ζ1 < 1 such that
H(x) < τ/4, ∀x ∈ [ζ1,1].
Obviously, we can take a positive real ζ2 < 1 such that
(1− x) ln(d − 1) < τ/4, ∀x ∈ [ζ2,1].
On the other hand, since limn→∞ n−1 lnn = 0, there is an integer N11 such that
n−1 lnn < τ/4, ∀n > N11.
Now, let ζ = max{ζ1, ζ2}; then
n−1 lnn + H(x) + (1− x) ln(d − 1) − (1− r) lnd < −τ/4, ∀n > N11, ∀x ∈ [ζ,1].
Take an integer N12 > −4 ln δ/τ , then
exp(−nτ/4) < exp(ln δ) = δ, ∀n > N12.
At last, take N1 = max{N11,N12}; we have
fn(x) < δ, ∀n > N1, ∀x ∈ [ζ,1].
Step 2: we show that there is an η with 1 > η > 0 and an integer N2 such that
fn(x) < δ, ∀n > N2, ∀x ∈
[
1
d
− η, 1
d
+ η
]
.
For the purpose, we show an easy lemma on the entropy function.
Lemma 3.1. Assume that a ∈ (0,1). Let H(x,a) = H(x)+ x lna+ (1− x) ln(1− a) for x ∈ (0,1). Then H(x,a) is strictly increasing in
(0,a), while H(x,a) is strictly decreasing in (a,1); in particular, H(x,a) < 0 if x = a.
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dH(x,a)
dx
= − ln x+ ln(1− x) + lna − ln(1− a);
dH(x,a)
dx
= 0 ⇐⇒ x = a;
d2H(x,a)
dx2
= −1
x
− 1
1− x < 0.
Revising the formula (11) with the notation in Lemma 3.1, we have
fn(x) = exp
(
nH(x,1/d)
) · n((1+ (1− p)xk/p)t − 1). (12)
By Lemma 3.1, exp(nH(x,1/d)) 1; so
fn(x) n
((
1+ (1− p)xk/p)t − 1).
Let y = xk , g(y) = (1+ (1− p)y/p)t , then the derivative
dg(y)
dy
= 1− p
p
t
(
1+ 1− p
p
y
)t−1
;
and by the Mean Value Theorem, there is a θy ∈ (0, y) such that(
1+ 1− p
p
xk
)t
− 1 = g(y) − g(0) = 1− p
p
t
(
1+ 1− p
p
θy
)t−1
y.
Since θy ∈ (0, y) = (0, xk), there is θx ∈ (0, x) such that θkx = θy . Thus(
1+ 1− p
p
xk
)t
− 1 = 1− p
p
t
(
1+ 1− p
p
θkx
)t−1
xk  1− p
p
t
(
1+ 1− p
p
xk
)t−1
xk.
And we have that fn(x) n 1−pp t(1+ 1−pp xk)t−1xk , i.e.
fn(x)
1− p
p
exp
(
lnn + ln t + (t − 1) ln
(
1+ 1− p
p
xk
)
+ k ln x
)
.
But, (t − 1) · ln(1+ 1−pp xk) t · 1−pp xk , and t = rn lnd− ln p by (5), we obtain
fn(x)
1− p
p
exp
(
ln
r
− ln p + ln lnd + 2 lnn +
r(1− p) lnd
−p ln p nx
k + k ln x
)
.
Since k (2+ ε) lnn/ lnd, we have
n(1/d)k = nd−k  n(d− lnn/ lnd)2+ε = n−(1+ε);
thus there is an η1 > 0, a M > 0 and an integer N21 such that
ln
r
− ln p + ln lnd +
r(1− p) lnd
−p ln p nx
k < M, ∀n > N21, ∀x ∈
[
1
d
− η1, 1
d
+ η1
]
.
On the other hand, by k (2+ ε) lnn/ lnd again, we have
2 lnn + k ln(1/d) = 2 lnn − k lnd < 2 lnn − (2+ ε) lnn = −ε lnn;
hence there is an η2 > 0 and an integer N22 such that
2 lnn + k ln x < −M + ln(pδ/(1− p)), ∀n > N22, ∀x ∈
[
1
d
− η2, 1
d
+ η2
]
.
Take η = min{η1, η2} and N2 = max{N21,N22}, then
fn(x) < δ, ∀n > N2, ∀x ∈
[
1
d
− η, 1
d
+ η
]
.
Step 3: there is an integer N3 such that
fn(x) < δ, ∀n > N3, ∀x ∈
(
0,
1 − η
)
∪
(
1 + η, ζ
)
.d d
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fn(x) = exp
(
nH
(
x,
1
d
))
· n((1+ (1− p)xk/p)t − 1)
 exp
(
nH
(
x,
1
d
))
· n
(
1+ 1− p
p
xk
)t
= exp
(
nH
(
x,
1
d
)
+ lnn + t ln
(
1+ 1− p
p
xk
))
= exp
(
nH
(
x,
1
d
)
+ lnn + rn lnd ln(1+
1−p
p x
k)
− ln p
)
= exp
(
n
(
H
(
x,
1
d
)
+ lnn
n
+ r lnd ln(1+
1−p
p x
k)
− ln p
))
;
that is,
fn(x) exp
(
n
(
H
(
x,
1
d
)
+ lnn
n
+ r lnd ln(1+
1−p
p x
k)
− ln p
))
.
Let −σ = max{H( 1d − η, 1d ), H( 1d + η, 1d )}. By Lemma 3.1, σ > 0 and
H
(
x,
1
d
)
< −σ , ∀x ∈
(
0,
1
d
− η
)
∪
(
1
d
+ η, ζ
)
.
On the other hand, since limn→∞ lnnn = 0, we have an integer N31 such that
lnn
n
<
σ
3
, ∀n > N31.
And, since k → ∞ when n → ∞, and x < ζ < 1, hence
lim
n→∞ ln
(
1+ 1− p
p
xk
)
= 0;
thus we have an integer N32 such that
r lnd ln(1+ 1−pp xk)
− ln p <
σ
3
, ∀n > N32, ∀x ∈
(
0,
1
d
− η
)
∪
(
1
d
+ η, ζ
)
.
Take an integer N33 > − 3 ln δσ , we have
exp
(
−σ
3
n
)
< exp(ln δ) = δ, ∀n > N33.
Now, letting N3 = max{N31,N32,N33}, we have the wanted conclusion:
fn(x) < δ, ∀n > N3, ∀x ∈
(
0,
1
d
− η
)
∪
(
1
d
+ η, ζ
)
.
Summarizing the three steps and setting N = max{N1,N2,N3}, we reach the desired result of the proposition:
fn(x) < δ, ∀n > N, ∀x ∈ (0,1]. 
4. Experimental results
In this section, we give some experimental results about the model k-CSP. The platform we have used for our experimen-
tation is called Abscon (see http://www.cril.univ-artois.fr/~lecoutre). Note that Theorem 2.1 has guaranteed the existence of
an asymptotical phase transition and located precisely the phase transition point.
Each random instance is characterized by a 5-tuple (k,n,d, r, p) of parameters, where k denotes the length of the con-
straint scopes, n the number of variables, d the uniform domain size, r = −t ln pn lnd a measure of the constraint density, p a
measure of the constraint tightness. At each setting of (k,n,d, r, p), 50 instances are generated.
When the constraint density r is varied accordingly, the instances change from being soluble to insoluble. Fig. 1 depicts
the solubility phase transition for d = 4, p = 0.6, n ∈ {20,25,30} and k = 5, which is, by the condition of Theorem 2.1,
922 Y. Fan, J. Shen / Artiﬁcial Intelligence 175 (2011) 914–927Fig. 1. The solubility phase transition for k-CSP (5, {20,25,30},4, r,0.6).
Fig. 2. Mean search cost of solving instances in k-CSP (5, {20,25,30},4, r,0.6).
the minimal value of k corresponding to d = 4 and n ∈ {20,25,30}. Note that the vertical scale of Fig. 1 refers to the
proportion of satisﬁable instances. Fig. 1 indicates that the experimental result supports aﬃrmatively the theoretical result.
Furthermore, it is interesting that, as shown in the picture, the model k-CSP exhibits the solubility phase transition even
if the number n of variables is small, and the threshold interval becomes quickly narrow when the number n of variables
increases.
Fig. 2 depicts the hardness of solving the instances of the model k-CSP when the constraint density r is varied. We select
the values of parameters other than r for k = 5, d = 4, p = 0.6 and n ∈ {20,25,30}. In Fig. 2, it clearly appears that the
hard instances are found at the neighborhood of the phase transition point r = 1. The solubility phase transition and the
hardness phase transition both happen around the theoretical threshold r = 1 given by Theorem 2.1.
We have studied the computational complexity of solving the instances of the model k-CSP around the theoretical thresh-
old r = 1 when n is varied from 10 to 50 in steps of 4. According to Theorem 2.1, k satisﬁes the condition k (2+ε)lnn/lnd
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The corresponding minimal value of k satisfying the condition against n.
n 10 14 18 22 26 30 34 38 42 46 50
k (d = 2) 7 8 9 9 10 10 11 11 11 12 12
k (d = 5) 3 4 4 4 5 5 5 5 5 5 5
k (d = 10) 3 3 3 3 3 3 4 4 4 4 4
Fig. 3. Mean search cost of solving instances in k-CSP (k,n,2, r,0.6).
for an arbitrary positive real ε. Table 1 gives the corresponding minimal value of k satisfying the condition against n for
d = 2, d = 5, d = 10. The table shows that k increases very slowly with n. So it is valuable to generate random instances in
experiments. We do experiments for d = 2, p = 0.6 and r ∈ {0.98,1,1.02}, and the result is shown in Fig. 3. Note that in
Fig. 3 the horizontal scale uses a log scale. The curves in Fig. 3 look like the straight lines, which show that the complexity
of solving the hard instances grows exponentially with n.
In addition, the effect of the domain size d and the constraint tightness p is investigated. We have studied the complexity
of solving the hard instances at the theoretical threshold r = 1 according to the different values of d and p. Fig. 4 shows
the computational complexity grows exponentially when d increases and the other parameters are ﬁxed. Similarly, Fig. 5
indicates the computational complexity grows when p increases and the other parameters are ﬁxed. The different values of
d and p also illustrate the wide applicability of the model k-CSP.
5. A randommodel of linear CSP
In this section, we introduce a random model of linear CSP, which is corresponding to the model k-CSP in Section 3; and
show a phase transition of it, which is corresponding to Theorem 2.1.
Let F be a ﬁnite ﬁeld of order q = 	a where 	 is a prime integer and a is a positive integer. For any positive integer k,
denote Fk = F× · · · × F with k-multiple of F. Then Fk is a vector space of dimension k over the ﬁeld F. Recall that, if U is
a subspace of dimension d of the vector space Fk and v ∈ Fk is a vector, then the translation v + U := {v + u | u ∈ U } of the
subspace U is called an aﬃne subspace of dimension d of Fk . In that sense, Fk is also said to be an aﬃne space of dimension
k over the ﬁeld F. Note that a hyperplane of the aﬃne space Fk means an aﬃne subspace of Fk of dimension k − 1.
A CSP is said to be F-linear if every instance I = (X, D,C) satisﬁes further two conditions:
• the domains D = (D1, . . . , Dn) are required such that D1 = · · · = Dn = F;
• for every constraint scope Xi = (xi1 , . . . , xiki ), i = 1, . . . , t , the corresponding constraint relation Ri is an aﬃne subspace
of the aﬃne space Fki = Di1 × · · · × Diki .
It is again interesting to randomize the linear CSP and to consider the asymptotic property of the random linear CSP.
924 Y. Fan, J. Shen / Artiﬁcial Intelligence 175 (2011) 914–927Fig. 4. Mean search cost of solving instances in k-CSP (3,20,d,1,0.6).
Fig. 5. Mean search cost of solving instances in k-CSP (5,20,4,1, p).
Deﬁnition 5.1. A random F-linear CSP is said to be k-hyper-F-linear CSP if the instances are generated as follows:
• t = t(n) is an integer function of n such that limn→∞ t(n) = ∞;
• for i = 1, . . . , t the constraints are generated as follows:
∗ the constraint scopes Xi = (xi1 , . . . , xik ) of length k = k(n), which is an integer function of n, are randomly selected
with repetition allowed;
∗ the constraint relations Ri are randomly selected with repetition allowed from the set of the hyperplanes of Fk =
Di1 × · · · × Dik .
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the following asymptotic properties.
Theorem 5.1. Let notation be as in Deﬁnition 5.1, and assume that t = rn for a constant parameter r. If k(n) (2 + ε) lnnlnq for a real
ε > 0, then
lim
n→∞Pr(SAT) =
{
0, r > 1;
1, r < 1.
Remark. It is easy to compute the parameters:
• every domain Di has constant cardinality d = |Di | = |F| = q;
• every Ri is a hyperplane of Fk , hence |Ri | = qk−1 = 1q · dk = pdk , where denote p = 1q ;
• t = rn = r n lnd− ln p , because lnd− ln p = lnq− lnq−1 = 1;
• k(n) (2+ ε) lnnlnd , as q = d.
Thus all the conditions for the parameters in Theorem 2.1 are satisﬁed. Note that we cannot quote Theorem 2.1 to get
Theorem 5.1 directly, because the probability space in the present case is different from that for Theorem 2.1.
Proof of Theorem 5.1. For any given n, let L be the probability space consisting of all the instances of X = (x1, . . . , xn) of the
k-hyper-F-linear CSP. Similarly to Section 3, we set A = Fn , and deﬁne the random variable Sa for a ∈ A and S =∑a∈A Sa
as in the formula (1).
Further, each constraint relation Ri is a hyperplane of Fk; the cardinality of the set of the hyperplanes of Fk is
(dk−1)d
d−1 .
It is clear that
Pr(a ∈ Ri) = d
k − 1
d − 1
/
(dk − 1)d
d − 1 =
1
d
= p.
We still obtain that
Pr(Sa = 1) = Pr
(
a ∈ Sol(I))= pt;
and similarly to that in Section 3, the expectation E(S) = dnpt .
For a ∈ A, b ∈ A, and a = b, we calculate, in the way similar to that in Section 3, the probability of both a and b satisfying
a random instance I ∈ L. Let m be the number of such indices i that ai = bi , there are also two cases:
∗ either, a and b agree with each other on every variable of the constraint, in this case, the conditional probability of
both a and b satisfying the constraint relation Ri is
dk − 1
d − 1
/
(dk − 1)d
d − 1 =
1
d
= p;
∗ or, the conditional probability of a and b satisfying constraint relation Ri is
dk−1 − 1
d − 1
/
(dk − 1)d
d − 1 = p
(
pdk − 1
dk − 1
)
,
where p = 1d .
The probability that the ﬁrst case occurs is σm,n = (
m
k)
(nk)
. Thus we obtain that
Pr(a ∈ Ri,b ∈ Ri) = p · σm,n + p
(
pdk − 1
dk − 1
)
(1− σm,n).
Consequently we get
Pr(Sb = 1|Sa = 1) =
(
σm,n + pd
k − 1
dk − 1 (1− σm,n)
)t
.
Thus, all the arguments from the formula (7) to the end of Section 3 are still valid for completing a proof of Theo-
rem 5.1. 
6. Conclusions
Motivated by k-SAT with growing k and based on the model RB, in this paper we proposed a model of random CSP. This
model, named k-CSP, allows to deal with random CSP which domain size is ﬁxed, tightness of constraint relations is ﬁxed
926 Y. Fan, J. Shen / Artiﬁcial Intelligence 175 (2011) 914–927and length of constraints scopes grows very slowly. We proved theoretically the existence of phase transition in the model
k-CSP and quantify the exact location of it. Experiments validate the effectiveness of the model k-CSP and illustrate that the
computational complexity grows exponentially with the number of variables. Note that the worst-cases happen only around
the phase transition point. In summary, since the experiments can be designed and conducted within a reasonably small
range of domain size and constraint scope length and there is no other restrictions on the constraint relations except the
ﬁxed tightness, the model k-CSP can easily and naturally generate asymptotically non-trivial CSP instances and very suitable
for testing the capability of CSP algorithms.
Combining the advantages of the proposed model k-CSP and linear CSP, we introduced a new type of random linear CSP
model, named k-hyper-F-linear CSP, by incorporating linear structure to the domains and constraint relations of the model
k-CSP. Similar to the arguments established for the model k-CSP, the existence and exact location of phase transition are
also demonstrated for the linear CSP model.
The investigation of random CSP in this paper is by no means exhaustive. As in the model k-CSP, this is suggestive of a
more general random CSP model. The core concept of general-model-building is that of a certain relation between the size
of domains and the size of constraints, including the length of constraint scopes and the tightness of constraint relations.
Given such a relation, it is very possible to construct a more generalized model that has phase transition existing and is
feasible to quantify it theoretically and more application extensively. This motivates our next step work to correlate the
domain size with the constraint size to construct a relatively general CSP model.
Acknowledgements
The authors are grateful to Professor Ke Xu from Beihang University for his encouragement and many helpful discussions.
Many thanks are given to the anonymous reviewers for their valuable comments which have helped us to improve this paper
greatly.
This work is supported by National Science Project (973 Project) of China Grant No. 2005CB321902 and National Natural
Science Foundation of China Grant No. 60973033.
Appendix A
Take A to be a ﬁnite index set, and let Xa for a ∈ A be 0–1 random variables; then X =∑a∈A Xa is a non-negative
integer random variable. In Section 3 for the case that r < 1 we cite the following inequality
Pr(X > 0)
∑
a∈A
Pr(Xa = 1)
E(X |Xa = 1) ,
which can be derived from the Jensen’s inequality, see [25, Theorem 6.10]. For the model k-CSP, our proof in Section 3
by using the above inequality is essentially equivalent to the so-called second moment method, this can be seen from the
formulas (2), (8) in Section 3 and the following lemma.
Lemma A.1. Let X =∑a∈A Xa be as above. If E(Xa) = E(Xb) for any a,b ∈ A, then
∑
a∈A
Pr(Xa = 1)
E(X |Xa = 1) 
E(X)2
E(X2)
;
the equality holds if and only if E(X |Xa = 1) = E(X |Xb = 1) for any a,b ∈ A.
Proof. Set E = E(Xa) for a ∈ A. Note that Xb Xa is still a 0–1 random variable, hence Pr(Xb = 1, Xa = 1) = Pr(Xb Xa = 1) =
E(Xb Xa). We have
E(X |Xa = 1) =
∑
b∈A
E(Xb|Xa = 1) =
∑
b∈A
Pr(Xb|Xa = 1)
=
∑
b∈A
Pr(Xb = 1, Xa = 1)
Pr(Xa = 1) =
∑
b∈A
E(Xb Xa)
E
;
so
Pr(Xa = 1)
E(X |Xa = 1) =
E∑
b∈A
E(Xb Xa)
E
=
(∑
b∈A
E(Xb Xa)
E2
)−1
.
By the inequality of arithmetic and harmonic means, we have
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a∈A
Pr(Xa = 1)
E(X |Xa = 1) =
∑
a∈A
(∑
b∈A
E(Xb Xa)
E2
)−1
 |A|2 ·
(∑
a∈A
∑
b∈A
E(Xb Xa)
E2
)−1
= |A|
2E2∑
a,b∈A E(Xb Xa)
=
∑
a,b∈A E(Xb)E(Xa)∑
a,b∈A E(Xb Xa)
= (
∑
a∈A E(Xa))2
E(
∑
a,b∈A Xa Xb)
= E(X)
2
E(X2)
.
The equality holds if and only if for any a,b ∈ A we have Pr(Xa=1)E(X |Xa=1) =
Pr(Xb=1)
E(X |Xb=1) , i.e. E(X |Xa = 1) = E(X |Xb = 1). 
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