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In this paper, we prove that the Jones polynomial of a link diagram obtained through
repeated tangle replacement operations can be computed by a sequence of suitable
variable substitutions in simpler polynomials. For the case that all the tangles involved
in the construction of the link diagram have at most k crossings (where k is a constant
independent of the total number n of crossings in the link diagram), we show that the
computation time needed to calculate the Jones polynomial of the link diagram is bounded
above by O (nk). In particular, we show that the Jones polynomial of any Conway algebraic
link diagram with n crossings can be computed in O (n2) time. A consequence of this result
is that the Jones polynomial of any Montesinos link and two bridge knot or link of n
crossings can be computed in O (n2) time.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In recent years, knot theory has found many applications in physical and biological sciences, where there is a need to
understand the space of large (and rather complicated) knots and links [2,9,10]. The Jones polynomial and several other
knot polynomials provide us with a powerful tool for this purpose. For knots that are relatively small, one can use software
packages such as Knotscape (developed by Hoste and Thistlethwaite [14]) or the Mathematica package Knot Theory [3] to
compute their Jones polynomials. However, it is known that the computation of the Jones polynomial is #P hard [15]. Thus
for large knots, the computation becomes a diﬃcult problem even for special knots such as the family of alternating knots.
Our main goal in this paper is to identify a large knot family such that the Jones polynomials of knots from this family can
be computed in polynomial time with an explicit polynomial bound. Our results improve some existing results in terms of
the polynomial bound and also extend some known results to a much larger knot family.
It is well known that the Jones polynomial of a link is related to the Tutte polynomial of a special graph obtained from
a regular projection D of the link [15–17] (which we call the face graph of the diagram D in this paper and denote it
by FD ). It is known that all the edges in the face graphs of alternating knot diagrams have the same signs [24] hence the
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since the computation of the Tutte polynomial of a graph (even for the case of unsigned graphs) is #P hard [15], this
approach does not make the computation of the Jones polynomial of a knot easier. However, it is known that the Tutte
polynomials of some graphs with special structures can be computed in polynomial time. For example, it is shown in [23]
that the non-colored Tutte polynomial of a series-parallel graph can be computed in polynomial time. (This is achieved by
reducing the problem to the computation of the Tutte polynomial of a graph obtained by repeated 2-sum operations.) It
is also shown that the non-colored Tutte polynomial of graphs with bounded treewidth can be computed in polynomial
time [1,21] (with speciﬁc polynomial bounds given). This result is extended to the colored Tutte polynomial of a graph with
bounded treewidth [18,26]. It follows that if the face graph of a knot diagram has a bounded treewidth, then the Jones
polynomial of the knot can be computed in polynomial time. On the other hand, for parallel connection graphs and 2-sum
graphs, a “splitting formula” is established in [25], from which one can also draw the conclusion that the colored Tutte
polynomial of a graph obtained by repeated 2-sum operations can be obtained in polynomial time.
The approaches used in the above mentioned results can be used to establish explicit polynomial bounds for the com-
putation of Jones polynomials of speciﬁc knots. For example, it is shown that if the face graph FD of a knot diagram D
has treewidth at most 2, then the Jones polynomial of D can be computed with O (n4) operations in polynomials of degree
O (n) [19], where n is the number of crossings in D . In the case of more speciﬁc knot families, it is shown that the Jones
polynomial of a 2-bridge knot (with crossing number n) can be computed from the face graph of the knot with O (n2)
operations in polynomials of degree O (n) [13], and Jones polynomial of a knot projected in a closed 3-braid form (with n
crossings in the projection diagram) can be computed from the face graph of the diagram with O (n3) operations in poly-
nomials of degree O (n) [13], and the Jones polynomial of a pretzel knot diagram with n crossings can be computed from
its face graph in O (n2) time [28]. In the case of 2-bridge knots and closed 3-braids with n crossings, the above result is
improved to a total computation time of O (n2 lnn) [20], where the computation involves O (n) additions and multiplications
in polynomials of degree O (n). Notice that the treewidth of the face graph of a 2-bridge knot is bounded above by 2 and
the treewidth of the face graph of a closed 3-braid is bounded above by 3.
Here we focus on improving these known results in two ways. First, we will extend the knot family that allows for a
fast computation of their Jones polynomials to include many more knots that have not been discussed before. Take a simple
link diagram D0 and a 2-string tangle Γ1 and replace one crossing in D0 by Γ1 to obtain a new link diagram D1, see Fig. 3.
The requirement for Γ1 is that it contains at least two crossings and it is connected. This tangle replacement operation may
be repeated in D1 to obtain a new link diagram D2, and so on. A link diagram Dm obtained after m such steps involves
m tangles Γ1,Γ2, . . . ,Γm , as well as the starting link diagram D0. Such a diagram Dm is called a nested closed tangle of
length m. The maximum number of crossings in D0, Γ1,Γ2, . . . ,Γm , is called the tangle depth of Dm . Since the diagram Dm
may be realized by a different sequence of tangle replacement operations, its length and tangle depth depend on which
replacement operation sequence is chosen. The knot families that can be obtained by this construction not only includes
all 2-bridge knots and all pretzel knots, it also includes many more other knots (for example all Montesinos knots and
algebraic knots). Second, we provide explicit polynomial bounds for the knot families discussed in this paper and we also
try to improve the known bounds where applicable. For example, in the case of two bridge knots, our O (n2) bound is an
improvement to the O (n2 lnn) bound given in [20].
The approach used in this paper relies on the use of Tutte polynomials of colored graphs (a generalization of signed
Tutte polynomials). Originally, Tutte deﬁned his polynomial [27] in terms of counting activities with respect to a speciﬁc
labeling of the graph and the spanning trees of the graph, and his main result is showing that the polynomial he introduced
is independent of the labeling, thus truly an invariant of the graph. The greatest challenge in generalizing Tutte’s polynomial
to colored graphs is to preserve the independence of the labeling. This challenge is typically met by considering the Tutte
polynomial of a colored graph as an element of a polynomial ring modulo certain relations among the variables. Bollobás
and Riordan [4] give a necessary and suﬃcient set of relations modulo which a Tutte polynomial of a colored graph is
labeling independent. It turns out that Kauffman’s Tutte polynomial for signed graphs is a homomorphic image of the
most general Tutte polynomial introduced by Bollobás and Riordan [4]. Since a knot diagram obtained through repeated
tangle replacement operations has a face graph that is obtained by repeated 2-sum operations, the knots we discuss in this
paper will also have face graphs with bounded treewidth. Hence it is already known that the Jones polynomials of these
knots can be computed in polynomial time though the polynomial bound is not explicitly given in [18,26]. However, from
a different point of view, a 2-sum operation can be considered as a special case of an operation called tensor product, a
concept introduced by Brylawski [6]. In the original deﬁnition, a tensor product involves two non-colored graphs. In [7],
it was shown that the Tutte polynomial of a tensor product can be expressed in terms of the Tutte polynomials of the
original graphs [7]. This result allowed Jaeger, Vertigan and Welsh [15] to express the Jones polynomials of some alternating
knots. In [11,12], the above results are generalized to the case of colored graphs where the tensor product deﬁnition is also
generalized such that a 2-sum operation can be considered as a special tensor product. These latest generalized results play
an important role in obtaining the results of the current paper. This approach is different from the ones used in the earlier
works such as [13,18–20,25,26,28]. More explanations are given in Section 3.
The main result of this paper is the following theorem.
Theorem 1.1. Let Dm be a nested closed tangle diagram of length m with tangle depth k and n crossings (where k is a constant
independent of n), then the Jones polynomial of Dm can be computed in O (nk) time. In particular, the Jones polynomial of any Conway
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The variable assignment of an edge with respect to a spanning tree ST .
internally active Xλ externally active Yλ
internally inactive xλ externally inactive yλ
algebraic link diagram [5]with n crossings can be computed in O (n2) time. Consequently, the Jones polynomial of any Montesinos link
or two-bridge knot or link of crossing number n can be computed in O (n2) time.
In the next section we review the Bollobás–Riordan deﬁnition of the Tutte polynomial for a colored graph and some
basic results. In Section 3 we review the concept of the tensor product of two colored graphs, as well as the main results
obtained in [11,12] concerning the generalized Tutte polynomials of such tensor products of colored graphs. In Section 4, a
brief introduction of knot theory will be given, followed by a discussion on the relation between an m-nested closed tangle
diagram and its corresponding face graph as the result of a sequence of graph tensor products. An algorithm for computing
the Jones polynomial of an m-nested closed tangle diagram is given in Section 5, together with a few examples. Finally, in
Section 6, we prove the main result of this paper, namely Theorem 1.1.
2. Tutte polynomial of a colored graph
In this section, we introduce the generalized Tutte polynomial for a colored (and connected) graph, following closely the
result of Bollobás and Riordan [4]. A graph G with vertex set V and edge set E is a colored graph if every edge of G is
assigned a value from a color set Λ. The following lemma is just an elementary exercise in graph theory. Recall that a loop
in a graph is an edge whose two end vertices coincide and a bridge of a graph is an edge whose deletion increases the
number of connected components of the graph by one.
Lemma 2.1. Let G be a connected graph with a spanning tree ST . Then for any edge e ∈ E(G) \ E(ST ), {e} ∪ ST contains a unique
cycle (which is denoted by C(e, ST ) in the future). Of course e belongs to C(e, ST ) since ST is a tree. On the other hand, for any edge
e ∈ E(ST ) that is not a bridge, there exists at least one edge f ∈ E(G) \ E(ST ) such that e ∈ C( f , ST ).
The following notion of “activities” was ﬁrst introduced by Tutte [27] for non-colored graphs to express the ordinary
Tutte polynomial as a sum of contributions over all spanning trees of a connected graph.
Deﬁnition 2.1. Let G be a connected graph with n edges. Furthermore, each edge in G is labelled by an integer between 1
and n such that distinct edges have distinct labels. Let ST be a spanning tree of G . An edge e of ST is said to be internally
active (with respect to ST ) if for any edge f = e in G such that e ∈ C( f , ST ), the label of e is less than the label of f .
Otherwise e is said to be internally inactive. On the other hand, an edge f ∈ E(G) \ E(ST ) is said to be externally active
(with respect to ST ) if f has the smallest label among the edges in the unique cycle C( f , ST ). Otherwise, f is said to be
externally inactive.
Notice that under the above deﬁnition, if e ∈ E(ST ) is a bridge of G , then it is internally active with respect to ST .
Likewise, if e /∈ E(ST ) is a loop of G , then it is externally active with respect to ST . In the remainder of this paper we shall
understand that the activities of edges are always stated with respect to a certain spanning tree so in the remainder of this
paper we no longer mention the spanning tree unless there is a need.
Bollobás and Riordan [4] use Tutte’s notion of activities but generalize Tutte’s variable assignment as follows. Let G be a
colored and connected graph and ST a spanning tree of G . For each edge e in G with color λ, we assign one of the variables
Xλ , Yλ , xλ and yλ to it according to the activities of e as shown in Table 1 (with respect to the tree ST ).
Deﬁnition 2.2. Let G be a connected colored graph. For a spanning tree ST of G , let C(ST ) be the product of the variable
contributions from each edge of G according to the variable assignment above, then the Tutte polynomial T (G) is deﬁned
as the sum of all the C(ST )’s over all possible spanning trees of G: T (G) =∑ST C(ST ).
Tutte’s original variable assignment may be recovered by setting all Xλ = x, Yλ = y, xλ = 1 and yλ = 1 for all λ ∈ Λ.
It is Tutte’s main result that the total contribution of all spanning trees is labeling independent in the non-colored case.
This property does not generalize to the colored case. To remedy the situation, in the deﬁnition of most colored Tutte
polynomials in the literature one needs to factor the polynomial ring Z[Λ] := Z[Xλ, Yλ, xλ, yλ: λ ∈ Λ] with an appropriate
ideal I , such that the formula for T (G) in Z[Λ]/I becomes labeling independent. An exact description of all such ideals is
given by Bollobás and Riordan [4, Theorem 2].
Theorem 2.1 (Bollobás–Riordan). Assume I is an ideal of Z[Λ]. Then the homomorphic image of T (G) in Z[Λ]/I is independent of the
labeling of the edges of G if and only if
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Xν det
(
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(
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∈ I (2.3)
hold for all λ,μ,ν ∈ Λ.
However, our main interest is to use the Tutte polynomial as a means to compute the Jones polynomial of a link. For
this we only need the following corollary of the above theorem.
Corollary 2.1. Let G use the color set Λ. T (G) is independent of the labeling of the edges of G if the relationships below hold for the
color variables of the colors in Λ, that is, if
det
(
xλ yλ
xμ yμ
)
= det
(
Xλ yλ
Xμ yμ
)
, (2.4)
and
det
(
xλ yλ
xμ yμ
)
= det
(
xλ Yλ
xμ Yμ
)
(2.5)
hold for all λ and μ in Λ.
Assuming that the conditions in Theorem 2.1 are met, then it is easy to see that the following recursive formula holds:
T (G) =
⎧⎪⎨
⎪⎩
XλT (G/e), e is a bridge;
YλT (G \ e), e is a loop;
yλT (G \ e) + xλT (G/e), otherwise,
(2.6)
where e is any given edge of G with color λ, G \ e is the graph obtained from G by deleting e and G/e is the graph obtained
from G by contracting e.
Example 2.1. For the graphs G1 and G2 shown in Fig. 1 with the given coloring, we have (by applying the above recursive
formula starting from the edge with largest label and moving downward):
T (G1) = yc(yc1 Xc2 + xc1Yc2) + xcYc1Yc2
and
T (G2) = (yc1 Xc2 + xc1 yc2)Xc + xc1xc2Yc .
3. The tensor products of colored graphs and their Tutte polynomials
In this section, we deﬁne the tensor product of two colored graphs and describe a way to obtain the Tutte polynomial
of the tensor product from the Tutte polynomials of the two colored graphs used in the tensor product through certain
variable substitutions. Originally, the tensor product was deﬁned only for non-colored graphs [6]. For non-colored graphs M
and N with e being an edge in N that is neither a loop nor a bridge, the tensor product of M and N (denoted by M ⊗ N)
is the (non-colored) graph obtained by replacing each edge of M with a copy of N \ e (so that the edge e does not appear
in the graph M ⊗ N). Clearly in this deﬁnition, the roles of M and N cannot be reversed. For colored graphs, we generalize
the tensor product in the following way.
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Deﬁnition 3.1. Let M and N be two colored graphs such that a distinguished edge e in N is identiﬁed. Assume further that
e is neither a loop nor a bridge in N . Then for a chosen color λ, the λ-tensor product of M and N , denoted by M ⊗λ N , is
the colored graph obtained by replacing every edge with color λ in M with a copy of N \ e.
Fig. 2 shows the 2 different tensor products G1 ⊗c2 G2 and G2 ⊗c2 G1 using the graphs G1 and G2 from Example 2.1,
where e is the edge (for both graphs) with color c2.
Remark 3.1. Since the edge e is not oriented, there are two different ways of identifying e with the replaced edge in M ,
which may lead to tensor products that are not isomorphic. Notice also that the color of the distinguished edge e may or
may not appear in the color set used by M ⊗λ N .
Remark 3.2. For the purpose of this paper, we assume that all edges in M and N are initially assigned distinct colors. Thus
each tensor product M ⊗λ N involves only one edge replacement operation. In this case, the tensor product M ⊗λ N is the
same as the 2-sum M unionsqe N if we consider the λ colored edge in M as the edge e as well.
We now introduce two “Tutte-like” polynomials deﬁned over a colored graph N with a distinguished edge e. These
polynomials are colored generalizations of the polynomials TC and TL that occur in the paper of Jaeger, Vertigan and
Welsh [15].
Deﬁnition 3.2. Let N be a colored graph with a distinguished edge e that is neither a loop nor a bridge. Then TL(N, e) is
the polynomial deﬁned by the same rule that deﬁnes the ordinary colored Tutte polynomial T (N \ e) except that internally
active edges on a cycle closed by e will be considered as internally inactive instead. Similarly, TC (N, e) is the polynomial
deﬁned by the same rule that deﬁnes the ordinary colored Tutte polynomial T (N/e) except that externally active edges that
close a cycle containing e will be considered as externally inactive instead.
The following lemma is immediate from the deﬁnition of TL and TC .
Lemma 3.1. Let N be a graph and e be an edge of N that is neither a bridge nor a loop. If a distinct color ν is assigned to e (so that no
other edges of N have color ν) and a labeling to the edges of N is selected such that e receives the smallest label, then
T (N) = Yν TL(N, e) + Xν TC (N, e).
Remark 3.3. The above lemma basically says that if we want to obtain TL(N, e) and TC (N, e), we can simply go ahead to
compute T (N) using the recursive formula (2.6) with the requirement that the special edge e must be saved for the last
step so that every term in the ﬁnal summation will either contain Xν or Yν . Thus the ﬁnal result can be written as a linear
combination of Xν and Yν . The coeﬃcient of Yν is then TL(N, e) and the coeﬃcient of Xν is TC (N, e). Comparing this
approach with the recursive formula T (N) = yν T (N \ e) + xν T (N/e) given in (2.6), we see that T (N \ e) and T (N/e) can be
obtained in a similar manner from the calculation of T (N), only this time we start the recursive process from the special
edge e (so that T (N) can be written as a linear combination of xν and yν ).
A main result on the polynomials TC and TL is the following theorem obtained in [12].
Theorem 3.1. Let M and N be colored graphs with color set Λ for which Corollary 2.1 holds. Then for any λ ∈ Λ,
xλ
(
T (N/e) − TC (N, e)
)= (Yλ − yλ)TL(N, e) (3.1)
and
yλ
(
T (N \ e) − TL(N, e)
)= (Xλ − xλ)TC (N, e). (3.2)
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det
(
TL(N, e) TC (N, e)
xλ yλ
)
= det
(
TL(N, e) T (N/e)
xλ Yλ
)
(3.3)
and
det
(
TL(N, e) TC (N, e)
xλ yλ
)
= det
(
T (N \ e) TC (N, e)
Xλ yλ
)
. (3.4)
Notice the similarities between the above formulas and (2.4), (2.5). In fact, the Tutte polynomial of M ⊗ν N is the same as
the Tutte polynomial T (M), so long as we assign every ν-colored edge in M a new color μ and deﬁne the polynomials
T (N \ e), TL(N, e), T (N/e), and TC (N, e) as the corresponding color variables Xμ , xμ , Yμ and yμ , respectively (as hinted
in (3.3) and (3.4)). This fact (obtained in [12]) is the foundation of the algorithm for computing the Jones polynomial
described in this paper. We state it as the following theorem.
Theorem 3.2. ([12]) Let M ⊗μ N be the ν-tensor product of the colored graphs M and N with color set Λ for which Corollary 2.1
holds. Then the colored Tutte polynomial T (M ⊗μ N) can be computed from T (M) by making the following variable substitutions
(here x → y means replacing y by x) for the color μ variables:
T (N \ e) → Xμ, TL(N, e) → xμ, T (N/e) → Yμ, TC (N, e) → yμ.
Furthermore, under the above variable assignment for the color μ, Corollary 2.1 still holds for the set Λ1 of colors used in M.
Remark 3.4. If M has only one edge with color μ, then M ⊗μ N becomes the 2-sum M unionsqe N (with the understanding that
the μ colored edge in M is considered as the edge e). In this case, T (M⊗μ N) = T (M unionsqe N) is known to satisfy the following
formula [25, Theorem 2]:
ye(Xe ye + xeYe − XeYe)T (M unionsqe N) = y2e (ye − Ye)T (M \ e)T (N \ e) + y2e xeT (N/e)T (M \ e)
+ xe y2e T (N \ e)T (M/e) + xe ye(xe − Xe)T (M/e)T (N/e).
Notice that while the formulation of T (M unionsqe N) and T (M ⊗μ N) (in the special case that M has only one edge with
color μ) given in Theorem 3.2 and the above formula share some similarities in spirit, they are very different in several
aspects. For example, by [22, Proposition 7.1.20], the 2-sum operation is self-dual: (M unionsqe N)∗ = M∗ unionsqe∗ N∗ . The formulation
of T (M unionsqe N) (in Theorem 3.2) is preserved under taking the dual with the variable exchange xλ ↔ Xλ , yλ ↔ Yλ , while
the above formula does not appear to be self-dual. Furthermore, Theorem 3.2 can be used when applying several 2-sums
simultaneously without having to change the formulation, yet the above formula can only be applied in a sequential manner
in such a situation and becomes much more complicated.
As we mentioned earlier (see Fig. 2), the roles of M and N are not exchangeable in M ⊗μ N . Even though it becomes so
when M ⊗μ N = M unionsqe N , the order of M and N in the formulation of T (M unionsqe N) is still important for our purpose. To stress
the importance of this order, we use the tensor product notation M ⊗e N for M ⊗μ N = M unionsqe N for the rest of this paper. For
example, a graph obtained by three such operations looks like G = ((F0 ⊗e1 F1) ⊗e2 F2) ⊗e3 F3, where one starts with the
graph F0 and replaces its edge e1 by F1 \ e1, then replaces the edge e2 in F0 ⊗e1 F1 with F2 \ e2, and ﬁnally replaces e3 in
(F0 ⊗e1 F1) ⊗e2 F2 with F3 \ e3. We call a graph obtained in k steps in this manner a k-folded tensor product. An immediate
consequence of Theorems 3.1 and 3.2 is the algorithm outlined in the following remark.
Remark 3.5. Let G be a k-folded tensor product of colored graphs such that the conditions in Corollary 2.1 hold for the color
set Λ used for G . Let us write
G = (· · · ((F0 ⊗e1 F1) ⊗e2 F2) · · ·)⊗ek Fk.
Now T (G) can be computed in the following steps. (For an example of such a structure, see Fig. 7 in Example 5.1. In that
example k = 9; F2, F3, F7, F8, and F9 are isomorphic to the graph G1 in Fig. 1; and F1, F4, F5, and F6 are isomorphic to
the graph G2 in Fig. 1. The graph F0 is the simple digon shown in the top left of Fig. 7.)
Step 1. Write G = G1 ⊗ek Fk where G1 = (· · · ((F0 ⊗e1 F1)⊗e2 F2) · · ·)⊗ek−1 Fk−1. Assign the edge ek in G1 a new color λk .
Compute the four Tutte-like polynomials T (Fk \ ek), TL(Fk, ek), T (Fk/ek), TC (Fk, ek) and substitute them for the color vari-
ables Xλk , xλk , Yλk , and yλk , respectively. Observe that we now have a new color set Λ1, which contains all the colors used
in G1 as well as the new color λk with the special stipulation that the color variables involving the color λk are subject to
the above described substitution. The conditions of Corollary 2.1 still hold for Λ1 under these substitutions by Theorem 3.1.
We can thus proceed to the next step.
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Fig. 4. A minimal diagram of the knot 949 and its corresponding face graph.
Step 2. Write G1 = G2 ⊗ek−1 Fk−1 where G2 = (· · · ((F0 ⊗e1 F1) ⊗e2 F2) · · ·) ⊗ek−2 Fk−2. Assign the edge ek−1 in G2 a
new color λk−1. Compute the four Tutte-like polynomials T (Fk−1 \ ek−1), TL(Fk−1, ek−1), T (Fk−1/ek−1), TC (Fk−1, ek−1) and
substitute them for the color variables Xλk−1 , xλk−1 , Yλk−1 , and yλk−1 , respectively. This leads to the new color set Λ2, which
contains all the colors used in G2, as well as the new color λk−1, with the special stipulation that the color variables
involving the color λk−1 are subject to the above described substitution. The conditions of Corollary 2.1 still hold for Λ2 by
Theorem 3.1 and we can proceed to the next step.
...
Step k. Write Gk−1 = F0 ⊗e1 F1. Assign the edge e1 in F0 a new color λ1. The four Tutte-like polynomials T (F1 \ e1),
TL(F1, e1), T (F1/e1), and TC (F1, e1) then become the values of the color variables Xλ1 , xλ1 , Yλ1 , and yλ1 , respectively.
The set of colors used in F0 may contain many new colors (and their corresponding new color variables deﬁned by those
substitutions) introduced in the above process, but it still satisﬁes the conditions of Corollary 2.1. The computation of the
Tutte polynomial of the entire tensor product is now reduced to the computation of T (F0).
4. Nested tangles and their face graphs asm-folded tensor products
For the purpose of this paper, as described in the introduction we assume that a nested closed tangle has already
been given by a particular tangle replacement sequence D0, Γ1,Γ2, . . . ,Γm (with the information at what crossings these
replacements occur). Fig. 4 represents such a replacement sequence for a link diagram that is a nested closed tangle of
length 9 and tangle depth 2. Some intermediate diagrams are not explicitly shown (instead only the corresponding tangles
are shown). No over/under strand information is provided in Fig. 3.
We now consider the structure of the face graph of a nested closed tangle of a certain length. First, let us give a deﬁnition
of the face graph of a link diagram D .
We ﬁrst ignore the over/under strand information at each crossing of D and instead treat a crossing as a vertex, that is,
we view D as a 4-valent plane graph. The faces of D are shaded with either “white” or “dark” in a checkerboard fashion, so
that no two dark faces are adjacent, and no two white faces are adjacent. The inﬁnite face is usually shaded white. Moving
from face A diagonally over a crossing leads to a face with the same shading as face A. Next a “semi-dual” graph FD of D
is constructed by converting the dark faces in D into vertices in FD and converting the crossings in D between two dark
faces into edges incident to the corresponding vertices in FD . Fig. 4 shows such an example.
In fact, if in the face graph FD an edge is marked with “+” when its corresponding crossing in D is a positive crossing
and with “−” when its corresponding crossing in D is a negative crossing as deﬁned in Fig. 5, then D can be recovered
from FD .
Fig. 6 illustrates a single tangle replacement operation of a link diagram and a tangle. At the face graph level, this
corresponds to a tensor product of two face graphs involving only one edge. In general, the face graph FDm of a nested
closed tangle Dm of length m has the structure of an m-folded tensor product
FDm =
(· · · ((FD0 ⊗e1 FΓ ′1) ⊗e2 FΓ ′2) · · ·)⊗em FΓ ′m ,
where FΓ ′j is the face graph of the corresponding link diagram obtained by adding a crossing to the tangle Γ j as shown in
Fig. 6 and e j is the edge in (· · · ((FD0 ⊗e1 FΓ ′ ) ⊗e2 FΓ ′ ) · · ·) ⊗e j−1 FΓ ′ that is to be replaced by FΓ ′ .1 2 j−1 j
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Fig. 6. A link diagram obtained by a single tangle replacement and its corresponding face graph as a tensor product of two face graphs.
5. The Kauffman bracket polynomial of a nested tangle
It is well known that the Kauffman bracket polynomial of a link K can be obtained from the Tutte polynomial of the
face graph of D , where D is a regular projection of K [17] and that the Jones polynomial of K can then be obtained from
the Kauffman bracket polynomial by a suitable normalization. Recall that in the face graph FD of D , each edge is assigned
a + or − sign according to the sign of its corresponding crossing in D (Fig. 5). For the time being, besides the information
about the signs of the edges, let us conceptually think that every edge e in FD has also been assigned a color unique to
itself. Since this color is unique to e, we might as well denote it by e. Notice that this way, each edge e will contribute four
variables xe , ye , Xe , and Ye and each term in the Tutte polynomial of FD is a product of exactly n such variables (one from
each edge) if FD has n edges.
The following theorem is due to Kauffman [16,17].
Theorem 5.1. Let FD be the (signed) face graph of a regular link projection D of K , then T (FD) equals the Kauffman bracket polynomial
〈K 〉 under the following variable substitutions:
−A−3 → Xe if e is +, −A3 → Xe if e is −,
−A3 → Ye if e is +, −A−3 → Ye if e is −,
A → xe if e is +, A−1 → xe if e is −,
A−1 → ye if e is +, A → ye if e is − . (5.1)
Furthermore, the Jones polynomial V K (t) of K can be obtained from
V K (t) =
(−A−3)w(K )〈K 〉 (5.2)
by setting A = t− 14 , where w(K ) is the writhe of the projection D.
Under the substitutions rules given in (5.1), it is now easy to see the following.
Corollary 5.1. Let FD be a face graph obtained from a link diagram D, then the conditions in Corollary 2.1 hold under the substitution
rules given in (5.1).
Corollary 5.1 now ensures that we may apply Theorem 3.2 and the algorithm described in Remark 3.5 to the face graph
FD with an m-folded tensor product structure.
Let us give some examples here to illustrate this process.
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Example 5.1. The example used here is obtained from the diagram shown in Fig. 3 by assigning over/under passage in-
formation at its crossings, see the left diagram in Fig. 8. Its corresponding face graph is given in Fig. 7 (the last one in
the tensor sequence). Before we proceed, let us point out that the Jones polynomial of any Conway algebraic link diagram
can be calculated exactly the same way. A very nice point is that in this situation we only need to consider two types
of tensor products: the ﬁrst one is to replace a single edge by a two edge path so the tensor factor N looks like G2 in
Fig. 1 with the special edge marked with color c (Case 1), and the second one is to replace a single edge by two parallel
edges so the tensor factor N looks like G1 in Fig. 1 with the special edge marked with color c (Case 2). It is handy to
compute the formulas for both cases ahead of time since they are repeatedly used. Assume that the two edges used in the
tensor product are labelled by colors ci and c j and let e stand for the special edge used in the tensor product, see also
Example 2.1.
Case 1. We obtain the following four formulas (using Lemma 3.1 for the last two equations): T (N \ e) = Xci Xc j ,
T (N/e) = yci Xc j + xci Yc j , TL(N, e) = xci xc j and TC (N, e) = yci Xc j + xci yc j .
Case 2. In this case we have T (N \ e) = yci Xc j + xci Yc j , T (N/e) = Yci Yc j , TL(N, e) = yci xc j + xci Yc j and TC (N, e) =
yci yc j .
Fig. 7 shows the tensor product sequence corresponding to the tangle replacement operations in Fig. 3 in terms of the
face graphs.
We are now in a position to carry out the necessary calculations following the outline given in Remark 3.5. We start
from the graph in the tensor product sequence in Fig. 7 and proceed in the opposite directions of the arrows. At each step,
the variables Xci , xci , Yci , and yci are replaced by the corresponding T (N \ e), T (N/e), TL(N, e), and TC (N, e) which have
been computed in the earlier steps as polynomials of A according to the substitution rules given in Theorem 5.1. Some
details in obtaining the results are left to the reader to verify as the rules are quite simple to follow:
Xc1 = y−X− + x−Y− = −
(
A−4 + A4), xc1 = y−x− + x−Y− = −A−4 + 1,
Yc1 = Y−Y− = A−6, yc1 = y− y− = A2,
Xc2 = y+X+ + x+Y+ = −
(
A−4 + A4), xc2 = y+x+ + x+Y+ = 1− A4,
Yc2 = Y+Y+ = A6, yc2 = y+ y+ = A−2,
Xc3 = Xc1 = −
(
A−4 + A4), xc3 = xc1 = −A−4 + 1,
Yc3 = Yc1 = A−6, yc3 = yc1 = A2,
Xc4 = Xc3 X+ = A−7 + A, xc4 = xc3x+ = −A−3 + A,
Yc4 = yc3 X+ + xc3Y+ = −A3, yc4 = yc3 X+ + xc3 y+ = −A−5,
Xc5 = A−7 + A, xc5 = −A−3 + A, Yc5 = −A3, yc5 = −A−5,
Xc6 = −
(
A−10 + A−2), xc6 = −A−2 + A2,
Yc6 = A−8 + 1− A4, yc6 = A−8 − A−4 + 1,
Xc7 = A−6, xc7 = −A−2, Yc7 = 1, yc7 = −A−4,
Xc8 = −A−11 + A−7 − A−3 + A − A5, xc8 = A−7 − A−3 + 2A − A5,
Yc8 = −A−5 − A3 + A7, yc8 = A−9 − A−5 + A−1,
Xc9 = −
(
A−10 + A−2), xc9 = −A−2 + A2,
Yc = A−8 + 1− A4, yc = A−8 − A−4 + 1.9 9
Y. Diao et al. / Topology and its Applications 156 (2009) 2226–2239 2235Fig. 8. On the left the 11 crossing diagram with over/under information of Fig. 7 and a minimal diagram of the same knot.
Fig. 9. On the left is the Conway basic polyhedra 6∗ , the center graph is its face graph, and on the right is the diagram of 15a82341 .
Finally,
〈K 〉 = yc8 Xc9 + xc8Yc9 = −A−19 + 2A−15 − 3A−11 + 4A−7 − 4A−3 + 3A − 3A5 + A9.
Since the writhe of the knot diagram in Fig. 8 is −1, we multiply the Kauffman bracket by −A3 and then set A = t−0.25 to
obtain the Jones polynomial of K :
V K (t) = t4 − 2t3 + 3t2 − 4t1 + 4− 3t−1 + 3t−2 − t−3.
The 11 crossing knot diagram belonging to Fig. 7 is simpliﬁed to the 7-crossing knot 77 (or 7a1 in the knotscape-table [14],
see Fig. 8). In this and the following examples when we compare the knot and its polynomial with results from knotscape
(or any other software) we only look for agreement up to the mirror image of the knot. Different sign conventions account
for the mirror image difference in the calculations. Note that the Jones polynomial of the mirror image of a knot is obtained
by substituting t−1 for t into the Jones polynomial formula.
Let us now look at a different example. This one has a shorter length but a higher tangle depth.
Example 5.2. The knot in this example is constructed from the Conway basic Polyhedra 6∗ (Fig. 9 left) by making rational
tangle replacements. It is not a Conway algebraic knot. A Tutte polynomial T (D6∗) of the face graph D6∗ of 6∗ (using six
different colors for the six edges) is given below:
T
(
D6∗
)= yc1 yc2 yc3 Xc4 Xc5 Xc6 + yc1 yc2xc3 Xc4 Xc5 yc6 + yc1 yc2xc3 Xc4Yc5xc6 + yc1xc2 yc3 yc4 Xc5 Xc6
+ yc1xc2 yc3xc4Yc5 Xc6 + yc1xc2xc3 yc4 Xc5 yc6 + yc1xc2xc3xc4Yc5 yc6 + yc1xc2xc3Yc4Yc5xc6
+ xc1 yc2 yc3 yc4 Xc5 Xc6 + xc1 yc2 yc3xc4 Xc5Yc6 + xc1 yc2xc3 yc4 yc5 Xc6 + xc1 yc2xc3 yc4xc5Yc6
+ xc1 yc2xc3xc4Yc5Yc6 + xc1xc2Yc3 yc4 yc5 Xc6 + xc1xc2Yc3 yc4xc5Yc6 + xc1xc2Yc3xc4Yc5Yc6 .
Now, K is obtained by tensor products at the edges with colors c1, c2, and c5 with N2 and then at the edges with colors
c3, c4, and c6 with N1. N1 is a 3-edge cycle (including its special edge) similar to G2 in Fig. 1, that is, it replaces an edge
by a 2-edge path. In this example, N2 is a 4-edge cycle (including its special edge), that is, it replaces an edge by a 3-edge
path (see Fig. 10). The edges in N1 and N2 are all positive edges (except the un-colored special edge). Thus for i = 1, 2,
and 5 (see Theorems 3.2 and 5.1), we have
Xci = T (N2 \ e) = −A−9, Yci = T (N2/e) = A−7 − A−3 − A5,
xc = TL(N2, e) = A3 and yc = TC (N2, e) = A−7 − A−3 + A.i i
2236 Y. Diao et al. / Topology and its Applications 156 (2009) 2226–2239Fig. 10. The graph FD used in the construction of the knot diagrams in Examples 5.2 and 5.3. In Example 5.2 edges with colors c1, c2, or c5 are replaced
by a 3-edge path and edges with colors c3, c4, or c6 are replaced by a 2-edge path to generated an alternating 15 crossing knot. This is generalized in
Example 5.3 where edges with labels c1, c2, c5 is replaced by a negative s-edge path (s odd) and edges with colors c3, c4, or c6 are replaced by a positive
k-edge path (k even) to generate a non-alternating diagram Dk,s with 3(k + s) crossings.
And for i = 3,4, and 6, we have
Xci = T (N1 \ e) = A−6, Yci = T (N1/e) = −A−4 − A4,
xci = TL(N1, e) = A2 and yci = TC (N1, e) = −A−4 + 1.
Thus
〈K 〉 = A−39 − 3A−35 + 6A−31 − 10A−27 + 15A−23 − 21A−19 + 26A−15
− 30A−11 + 32A−7 − 30A−3 + 26A − 20A5 + 13A9 − 8A13 + 3A17 − A21.
The writhe of the knot diagram is 7 and thus we obtain the Jones polynomial
V K (t) = −t15 + 3t14 − 6t13 + 10t12 − 15t11 + 21t10 − 26t9 + 30t8
− 32t7 + 30t6 − 26t5 + 20t4 − 13t3 + 8t2 − 3t1 + 1.
In the Knotscape-table [14], this is the knot 15a82341, see Fig. 9. The breadth of the Jones polynomial is the expected 15
since the corresponding knot diagram is a reduced alternating knot diagram.
Example 5.3. The knots in this example are generalized versions of Example 5.2. The purpose of this example is to show
that the tensor product structure allows us to obtain closed Jones polynomial formulas for whole families of knots. Here
we construct a two parameter family Ks,k of knots by starting with the Conway basic Polyhedra 6∗ (Fig. 9 left) and using
rational tangle replacements. Each edge with colors c3, c4, or c6 (with colors c1, c2, or c5) is substituted by a k-edge path
(s-edge path) where all edges are positive (negative) and k is even (s is odd). Choosing k even and s odd guarantees that
we always have a knot diagram Ds,k of the knot Ks,k . Note that Ds,k is a non-alternating diagram with 3(k + s) crossings.
For i = 1, 2, and 5 the substitution information is:
Xci = T (N1 \ e) = −A3s,
Yci = T (N1/e) = xs−1− Y− +
s−2∑
i=0
(
xi−Xs−1−i− y−
)= A−s(−1− A4 − A8 + A4+4s)
A2(1+ A4) ,
xci = TL(N1, e) = A−s and yci = TC (N1, e) =
s−1∑
i=0
(
xi−Xs−1−i− y−
)= A2−s(1+ A4s)
1+ A4 .
For i = 3,4, and 6 the substitution information is:
Xci = T (N2 \ e) = A−3k,
Yci = T (N2/e) = xk−1+ Y+ +
k−2∑
i=0
(
xi+Xk−1−i+ y+
)= − A2−3k + A−2+k + A2+k + A6+k
1+ A4 ,
xci = TL(N2, e) = Ak and yci = TC (N2, e) =
k−1∑(
xi+Xk−1−i+ y+
)= A2−3k(−1+ A4k)
1+ A4 .
i=0
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V Ks,k (t) =
t−3/2(1+k+3s)
(1+ t)3
(−t3+3k + t3s + t2+s + t3+s + t4+s − 2t2(1+k+s)
+ 2t2+k+s − 2t2(2+k+s) + 2t3+k+s + 2t4+k+s − 3t1+2s − 3t2+2s − 6t3+2s
− 3t4+2s − 3t5+2s − t2+k+2s − t3+k+2s − t4+k+2s − 2t3+2k+2s
+ 2t2+3s + 2t4+3s + t6+3s + 3t1+k+3s + 3t2+k+3s + 6t3+k+3s
+ 3t4+k+3s + 3t5+k+3s + t2+2k+3s + t3+2k+3s + t4+2k+3s).
For the values k = 2 and s = 1 and s = 3, we obtain the knot 52 with V K1,2(t) = −t−6 + t−5 − t−4 + 2t−3 − t−2 + t−1 and
the knot 15n52940 with V K3,2 (t) = t−13 − 2t−12 + 3t−11 − 5t−10 + 4t−9 − 4t−8 + 3t−7 − t−6 + t−5 + t−4, respectively, see the
Knotscape-table [14]. The breadth of V Ks,k (t) is given by:
breadth V Ks,k (t) =
⎧⎪⎨
⎪⎩
2(k + s) − 1 for s 3k − 1;
3s − k − 2 for s 3k + 3;
8k for s = 3k + 1.
This can be seen as follows: The highest degree arises from the term t4+2k+3s . The lowest degree arises from either the term
t2+s (ﬁrst case) or −t3+3k (second case). If s + 2 = 3k + 3 then the two terms t2+s and −t3+3k will cancel and the lowest
degree is obtained from t3+s . (Note that the division by (t + 1)3 reduces the breadth by 3. For example in the ﬁrst case we
compute (4 + 2k + 3s) − (2 + s) − 3.) The diagram with D1,2 is not minimal (but the corresponding knot it represents is
alternating), while the diagram with D3,2 is actually a non-alternating minimal diagram. We suspect that for most s 3 and
k 2 the diagrams Ds,k are minimal. If this is indeed the case then we have obtained a knot family with the property that
for any arbitrarily large number, there exists a knot from this family such that the difference between its crossing number
and the breadth of its Jones polynomial is larger than this number. As a ﬁnal remark, the knot of Example 5.2 is K−3,2 and
evaluating our formula for V K−3,2 (t) results in the same Jones polynomial.
6. The main theorem and some of its consequences
We are now ready to state and prove the main theorem of the article.
Theorem 6.1. Let Dm be a link diagramwith the structure of a nested closed tangle of lengthm. If the tangle depth k of Dm is a constant
independent of n where n is the number of crossings in Dm, then the Jones polynomial of Dm can be computed in O (nk) time.
Let us point out here that in the above theorem, we assume that a nested closed tangle structure is given and the
starting point of our algorithm is the corresponding face graph. Our complexity analysis does not consider the complexity
to determine the nested closed tangle structure for a given link diagram.
Proof. First we introduce some terminology. As in Remark 3.5 let G be the face graph of Dm , where
G = (· · · ((F0 ⊗e1 F1) ⊗e2 F2) · · ·)⊗em Fm
is an m-folded tensor product of colored graphs. Notice that after the graph F j \ e j replaces the edge e j in (· · · ((F0 ⊗e1
F1) ⊗e2 F2) · · ·) ⊗e j−1 F j−1, it is possible that one or more of its edges may be tensored later by some Fi \ ei (i > j) and
the edges of Fi \ ei may in turn be tensored by some F \ e ( > i), and so on. In the case that ei in F j \ e j is tensored by
Fi \ ei (i > j of course), we say that Fi \ ei is an offspring of F j \ e j . The set F J that contains all edges of G that are either
edges of F j \ e j or edges of one of the offsprings of F j \ e j is called the family of F j \ e j . The cardinality of F J is called the
degree of F j . When we look at graph F0, an edge of it may or may not be replaced in the tensor product sequence. If it is
not, we will deﬁne that the degree of this edge to be 1. If it is replaced by some F j \ e j at some point, then we will deﬁne
the degree of this edge to be the same as the degree of F j . By this deﬁnition, the number of edges of G is then equal to
the sum of the degrees of the edges of F0. We are now ready to give a proof of Theorem 6.1.
Let D be the initial link diagram and Γ1,Γ2, . . . ,Γm be the tangles used in the tangle replacement operations deﬁn-
ing Dm . By the deﬁnition of the tangle replacement operation, each operation increases the number of crossings in the
diagram by at least one. Since there are only n crossings in Dm and D has to have at least one crossing to begin with,
m n − 1.
We now proceed to prove the following claim by induction on the degree of F j (where F j is the face graph of the link
diagram obtained from Γ j by adding an additional crossing as shown in Fig. 6 (top middle)).
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TL(F j, e j), and TC (F j, e j) as polynomials of A is bounded by C(d j)k where C > 0 is some suitably chosen constant that is
independent of d j .
The case of d j  k requires no proof since k is a constant that is independent of d j . Assume that the claim holds for
d j  p. We now consider the case d j = p + 1. Let g1, g2, . . . , g and e j be the edges of F j (with e j being the distinguished
edge). By the given condition on the tangle depth of Dm , F j has at most k + 1 edges so we must have  k. On the other
hand, F j has at least two regular edges (other than e j) by the deﬁnition of the tangle replacement operation, so   2.
Let d(gi) be the degree of gi . If d(gi) = 1, it means gi is an edge in FDm so it naturally inherits a + or − sign from its
corresponding crossing in Dm , in which case Xgi , Ygi , xgi , and ygi can be simply substituted using (5.1). If d(gi) > 1, then it
is necessary that gi is tensored by some F j′ (where j′ > j). Since the degree of F j′ is at most p, the induction hypothesis
applies. That is, the total computation time for Xgi = T (F j′ \ e j′), Ygi = T (F j′/e j′), xgi = TL(F j′ , e j′), and ygi = TC (F j′ , e j′) is
bounded by C(d(gi))k . Thus the combined time needed for computing all {Xgi , Ygi , xgi , ygi } (1 i  ) is bounded by
∑
i=1
C
(
d(gi)
)k
. (6.1)
We now need to bound the computation time needed for obtaining T (F j \ e j), T (F j/e j), TL(F j, e j), and TC (F j, e j). We start
by making two observations.
Observation 1. By deﬁnition, each of T (F j \ e j), T (F j/e j), TL(F j, e j), and TC (F j, e j) is the summation of monomials, where
each monomial is a product of  variables, one each from the sets {Xgi , Ygi , xgi , ygi } (1  i  ). The number of such
monomials in the summation is bounded above by some constant C ′ (which can be taken as 2k or as the maximum number
of spanning trees in all connected plane graphs of k edges or less), since , the number of edges used in the computation
of the polynomials T (F j \ e j), T (F j/e j), TL(F j, e j), and TC (F j, e j), is at most k by our condition on the tangle depth.
By the induction hypothesis, each of the variables mentioned above has been substituted into a polynomial of A. The
question is, how big is such a polynomial?
Observation 2. Each of Xgi , Ygi , xgi , and ygi is a polynomial of A with at most 6d(gi) + 1 terms. This is obvious for
d(gi) = 1. For d(gi) > 1, we have to consider Xgi = T (F j′ \ e j′), Ygi = T (F j′/e j′), xgi = TL(F j′ , e j′), and ygi = TC (F j′ , e j′).
However, ultimately, each of these can be expressed as a sum of monomials in which each monomial is a product of
variables of the form {X ft , Y ft , x ft , y ft } (1  t  d(gi)) where the edges ft are edges of FDM (so each inherits a + or −
sign from its corresponding crossing in DM ). By (5.1), the highest power of A in any of these polynomials is at most 3d(gi)
and the lowest power in A is at least −3d(gi). Thus, any polynomial has at most 6d(gi) + 1 terms. Note also that these
polynomials (of variable A) have been computed in the earlier steps.
Combining the two observations above, we now see the number of multiplication and additions needed to simplify each
of T (F j \ e j), T (F j/e j), TL(F j, e j), and TC (F j, e j) into a polynomial of A is bounded above by
2C ′
(
6d(g1) + 1
)(
6d(g2) + 1
) · · · (6d(g) + 1) C ′′ ∏
i=1
d(gi).
Notice that C ′′ is a constant (for example we can chose C ′′ = 6k+2) that has nothing to do with C . If we simply choose
C = C ′′ at the beginning, then it is obvious we have
C
(
∑
i=1
d(gi)
)k
 C
∑
i=1
(
d(gi)
)k + C ∏
i=1
d(gi).
That is, the total computation time for computing T (F j \ e j), T (F j/e j), TL(F j, e j), and TC (F j, e j) (as polynomials of A) is
bounded above by C(d j)k = C(d(F j))k .
The result of Theorem 6.1 now follows by simply applying the above argument to D . 
Since every (connected) tangle with between 2 to 5 crossings can be decomposed as a nested tangle of tangle depth 2
(an exercise for the interested reader), we have the following (somewhat surprising) corollary.
Corollary 6.1. If Dm is a link diagram with the structure of a nested closed tangle of length m and tangle depth at most 5, then the
Jones polynomial of Dm can be computed in O (n2) time, where n is the number of crossings in Dm.
Y. Diao et al. / Topology and its Applications 156 (2009) 2226–2239 2239A widely known large class of knots and links are the so-called Conway algebraic knots and links [5]. For example, the
well-known Montesinos knots and links (including the two bridge knots and links) all fall into this class. We choose not to
give a detailed discussion on the deﬁnition and properties of the algebraic knots and links here. Interested reader can either
refer to [5] or read the fairly detailed discussion in [8]. The bottom line is that a link K is called a Conway algebraic link
if it has a regular link projection that admits the structure of a nested closed tangle with tangle depth 2. This immediately
leads to the following corollary.
Corollary 6.2. Let D be a Conway algebraic link diagram with n crossings, then the Jones polynomial of D can be computed in O (n2)
time. In particular, the Jones polynomial of anyMontesinos link diagram of n crossings (including the two bridge knots) can be computed
in O (n2) time. In the case of a 2-bridge link, the number n is actually the minimum crossing number of the link, since a 2-bridge link
actually has a minimal projection that is algebraic.
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