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ABSTRACT 
I n this thesis, two topics of the Bayesian variable sampling plan w i t h censoring 
are studied. A t first, we generalize the Lam's work (1990, 1994) to the Weibul l 
d is t r ibut ion w i th Type I I censoring and introduce a more general polynomial 
loss function. For single and double sampling plans, the explicit expressions of 
the Bayes risks are derived respectively and a finite algor i thm for obtaining the 
opt imal sampling plans is proposed. Secondly, a model of single sampling plan for 
general life distr ibut ion w i th Type I censoring is developed. However, we focus our 
attention on the case of the Weibul l distr ibut ion w i th both parameters unknown. 
As an i l lustration, some numerical examples are considered. I t shows that our 
models are simple and efficient. Finally, the single sampling plan is compared w i t h 
the double sampling plan. Furthermore, we also make a comparison between the 
single sampling plan w i th Type I I censoring and that w i th Type I censoring. 
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I n the study of sampling inspection problem, there are many schemes for 
choosing a sampling plan such as the operating characteristic curve (OC curve ) 
schemes, the defence sampling schemes, Dodge & Romig's schemes and the de-
cision theory schemes (see e.g. Wetheri l l (1977)). From the economical point of 
view, the decision approach is probably a more scientific and reasonable method. 
This approach has been studied by many statisticians, including Wetheri l l and 
Campling (1966), Guenther (1971), Fertig k Mann (1974),Wetherill h Kollersto-
r m (1979). However, most of them have just considered single sampling plans 
w i th linear loss function only. Hald (1968, 1981) studied a Bayesian single vari-
able sampling plan w i th a polynomial loss function, but the opt imal sample size 
he obtained is usually not an integer. Then, Lam (1988a,b) developed a model 
for single sampling plans w i th a polynomial loss function, and the qual i ty of an 
i tem is measured by a normal random variable. By the Bayesian approach, Lam 
suggested a finite algorithm so that an optimal sampling plan w i th integer sample 
size can be found in finite steps of searching. 
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I n the problem of variable sampling plan, usually we take a random sample 
f rom a batch first and compare the observations w i t h the standard value. The 
batch w i l l be accepted i f the observations are close to the standard value, oth-
erwise the batch w i l l be rejected. This is the single sampling plan. I n practice, 
i t is more realistic to accept the batch when the observations are very close to 
the standard value and reject i t when the observations are far f rom the standard 
value. I n the intermediate case, a second random sample is taken. Based on the 
observations of these two random samples, a decision of acceptance or rejection 
w i l l be made. This is the double sampling plan. The double sampling plan is 
useful in sampling inspection. There are various schemes for choosing a dou-
ble sampling plan, including the OC curve double schemes, Dodge and Romig's 
double schemes, Stein's double sampling plans and the decision theory double 
schemes. Furthermore, Pfanzagl(1963), Wetheri l l and Campling (1966) also gave 
respectively the comparison between the single and the double sampling plans 
obtained by the decision theory approach. Recently, Lam & Lam (1995) have 
studied Bayesian double sampling plan for the normal distr ibution. 
The lifetime data analysis is a very important topic in the sampling inspection. 
Al though the normal distr ibut ion fits very well in many situations, in life testing 
problems i t is more realistic to use the exponential, the Weibull, the gamma and 
the log-normal distributions. Moreover, lifetime data are often censored. For 
example, in measuring the life t ime of light bulbs, or the life of electronic com-
ponents as well as the survival times of patients who suffer from cancer, the data 
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may be censored. Two kinds of censoring are commonly applied. I f the i tems 
are unduly expensive, we may put n items on inspection and terminate i t when 
a preassigned number of items have failed. This is Type I I censoring. I f the 
inspection cost increases heavily w i t h t ime, we may put n items on inspection 
and terminate i t at a preassigned time. This is Type I censoring. Sometimes, the 
random censoring is also used. 
So far, a great deal of research work has focused on the single sampling plan 
for the exponential d istr ibut ion w i th Type I I censoring. Among these are Guen-
ther, Pat i l and Uppulur i (1976), Engelhardt and Bain (1978), Kocherlakota and 
Balakrishnan(1986). Lam(1990,1994) and Lam k Choy (1995) studied the same 
problem for a polynomial loss function, in which the qual i ty of an i tem is mea-
sured by an exponential random variable and is subject to Type I I , Type I and 
random censoring respectively. However, the loss functions studied in these pa-
pers do not take into account the cost of testing time. The opt imal sampling 
plans subject to censoring actually are equivalent to the sampling plans wi thout 
censoring. 
1.2 Bayesian approach to variable sampling plan for the 
exponential distribution 
Lam (1990) suggested a model of variable sampling plan for the exponential 
distr ibut ion w i th Type I I censoring. To start wi th, suppose that a batch of N is 
presented for an acceptance inspection and the lifetime X of an i tem follows a 
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exponential d is t r ibu t ion Exp[X) w i t h the density funct ion 
A e - A , X > 0, 
/ ( x | A ) = (1.2.1) 
0, X < 0. 
\ 
Furthermore, A is unknown but has a conjugate gamma pr ior d is t r ibu t ion F ( a , p) 
w i t h the density funct ion g(A) = P^X°'~^e~^^/T{a) for A > 0 and 0 otherwise, 
where a > 0 and j3 > 0 are known. 
Let X ( i ) < X(2) < . . . < ^ {n ) be the order statistics of X = ( ¾ , ¾ , . • . , X ^ ) . 
Since the sampling is subject to Type I I censoring at the r t h fai lure t ime, the 
t rue observations are as follows: 
f 
义⑷， i = 1 , . . . , r , 
> ^ = < 
X(r), i — r + 1,..., n. 
I t is well known that the max imum l ikel ihood es t imator (MLE) of the average 
l i fet ime 0 = 1/A for X is given by (9; = ( E L i 义⑷ + (n — r )X (。 ) / r . 
Using the observed data Y = {Yi,. . .，Yn) and M L E for the average l i fet ime 
E{X\X), Lam(1990) study the fol lowing one-sided decision function: 
‘ A 
6¾, 6r > T, 
^ (X) = (1.2.2) 
di, otherwise, 
\ 
where d^ represents the decision of accepting the batch, d i denotes the decision 
of rejecting the batch, and T is the m in imum acceptance t ime. The loss funct ion 
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is a po lynomia l 
‘nCs + Co 十 C iA + . • • + ftA〜 ^ ( X ) = do, 
L ( A , ^ ( X ) ) = (1.2.3) 
nCs + Cr, (5(X) = di, 
\ 
where C o , . . . , Ck, Cs and CV are constants w i t h a natura l constraint: 
Co + CiA + . - . + CfcA^ > 0, for A > 0 . 
Here, Cs is the inspection cost per i tem, CV is the cost due to reject ing the batch. 
To explain the reasons, let fj,Q be the standard value specified by the nat iona l 
standard or the contract. Suppose the qual i ty of an i tem in the batch is measured 
by the l i fet ime X. li X > /io, we can sell at the normal price so tha t i t can be 
accepted w i thout addi t ional loss. I f X < /i。, i t could be sold at a reduced price. 
A n extra cost which can be assumed to be proport ional to ^ Q - X is incurred, i.e., 
the i tem is accepted w i t h cost C[fiQ 一 X), where C is a propor t ional constant. 
Then the cost funct ion when the batch is accepted is given by 
f^0 、 r AyU0 _ 
N J CVo - x)Xe-^^dx = NC ^o(! _ e—入沖)—+ / ye—ydy 
0 L 0 J (1.2.4) 
= a o + aiA + a2A^ + . . . 
where ao, a i , a2 . . • are constants and independent of A. 
Now, suppose that the qual i ty of an i tem is measured by the re l iabi l i ty R(to) 
and the standard value of R(to) is po, where po and to are also specified by the 
nat ional standard or the contract. Thus, i f R(to) > po, we can accept the i tem 
wi thout addit ional loss; otherwise, i f R(to) < po, as mentioned above, we may 
accept i t w i t h an extra cost C'(po — R(to)), where C' is a proport ional constant. 
Consequently, the cost funct ion when the batch is accept is given by 
NC\PQ - R{to)) = NC' [po - (1 一 e—A"。)] = c^ + a;A + a^A^ + . . . (1.2.5) 
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where a'。, a[, a'2 . . . are also constants and independent of A. 
I n either (1.2.4) or (1.2.5), the exact costs due to acceptance of the batch 
are al l power series of A. Thus, a po lynomia l loss funct ion should be a good 
approx imat ion to the exact cost funct ion. For 0 < x < 1，let 
f'X rx/ (l-a;) /ii^""l 
B M = | , X l - t " = jo ( 1 ¾ ^ ^ , 
be the incomplete Beta funct ion and wr i te Bi{a, b) = B{a, b). Then the incom-
plete Beta rat io is defined by Ix{a^ b) 二 ^ ( a , b)/B{a, b) which is an increasing 
funct ion of x. 
A n expl ic i t expression for the Bayes risk can be derived for general degree k. 
As a demonstrat ion for k = 2, L a m (1990) showed tha t the Bayes r isk for a single 
sampling plan (n, r , T) w i t h Type I I censoring is given by 
R{n , r，T) = nCs + Q) + C i f + C 2 ^ — (C。— a ) / . ( r , a ) 
(1.2.6) 
- j C J s { r , a + 1) - ^ C 2 / . ( r , a + 2), 
where s = rT/{rT + /?). Furthermore, L a m also showed the fol lowing result: 
The opt imal sampling size no satisfies the fol lowing inequal i ty 
no < m i n { [ C V / C g , [CoP^ + Cia0 + C2a{a + l)]/(CsP), } . (1.2.7) 
where [a] is the integer part of a. 
According to this result, a f inite algor i thm for f inding an opt imal sampling 
plan was suggested by Lam (1990). 
To do this, we start w i t h n = 1 and for each r = 1 , . . . ,n , f ind R*{n,r)= 
umiR{n, r , T ) . Then move n to n + 1, and continue. This procedure is repeated 
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un t i l n reaches the above bound given by (1.2.7). Therefore, the m i n i m u m Bayes 
r isk is determined by comparison. The corresponding sampl ing p lan is the op t ima l 
sampl ing plan. However, the fol lowing numerical results show tha t the op t ima l 
pol icy always has the fo rm (no, no,To). 
Table 1.1 The minimum Bayes risk and optimal sampling plans with Type II 
censoring as Cs = 0.5 is Gxed 
a f3 Co Ci C2 Cr R{no,ro,To) np rp Tp 
2.0 1.0 1.0 1.0 1.0 10.0 8.1308 2 2 0.3668 
2.0 1.0 3.0 3.0 3.0 30.0 22.0544 4 4 0.3669 
2.5 1.2 10.0 10.0 10.0 100.0 71.5240 8 8 0.3669 
2.0 1.0 40.0 -5.0 20.0 200.0 120.0104 11 11 0.3226 
2.3 1.0 50.0 20.0 30.0 400.0 249.3763 16 16 0.3088 
2.5 1.2 50.0 20.0 30.0 400.0 233.3674 16 16 0.3149 
— 
From the table, we can see that the opt imal sampling pol icy w i t h Type I I 
censoring is equivalent to the opt imal sampling pol icy w i thou t Type I I censoring. 
I t seems tha t the censoring does not make sense. Why? 
Therefore, i t is necessary to generalize Lam's(1990,1994) model for other life 
d ist r ibut ion, such as the Weibul l d istr ibut ion. Furthermore, in this generalized 
model, we should make sure that the censoring w i l l make sense. 
1.3 Outline of the thesis 
The Weibul l d is t r ibut ion is also very popular and impor tant in life testing, 
cl inical t r ia l and survival analysis. There is l i t t le research work done on the op-
t ima l sampling plan for this d ist r ibut ion w i t h the censoring. I n this thesis, we 
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shall generalize Lam's (1990,1994) model to the Weibul l d is t r ibut ion case and in-
troduce a more general polynomial loss funct ion so that the censoring w i l l make 
sense. Then, we develop a general method of sampling plan for any life distr ibu-
t ion w i t h Type I censoring in different ways. 
I n Chapters 2 and 3, a model of variable sampling plan for the Weibul l dis-
t r ibu t ion w i t h a known shape parameter and the Type I I censoring is studied. 
The explicit expressions of the Bayes risk for single and double sampling plan are 
derived respectively and a finite algori thm and a discretization for obtaining the 
opt imal sampling plan are proposed. Meanwhile, we also show that the sampling 
plan w i t h Type I I censoring is the same as the sampling plan wi thout censoring 
if the cost of testing t ime is not taken into account in the loss function. Some 
numerical examples and the sensitivity analysis are also discussed. 
I n Chapter 4, we develop a general model for single sampling plan w i t h Type I 
censoring in different ways. The Bayes risks for the cases of the Weibul l distr ibu-
t ion w i t h both unknown parameters, the two-parameter exponential d ist r ibut ion 
and the gamma distr ibut ion are derived respectively. A finite algor i thm and 
a discretization method for f inding an approximately opt imal sampling plan are 
suggested. Some numerical examples for Weibul l d istr ibut ion w i th both unknown 
parameters are studied in detail. I t shows that our models are quite simple and 
efficient. 
Finally, in Chapter 5, our sampling plan is compared w i th the 〇C curve 
sampling plan. We then explain why our sampling is more economical. Moreover, 
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the comparison between the single and the double sampling plans as well as single 
sampling plans w i t h Type I I and that w i t h Type I censoring are also discussed. 
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CHAPTER 2. 
Single Variable Sampling Plan With Type II 
Censoring 
I n this chapter, we study a model of the single variable sampling plan for 
the Weibul l d istr ibut ion W{m, A) w i th known shape parameter m and Type I I 
censoring. I n Sections 2 and 3, the model of single sampling plan w i t h the poly-
nomial loss funct ion is formulated and the explicit expressions of the Bayes risk is 
obtained. Furthermore, a finite algori thm for f inding an opt imal sampling plan is 
suggested. I n Section 4, as an i l lustration, the model w i t h quadratic loss funct ion 
is studied. Some numerical examples and the sensitivity analysis are also studied. 
2.1 Model 
We consider a single variable sampling plan by making the following assump-
tions. 
Assumption 1. Suppose that a batch of N items is presented for inspection. 
Let the lifetime of an i tem be X which has a Weibul l d istr ibut ion W{m, A) w i t h 
the density function 
‘ A m x ^ - ^ e - ^ ^ " , X > 0, 
/ ( z | m , A ) = (2.1.1) 
0, X < 0. 
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Furthermore, assume that the shape parameter m is known and the scale pa-
rameter A is unknown but has a conjugate gamma prior d is t r ibut ion F (a , P) w i t h 
density funct ion g{\) = /?。A。—ie—々A/r(a) for A > 0 and 0 otherwise, where a > 0 
and p > 0 are known, and am > 1. 
Assumption 2. A random sample X = ( X i , . . . , Xn ) of size n is taken f rom the 
batch. Let X ( i ) < 义⑵ < . . . < 义⑷ be the order statistics of X 1 , X 2 , . . . , X n . 
The sampling is subject to Type I I censoring at the r t h failure t ime. 
Note here that the shape parameter m of the Weibul l d is t r ibut ion is known. 
This assumption has been widely used in the l i terature. For example, i n the accel-
erated testing, bo th the Arrhenius-Weibul l model and the power-Weibul l model 
assume that the shape parameter of the Weibul l d is t r ibut ion is known (see, e.g. 
Nelson (1990)). On the other hand, this assumption is also used by other papers 
(see, e.g. Kingston (1982), Tseng (1990，1994)). 
Since the sample is censored at the r t h failure t ime, the true observations are 
as follows: 
( 
^ { i ) i < = l , . . . , r , 
” : = (2.1.2) 
X(r), i = r + 1 , . . . , n. 
Obviously, the average lifetime of X is given by 
E ( x | A ) - ( ^ ^ / - r ( i + i ) . (2.1.3) 
A m 
I t is well known that the maximum likelihood est imator(MLE) of the parameter 
6 = 1 / 入 is given by 
^ ^ . - ( E ^ ( T ) + ( n - O ^ w ) / r . (2.1.4) 
i=l 
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Hence, the M L E of the average l i fet ime E{X\X) is Or^^^T{l + ^ ) . Then, we have 
the fol lowing lemma. 
Lemma 2.1 Suppose that the random variable X has the Weibull distribu— 
A 
tion W{m, A) with known m, then 6^ has the gamma distribution 
r ( r , rA ) . 
Since X^ has the exponential d is t r ibut ion Exp[X) = W{1, A), the proof of 
Lemma 2.1 is stra ight forward (see, e.g, Sinha(1986)). 
Lemma 2.2 Suppose that the random variable X has the Weibull distribu-
tion VF(m,入)with known m, and X has the gamma prior distribution 
r(a, P), then 
E{X^^)\\) = ( l ) i / ^ C ( n , i ) , i = 1,. . .，n, (2.1.5) 
/ \ / \ 
n i-i i — 1 
where C(n,z) = r ( l + ^) E(-1)^ ( 二 知 + i , and X^^ 
乂 i — 1 y ^=0 \^  k y ’ 
is the ith order statistic. 
Proof: Because the density funct ion fi{x\X) of the i t h order stat ist ic X(^) is 
given by 
f ' i - m = i ^ T i ) i ^ p - v ) [ i - ^ ( ^ r - v ( x ) . (2.1.6) 
From (2.1.6), we have 
, oo 
^ ( ^ | A ) 二 ^ ^ Z T ^ / i i ^ h V ) [ l - F ( : r ) ] - / ( x ) d : r 
, i-i f i — 1、oo (2.1.7) 
=(.-1)1-.). E (-1)' f mA:r^e-Ad(M)+^]cfi 
fc=o 乂 k y 0 
By tak ing transformation y = Xx^[{n — i) + k + 1], we have 
—1 / . _ 1 \ 
^ ( ¾ ! ^ ) - ^ ^ ^ g ( - l ) " [ ‘ : j 入 1 〜 丄 ) 一 1 + 1 l y ' ^ - e - v d y 
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/ \ ( . , \ 77 i - l 7 — 1 
= ( i ) - r ( i + ^ ) . E ( - i ) ^ ^ ( 二 知 + i . (2.1-8) 
l ^ z - i ^ = � � k ； 
Th is completes the proof of Lemma 2.2. Furthermore, i t follows f rom (2.1.5) 
tha t 
E{X^)) = E{{y/^C{n, i)=沪'7((:)—去)咖,0， i - 1, •.., n. (2.1.9) 
• 
2.2 Loss function and flnite algorithm 
Here, we study a single sampling plan [n, r, T) i n which n is the sample size, 
r is the number of failed items after testing, and T is the m i n i m u m acceptance 
t ime. Based on the observed data Y = ( K i , . . . , Y^) and the max imum l ikel ihood 
est imator ( M L E ) for the average l i fet ime E{X\X), i t is reasonable to apply the 
fol lowing one-sided decision funct ion 
, 4 , i ^ r ( i + ^) > T, 
6{X) = (2.2.1) 
di, otherwise, 
where d^ represents the decision of accepting the batch and d i denotes the de-
cision of rejecting the batch. I n fact, i f the qual i ty of an i tem is measured by 
its l i fet ime X , an one-sided decision funct ion ^ (X) of fo rm (2.2.1) should be 
adopted. On the other hand, i f the qual i ty of an i tem is measured by the re l iabi l i ty 
R{to) = P{X > to) = exp{-Xt^), then the M L E of R{to) is R{to) = e x p [ - t ^ / O l ' • 
Because of the fact, the larger the value 0;, the better the quality, the decision 
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func t ion 6{X) should be of the fo rm (2.2.1). 
B y using decision funct ion (2.2.1), the fol lowing po lynomia l loss func t ion is 
studied 
‘ A { n , r ) + X^r)at + 0 ) + C iA + . . • + ftA〜 ^ ( X ) 二 do, 
L ( A , ( 5 ( X ) ) = (2.2.2) 
、 A(n, r ) + X( , )at + C” 8{Vj = o?i, 
where A{n,r) = nCs — ( ^ — —s, C o , . . . , ft, Cs,rs, at and CV are constants 
w i t h a na tura l constraint: 
Co + CiA + . • • + CkX^ > 0, for X > 0. (2.2.3) 
I n the po lynomia l loss funct ion (2.2.2), Cs is the sampling cost per i t em in-
c luding the inspection cost per i tem and the normal price of an i tem, r is the 
number of failed items. A f te r testing, there are (n — r) unfai led items which 
can be sold at a reduced price rg, and (n — r) rg is the to ta l salvage value of the 
sample. Hence, A{n, r) in (2.2.2) represents the net sampling cost w i t h a natura l 
constraint: Cs > ?v 
Moreover, at is the rate of t ime-consuming cost. Since X(”）represents the 
test ing t ime, X(r)o,t is the t ime-consuming cost. 
Final ly, CV is the cost due to rejecting the batch, while the po lynomia l Co + 
C i A + , • - . + Ck \k , as we explained in Chapter 1, is a good approximat ion to the 
exact cost funct ion when the batch is accepted. 
I n conclusion, the loss funct ion in our model has a very general fo rm which 
includes the sampling cost, the t ime-consuming cost and the decision loss. I t is a 
generalization of the loss funct ion studied in Lam's papers (1988a,b, 1990, 1994), 
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i n the sense tha t the salvage value of an unfai led i t em and the t ime-consuming 
cost are int roduced here. B o t h of them are impor tan t especially for destruct ive 
inspect ion and in life test ing so tha t the model is more realistic. 
B y using Bayesian approach, our objective is to determine an op t ima l sam-
p l ing p lan (no,ro,To) for min imiz ing the Bayes r isk R{n, r , T ) = E[L{X, ^ ( X ) ) . 
Now, an expl ic i t expression of the Bayes r isk is given by 
R{n, r , T ) = E [L(A, 6{X))] = E {E [L(A, ^ (X) ) ] |A} 
=E [A{n,r) + E{X^r)Wat + Cr 
H C o — CV + CiA + • •. + C , A ^ ) P ( ^ ; - r ( l + 去）> T ) 
=n(a — Ts) + r r , + C, + E C!E \x'P{Or > T j ] + atE{X^r)) 
1^0 L 」 
= n ( a - rs) + r rs + ^ + E Q ^ ( 1 — / , ( r , a + /)) + a / " 7 ( ( : ) _ ^ ) C ( n , r ) , 
1—0 
(2.2.4) 
where s = r T ^ / ( r T ^ + / ? ) = r T ^ / ( r T ^ + / ? r ( l + ^ ) ^ ) w i t h T ^ 二 T ^ r ( l + i ) - ^ , 
whi le Ci is Co — Cr i f 1 = 0, and is Ci, otherwise. Note that because of am > 1, 
R{n,r, T) is wel l defined. Then by using Lemma A1, the proof of (2.2.4) is 
straightforward. 
On the basis of (2.2.4), a simple algor i thm for determinat ion of an opt ima l 
sampling plan can be implemented in the fol lowing way. 
1. F i x n. For r = 0 , . . . , n, minimize R{n, r , T) w i t h respect to T and denote the 
m in imum value by R*{n, r). 
2. Increase n by one. Repeat the above procedure and continue. 
3. By comparison, the smallest Bayes risk R{no,ro,To) = m in R*(n, r) is the 
r<n 
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m i n i m u m Bayes r isk and the corresponding sampl ing p lan is an op t ima l sampl ing 
plan. 
The fol lowing theorem justif ies tha t the a lgor i thm is f ini te, i.e., we can find 
an op t ima l sampling plan in finite steps of searching. 
Theorem 2.1. The optimal sampling size no satisfies the following 
inequality 
no < m i n | [ a / ( C , - r , ) ] , [ j ^ C i ^ ^ ^ / i C s — r , ) ] , [ i ^ * ( n , r ) / ( C , - r , ) ] | . 
(2.2.5) 
where [a] is the integer part of a. 
Proof: Let (no, r。，To) be an opt imal sampling plan. Then the m i n i m u m Bayes 
r isk must satisfy the fol lowing inequali ty 
R(no, ro, To) < min{ i ^ (0 , 0, oo), R(0 ,0 ,0 ) , R* (n , r ) } (2.2.6) 
where (0,0, oo) is the plan of rejecting the batch w i thout sampling, and (0, 0, 0) 
is the plan of accepting the batch wi thout sampling. 
Now R(0,0’ oo) = Cr and R{0, 0,0) = E CiE{X') = E Q ^ 0 . 
lzzzQ / — 0 
From (2.2.2) and (2.2.3), we have 
R{no, ro, To) > noC, - (no - r ) r , + E^(X(,))a, > no(C. — r , ) . (2.2.7) 
The proof is completed by the combination of (2.2.6) and (2.2.7). 
I n fact, (2.2.5) gives an adaptive upper bound for the opt imal sample size n。. 
Obviously, step 1 is the key step of the algorithm. This amounts to solving the 
16 
equat ion 惡 二 0 which can be reduced to an algebraic equat ion 
‘ f :Crr (a + r + / ) ( r T ^ + " ) H = 0, 
z=o 
< (2.2.8) 
� T - = TmT{l + 去广. 
Because the equation (2.2.8) is a simple algebraic equat ion of degree k, th is 
a lgor i thm is not only a finite a lgor i thm but also a simple a lgor i thm. 
Theorem 2.2. Let (no, ro, To) be an optimal single sampling plan. 
If at = 0, then ro 二 riQ. 
Proof: Suppose r � < n � . Since (no, ro, To) is an op t ima l sampl ing p lan and 
at = 0, i t follows f rom (2.2.4) and the fact tha t Cg > r^, we have 
i^(no,ro,To) 二 no(C, - r , ) + rp r , + Cr + E ^：『”(广 二 ) (1 — / . ( ro , a + /)) 
i=o 丄 WP 





This means that (no,ro,To) is not an opt imal sampling plan. Hence ro = no. 
Theorem 2.2 reveals the importance of int roducing the t ime-consuming cost, 
otherwise, the sampling plan w i t h censoring w i l l be the same as the sampling ‘ 
p lan w i thou t censoring. 
2.3 Numerical examples and sensitivity analysis 
To i l lustrate the model and the algor i thm for the determinat ion of an opt imal 
sampling plan and the m in imum Bayes risk discussed, we assume that the degree 
k in the loss funct ion (2.2.4) is 2. Then, f rom (2.2.4), the Bayes risk of the single 
17 
sampl ing p lan (n, r, T) is given by 
R{n , r , T ) 二 n(Cs — r , ) + r r , + Cr + {Co — CV)(1 - / , ( r , a ) ) 
+¾^(! - Is(r, a + 1)) + ^ ^ ( 1 - Is{r, a + 2)) + a / " 7 ( ( : ) _ ^ ) C ( n , r ) . 
(2.3.1) 
Now, for the purpose of comparison, we take m = 2.5’ a = 2.5, f3 = 1, Co = 
5, C i = 5, C2 = 5, Cr = 50, Cs = 0.5，r^ = 0.2 and at = 2 as the standard values 
of the parameters and coefficients. The numerical results are tabulated in Tables 
2.1-2.10. I n each table, only one parameter or one coefficient can be varied and 
others are fixed. The values of the varying parameters or that of the varying 
coefficients are given in column 1. The opt imal sampling plan (no,ro,To) and 
the corresponding m in imum Bayes risks R* are given by column 2-5 respectively. 
Note tha t the sampling plan (0,0，0) represents the plan accepting a batch w i th -
I 
I 
out sampling, and (0,0，00) denotes the plan rejecting a batch wi thout sampling. 
I 
I n practice, the parameters and coefficients are usually unknown and should 
be estimated. Since the estimated values are usually inaccurate, the correspond- , 
ing 'opt imal sampling plan，will not be the true opt imal sampling plan. We can • 
then call the 'opt imal sampling plan’ as the estimated sampling plan. Therefore, 
i t is necessary to investigate how far is the estimated sampling plan different 
f rom the opt imal sampling plan. Sensitivity analysis studies the behavior of the 
opt imal solution as the values of parameters and/or coefficients change. Now, 
the standard values are assumed to be the true value of the parameters and 
coefficients. I n Tables 2.1-2.10，the true parameters or coefficients and the corre-
18 
sponding m i n i m u m Bayes risks are marked by ' * ' . The efficiency of a sampl ing 
p lan is defined as the rat io of the m i n i m u m Bayes r isk to the Bayes r isk under the 
sampl ing p lan (see Ha ld (1981)). B y using an estimated sampl ing plan, the t rue 
(but not the m i n i m u m ) Bayes risk R and their efficiencies are given i n co lumn 
6 and 7 of each table respectively. For example, i n Table 2.2, i f a is inaccurately 
est imated as 2.7, the estimated Bayes risk is 44.4253 and the est imated sampl ing 
p lan is (5,4,0.6402). By using the estimated plan, as the t rue a is 2.5, the t rue 
Bayes r isk (but not the min imum) is 42.9624. As the t rue m i n i m u m Bayes r isk 
is 42.7690, the efficiency of the estimated sampling plan is then equal to R*/R 
=42.7690/42.9624=0.9952. Sensit ivi ty analysis for the other values of a , other 
parameters or coefficients can be conducted in a similar way. Therefore, we can 
conclude tha t the model for the single variable sampling plan w i t h Type I I cen-
soring is insensitive to the parameters and coefficients. ！ 
As the exponential d is t r ibut ion Exp{X) is a special Weibul l d is t r ibut ion W{1, A). ‘ 
1 
, 
Therefore, al l the results in this chapter can be applied to the case for the expo- 丨 
k !i 
nent ial d is t r ibut ion w i t h Type I I censoring. This chapter is a generalization of i: 
•n 
Lam's earlier work (1990). Here, we study a more general loss funct ion which is 
more realistic so that the t r i v ia l case, the complete sampling, is avoided. 
Robustness study investigates the effect when the assumption on the distr i -
bu t ion is violated. I n Table 2.1, as m varies, the l i fet ime X w i l l have different 
Weibul l distr ibut ions W{m, A). Therefore, Table 2.1 not only shows that the op-
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Table 2.1. The minimum Bayes risk and optimal sampling plans as m varies 
m R{no,ro,To) no ro To True r isk R Ef f ic iency of R 
0.5 42.7448 6 4 0.3745 58.2410 0.7343 
1.0 42.7464 6 4 0.4306 53.0987 0.8055 
2.0 42.7640 6 4 0.5988 43.0523 0.9934 
2.5* 42.7690* 6 4 0.6268 42.7690 1.0000 
3.0 42.7473 6 4 0.6828 43.0368 0.9938 
3.5 42.7435 6 4 0.7109 43.4583 0.9841 
4.0 42.7626 5 4 0.7389 43.9506 0.9731 
Table 2.2. The minimum Bayes risk and optimal sampling plans as a varies 
a R{rio, ro, To) riQ r 。 To True r isk R Ef f ic iency of R 
1.5 31.5645 6 3 0.5510 44.6133 0.9587 
2.0 37.7265 6 4 0.5882 43.2518 0.9888 
2.2 39.8156 6 4 0.6259 42.7729 0.9991 
2.5* 42.7690* 6 4 0.6268 42.7690 1.0000 ！ 
2.7 44.4253 5 4 0.6402 42.9624 0.9952 ！ 
3.0 47.6809 6 5 0.5912 43.3188 0.9873 ! 




Table 2.3. The minimum Bayes risk and optimal sampling plans as /3 varies j 
P R{no, ro, To) no ro To True r isk R Ef f ic iency of R * 
0.6 50.0000 0 0 oo 50.0000 0.8451 
0.8 46.0045 4 3 0.6584 42.8888 0.9972 
0.9 44.4266 5 4 0.6259 42.8000 0.9993 
1.0* 42.7690* 6 4 0.6268 42.7690 1.0000 
1.1 40.9868 6 4 0.6278 42.8531 0.9983 
1.4 35.6874 5 3 0.5636 44.0669 0.9705 
2.0 50.0000 0 0 0.0000 61.2500 0.6900 
21 
Table 2.4. The minimum Bayes risk and optimal sampling plans as Cp varies 
Co R(no, ro ,To) no r。 To True risk R Eff iciency of R 
1.0 40.7458 5 4 0.6268 42.7956 0.9993 
2.5 41.5065 6 4 0.6268 42.7690 1.0000 
4.0 42.2646 6 4 0.6268 42.7690 1.0000 
5.0* 42.7690* 6 4 0.6268 42.7690 1.0000 
5.5 43.0130 6 4 0.6548 42.7863 0.9995 
7.0 43.6933 6 4 0.6548 42.7863 0.9995 
10.0 45.024 4 3 0.6828 43.0337 0.9938 
Table 2.5. The minimum Bayes risk and optimal sampling plans as Ci varies 
Ci R{rio, ro, To) riQ r*。 To True risk R Efficiency of R ’ 
-5.0 32.2220 5 4 0.5147 46.3753 0.9222 
-1.0 37.3022 6 4 0.5707 43.7044 0.9786 
4.0 41.9807 6 4 0.6268 42.7690 1.0000 ‘ 
5.0* 42.7690* 6 4 0.6268 42.7690 1.0000 i 
5.5 43.1199 6 4 0.6548 42.7863 0.9996 j 
7.0 44.1205 6 4 0.6548 42.7863 0.9996 i 
10.0 45.7538 4 3 0.7109 43.3467 0.9867 I 
'丨 
I $ i 
I \ 
Table 2.6. The minimum Bayes risk and optimal sampling plans as C2 varies 丨， 
• — I I . . - - . — . . •• -••••‘ 丨，.1 丨, 
C2 R{no, ro, To) no r。 To True risk i? Efficiency of R , 
1.0 26.2500 0 0 0 61.2500 0.6900 
2.5 37.1554 6 4 0.5147 46.2856 0.9240 
4.5 41.9668 6 4 0.6268 42.7690 1.0000 
5.0* 42.7690* 6 4 0.6268 42.7690 1.0000 
5.5 43.4239 6 4 0.6548 42.7863 0.9995 
7.0 45.0164 5 4 0.7109 43.4334 0.9847 
10.0 46.9435 4 3 0.7949 44.8040 0.9546 
22 
Table 2.7. The minimum Bayes risk and optimal sampling plans as Cg varies 
Cs R{no,rQ,To) no r。 To True r isk R Eff iciency of R 
0.21 41.0901 6 4 0.6268 42.7690 1.0000 
0.3 41.5690 6 4 0.6268 42.7690 1.0000 
0.4 42.1690 6 4 0.6268 42.7690 1.0000 
0.5* 42.7690* 6 4 0.6268 42.7690 1.0000 
0.6 43.2795 4 3 0.6548 42.8795 0.9974 
0.7 43.6795 4 3 0.6548 42.8795 0.9974 
1.0 44.6663 2 2 0.6548 43.6663 0.9745 
Table 2.8. The minimum Bayes risk and optimal sampling plans as Vg varies 
Ts i^(no, ro, To) n 。 r 。 To True risk R Eff iciency of R 
0.0 42.9811 5 4 0.6268 42.7956 0.9994 
1.0 42.8891 5 4 0.6268 42.7956 0.9994 
1.5 42.8391 5 4 0.6268 42.7656 0.9994 丨 
0.2* 42.7690* 6 4 0.6268 42.7690 1.0000 1 
0.25 42.6690 6 4 0.6268 42.7690 1.0000 | 
0.3 42.5690 6 4 0.6268 42.7690 1.0000 j 
0.4 42.4584 6 3 0.6528 43.0531 0.9934 | 
I n i s II 
Table 2.9. The minhnum Bayes risk and optimal sampling plans as at varies 丨, 
at R{no,ro,To) n。 ^o ^o True risk R Efficiency of R w 
0.0 41.1387 5 5 0.6268 43.4182 0.9850 
1.0 42.1626 6 5 0.6278 42.8863 0.9972 
1.5 42.4813 5 4 0.6268 42.7956 0.9994 
2.0* 42.7690* 6 4 0.6268 42.7690 1.0000 
2.5 43.0018 6 4 0.6268 42.7690 1.0000 
3.0 43.2274 6 4 0.6548 42.7863 0.9996 
5.0 43.8931 6 3 0.6548 43.0585 0.9933 
23 
Table 2.10. The inhumuin Bayes risk and optimal sampling plans as Cr varies 
Cr R{rio, ro, To) n。 r。 To True r isk R Eff iciency of R 
10.0 10.0000 0 0 oo 50.0000 0.8451 
30.0 29.5913 3 2 0.8229 45.1140 0.9480 
40.0 36.9064 4 3 0.7109 43.0237 0.9822 
50.0* 42.7690* 6 4 0.6268 42.7690 1.0000 
60.0 47.4605 6 4 0.5987 43.0539 0.9930 
70.0 51.2840 6 5 0.5427 45.0404 0.9495 














Double Variable Sampling Plan With Type II 
Censoring 
I n this chapter, we generalize the model of Chapter 2 to the case of double 
variable sampling plan. I n Section 3.2, we consider the model of double sampling 
plan i n which the variable st i l l has W{m^ 入）with known shape parameter m and 
Type I I censoring. I n Section 3.3, under the assumption tha t the loss funct ion 
is a more general polynomial loss function, the explicit expressions of the Bayes 
r isk for a double sampling plan is obtained. Furthermore, a f ini te a lgor i thm for 
f inding an opt imal sampling plan is suggested. I n Section 3.4, a discretization 
method for f inding an approximately opt imal sampling plan is proposed and some 丨 
\ 
numerical examples are studied. Finally, in Section 3.5, the sensit ivity analysis 
I 
is also discussed. , 
3.1 Model 
Under the assumptions made for a single sampling plan in Chapter 2, we 
consider a model for the double sampling plan. First of all, a random sample 
X i 二 ( X i , . . . , Xn^) of size r i i is taken f rom the batch. Let X^ < X^2j ^ • • • < 
对二！）be ^tie order statistics of X i , X2, • . . , X^^. Since the sample is subject to 
25 
Type I I censoring at the r i t h fai lure t ime, the M L E of the average life t ime 
E{X\X) is A " " r ( l + i ) , with 0\ = ( E x ^ f + (m - r i ) X ( ^ " ) / n . Then it 
\2.—1 / 
is reasonable to accept the batch, i f 么和 1 \ 1 + ^ ) > To and reject the batch, i f 
Oi 丨 r ( l + ^ ) < T i , w i t h To > T i . I n the intermediate case, a second sample of 
size ri2, X2 = ( X ^ ^ + i , . . . , Xn) w i l l be taken, here n = rii + n) and X2 is indepen-
dent of X i • 
The second sample is also subject to Type I I censoring at the r2 th fai lure t ime. 
⑵ ⑵ (2) Let X、《< X^2) < . . . < ^(n2) be the order statistics of Xn1+1,X^2+2, •..，^m+n2-
Then, let r = Vi + r2 and define 
“ te4T+("m)4ir+S^r+(^-w(TV. (3.1.1) 
V=i i=i / 
Afterwards, the batch is accepted i f 9^^^V{1 + 去）> T: . and rejected otherwise. 
Th is is plausible because of the fol lowing Lemmas. 
Lemma 3.1. Suppose that the random variable X has a Weibull distribution 
W{m, A). Then 
i 
1. ^ iMr( l + ^ ) is the MLE of the average lifetime E{X\X), : 1» 
/N • 
2. 6 has the gamma distribution F(r, rA), “ 
where 6 is defined by (3.1.1) and f = r i + r * 2 . 
Proof. For i = 1, 2, define 
X( {i) • — 1 
(j), J —丄，...，『i, 
y« = 
丄3 
、 ^ ( ¾ , j = ri + l,...,Ui. 
Obviously, the l ikel ihood funct ion of Y = (V；(/)),..., y ^ ; y ( f ) )， . . .， y j g ) is de-
termined by 
26 
鄉 二 ^ i ; ^ ( A < i + r 2 (naiXg)1 ( 取 1 义 贸 1 
e x p { - X [ f : 4 T + (几1 - ^ i ) 4 T + 2 ^(T + (几2 — r2)x[^%l > . 1 /,=i j=i j 
Therefore, i t is easy to check tha t the M L E of parameter 0 = 1/A is given by 
(3.1.1). Consequently, ^ — r ( l + + ) is the M L E o f t h e average l i fet ime E(X|A)= 
( l ) i / - r ( l + ^ ) . Now, wr i te ^ = [ g ( n 2 — i + l ) ( x g ) " — x [ 2 , f ) ] /r^. Then 
U=1 」 
(3.1.1) becomes 
e = - 0 \ + - e \ . (3.1.2) _ 
r r 
/ S A / S j 
I t follows f rom Lemma 2.1 tha t 61 〜 F ( r i , r i A ) and O2 〜P(r2,^2^) - Since 61 and ’ 
I 
I 
A A [ 
02 are independent, we have Q 〜 r ( r , rX). This completes the proof of Lemma 3.1. 
i 
B y the same argument as in Lemma 2.2, we have the fol lowing results. | 
I； M \ 
Lemma 3.2 Suppose that the random, variable X has the Weibull distrihut— '' 
j 
ion W{m^ 入 ) w i t h known m, and X has the gamma prior distribution | 
h 
T{a,P), then, ： 
I % 
五 ( 端 ) - 严 二 — * ) 电 。 ) , r ] = l , . . . , n ] ; j = l , 2 , (3.1.3) : 
wh 
where C ( j i j , r j ) is the same as that in (2.1.5) and x{:)) is the r j t h order 
statistic in the jth sample. 
3.2 Loss function and Bayes risk 
Based on Lemma 3.1, i t is reasonable to study the sampling plans (n1,r1,n2, r2, 
T0,T1,T2) and apply the following decision function. 
27 
do, {Oi > Tom) {j{Tim < Oi < Tom, 0 > 2^m), 
^(X) 二 （3.2.1) 
dl, {Oi < Tim) U{Tlm < ^1 < Tom, 0 < T^m), 
\ 
where T , ^ = T ; ^ r ( l + ^ ) , , i = 0,1, 2. 
As i n the case of single sampling plan, the loss funct ion is the sum of the 
sampl ing cost, the t ime-consuming cost and the decision cost i n the f irst and 
second samples. Thus, the loss funct ion should have the form: 
‘ k 
A{ni,n) + X(()i))ai + E Ci\\ e\ > Tom, 
Z=0 i 
I 1 
A{ni,ri) + X(($at + C” e\ < Ti^, , 
I 
I: 
^ ( A , ^ ( X ) ) = j 4 n i , r i ) + J ^ g a t + A ( n 2 , r 2 ) + x g a t + f ; Q A ' , Tim < e\ < Tom, \ 
1=0 
^ > 2^m, I 
14 
I 
A{ni, n ) + X^l^at + A(ri2, r2) + X((》+ CV, T\m < 0\ < Tom, ； 
八 '( 
9 < T2m- I 
(3.2.2) I 
1 « 
where A ( n j , r^), Co, • . . , Ck, Cs, r^, at and CV are the same as that in (2.2.2). ,丨丨 
'3 
Furthermore, i t is reasonable to assume that To, T\ and T2 satisfy the condi t ion 1 
»#h 
Ti < T2 < To, (3.2.3) 
or Tim < T2m < Tom,. I t is a natura l condition. I f otherwise T2 > To or T2m > Tom 
A 
say, we should reject the batch i f Tom < 0 < T2m. Then i t follows f rom (3.2.1) 
tha t 
Tom < — ^ 1 + — ^ 2 < —T^rn + - ¾ , r r r r 
A A 
i.e., 62 > Tom- This means that we should reject the batch even i f Tom < 0 < T2m 
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A 
and O2 > Tom- Note tha t Tom is the m i n i m u m acceptance bound for the f irst 
sample. I t is unimaginable tha t when the average l i fet ime of the combined sam-
ple and tha t of the second sample (the sample size ri2 may be equal to r i i ) are 
b o t h greater than Tom, we st i l l reject the batch! Therefore, we should assume 
tha t T2 < To or T2m < Tom- Similarly, we should also assume tha t T2 > T i or 
T2m > Tim- Hence, (3.2.3) follows. 
Obviously, i f ri2 = 0 and To = T i , the double sampling plan w i l l reduce to a sin-
gle sampl ing plan. I n other words, a double sampling plan ( n i , r i , 0, 0, To, T。, T2) • 
represents a single sampling plan. 丨 ( I 'I 
Let I 
sH 二 {yT2m - riu)|{rT2m + /¾; 5, = {r^Tim)|{nTim + /?)； ^ 
i u 
Tm{u) = ^T2m ^^； T^m = m in {To^ , ^ T 2 ^ } ; ！ 
r j = l,...,nj; j = 1 ,2 , i = 0 , 1 . { 
(3.2.4) I 
1 
Since Tom > T i ^ , then s。> Si and IgQ (r, a ) > Ig^ (r, a ) . I t follows f rom Lemmas ‘ 
！ 
A l - A 4 and the independence of X i and X2 that the Bayes risk for the sampling , 
1' 
plan (ni ,ri , ri2, r2, T � , T1,T2) is given by � 
i ^ ( n i , r i , n 2 , r2, To, 7 \ � 1 ^ = E [L(A, 6{X))] = / • + h + h + h + /4， （3.2.5) 
where 
/0 = E [A(m,n) + X(()i))a, + (A(n2,r2) + <',V^)^^<^i<To.)^ 
= r i i { C s 一 r,) + rr, + K ( C , - r,) + rrJ^[P(Ti^ < 6\ < To^)] 
+^;(X(%)a* + ^^;(X($|A)E(^m^<q|A)]as 
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二 ni{Cs — Ts) + rvs + [ri2{Cs — rs) + rrJ(/so(n, ^0 — Isi(ri,a)) 
+^[(i)-C(n1,n)]a, + a,E[(i)-C(n2,r2)P(T1^ < 0\ < ToJ] 
= n i ( ^ s 一 rs) + rr, + [n2(Cs - Vs) + r27vK/so(n,oO — ^si(n,Q^)) 
+ a , ^ ^ ^ [ C ( m , n ) + C(n2,r2)(/.,(r1, a 一 去)一 /.,(ri, a — ••))], 
h = E [(Co + CiA + . . . + CkX^)P{e^ > ToJ] = E C i ^ ^ { l — /.o(ri, a + /)), 
/—0 
h = E [CrP{e^ < Tim)] = CrIsM. ^0, 
I3 = E [(Co + CiA + •.. + CkX')P{T^m < 0\ < Tom, 0 > 7¾^)], 
= E G { ^ ( ‘ ( r i , a + 1) 一 / • a + /)) 
_ rp^-r(ri+g+0 � ^—/s(u)(r"2，ri+a+Z)^  1 
r(ri)r(a)~"J ~(nn+^)-l+-=H~"腿( 
J-lm ) 
/ 4 = E CrP{Tim, < 61 < Tom, G < T2m) 
ri r*[i/3"T(ri+a) Tyn ！ ( , x, 
= C r V i ) r H / ( n n + / 3 r i + ^ ^ ) ( ^ 2 , n + Q^ )^ i^ -
Tirn 
(3.2.6) 
and IjB stands for the indicator funct ion of event B. Consequently, f rom (3.2.5) 
i the Bayes risk for the double sampling plan (n1,n2, r1,r2, To, T1,T2) is given by 
i 
R{n1,r1,n2,r2,T0,T1,T2) 
=ni(C, - Ts) + riTs + Cr + [ri2{Cs - rs) + r27vK/so(ri，a) — /^^(ri,a)) 




\ 1 f r*r(g+Z)/. _ r ( , , � � — A ^^rp^^r(ri+g+0 *^.^  un-ll (r2,n+a+l), 
i + Z ^ 3 � " ( a O / 3 “ l 、 (〜《 + 。 ） 知 … r ( n ) r ( a ) 丄 ( r , u + P ) n + ^ + ' ~ ― ’ 
(3.2.7) 
where C f ( / = 1 , . . . , k) are the same as that in (2.2.6). 
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Accordingly, as in the single sampling plan, a simple a lgor i thm for the deter-
m ina t ion of an op t ima l double sampling plan can be implemented in the fo l lowing 
way. 
1. F i x a pair of integers r i i and ri2, and for each of r ! = O , . . . , n 1 ; r 2 = 
0, . . . ,722, evaluate the m in imum value of the Bayes r isk i ^ * ( n i , r i , ri2, r2), and 
hence R*(n1,n2) = m i n i r ( n 1 , r 1 , n 2 , r 2 ) . 
r1,r2 
2 . The procedure is repeated for another pair of integers, Ui and n2 + 1 say, and 
continue. 
3. B y comparison, choose the smallest Bayes risk m i n R^(n1,n2). Then the 
n1,n2 
corresponding sampling plan (nio, n20, ^lo, r20, Too, Tio, T20) is an op t ima l double 
sampling plan. 
Obviously, i f bo th the opt imal sample sizes riio and n20 are bounded above, 
our a lgor i thm w i l l be a finite algori thm. This is t rue because of the fol lowing 
Theorems 3.1 and 3.2, of which Theorem 3.2 is in fact a modi f icat ion of Theorem 
2.1. I t shows that the opt imal size 77]0 of the first sample is bounded above. 
Theorem 3.1. The optimal sample size riio of the first sample satisfies 
the following inequality 




where [a] is the integer part of a. 
Theorem 3.2 justifies that the opt imal size n20 of the second sample is also 
bounded above. 
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Theorem 3.2. The optimal sample size n20 of the second sample satisfies 
the following inequality 
n20 < [Cr/ {Cs - r , ) ] , (3.2.9) 
where [a] is the integer part of a. 
proof. For any n1,n2 > 0, To > T! > 0, T2 > 0, let R{ = R{ui,n, 0，0, To, To, 7¾; 
R \ = i ^ n i , r i , n 2 , r 2 , T o , 7 1 , r 2 ) . Then, (2.24) yields 
R\ = E[A{n^, r i ) + 1((二)严]+ E [ t CiX'P{Oi > Tom) + CrP{e\ < To^)] . 
l~0 
A n d (3.2.5) gives 
^ 2 = E[A{nu n) + X^l^at + (A(n2, r2) + 对思《'力)‘爪说<丁。饥)] 
+^[E QX^'P{0\ > Tom)] + E[CrP{e\ < T,J 
1=0 
+ Cr^P(Th < 0\ < Tom. 6 < T2m)] + E[t QXip(^Tim < 0\ < To^, e > T2m)] 
1=0 
=Rl + E{[n2{Cs 一 Ts) + r2 r , — a ] P ( T i ^ < 0\ < Tom, 0 > T2m) 
+ E CiXipi^Ti^ < 0\ < Tom. e > T2m) + atE{xl^l^lX)P(T,m < 0\ < Tom) 
/^0 
+ [ri2{Cs - Vs) + r2rs]P{Tim < 0\ < Tom, 0 < T2m)} 
(3.2.10) 
I f ri2{Cs — rs)^r2Vs > Cr, then 7¾ > R{, and 7¾ wi l l not be the m i n i m u m Bayes 
r isk over al l the double sampling plans. Hence, the opt imal sample size n20 must 
satisfy n20(Cs - r*s) < ri20{Cs - r^) + r20r5 < CV, and (3.2.9) follows. 
Therefore, based on Theorems 3.1 and 3.2, our a lgor i thm is a f ini te algor i thm, 
i.e., an opt imal sampling plan can be found in f inite steps of searching. 
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3.3 Discretization method and numerical analysis 
For single sampling plan w i t h exponential d is t r ibut ion, L a m (1994) suggested a 
discret izat ion method for min imiz ing the Bayes risk. Now, on the basis of the The-
orems 3.1 and 3.2, a similar discretization method can be adopted for the present 
double sampl ing plan. To this end, we fix n1,n2, r i and r2 f irst. Then we evaluate 
the Bayes risks at a sequence of part icular sampling plans (n1,n2, r1,r2, To, T1,T2), 
where To,T i and T2 can take some discrete values. Thereafter, we can determine 
m i n R{r i1,r1,n2, r2, To, T1,T2) by comparison. This method w i l l be applicable 
T0,T1,T2 
i f there exists a lower bound and a upper bound for the l i fet ime X. A l t hough 0 
can be taken as a lower bound, i t is not clear in general whether an upper bound 
exists. A n alternative way is to choose a number T j j such that 
P ( O g X ^ ) = l - % 
where v is a preassigned number satisfying 0 < v < 1. Because 
P ( 0 < X < Tu) 二 fo^ Jo^ Xmx^-^e-^-^^^\o^-ie-^^dxd\ 
= f C y i cT ( l — e ] T 〜 〜 〜 \ = 1 — (1 + j y ^ = 1 — . , 
we have 
Tu = [ p { v - ' l ^ - l ) f ^ . (3.3.1) 
Alternat ively, we can choose a lower bound T [ and an upper bound T j j such tha t 








To i l lustrate the model and the discretization a lgor i thm for the determinat ion 
of an op t ima l double sampling plan and the m i n i m u m Bayes r isk developed here, 
we s t i l l assume tha t the degree k of the loss funct ion (3.2.2) is 2. Then, the Bayes 
r isk for the double sampling plan (n1,r1,n2, r2, To, T1,T2) is given by 
i ^ K , r 1 , n 2 , r 2 , T 0 , T 1 , T 2 ) 
= n i { C s 一 r,) + riTs + Cr + [ri2{Cs - r^) + 厂 之 ？ ^ ] ( / ^ ( 。 ， a ) - /si(n, a)) 
+ a , 7 ( ( : ) - ^ ) [ e ^ K n ) + C ( n 2 , r 2 ) ( / . 0 ( n , a - 去 ) - i s A n . a - 去 ) ) ] 
f ^^T(a+l)f. r / rv4-J)) f ^ . rp /3 - r (n+a+0 丁厂权”—丄/忍⑷（”？，”+。+/) 
+ ,½。l T ( ^ y ^ — “11^1'^ + l ) ) — ,½。l r ( n ) r ( a ) • " J ^ ( r m + / 5 ) n + " + ' ~ 叙 
<=U l=U Jtirn, 
(3.3.2) 
Here, we shall study some numerical examples whose parameters and coef-
ficients are: m = 2.5, a = 2.5, f3 = 1, Co = 5, Ci = 5,6¾ = 5, Cr = 50, Cg = 
0.5, Ts = 0.2 and a^ 二 2.0. These values w i l l be taken as the standard values for 
the purpose of comparison. The numerical results are tabulated in Tables 3.1-3.10. 
I n each table, only one parameter or one coefficient can be changed and the others 
are fixed. The values of the varying parameters or that of the varying coefficients 
are given in column 1. The opt imal sampling plan (nio, r^ io，n20, r20, Too,『10，T20) 
and the corresponding min imum Bayes risks R* (for the corresponding double 
sampling plan) are given by column 2 to column 9 respectively. Note tha t the 
sampling plan (0, 0, 0, 0, 0, 0, 0) represents the plan of accepting a batch w i thout 




I n these examples, Tu is chosen such that P ( 0 < X < T j j ) = 0.95. Then, for 
each n1,r2, ri2 and r2, a sequence of the double sampling p lan (n1,r1,n2, r2, To, T i , 
T2) is studied in the fol lowing way: To = iTu/100, 7] 二 jTV/ lOO，T2 = A:71//100, 
i = 1,...，100; j = 0 , 1 , . . . , z; k 二 j , . . . , i Final ly, the m i n i m u m Bayes r isk 
is obtained and the corresponding opt imal double sampling p lan is determined 
accordingly by comparison. 
As in Chapter 2, the standard values of the parameters and coefficients are 
chosen as the t rue values of them. I n Tables 3.1-3.10, the t rue parameter or coeffi-
cient and the corresponding m in imum Bayes risk are also marked by ’*，. B y using 
an estimated sampling plan, the true (but not the m in imum ) Bayes r isk R and 
their efficiencies are given in columns 10 and 11 in each table respectively. For ex-
ample, in Table 3.2, i f a is inaccurately estimated as 2.2, the estimated Bayes r isk 
is 39.2999 and the estimated samplings plan is (5,3, 6,4, 0.6982, 0.5175, 0.6259). 
B y using the estimated plan, as the true a is 2.5, the t rue Bayes risk ( but not 
the min imum) is 42.3229 . Since the true m in imum Bayes risk is 42.2581, the 
1 efficiency of the estimated sampling plan is then equal to i ^ * / i ^ -42 .2581 /42.3229 
=0.9984. Sensit ivity analysis for the other values of a , and other parameters and 
coefficients, can be conducted in a similar way. 
From the tabulated results, the efficiencies of the estimated double sampling 
丨） 
) p lan in most cases are greater than 0.95, even i f the errors of a parameter or a 
,| 
coefficient are over 100%. Hence, we can conclude that the model is insensitive 
；! 
>1 ^ ‘ I 
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t o the parameters and coefficients. 
I n Table 3.9, we can see tha t i f at = 0, then the op t ima l double sampl ing p lan 
(3,3,5,5,0.7109,0.4866,0.6268). I n this case, a complete sampl ing w i t hou t use 
of Type I I censoring is applied. I n general, i f the rate of t ime-consuming cost a,t 
is negligible, the fol lowing Theorem 3.3 shows tha t this result w i l l remain true. 
T h e o r e m 3.3. Let (nio, r io, n20, ^20, ^ o , ^ io, T20) be an optimal double 
sampling plan.If at = 0, then rio = nio, r20 = ^20. 
P r o o f : Let at — 0 and (nio, r*io，几20, ^ 20, Too, ^105 ^ o ) be a corresponding op t ima l 
double sampling plan. I f nio > r io or n20 > r*20, then, f rom (3.2.7) and the fact 
Cs > rs, we have 
R{nio, rio, n20, r20, Too, ^ io , T20) 
=(n10-n0)(C5 -Ts) + (n20 -r20){Cs -rs){Iso{rio,a) — /si(no,a)) 
+R{no, no , ^20, ^ 20, ^ o , Tio, T20) > R{rio, no , r20, r*20, ^ , ^ io, ^ o ) 
Therefore, (nio, r io, n20, r20, Too, ^ io, T20) w i l l not be an opt imal sampling plan. 
Hence, riio = r io, n20 = r20. This completes the proof of the Theorem 3.3. 
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Table 3.1. The minimum Bayes risk and optimal sampling plans as m varies 
m R* ni ri n2 r2 To Ti T2 True R Eff ofR 
0.5 42.2559 4 3 4 3 0.5987 0.1503 0.3465 61.8656 0.6831 
1.0 42.2653 4 3 4 3 0.5707 0.2905 0.4306 53.5580 0.7890 
2.0 42.2625 4 3 6 4 0.6548 0.4586 0.5707 43.0361 0.9819 
2.5* 42.2581* 4 3 4 3 0.7109 0.5427 0.6268 42.2581 1.0000 
3.0 42.2871 4 3 6 4 0.7389 0.5988 0.6548 42.5036 0.9942 
3.5 42.2820 4 3 4 3 0.7669 0.6268 0.7109 43.1883 0.9785 
4.0 42.3054 4 3 4 3 0.7669 0.6548 0.7389 43.5126 0.9712 
Table 3.2. The niinimum Bayes risk and optimal sampling plans as a varies 
a R* ni n U2 r2 To T i T2 True R Eff of R 
1.5 30.8493 6 2 6 2 0.5509 0.3729 0.5509 45.9448 0.9198 
2.0 37.0581 4 2 6 4 0.6767 0.4554 0.5882 42.8229 0.9868 
2.2 39.2999 5 3 6 4 0.6982 0.5175 0.6259 42.3229 0.9984 
2.5* 42.2581* 4 3 4 3 0.7109 0.5427 0.6268 42.2581 1.0000 
2.7 43.9602 4 3 4 3 0.7130 0.5431 0.6402 42.2812 0.9995 
3.0 47.6809 6 5 0 0 0.5912 0.5912 0.0000 43.3188 0.9873 
3.5 50.0000 0 0 0 0 0 0 0 0 0 0 50.0000 0.8451 
Table 3.3. The minimum Bayes risk and optimal sampling plans as j3 varies 
f3 R* ni n ri2 r2 To T i T2 True R Eff ofR 
0.6 50.0000 0 0 0 0 0 0 0 0 0 0 50.0000 0.8451 
0.8 45.8446 5 4 4 3 0.6584 0.5911 0.6359 42.4509 0.9954 
0.9 43.9519 4 3 4 3 0.7154 0.5641 0.6398 42.3055 0.9989 
1.0* 42.2581* 4 3 4 3 0.7109 0.5427 0.6268 42.2581 1.0000 
1.1 40.5268 4 3 6 4 0.6895 0.5045 0.6278 42.2958 0.9991 
1.4 35.0174 4 2 6 5 0.6028 0.3674 0.6028 43.7218 0.9665 
2.0 22.1875 0 0 0 0 0.0000 0.0000 0.0000 61.2500 0.6900 
37 
Table 3.4. The niinimuin Bayes risk and optimal sampling plans as Cp varies 
Co R* ni ri n2 r2 U Ti T2 True R Eff ofR 
1.0 40.1859 4 3 6 4 0.6828 0.5147 0.5988 42.3940 0.9968 
2.5 40.9970 4 3 6 4 0.6828 0.5147 0.6268 42.2958 0.9991 
4.0 41.7646 4 3 4 3 0.7109 0.5147 0.6268 42.2717 1.9996 
5.0* 42.2581* 4 3 4 3 0.7109 0.5427 0.6268 42.2581 1.0000 
5.5 42.5039 4 3 4 3 0.7108 0.5427 0.6268 42.2581 1.0000 
7.0 43.2415 4 3 4 3 0.7109 0.5427 0.6268 42.2581 1.0000 
10.0 44.6053 4 3 5 3 0.7388 0.5707 0.6548 42.4476 0.9955 
Table 3.5. The minimum Bayes risk and optimal sampling plans as Ci varies 
Ci R* ni n ri2 r2 To T i T2 True R Eff oiR 
-5.0 31.2508 5 3 6 5 0.5707 0.4026 0.5147 46.1565 0.9155 
-1.0 36.5450 4 3 6 5 0.6268 0.4306 0.5707 43.3985 0.9737 
4.0 41.4962 4 3 6 4 0.6828 0.5147 0.6268 41.9858 0.9991 
5.0* 42.2581* 4 3 4 3 0.7109 0.5427 0.6268 42.2581 1.0000 
5.5 42.2684 4 3 4 3 0.7109 0.5427 0.6268 42.2581 1.0000 
7.0 43.6530 4 3 5 3 0.7388 0.5707 0.6548 42.4127 0.9963 
0.0 45.3614 4 3 5 3 0.7669 0.6268 0.6828 42.8780 0.9855 
Table 3.6. The miniinuin Bayes risk and optimal sampling plans as C2 varies 
C2 R* ni ri 712 r2 To Ti T2 True R E f f o f i ? 
1.0 26.2500 0 0 0 0 0.0000 0.0000 0.0000 61.2500 0.6900 
2.5 36.5381 3 2 6 5 0.5707 0.3465 0.5427 45.3618 0.9316 
4.5 41.4897 4 3 6 4 0.6828 0.5147 0.5988 42.3939 0.9968 
5.0* 42.2581* 4 3 4 3 0.7109 0.5427 0.6268 42.2581 1.0000 
5.5 42.9692 4 3 4 3 0.7109 0.5427 0.6548 42.3463 0.9979 
7.0 44.5328 4 3 5 3 0.7669 0.5987 0.6828 42.7819 0.9878 
10.0 46.5386 4 3 5 3 0.8230 0.6828 0.7389 44.0028 0.9605 
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Table 3.7. The minimum Bayes risk and optimal sampling plans as Cs varies 
Cs R* ni r i ri2 r2 To Ti T2 True R Eff oiR 
0.21 40.1548 6 3 6 4 0.7186 0.5147 0.6268 42.5078 0.9941 
0.3 40.8758 6 4 6 4 0.7109 0.5427 0.6268 42.4495 0.9955 
0.4 41.6231 5 3 6 4 0.7109 0.5147 0.6268 42.3307 0.9983 
0.5* 42.2581* 4 3 4 3 0.7109 0.5427 0.6268 42.2581 1.0000 
0.6 42.7751 4 3 4 3 0.7109 0.5427 0.6268 42.3307 1.0000 
0.7 43.2547 2 2 4 3 0.7389 0.5147 0.6268 42.5776 0.9925 
1.0 44.1494 2 2 2 2 0.7109 0.5427 0.6268 42.8499 0.9862 
Table 3.8. The minimum Bayes risk and optimal sampling plans as Vg varies 
rs R* ni n U2 r2 To Ti T2 True R E f f o f i ? 
0.0 42.5182 4 3 4 3 0.7109 0.5427 0.6268 42.2581 1.0000 
1.0 42.3889 4 3 4 3 0.7109 0.5427 0.6268 42.2581 1.0000 
1.5 42.3243 4 3 4 3 0.7109 0.5427 0.6268 42.2581 1.0000 
0.2* 42.2581* 4 3 4 3 0.7109 0.5427 0.6268 42.2581 1.0000 
0.25 42.1789 4 3 5 3 0.7109 0.5427 0.6268 42.2582 0.9999 
0.3 42.0587 5 3 5 3 0.7109 0.5427 0.6268 42.3172 0.9986 
0.4 41.7468 6 3 6 3 0.7109 0.5427 0.6268 43.5225 0.9937 
Table 3.9. The minimum Bayes risk and optimal sampling plans as at varies 
at R* ni n n2 r2 To Ti T2 True R Eff ofR 
0.0 40.5656 3 3 5 5 0.7109 0.4866 0.6268 42.5748 0.9926 
1.0 41.6294 4 3 5 3 0.7109 0.5147 0.6268 42.2797 0.9995 
1.5 41.9546 4 3 4 3 0.7108 0.5147 0.6268 42.2797 0.9995 
2.0* 42.2581* 4 3 4 3 0.7108 0.5427 0.6268 42.2581 1.000 
2.5 42.5318 5 3 5 3 0.7108 0.5427 0.6268 42.3173 0.9986 
i 3.0 42.7463 5 3 5 3 0.7109 0.5427 0.6268 42.3173 0.9986 
j 5.0 43.5212 4 2 6 3 0.7389 0.5147 0.6268 42.5559 0.9930 
-:i .i 
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Table 3.1Q. The mhiimum Bayes risk and optimal sampling plans as Cr varies 
Cr R* 77,1 n ri2 V2 To Ti T2 True R E f f o f i ? 
10.0 10.0000 0 0 0 0 0 0 0 0 0 0 50.0000 0.8451 
30.0 29.5644 3 2 3 1 0.8230 0.7669 0.7949 44.7485 0.9443 
40.0 36.6067 3 2 5 3 0.7109 0.5987 0.6828 43.0237 0.9822 
50.0* 42.2581* 4 3 4 3 0.7109 0.5427 0.6268 42.2581 1.0000 
60.0 46.7629 4 3 6 5 0.6548 0.4586 0.5987 42.6877 0.9899 
70.0 50.3313 4 3 6 5 0.6268 0.4306 0.5427 44.1948 0.9562 
100.0 57.3211 6 4 6 6 0.5426 0.3745 0.4866 49.2185 0.8586 
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CHAPTER 4. 
Single Variable Sampling Plan for General Life 
Distribution with Type I censoring 
I n Chapters 2 and 3, we discuss respectively the model of single and dou-
ble sampling plan for the Weibul l d istr ibut ion w i t h known shape parameter and 
Type I I censoring. I n practice, the shape parameter m of the Weibul l distr ibu-
t ion VK(m, A) is usually unknown. I t is necessary to develop a model of single 
variable sampling plan for the Weibul l d istr ibut ion in which the scale parameter 
and shape parameter are both unknown. However, the methods introduced in 
previous chapters seem not workable for this problem. 
I n present chapter, we develop a model of single variable sampling plans for 
general life distr ibut ion w i th Type I censoring. In Section 2, assume that the loss 
function is a polynomial function, a general model of single sampling plan is for-
mulated and the explicit expressions of the Bayes risks are obtained by using the 
Kaplan-Meier estimator. In Sections 3, 4 and 5, some special cases are discussed, 
including the single sampling plan for the Weibull distr ibut ion W{m, A) w i t h 
both parameters unknown, the two-parameter exponential d istr ibut ion and the 
gamma distribution. Finally, in Section 6, some numerical examples are studied 
in detail and the corresponding algorithm for finding an opt imal sampling plan 
approximately is proposed. 
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4.1 Model 
Suppose tha t a batch of N i tems is presented for acceptance inspect ion or 
fur ther processing. The l i fet ime of an i tem is a random variable X , wh ich has 
a d is t r ibu t ion F ( x |A ) , where A = ( A i , . . . , Xm) is unknown and has a conjugate 
prior distribution 7r(A). 
Suppose tha t a random sample X = ( ¾ , . . . , Xn ) of size n is taken f rom the 
batch, g iv ing the observation x = { x i , . . . , x^) . Let 义⑴ < 义⑵ < . . . < X(^) 
be the order statistics of X i , X2, • . . , ^ n - Since the sample is subject to Type I 
censoring, the t rue observations are as follows: 
Z:、, 二 m i n { X i , t } , and ^ = hx i< t } -
Let M = max{z : I(?:) < t} be the number of failures by t ime t. Clearly, M has 
a b inomia l d is t r ibut ion B(n, q) w i t h 
( \ 
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P ( M - r | A ) = ‘ F { t \ \ Y { l - F { t \ \ ) Y - \ r = 0 , l , . . . , n . (4.1.1) 
w 
where F ( t |A ) 二 1 — 5^力|4) = P(X < t|A) and S{t\X) is the survival funct ion. 
Obviously, E{M\\) = nF{t\X). 
I t is well known that under Type I censoring the Kaplan-Meier est imator of 
the survival funct ion S{t\X) is given by 
f 1’ ^ < ¾ , 
A ,、 ^ / n - i \^w 
• A G T ^ m ) H ( . 、 （4丄2) 
� < n + tel , otherwzse, 
x(i)<t 
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where for i 二 1, • . . , n、 Z(i) is the zth order stat ist ic of Zi,..., Z^ and (5^ is 
the corresponding indicator funct ion (see Kap lan and Meier (1958) for reference). 
B y the Kaplan-Meier estimator (4.1.2), we should study the single sampl ing 
p lan (n, t, p) w i t h the fol lowing decision funct ion: 
/ ^ 
do, Sn{t) >p, 
6{X) = (4.1.3) 
di, otherwise, 
\ 
where do represents the decision of accepting the batch and d i denotes the deci-
sion of reject ing the batch, whi le p is the m in imum acceptance rel iabi l i ty. 
Using a similar argument to that developed in Chapter 2, the fol lowing poly-
nomia l loss funct ion should be adopted. 
nCs — (n 一 M ) r ^ + tat + L{Xi,..., A^ ) , (5(X) = do, 
L ( A , ( 5 ( X ) ) = (4.1.4) 
nCs — (n — M)r, + tat + Cr, ^(X) = di, 
\ 
where the coefficients Cg, r^, at and Cr are constants and L ( A i , . . . , A ^ ) = 
J2 Cii...im^i^ . . • ^m and satisfies a natura l constraint: 
OA + -+imgfc 
E C'n...^^A? . . . 乂; > 0 V A, > 0, j = 1 . . . m. (4.1.5) 
0<iiH Hm<k 
As before, the loss funct ion is the sum of the sampling cost, t ime-consuming 
cost and the decision loss. The constraint (4.1.5) is natura l because the lef t-hand 
side of (4.1.5) represents a part of loss due to accepting the batch and hence must 
be nonnegative. 
I n practice, Cs represents the sampling cost per i tem including the inspec-
t ion cost per i tem and the normal price of an i tem, Vg is the salvage value per 
i tem of an unfailed item, then nCs —(几—M)vs represents the net sampling cost. 
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Besides, at is the rate of t ime-consuming cost, and tag is the t ime-consuming cost. 
Then, Cr is the cost due to rejecting the batch. On the other hand, L ( A i , . . . , A^^) 
is an approx imat ion to the exact cost funct ion due to accepting the batch. To see 
this, suppose tha t a batch of N i tems is presented for acceptance inspect ion and 
the qua l i ty of an i tem is measured by the re l iabi l i ty *S(ts|4) of the i tem beyond 
t ime ts, i.e. 5(ts|A) = P(J( > ts|A). Let the standard value of S{ts\X) be Ps-
Thus, i f 5(ts|A) > ps, we can accept the i tem w i thou t addi t ional loss; otherwise, 
we may accept i t w i t h an extra cost C{ps — 5(ts|A)) , where C is a propor t iona l 
constant. Thus, the cost funct ion when the batched is accept is given by 
NC{ps — S{ts\\)) = NC{ps — (1 - F i t s i m 
(4.1.6) 
= C ' 0 . . . 0 + C' lO. . .oAl + C'010...0^2 + . . . + C'o. . .OlAm + . • • 
where Co...o, C i^o...o，• •. are constants and independent of A. 
The single sampling plan studied here is (n, t, p) in which n is the sample 
size, t is the censoring t ime and p is the m in imum acceptance rel iabi l i ty. Then, 
our objective is to determine an opt imal sampling plan (n, t,p) for min imiz ing 
the Bayes risk. 
R{n,t,p) =^[L(A,5(X))] =Ei^E [L(A,(5(X))|A]} 
= E | r ? A - (n — E [ M \ \ ) ) r s + tat (4.1.7) 
+ L(Ai, . . . , Xm)P[Sn[t) > p) + C V P ( ^ W < p ) } . 
Now, 
唯 ⑴ > ” ） = m = o) + p ( n ( ¾ ) > p 
V%)<t / 
/M \ , \ 
= P(M = 0) + P n ( ; ^ T ) > P = P(M = 0) + P ( ^ > p) 
\i—l J \ / 
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[n(l-p)] [n{l-p)] ( n 
=P(M = 0) + E P(M = r)= E F(f|yil — F(Z|20r—: 
r=l r = 0 f 
\ ) 
(4.1.8) 
where, [a] is the integer part of a. Hence, f rom (4.1.7) and (4.1.8), the Bayes r isk 
for the single sampling plan w i t h type I censoring is given by 
R{n, t,p) = E |nC, - n(l - F(t|A))r, + tat + Cr 
. .[n(ii)] , \ 1 
+[(Co...o - a) + E GiJ:Jii...A^ E P{M = r) 
lA+〜+?:mSfc r=0 J 
( \ 
[n{l-p)] n 
=n{Cs - r,) + nE{F{t\\))rs + tat + Cr + E 
r=0 nr V / 
E CL..‘E A!1... A-F(t|A)^ (l - F(t|A))-, 
0<'iiH H m < k L -
(4.1.9) 
where, ^^丄…‘ is Co...o-Cr if all i j = 0 for j = 1 , . . . , m，and is C^?:i...‘，otherwise. 
On the basis of the expression (4.1.9), a simple a lgor i thm for the determina-
t i on of an opt imal sampling plan can be stated in the fol lowing way: 
1. F i x n , minimize R[n,t,p) w i t h respect tot andp, let R(n, tn,Pn) = minR(n, t,p). 
t,p 
2. Move n to n + 1, repeat the above procedure and continue. 
3. B y comparison, the smallest Bayes risk nnn i ^ (n , tn,Pn) is the m i n i m u m 
Bayes risk and the corresponding sampling plan is an opt imal sampling plan. 
The fol lowing theorem justifies that the algor i thm is f inite, i.e., we can find 
an opt imal sampling plan in finite steps of searching. Actual ly, by the same ar-
gument as in Chapter 2, i t is easy to show the fol lowing theorem. 
Theorem 4.1. For n > 1, let R{n,tn,Pn) = mmR{n,t,p). Then the optimal 
t,p 
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sampling size no satisfies the following inequality 
”..<mkJ Cr 1 V r F\y^ ] R{n,t^,Pn)] 
no S m m < - ~ ~ - , - ~ ~ — 2_> 。 《 丄 … ？ ： 饥 么 入 工 … 入 饥 , > . 
卜— ?％ <^ 5 - Ts o<i,+...4-i^<fc 。s Ts J 
(4.1.10) 
where E [A^^.. . Aj^-] 二 J . . . / A；^... A ^ A i , . . . , A J . 
Proof. Let (no, to,po) be an opt imal sampling plan. Then simitar to (2.2.6), 
we have 
R{no, to,Po) < m in { i ^ (0 ,0 ,1 ) , R{0,0,0), R{n, t^^Pn)} . (4.1.11) 
where (0,0，1) is the sampling plan of rejecting the batch w i thou t sampling, 
whi le (0, 0, 0) is the sampling plan of accepting the batch w i thou t sampling. 
I t is clear tha t i^ (0,0,1) = C . and i^(0,0，0) = Eo<n+-.+^^ <fc。、…』[A；^ ... A ^ • 
Furthmore, f rom (4.1.9), we have 
R(no,to,po) > n o ( a _ r , ) + n E ( F ( t | A ) ) r , + toa. > no(C, — r , ) . (4.1.12) 
The proof is completed by the combination of (4.1.11) and (4.1.12). 
I n fact, (4.1.10) gives an adaptive upper bound for the opt imal sample size 
no. Therefore, our a lgor i thm is a finite algori thm. 
On the basis of the Theorem 4.1, a similar discretization method as introduced 
in Chapter 3 can be adopted for the present single sampling plan. First of all, 
for f ixed n, we can evaluate the Bayes risks at a sequence of part icular sampling 
plans (n, t, p), where t and p take some discrete values. Then, we can determine 
m in R(ji, t, p) by comparison. This method w i l l be applicable i f there exists a t,p 
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lower bound and an upper bound for l i fet ime X. A l though 0 can be taken as a 
lower bound, i t is not clear whether an upper bound exits. Because 
P(0 < X < Tu) = E{E{I^o<x<Tj^)) = E{F{TulX)) 
(4.1.13) 
= / F ( 7 V | 4 ) i ( M ^ ^ 4 . 
Then we can solve the inequal i ty f F{Tu\X)7r{X)dX > 1 — v for the upper 
bound Tu, where v is a preassigned number satisfying 0 < v < 1. 
4.2 The case of the Weibull distribution 
Suppose tha t the l i fet ime X of an i tem in a batch follows a Weibu l l d is t r ibu t ion 
W{m,入)，i.e., F ( x |A ) is a Weibul l d is t r ibut ion w i t h the density funct ion 
Amx^—ie—A.^ X > 0, , 、 
/ ( x | m , A ) = 一 (4.2.1) 
0 , 工 < 0 , 
\ 
where A = (m, A), the shape parameter m and the scale parameter A are bo th 
unknown. Soland (1969) introduced a prior d is t r ibut ion for (m, A), such tha t m 
has a prior discrete d is t r ibut ion P [ m = mi ) = pi, (/ = l , . . . , _ L ) , where 
pi are known and J2t=iPi = 1. The condit ional pr ior d is t r ibut ion of A given 
rrii is a gamma dis t r ibut ion r ( a / , pi) w i t h the density funct ion g{X\mi)= 
/ 3 f ' A " ' - ^ - ^ ' ^ / r ( a z ) for A > 0, and 0 otherwise, where a i > 0 and /¾ > 0 are 
known. Therefore, the jo in t prior d ist r ibut ion for (m, A) is given by 
？ /3"' 
7T(mz, u) = P{m = mi, X < u) - pi / :^tai—^e—^dt, 1 = 1, •..，L. (4.2.2) 
Q 丄（叫 
Let Ia{x) = Y^ fo t，_ie-tdt be the incomplete gamma function. Then 
Ia{bx) = ^ j : t^-'e-''dt. (4.2.3) 
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Therefore, i t follows f rom (4.2.2) and (4.2.3) tha t 
E m'^X'^F{t\XY{l - F{t\X))^-^ 
L 00 . f3^l 
=E Pi I mYX''{l — exp{-Xt^^)Yexp{-X{n - r)t^^)^X^^-^exp{-X0i)dX 
1=1 0 ^ " 
1 \ 
r r L . o°:« 00 
= E ( - i y E Pi<^^ f r^+^^-'exp[-A((n — r + 力广 + f3i)]dX 
j=o 7 1=1 ^^ ^ 0 
\ J / 
/ \ L 
=t{-iy [ ^ _ | i i ^ S ^ S ^ , o<H^z,<k. 
j—u \ 7 / '—1 
\ J / 
(4.2.4) 
I n part icular E [rn.''X'^] = E Pim]' ^ ¾ ) , 0 < ii + i2 < k. 
1二1 r(o;/)P/ 
Similarly, 
“ 1 L n°^l 00 L a°^l 
E F ( t |A ) 二 1 — E P z | ^ ^ I A ^ - 4 - A ( r ' + A ) M = 1 — ZPi^^^S^- (4.2.5) 
Consequently, f rom (4.1.9), (4.2.4) and (4.2.5), the Bayes risk for the sampling 
plan (n, t, p) is given by 
L p°n [n(l-p)-p] r 
R{n, t,p) = nCs — nVs E Pi (亡爪丄,、。1 + tcit + Cr + E E 
z=l ^ ™7 r=0 j=0 
( \ ( \ 
(_l)j 几 ” TvAv C* m“ m2+c1)Pr ] 
V 丄） . “ 灼 y^0<h+i2<k ^hi2^l r(ai)[(n-r+j)t^l+p,]h+^l j • 
\ ^ / \ ^ / 一 
(4.2.6) 
From Theorem 4.1, we then have the following result 
Corollary 4.1 For the case of the Weibull distribution, the optimal 
sampling size riQ satisfies the following inequality 
no < m i n { ^ , ^ hvi [Eo<.+.<. ^ n . < g S ] , ^ ^ } . (4.2.7) 
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where R{n, tn,Pn) is the Bayes risk for sampling p lan (n, tn,Pn)-
The discret izat ion method can be applied in the present case. To th is end, 
we should determine an upper bound Tu. I n practice, let T j j > 1 be such tha t 
P ( 0 < X < Tu) > 1 - V, where 0 < v < 1. B y the result (4.1.13), we have 
P{0<X<Tu)^JF{TulXHX)dX 
L 00 Txj a^i 
=E Pi f I Xmix^i-Yxa^X—e-f^iXdocdX 
1=1 0 0 (叫 
L a°'l 00 rn, L / rpm-i \ —Oil 
二 E V i ^ . I (1 — e—、Tu ) A ^ - i e - ^ A A 二 1 - ^ 灼 1 + T^ . 
1=1 1、叫 0 i=i \ Pi / 
Let rriQ = m i n { m / } , /¾ = m a x { p i } , a。= m in {a^ } . I t follows tha t 
/ rjnmo \ —0=0 
p ( 0 < X < Tu) > 1 — ( 1 + ^ j = 1 - ” . 
Hence 
A = { A D ( [ i 〜 - l ) } i Z " . (4.2.8) 
I n Section 4.5, we shall study some numerical examples for i l lust rat ion of the 
model and the algori thm. 
4.3 The case of the two-parameter exponential distribu-
tion 
Suppose that the l i fetime X of an i tem in a batch follows a two-parameter 
exponential distr ibut ion. I n this case, the dist r ibut ion F (x |A ) is a two-parameter 
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exponent ia l d is t r ibu t ion w i t h the density funct ion 
/ ( x | A ) — Xexp[-X{x — / i) ] , X > jjL > 0, (4.3.1) 
where A = (A, j j ) , w i t h unknown A and fi. A conjugate pr ior d is t r ibu t ion for 
(A, / i ) was suggested by Varde (1969). I t is of a four-parameter d is t r ibu t ion w i t h 
the density funct ion as 
g{X,") = ^X^-^exp[-X{p - 7^ ) ] , A > 0,0 < f j . < 77, (4.3.2) 
J^ 
where a > 0， f3 > 0, a < 7 < P / r ] , A = ^[lnP — ln{f3 — 777)], for a = 1 and 
r(*^-i)(卢—二广1 — pii:T otherwise. Assume that four parameters a, /?, 7 and 
T] are al l known. 
Therefore, i t follows f rom (4.3.1) and (4.3.2) that 
E X''fj.'^F{t\XY{l — F(t|A))^-^ 
=//lA"-i+^i/i^2e-A(/3-7/^)(]L - e-x〔ti、ye—x〔n-^-〜MiJ, 
0 0 
/ \ r T 、 7^* 00 
= E ( - i y i f f 入时?:1—1一6—从卢—’)+(几-计力(力-")]^^^^ 
j=0 j A 0 0 
\ J J 
( \ 
_ r ( a + n ) f ^ f 1V7 厂 y ^ 而 
— A 会0、 ) ( j j 0 [/3+(n-r+i)t-(7+(n-r+j))M]-+n 肌, (4 3 3) 
0 < i i ^ i 2 < k , 
where r j , = m in { r j , t } . I n part icular, E[X' ' f i , '^] = ^ ^ / j ^ z ^ j ^ ^ d u , 0 < 
ii + i2 < k. 
Similarly, 
E [ 巧 似 ] = ^ ^ [ / l ^ - ] W ( ' ; i ) * ] - 字 召 ⑷ ， (4.3.4) 
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where 
‘ 1 [1 ( 1 i \ L_ f 1 - 1 ，� ] ^ ^  1 
^ |5、(卢一7"*)"—1 — P^J — ?fT V(/3+t-(7+lh*)^"' ( /3+t ) " -V j，“ ^ ^' 
5(a) 二 < 
、^{lnP - ln{P - 7"*)) - :^{ln{f3 + t) — ln{P + t — (7 + 1)"*))， oc = 1. 
(4.3.5) 
Consequently, f rom (4.1.9), (4.3.3),(4.3.4) and (4.3.5), the Bayes risk for the sam-
pl ing p lan (n, t,p) is given by 
TV� [n(l-p)] r . [ n \ ( r、 
R{n, t,p) = n{C, — r,) + n^B{a)rs + tat + ^ + E E (-1)^ 
r>=o j=o y T j y j 乂 
• C r(g+n)卞 ^ ^ 
0<n^2<fc ':2 ^ 0 [/5+(n-r+j)t-(7+("-r+i))A^]"+'i ， 
一'1 '2_ (4.3.6) 
From Theorem 4.1, we can get the fol lowing result 
Corollary 4.2 For the case of the two—parameter exponential distribution, 
the optimal sampling size ng satisfies the following inequality 
no < m i n { ^ ， ‘ 。 ^ ¥ ^ Q i , 2 ^ ^ J w ^ - , ^ ¾ ? ^ } • ( U 7 ) 
Then, we can develop a f inite algor i thm and a discretization method for an op-
t ima l sampling plan. However, / i is clearly the lower bound for the l i fet ime X, and 
the upper bound T j j for the l i fetime X can be chosen so as P{fj. < X < Tu) = 1—v, 
where v is a preassigned number satisfying 0 < v < 1. 
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4.4 The case of the gamma distribution 
Suppose tha t the l i fet ime X of an i tem in a batch follows a gamma d is t r ibut ion, 
i.e., F ( x | A ) is a Gamma d is t r ibut ion F (m, A) w i t h the density funct ion 
^ m-lg-A.x 工 > 0 
f { x \ \ ) = 咖 ） - (4.4.1) 
0 , 工 < 0 , 
\ 
where A =(爪,入)，with unknown A and m. Assume tha t m has a discrete 
pr ior d is t r ibu t ion such that P{m = mi) = pi, {l = 1 , . . . , L ) , w i t h known pi 
and Yl f= iPi = 1； the condit ional pr ior d is t r ibut ion of A given m i is a gamma 
d is t r ibu t ion T {a i ,P i ) , wheie a i > 0 and f3i > 0 are known. Hence, the jo in t 
pr ior d is t r ibu t ion A = (m, A) is given by 
^r |Q^l 
7r(A) = P{m = m/, A < u) = pi / :^v^^-'e'^^^dv, 1 = 1 , . . . , L. (4.4.2) 
1丄⑷ 
Consequently, we have 
• 1 L o"z oo / t \ 
E F(tlX) = E P i j ^ f A^-ie—AA f jP-,x^'^-^e-^-dx dX 
L � — �t / ' n c - i ) i Vo ( ') / 
= ^ P i f f ^ (JV'+o^rie-A(A+%A) dx (4.4.3) 
z=i ^ ( " ' ) o ^^^'^ Vo 
= £ ^ ¾ ¾ : ) 1 ( 伪 ： ： 二 声 = S PiIsi {mu ai), 
6=丄 LI t 丄 
where si = ^ ^ ^ , Ig (a, b) is the incomplete Beta rat io and has been used in 
Chapter 2. 
Similarly, 
r 1 L oa, - ( t \�+) 
E m''X''F{t\Xy+^ = J 2 P M ' ^ / A22+arie-AA / -^^-.-ig-Ax^^ d\ 
L 」台 r(W i \l nmi) j 
52 
i I I ! I 
L ^1 o^z t t 1 1 
=V Vi~~爪1 以1 f •. • f f，—i...产饥广1 
^^^Plr{ai)[r{mi)]r+j J J ^ 1 ^r+j 
/ o o \ 
f Xir+j)m+i2+cyi-l^-X{f3t+t,+...+tr+j)^X dti . . . dtr+j 
\0 / 
—^ ^ m]^Ppr{{r+j)mi+i2+ai) f j- C,、.Cij 丄 J^ Jy. 
— R P l nai)[r(m,)]r+3 1 . . • 1 ( A + t i + . “ + t ^ ) ( 〜 h + ” + « '瓜1 . . . 叫 + j 
—L ;irfa+gQ \r((r+j)m,+i2+ai) ' f . . ’ ' f C—、.<^ dU . . . dt ^ 
~ t i 們 ⑷ r(i2+a0ir(m0]^ +^ - 1 1 (i+t,+...+t,^.)(r+iW,+,:2+a, aii air+j 
L -
二 f； P z ^ ^ ? F ^ ^ r + j + i ( t * , . • . , t*;m,.. •, rnj-12 + ai), 
i=i Pi丄⑷ 
(4.4.4) 
where t* 二 t/{f3i + (r + j ) t ] and Dn{xi,. • •, x ^ _ i ; a i , . • . , a ^_ i ; a „ J is the Dir ichlet 
d is t r ibut ion. The proof of the last form of (4.4.4) is given in Append ix 2 . 
I n part icular 
- [ - - ] ^ S - ^ ^ r - (4_4_5) 
Hence, f rom (4.1.9), (4.4.3) and (4.4.4), the Bayes risk for the sampling p lan 
(n, t, p) is given by 
L [n(l-p)] n-r . f n ^ 
R[n,t,p) = n{Cs — Vs) +nr, E PiIsi{mi,ai) + ta,t + Cr + E E (-1)^ 
Z=1 r=0 j=0 ^ J- 乂 
/ 几 _ ^ \ L n 
几—丫 E c * . , E ^ i S L + r ) & + i f t * , . . . ,力 * ;爪 '“ . . . , ^ z ; z 2 + a 0 -
j 0<h+i2<k 1=1 "/ l("d 
\ J / _ — 
(4.4.6) 
Using the results of Theorem 4.1 and (4.4.5), we obtain the fol lowing Corol-
lary: 
Corollary 4.3 For the case of the gamma distribution, the optimal 
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sampling size riQ satisfies the following inequality 
rin < m i n l ^ ^ y C- • f rn^nn^-Q^i) R{n,tn,Pn) \ (4 4 7) 
o S m m j c s - r s ' C s - r s o q h s g G ^ z h ^ p>i、, Cs-rs /•、斗.任- " 
4.5 Numerical examples and sensitivity analysis 
To i l lustrate the model and the a lgor i thm for the determinat ion of an op t ima l 
sampl ing p lan and the m in imum Bayes risk developed in th is chapter, we assume 
tha t the degree k of the loss funct ion (4.1.4) is 2 and consider the Weibu l l dis-
t r i bu t i on case. Then by (4.2.6), the Bayes risk of single sampling p lan (n, t,p) is 
given by 
L Q^i [n(l-p)-p] r 
R{n, t,p) 二 nCs - nVs E Pi7p^q±^ + tat + Cr + E E 
l=l 、 ，P" r = 0 j=0 
( \ / \ n r L 
( - 1 / E Pi {Ioo + ^10 + Ioi + ^11 + ho + I02}, 
V “ / \ ] / '=1 
(4.5.1) 
3。1 p°H 
where /。• 二 (Coo — CV)[(n_^^' f ,+^]c^;, ho Ciomi [(”_时力1’+伪]«,, 
/o i = Coi [(„,_绅力13+伪丨1+0^2, l i i = Ciimi [(”_计力^3+伪]1+^^;’ 
/20 = C2orn{ ^^ri_r+j)t^i+piri ‘ and /02 = C'02 [(几—『_^(力^二^丨广+。,， 
I n part icular, when the shape parameter m is known, i.e., L = 1 , 仍 = 1 , rrii — 
m, ai = a and Pi = f3^ then the Bayes risk is given by 
ga ^ [n(l-p)-p] r . f n \ ( r 、 
R{n, t, p) = nCs — nVs /,J^.w + tat + W + E E (-1)^ 
“ j = 。 、r ； 1 3 j 
f (r< _ r< \ ^ I p c,f3^ I r^ a(a+l)P^ 1 
U 。 — ^ ^ [(n-r+j)t^+/3]"卞 ^ 1 [(n-r+j)t-+/3]i+"卞 ^2 [(几-『+_；>饥+剑2+。/， 
(4.5.2) 
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where, C � = Coo + Cio^ + C20m?, Ci = Coi + Cn and C2 = Co2-
Now, some numerical examples are studied here. For the purpose of com-
parison, the standard values of the parameters and coefficients are taken as: 
m i = 2.5, rri2 = 2.1, ai = 2.3, a2 = 2.5, /¾ = 1, /¾ == 1.2 pi 二 _p2 = 
0.5， Coo = 30, Cio = 20, Coi = 20, C n = 20, C20 = 10, C02 = 10, Cr = 
350, Cs = 0.5, Ts = 0.2, a,s = 25. The numerical results are tabulated in Tables 
4.1-4.15. I n each table, only one parameter or one coefficient can change and the 
others are fixed. The values of the varying parameters or that of the varying 
coefficients are given in column 1. The opt imal sampling plan (n。, to,po) and the 
corresponding min imum Bayes risks R* are given by columns 2-5. Note that the 
sampling plan (0,0,0) represents the plan accepting a batch wi thout sampling, 
and (0，00,1) denotes the plan rejecting a batch wi thout sampling. I n these ex-
amples, Tu is chosen by (4.2.8) such that P(0 < X < Tu) > 0.95. Then, for each 
n, a sequence of the single sampling plan (n, t,p) is studied in the following way: 
t = zTt//100, p = j / 5 0 , i = 0 , 1 , . . . , 100, j = 0 , 1 , . . . , 50. By comparison, the 
min imum Bayes risk is obtained and the corresponding opt imal single sampling 
plan is determined accordingly. 
Sensitivity analysis is to study the behaviour of the opt imal solution due to 
the changes in the parameter (coefficient) values. Because the parameters (co-
efficients) are diff icult to estimate accurately in practice, we should investigate 
the effect of using some inaccurate parameters in the model. Similar to Chap-











parameters (coefficients), and others are estimated parameters ( coefficients ). 
I n Table 4.1-4.15, the t rue parameter (coefficient) and the corresponding min i -
m u m Bayes r isk are also marked by ' * ' . B y using an est imated sampl ing plan, 
the t rue (but not the m in imum) Bayes risk R and their efficiencies are given 
in columns 6-7 in each table respectively. For example, i n Table 4.4, i f P i and 
/¾ are inaccurately estimated as p i = 1.5 and ^¾ 二 1.3, the est imated Bayes 
r isk is 284.6903 and the estimated sampling p lan is (16, 0.4208,0.6400). O n the 
other hand, by using the estimated plan, as the t rue Pi = 1.0 and ^¾ = 1.2, the 
t rue Bayes risk (but not the min imum) is 313.7863. Because the t rue m i n i m u m 
Bayes r isk is 310.0326, the efficiency of estimated sampling p lan is then equal to 
W|R = 310.0326/313.7863 = 0.9880. I n fact, a number of examples show tha t 
efficiencies w i l l not be less than 0.95 in most cases and therefore the model is not 
sensitive to parameters and coefficients. 
Note here, as in Chapter 2, al l the results in this chapter can be applied to 
the case for the exponential d is t r ibut ion w i t h Type I censoring. I n Table 4.15, 
we study the exponential d is t r ibut ion case by tak ing m = 1 and the l i fet ime X 
is the exponential d is t r ibut ion Eocp[X) = VF( l ,A) . 
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Table 4.1. The minimum Bayes risk and optimal sampling plans as p varies 
{P1,P2) R{no,to,po) no to po True r isk R Eff iciency of R 
(1.0,0.0) 322.6250 21 0.4974 0.6800 313.7946 0.9880 
(0.8,0.2) 318.3698 19 0.5356 0.5800 311.0961 0.9965 
(0.6,0.4) 314.7640 18 0.5356 0.5600 310.2969 0.9991 
(0.5,0.5)* 310.0326* 17 0.5356 0.5400 310.0326 1.0000 
(0.4,0.6) 306.7913 19 0.5356 0.5400 310.0891 0.9998 
(0.2,0.8) 299.0952 18 0.4782 0.5600 312.0969 0.9934 
(0.0,1.0) 289.8369 16 0.4463 0.5800 315.3425 0.9832 
Table 4.2. The minimum Bayes risk and optimal sampling plans as m varies 
(m1,m2) R{no,to,po) riQ to po True risk R Eff iciency of R 
(3.5.3.0) 350.0000 0 0 0 1.0000 350.0000 0.8858 
(3.0,2.5) 336.7112 16 0.6312 0.5800 320.7728 0.9665 
(2.5,2.3) 314.3263 20 0.4787 0.6600 311.0928 0.9966 
(2.5.2.1)* 310.0326* 17 0.5356 0.5400 310.0326 1.0000 
(2.3,2.1) 301.4738 20 0.4591 0.6200 311.5651 0.9950 
(2.3,1.8) 295.3520 15 0.5541 0.4200 314.4438 0.9859 
(2.0,1.0) 263.9986 0 0.0000 0.0000 342.7153 0.9046 
Table 4.3. The minimum Bayes risk and optimal sampling plans as a varies 
(a1,a2) R{no, to,po) no to Po True risk R Efficiency of R 
(4.0,2.5) 333.9076 17 0.6121 0.4800 311.1618 0.9964 
(3.5,3.0) 341.1447 16 0.5930 0.5200 311.2568 0.9961 
(3.0,2.5) 323.8579 18 0.5739 0.5200 310.2984 0.9991 
(2.3,2.5)* 310.0326* 17 0.5356 0.5400 310.0326 1.0000 
(2.3,2.3) 304.4841 17 0.5356 0.5400 310.0326 0.0000 
(1.5,2.5) 285.2094 16 0.4399 0.6400 311.8190 0.9943 
(2.0,1.5) 272.4776 16 0.4973 0.5800 316.3689 0.9799 
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Table 4.4. The minimum Bayes risk and optimal sampling plans as j3 varies 
(/¾,/¾) R(no,to,Po) no to po True r isk R Eff iciency of R 
(2.0,2.5) 217.0375 0 0.0000 0.0000 342.7153 0.9046 
(1.5,1.3) 284.6903 16 0.4208 0.6400 313.7863 0.9880 
(1.0,1.5) 298.2915 18 0.5547 0.5200 310.0573 0.9999 
(1.0,1.2)* 310.0326* 17 0.5356 0.5400 310.0326 1.0000 
(1.0,1.0) 318.6458 17 0.5356 0.5400 310.0326 1.0000 
(0.8,0.5) 346.3904 16 0.4782 0.7000 314.0967 0.9871 
(0.5,0.8) 345.9134 17 0.5356 0.6000 311.6655 0.9947 
Table 4.5. The minimum Bayes risk and optimal sampling plans as Cpp varies 
Coo R ( j i ^o, to ,Po) ^0 to po True risk R Efficiency of R 
0.0 290.0937 18 0.5547 0.5000 311.8020 0.9943 
15.0 300.3197 18 0.5356 0.5200 310.5468 0.9983 
25.0 306.8510 18 0.5547 0.5200 310.0573 0.9999 
30.0* 310.0326* 17 0.5356 0.5400 310.0326 1.0000 
35.0 313.2008 17 0.5356 0.5400 310.0326 1.0000 
50.0 322.1665 16 0.5356 0.5800 310.6179 0.9981 
55.0 325.0534 16 0.5258 0.6000 3100.2981 0.9991 
Table 4.6. The minimum Bayes risk and optimal sampling plans as Cip varies 
Cio R{no,to,po) no to po True risk R Efficiency of R 
-5.0 278.0482 16 0.4973 0.5000 319.6594 0.9702 
4.5 293.8881 18 0.5165 0.5200 311.8200 0.9942 
14.5 304.7700 16 0.5356 0.5200 310.4678 0.9985 
20.0* 310.0326* 17 0.5356 0.5400 310.0326 1.0000 
24.5 314.0683 18 0.5356 0.5600 310.2969 0.9991 
34.5 322.0007 18 0.5547 0.5600 311.2303 0.9961 
44.5 328.8021 17 0.5547 0.6000 313.3548 0.9894 
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Table 4.7. The minimum Bayes risk and optimal sampling plans as Cpi varies 
Coi R(no,to,Po) riQ tg po True r isk R Eff iciency of R 
-5.0 277.6198 18 0.5165 0.5200 323.4521 0.9500 
4.5 285.9493 17 0.5356 0.4800 311.7397 0.9951 
14.5 301.8804 18 0.5356 0.5200 310.5468 0.9983 
20.0* 310.0326* 17 0.5356 0.5400 310.0326 1.0000 
24.5 316.4940 18 0.5356 0.5600 310.2969 0.9991 
34.5 329.7287 17 0.5356 0.6000 311.6655 0.9947 
44.5 341.3615 16 0.5547 0.6400 316.9126 0.9783 
Table 4.8. The minimum Bayes risk and optimal sampling plans as Cu varies 
Cn R{jkhtQ,Po) riQ o^ Po True risk R Eff iciency of R 
-5.0 238.3403 0 0 0 341.7153 0.9046 
9.5 282.7569 16 0.4782 0.5200 316.2539 0.9803 
14.5 296.9911 16 0.5164 0.5200 311.1626 0.9963 
20.0* 310.0326* 17 0.5356 0.5400 310.0326 1.0000 
24.5 319.0164 18 0.5547 0.5600 311.2303 1.9961 
34.5 334.1999 17 0.5739 0.6000 315.5455 0.9825 
44.5 344.7326 17 0.5739 0.6600 322.4833 0.9614 
Table 4.9. The minimum Bayes risk and optimal sampling plans as C20 varies \ 
C20 R{no, to,po) riQ to po True risk R Efficiency of R 
-0.5 270.9667 0 0.0000 0.0000 341.7153 0.9046 
3.5 295.6674 15 0.4782 0.5400 313.2685 0.9896 
7.5 305.3064 17 0.5164 0.5400 310.4839 0.9985 
10.0* 310.0326* 17 0.5356 0.5400 310.0326 1.0000 
15.5 318.2312 19 0.5738 0.5400 311.1281 0.9965 
27.5 330.2206 19 0.5930 0.5800 317.1108 0.9976 
31.5 333.1867 20 0.5930 0.6200 319.5628 0.9702 
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Table 4.10. The minimum Bayes risk and optimal sampling plans as Cp2 varies 
Co2 R{no,tQ,po) UQ to po True r isk R Eff iciency of R 
-0.50 270.8906 18 0.5156 0.4600 326.3271 0.9501 
3.5 286.5717 17 0.5356 0.4800 311.7397 0.9945 
7.5 301.3752 18 0.5356 0.5200 310.5468 0.9983 
10.0* 310.0326* 17 0.5356 0.5400 310.0326 1.0000 
15.5 327.6459 16 0.5547 0.5800 311.7295 0.9946 
23.5 348.4094 15 0.5356 0.6800 319.2635 0.9711 
27.5 350.0000 0 oo 1.0000 350.0000 0.8858 
Table 4.11. The minimum Bayes risk and optimal sampling plans as Cs varies 
Cs R{rio, to,Po) no to Po True r isk R Efficiency of R 
0.2 303.4961 25 0.3164 0.5800 349.6402 0.8867 
0.3 305.7961 23 0.5164 0.5800 310.3963 0.9988 
0.4 308.1174 22 0.4974 0.6000 310.3174 0.9991 
0.5* 310.0326* 17 0.5356 0.5400 310.0326 1.0000 
0.6 311.6329 14 0.5547 0.5200 310.2328 0.9993 
0.7 312.9957 13 0.5739 0.4800 310.3956 0.9989 
10.0 316.2846 10 0.6121 0.4200 311.2846 0.9959 
Table 4.12. The minimum Bayes risk and optimal sampling plans as Vg varies 
Tg i^(no, t05P0) ^0 to po True risk R Efficiency of R 
0.0 311.8895 15 0.5739 0.4800 310.1483 0.9996 
0.1 311.0168 16 0.5547 0.5200 310.0537 0.9998 
0.15 310.5352 16 0.5547 0.5200 310.0537 0.9999 
0.2* 310.0326* 17 0.5356 0.5400 310.0326 1.0000 
0.25 319.4935 18 0.5165 0.5600 310.0746 0.9999 
0.35 308.1145 22 0.4974 0.6000 310.3174 0.9990 
0.45 306.5767 23 0.4591 0.6600 310.6648 0.9979 
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Table 4.13. The mhmnuin Bayes risk and optimal sampling plans as at varies 
at R{no,to,po) riQ to po True risk i? Eff iciency of E 
0.0 292.7102 14 0.8608 0.1600 314.2302 0.9866 
10.0 300.7285 14 0.7269 0.3000 311.6319 0.9948 
20.0 307.2239 17 0.5739 0.4800 310.0933 0.9998 
25.0* 310.0326* 17 0.5356 0.5400 310.0326 1.0000 
30.0 312.6571 18 0.5165 0.5600 310.0623 0.9999 
50.0 321.5254 21 0.4017 0.7200 311.4831 0.9953 
70.0 328.6426 24 0.3060 0.8400 314.8727 0.9846 
Table 4.14. The minimum Bayes risk and optimal sampling plans as Cr varies 
Cr R(jiQ,to,po) ^0 to Po True risk R Efficiency of R 
200.0 200.0000 0 oo 1.0000 350.0000 0.8858 
250.0 250.0326 0 oo 1.0000 350.0000 0.8858 
300.0 288.1618 16 0.5356 0.6400 314.5328 0.9857 
350.0* 310.0326* 17 0.5356 0.5400 310.0325 1.0000 
400.0 325.7059 19 0.5356 0.4800 311.8474 0.9942 
450.0 336.6851 18 0.4973 0.4600 319.5995 0.9701 
500.0 342.7153 0 0.0000 0.0000 342.7153 0.9046 
Table 4.15. The minimum Bayes risk and optimal sampling plans for the 
exponential distribution ( m=l) as a and (3 varies 
(a, j3) R(no,ro,To) n。 to po True risk R Efficiency of R 
(3.5,1.2) 263.1958 22 0.1642 0.5200 228.9742 0.9563 
(3.0,1.3) 221.9364 17 0.1249 0.5400 228.9325 0.9564 
(2.5,1.1) 218.0761 19 0.1344 0.5400 228.3340 0.9589 
(2.3,1.0)* 218.9572* 19 0.1383 0.5400 218.9572 1.0000 
(2.0,0.8) 228.5112 20 0.1588 0.5200 229.8013 0.9528 
(1.5,0.5) 243.2496 20 0.1713 0.5200 229.8013 0.9528 




u p to now, we have mainly studied the Bayesian sampling plans for the 
Weibul l d ist r ibut ion w i t h Type I and Type I I censoring. The finite a lgor i thm 
and discretization method for finding an approximate opt imal sampling plan was 
proposed respectively. From a number of numerical examples, i t had been seen 
that our models and algorithms are efficient and applicable. The sensitivity anal-
yses also show that the efficiencies of the estimated sampling plan in most cases 
are greater than 0.95, even if the error of an estimated parameter or of a coeffi-
cient is over 100%. Therefore, the Bayesian sampling plans are not sensitive to 
the parameters and the coefficients. 
I n particular, i t should be pointed out that as the exponential d ist r ibut ion is 
i 
a special Weibul l distr ibution, the models and the methodology developed in this 丨 
thesis can be applied to the exponential distr ibut ion case. 
I n the final chapter, we shall further discuss the relationship between various 
sampling plans for the Weibull distr ibut ion w i th the censoring. First of all, the 
Bayesian sampling plan is compared w i th the 〇C curve sampling plan. We ex-
plain why our sampling plans can save some resources. Then, the comparison 
between single and double sampling plan is also made. As noted in Chapter 3, 
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the double sampl ing p lan is a generalization of single sampl ing plan. I f we want 
t o inspect a batch which contains a large number of expensive i tems so tha t the 
Bayes r isk is very high, a double sampling plan might be appropriate. Fur ther-
more, we point out tha t the model w i t h Type I censoring developed i n Chapter 4 
is a general model and also is a simple model in variable sampl ing plan. Final ly , 
some methods for est imat ing the parameters and coefficients are also suggested. 
5.1 Comparison between the Bayesian variable sampling 
plans and OC curve sampling plans 
I n this section, we only make a comparison between the Bayesian single 
variable sampling plan w i t h Type I I censoring and the operat ing characteristic 
(OC) curve single sampling plan w i t h Type I I censoring. To study the OC curve 
single sampling plan w i t h Type I I censoring, we should start w i t h two points on 
the OC curve: the producer's risk point {pi, 1 — a) and the consumer's r isk point 
(p2, b). Given a single sampling plan (n, r, T), the percentage of defectives is given 
by p = P{X < T ) = 1 - exp{-XT^). Therefore, pi = 1 - exp{-XiT^) and 
A^ _ - T - ^ l n { l - p i ) , i = 1,2. (5.1.1) 
A 
On the other hand, f rom (5.1.1), for each i = 1, 2, the M L E of 6^ of 氏 = l / A ^ 
has a gamma dist r ibut ion r ( r , r A ; ) . By (2.1.3), the M L E of E{X\Xi) is equal to 
0 r / Z " Y ( l + ^ ) . Thus, we have the following equations 
‘ P { O l i > [ T / r ( l + ^ r ) = 1 - a, 
< (5.1.2) 
、 P { o ; 2 > [ T / r ( i + 去 ) 广 ） = b . 
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To determine an OC curve single sampling plan (n * , r * ,T * ) , we can subst i tute 
(5.1.1) into (5.1.2), and then solve (5.1.2) for r* and T*. Because the d is t r ibut ion 
A 
of Qri is independent of n. We cannot determine n* by this OC curve approach. To 
overcome this obstacle, suppose a t ime l imi t t* which is specified by the contract 
or the progress schedule is given. We can then determine n* so that the expected 
testing t ime E{X(^r)) is not longer than U. I n fact, i t follows f rom (2.1.9) that 
^ ^ C ( n , r . ) < t . (5.1.3) 
I n practice, the smallest solution of (5.1.3) should be preferred. Otherwise, i f 
there is no t ime l imi t or the items are unduly expensive, we may take n* = r* . 
Clearly, the OC curve sampling plan (n* , r * ,T* ) w i l l have a higher Bayes risk 
than the opt imal sampling plan (no, ro, To) has. This means that a higher ex-
penses w i l l normally be involved in the OC curve sampling plan. Furthermore, 
we can see from Tables 2.1-2.10 that the sizes no of the opt imal sampling plans 
(no, ro, To) are quite small. This means that using an opt imal Bayesian sampling 
plan w i l l save some resources such as manpower, power, t ime, etc. 
5.2 Comparison between single and double sampling plans 
The purpose of introducing a double sampling plan is to reduce the Bayes risk 
and we can then implement the sampling inspection more economically. There-
fore, we should compare the optimal double sampling plan w i th the corresponding 
opt imal single sampling plan. 
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To star t w i th , we note tha t any single sampling p lan (n, r, T) can be regarded 
as a double sampl ing p lan (n,r,Q,Q,T,T,T). Hence, for an op t ima l single sam-
p l ing p lan (no, ro, To) and an opt imal double sampling p lan {riio, r io , ri20, r20, 
T00,T10,T20), we always have 
i^ (no, ro, To) > R{nio, rio, n20,�20, ^o, ^io,�20). 
Consequently, an opt ima l double sampling plan is always better than an op t ima l 
single sampling plan. 
The efficiency of a sampling plan is defined as the rat io of the m i n i m u m Bayes 
r isk to the Bayes risk of the sampling plan (see Hald (1981)). The efficiency of an 
opt ima l single sampling plan can be defined as the rat io of the Bayes risk i ^ of an 
opt ima l double sampling plan to the Bayes risk R{ of the opt imal single sampl ing 
plan. Th is is a measure for the comparison between single and double sampling 
plans. I n Tables 5.2.1-5.2.10, the m in imum Bayes risks R l and 7¾ are tabulated 
in column 3, and the efficiencies of R{ are recorded in column 11 respectively for 
demonstration. We can see f rom Tables 5.2.1-5.2.10 that , in most cases, the effi-
ciencies are about 98%. A n opt imal double sampling plan w i l l reduce the Bayes 
risk by 2%. I n practice, i f we want to inspect a batch which contains a large 
number of expensive items so that the Bayes risk is very high, an opt imal double 
sampling plan should be suggested, otherwise, an opt imal single sampling plan 
might be applied satisfactorily. 
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5.3 Comparison of both the models 
Assume that the qual i ty of an i tem is measured by a random variable w i t h 
a Weibul l distr ibut ion. Here, we shall compare the model for the Weibul l distr i-
but ion w i t h Type I I censoring developed in Chapter 2 ( the model 2) w i t h the 
model for Type I proposed in Chapter 4 (the model 1 ). To this end, we assume 
that the degree k in the loss function is 2 and consider the case that the shape 
parameter in the Weibul l d istr ibut ion is known. I n Tables 5.3.1-5.3.10, we study 
the opt imal sampling plans w i t h the model 1 and the model 2 and corresponding 
min imum Bayes risks. We can see that the min imum Bayes risks of sampling 
plans w i t h Type I censoring are almost always smaller than those w i t h Type I I 
censoring . From Tables 5.3.1-5.3.10, we can also see that in most cases, the 
efficiencies are about 97%. I t seems that the model 1 is better than the model 2. 
I t is more important that the model 1 is suitable to any lifetime distr ibut ion. I n 
practice, i f the decision maker cannot decide to use model 1 or the model 2, such 
a comparison of min imum Bayes risks may be helpful for making a decision. Es-
pecially, when the distr ibut ion of the lifetime is not the exponential distr ibut ion, 
the model 1 w i l l be a power tool for the sampling inspection. 
5.4 Choice of parameters and coefficients 
To apply our model to a practical problem, the first th ing we need to do is 
to choose the parameters, including the parameters a and P of prior distr ibut ion 
r(o:, P) and to determine the coefficients Co, • • . , Ck, Cs, r^, at and CV. 
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For choosing the values a , P of the prior d is t r ibut ion r ( a , j3), suppose tha t we 
have already observed I batches. Assume that the d is t r ibut ion of the l i fet ime X 
i n these batches has the Weibul l d is t r ibut ion W{m, X) w i t h common shape pa-
rameter m but different scale parameters A i , . . . , A/, then under the assumption 
入 〜 r ( a , /5), we can estimate a and |3 f rom the data A i , . . . , A/. 
O n the other hand, the values of the coefficients C o , . . . , Ck ( or Ci^,,,i^ )can be 
obtained by omi t t ing the remainder of the Taylor expansion in (1.2.4) or (1.2.5) 
( o r (4.1.6)) but we should make sure that (1.2.3)(or (4.1.5)) holds. However, 
the degree k should be determined by the preassigned precision. The sampling 
cost per i tem Cg includes the normal price of an i tem and the inspection cost per 
i tem, while r^, the salvage value of an unfailed i tem after testing, is the reduced 
price of the i tem. Hence Cs and r^ can be determined easily. W i t h regard to 
at, i t is the t ime-consuming cost which contains the labour wages, energy charge, 
etc. Thus at can be evaluated f rom the practical s i tuat ion accordingly. Final ly, 
Cr is the cost due to rejecting the batch. I t might include the to ta l cost of the 
batch i f the batch is scrapped, or the the sampling cost and the inspection cost 
of the batch if the rejected batch is then sorted through complete test. I t may 
also include the loss of a deposit as the security and loss of goodwil l . However, 
the loss of goodwil l is not easy to estimate precisely. 
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Table 5.2.3. Comparisons of the i n m i n i u m Bayes risk and optimal sampling plans 
for single(S) and double(D) sampling plan as m varies 
m Sampling Plan R* n i ri n) r2 To T\ T2 Eff of R^ 
0.5 S 42.74 6 4 0.375 0.988 
D 42.25 4 3 4 3 0.599 0.150 0.346 
1.0 S 42.75 6 4 0.430 0.989 
D 42.26 4 3 4 3 0.571 0.291 0.431 
2.0 S 42.76 6 4 0.599 0.995 
D 42.27 4 3 6 4 0.655 0.458 0.571 
2.5* S 42.77* 6 4 0.627 0.988 
D 42.25* 4 3 4 3 0.711 0.543 0.655 
3.0 S 42.75 6 4 0.683 0.989 
D 42.28 4 3 6 4 0.739 0.599 0.655 
3.5 S 42.74 6 4 0.711 0.989 
D 42.28 4 3 4 3 0.767 0.627 0.711 
4.0 S 42.76 5 4 0.739 0.989 
D 42.30 4 3 4 3 0.766 0.655 0.739 
Table 5.2.2. Comparisons of the minimum Bayes risk and optimal sampling plans 
for single and double sampling plan as a varies 
a Sampling Plan R* m r i n2 r2 To Ti T2 Eff of Rl 
1.5 S 31.56 6 3 0.551 0.977 
D 30.85 6 2 6 2 0.551 0.373 0.551 
2.0 S 37.73 6 4 0.588 0.982 
D 37.05 4 2 6 4 0.677 0.455 0.588 
2.2 S 39.82 6 4 0.626 0.987 
D 39.30 5 3 6 4 0.698 0.517 0.626 
2.5* S 42.77* 6 4 0.627 0.988 
D 42.26* 4 3 4 3 0.711 0.543 0.627 
2.7 S 44.43 5 4 0.640 0.989 
D 43.96 4 3 4 3 0.713 0.543 0.640 
3.0 S 47.68 6 5 0.591 1.000 
D 47.68 6 5 0 0 0.591 0.591 0.591 
3.5 S 50.00 0 0 00 1.000 
D 50.00 0 0 0 0 00 00 00 
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Table 5.2.3. Comparisons of the inminium Bayes risk and optimal sampling plans 
for single and double sampling plan as (3 varies 
/3 Sampling Plan R* n i n 几2 2^ T。 T\ T2 EfF of R*^ 
0.6 S 50.00 0 0 0 0 1 . 0 0 0 
D 50.00 0 0 0 0 0 0 0 0 0 0 
0.8 S 46.00 4 3 0.658 0.996 
D 45.84 5 4 4 3 0.658 0.591 0.636 
0.9 S 44.43 5 4 0.626 0.989 
D 43.95 4 3 4 3 0.715 0.564 0.640 
1.0* S 42.77* 6 4 0.627 0.988 
D 42.26* 4 3 4 3 0.711 0.543 0.627 
1.1 S 40.99 6 4 0.628 0.988 
D 40.53 4 3 6 4 0.689 0.504 0.628 
1.4 S 35.69 5 3 0.564 0.981 
D 35.02 4 2 6 5 0.603 0.367 0.603 
2.0 S 50.00 0 0 0.000 1.000 
D 50.00 0 0 0 0 0.000 0.000 0.000 
Table 5.2.4. Comparisons of the minimum Bayes risk and optimal sampling plans 
for single and double sampling plan as Cp varies 
Co Sampling Plan R* m r i ri2 r2 To J\ T2 Eff of R^ 
1.0 S 40.75 5 4 0.627 0.986 
D 40.18 4 3 6 4 0.683 0.517 0.599 
2.5 S 41.51 6 4 0.627 0.987 
D 40.99 4 3 6 4 0.683 0.515 0.627 
4.0 S 42.26 6 4 0.627 0.988 
D 41.76 4 3 4 3 0.711 0.515 0.627 
5.0* S 42.77* 6 4 0.627 0.988 
D 42.26* 4 3 4 3 0.711 0.543 0.627 
5.5 S 43.01 6 4 0.655 0.988 
D 42.50 4 3 4 3 0.711 0.543 0.627 
7.0 S 43.69 6 4 0.655 0.989 
D 43.24 4 3 4 3 0.711 0.543 0.543 
10.0 S 45.02 4 3 0.683 0.991 
D 44.60 4 3 5 3 0.739 0.571 0.655 
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Table 5.2.3. Comparisons of the i n m i n i u m Bayes risk and optimal sampling plans 
for single and double sampling plan as C\ varies 
Ci Sampling Plan R* n： n ri2 r2 Tp T\ T2 Eff of R^ 
-5.0 S 32.22 5 4 0.514 0.970 
D 31.25 5 3 6 5 0.571 0.403 0.515 
-1.0 S 37.30 6 4 0.572 0.979 
D 36.54 4 3 6 5 0.627 0.431 0.571 
4.0 S 41.98 6 4 0.627 0.988 
D 41.49 4 3 6 4 0.683 0.515 0.627 
5.0* S 42.77* 6 4 0.627 0.988 
D 42.26* 4 3 4 3 0.711 0.543 0.627 
5.5 S 43.12 6 4 0.655 0.989 
D 42.26 4 3 4 3 0.711 0.543 0.627 
7.0 S 44.12 6 4 0.655 0.989 
D 43.65 4 3 5 3 0.739 0.571 0.655 
0.0 S 45.75 4 3 0.711 0.991 
D 45.36 4 3 5 3 0.767 0.627 0.683 
Table 5.2.6. Comparisons of the nihiimum Bayes risk and optimal sampling plans 
for single and double sampling plan as C2 varies 
C2 Sampling Plan i T m n n2 r2 To Ti T2 Eff of R^ 
1.0 S 26.25 0 0 0.000 1.000 
D 26.25 0 0 0 0 0.000 0.000 0.000 
2.5 S 37.15 6 4 0.515 0.983 
D 36.54 3 2 6 5 0.571 0.346 0.548 
4.5 S 41.97 6 4 0.627 0.988 
D 41.49 4 3 6 4 0.683 0.515 0.599 
5.0* S 42.77* 6 4 0.627 0.988 
D 42.26* 4 3 4 3 0.711 0.543 0.627 
5.5 S 43.42 6 4 0.655 0.989 
D 42.97 4 3 4 3 0.711 0.599 0.655 
7.0 S 45.02 5 4 0.711 0.989 
D 44.53 4 3 5 3 0.767 0.599 0.683 
10.0 S 46.94 4 3 0.795 0.991 
D 46.53 4 3 5 3 0.823 0.683 0.739 
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Table 5.2.3. Comparisons of the i n m i n i u m Bayes risk and optimal sampling plans 
for single and double sampling plan as Cg varies 
Cs Sampling Plan R* n i n ri2 r2 Tp 7\ T) E f f o f i ^ 
0.21 S 41.09 8 4 0.627 0.976 
D 40.15 6 3 6 4 0.719 0.515 0.627 
0.3 S 41.57 7 4 0.627 0.983 
D 40.87 6 4 6 4 0.711 0.543 0.627 
0.4 S 42.17 6 4 0.627 0.987 
D 41.62 5 3 6 4 0.711 0.515 0.627 
0.5* S 42.77* 6 4 0.627 0.988 
D 42.26* 4 3 4 3 0.711 0.543 0.627 
0.6 S 43.28 4 3 0.655 0.988 
D 42.78 4 3 4 3 0.711 0.543 0.627 
0.7 S 43.68 4 3 0.655 0.990 
D 43.25 2 2 4 3 0.739 0.515 0.627 
1.0 S 44.67 2 2 0.655 0.988 
D 44.15 2 2 2 2 0.711 0.543 0.627 
Table 5.2.8. Comparisons of the minimum Bayes risk and optimal sampling plans 
for single and double sampling plan as Vg varies 
rs Sampling Plan R* n i n ri2 r2 To Ti T2 E f f o f i ^ 
0.0 S 42.98 5 4 0.627 0.989 
D 42.52 4 3 4 3 0.711 0.543 0.627 
1.0 S 42.89 5 4 0.627 0.988 
D 42.39 4 3 4 3 0.711 0.543 0.627 
1.5 S 42.84 5 4 0.627 0.987 
D 42.32 4 3 4 3 0.711 0.543 0.627 
0.2* S 42.77* 6 4 0.627 0.988 
D 42.26* 4 3 4 3 0.711 0.543 0.627 
0.25 S 42.67 6 4 0.627 0.988 
D 42.18 4 3 5 3 0.711 0.543 0.627 
0.3 S 42.57 6 4 0.627 0.988 
D 42.06 5 3 5 3 0.711 0.543 0.627 
0.4 S 42.46 6 3 0.653 0.983 
D 42.52 6 3 6 3 0.711 0.543 0.627 
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Table 5.2.3. Comparisons of the i n m i n i u m Bayes risk and optimal sampling plans 
for single and double sampling plan as Qg varies 
CLs Sampling Plan R* n i n n<2 r2 Tp J\ T2 Eff of R^ 
0.0 S 41.14 5 5 0.627 0.986 
D 40.56 3 3 5 5 0.711 0.487 0.627 
1.0 S 42.16 6 5 0.628 0.987 
D 41.63 4 3 5 3 0.711 0.515 0.627 
1.5 S 42.48 5 4 0.627 0.987 
D 41.95 4 3 4 3 0.711 0.515 0.627 
2.0* S 42.77* 6 4 0.627 0.988 
D 42.26* 4 3 4 3 0.711 0.543 0.627 
2.5 S 43.00 6 4 0.627 0.989 
D 42.53 5 3 5 3 0.711 0.543 0.627 
3.0 S 43.23 6 4 0.655 0.989 
D 42.74 5 3 5 3 0.711 0.543 0.627 
5.0 S 43.89 6 3 0.655 0.991 
D 43.52 4 2 6 3 0.739 0.515 0.627 
Table 5.2.10. Comparisons of the inimmum Bayes risk and optimal sampling plans 
for single and double sampling plan as Cr varies 
Cr Sampling Plan R* ni n ri2 r) To Ti T2 Eff of R^ 
10.0 S 10.00 0 0 00 1.000 
D 10.00 0 0 0 0 00 00 00 
30.0 S 29.59 3 2 0.823 0.999 
D 29.56 3 2 3 1 0.823 0.767 0.795 
40.0 S 36.91 4 3 0.711 0.992 
D 36.61 3 2 5 3 0.711 0.543 0.627 
50.0* S 42.77* 6 4 0.627 0.988 
D 42.26* 4 3 4 3 0.711 0.543 0.627 
60.0 S 47.46 6 4 0.599 0.985 
D 46.76 4 3 6 5 0.655 0.459 0.599 
70.0 S 51.28 6 5 0.543 0.981 
D 50.33 4 3 6 5 0.627 0.431 0.543 
100.0 S 58.86 6 5 0.487 0.974 
D 57.32 6 4 6 6 0.543 0.374 0.487 
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Table 5.3.1 Comparisons of m in imum Bayes risk for Type I and 
I I censoring as a varies (/? 二 1, m = 2.5, Co 二 C i 
= C 2 = 10, Cr 二 100, Cs 二 0.5, r , = 0.2, at = 10) 
OL Models* Bayes Risk no ro to To po 
1.5 1 60.5104 10 - 0.5259 - 0.5200 
2 62.3152 10 4 - 0.6268 -
2.1 1 77.7094 11 - 0.5896 - 0.4600 
2 79.0724 11 5 - 0.6097 -
2.5 1 87.1153 11 - 0.6057 - 0.4600 
2 88.2085 11 5 - 0.6268 
2.7 1 91.0878 12 - 0.5896 - 0.5200 
2 92.0575 11 5 - 0.6402 
3.1 1 97.6807 10 - 0.6057 - 0.5200 
2 98.3276 11 5 - 0.6538 -
Table 5.3.2 Comparisons of min imum Bayes risk for Type I and 
I I censoring as |3 varies (a = 2.5, m = 2.5, Co = Ci 
二 C2 = 10, Cr = 100, Cs = 0.5, r , = 0.2, a,t 二 10) 
P Models* Bayes Risk n。 r*o t。 To po 
0.5 1 100 0 - 0 0 - 1.0000 
2 1 0 0 0 0 - 0 0 -
0.7 1 98.6729 11 - 0.5898 - 0.5600 
2 98.1358 9 4 - 0.6742 -
1.0 1 87.1153 11 - 0.6060 - 0.4600 
2 88.2085 11 5 - 0.6268 -
1.2 1 79.0048 12 - 0.5579 - 0.5200 
2 81.0783 12 5 - 0.6176 -
1.4 1 71.1457 10 - 0.5260 - 0.5200 
2 72.4999 0 0 - 0 -
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Table 5.3.3 Comparisons of m in imum Bayes risk for Type I and 
I I censoring as m varies (a = 2.5, p = 1, Co = Ci 
二 C2 = 10，Cr = 100, Cs = 0.5, r , = 0.2，at = 10) 
m Models* Bayes Risk n。 ro to To po 
0.5 1 81.8605 10 - 0.1116 - 0.4200 
2 82.9033 13 6 - 0.3465 -
1.0 1 83.8560 12 - 0.2550 - 0.5200 
2 85.2981 13 5 - 0.4306 -
2.0 1 86.3542 12 - 0.5101 - 0.5200 
2 87.5686 11 5 - 0.6268 -
2.5 1 87.1153 11 - 0.6056 - 0.4600 
2 88.2085 11 5 - 0.6268 -
3.0 1 87.6375 12 - 0.6376 - 0.5200 
2 88.7508 11 5 - 0.6828 -
Table 5.3.4 Comparisons of m in imum Bayes risk for Type I and 
I I censoring as Co varies (a = 2.5, ^ = 1，m = 2.5, 
Ci = C2 = 10’ Cr = 100, Cs = 0.5, r , = 0.2, at = 10) 
Co Models* Bayes Risk no ro to To po 
0.0 1 81.1404 13 - 0.5897 - 0.4800 
2 82.8237 12 6 - 0.5987 -
6.0 1 84.8735 12 - 0.5738 - 0.5200 
2 86.1622 12 6 - 0.6267 -
10.0 1 87.1153 11 - 0.6060 - 0.4600 
2 88.2085 11 5 - 0.6268 -
20.0 1 92.2916 11 - 0.5738 - 0.5600 
2 93.0508 11 5 - 0.6548 -
24.0 1 94.2224 11 - 0.5898 - 0.5600 
2 94.8426 10 4 - 0.6828 -
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Table 5.3.5 Comparisons of m in imum Bayes risk for Type I and 
I I censoring as Ci varies {a = 2.5,|3 二 1, m = 2.5, 
Co = C2 = 10, Cr = 100, Cs = 0.5，r, = 0.2, a, = 10) 
C i Models* Bayes Risk n。 r^ t^ To po 
-5.0 1 70.7728 12 0.5579 - 0.4200 
2 72.9880 12 6 - 0.5427 -
5.0 1 82.4599 12 - 0.5579 - 0.5200 
2 83.9278 12 6 - 0.5988 -
10.0 1 87.1153 11 - 0.6060 - 0.4600 
2 88.2085 11 5 - 0.6268 -
15.0 1 91.0396 12 - 0.6057 - 0.5200 
2 91.7666 11 5 - 0.6548 -
23.0 1 96.0638 11 - 0.6216 - 0.5600 
2 96.2107 10 4 - 0.7109 -
Table 5.3.6 Comparisons of m in imum Bayes risk for Type I and 
I I censoring as C2 varies (a = 2.5, [3 = 1, m = 2.5, 
Co = Ci = 10, Cr = 100’ Cs = 0.5, r , = 0.2, a,t = 10) 
C2 Models* Bayes Risk ng r^ t^ To po 
0.0 1 35 0 - 0 - 0.0000 
2 35 0 0 - 0 -
6.0 1 77.8819 11 - 0.5419 - 0.4600 
2 79.9180 11 5 - 0.5427 -
10.0 1 87.7849 12 - 0.5615 - 0.5200 
2 88.2085 11 5 - 0.6268 -
14.0 1 92.6073 13 - 0.6057 - 0.5400 
2 93.0291 11 5 - 0.6828 -
24.0 1 99.9051 11 - 0.6854 - 0.5600 
2 99.2163 10 4 - 0.7949 -
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Table 5.3.7 Comparisons of m in imum Bayes r isk for Type I and 
I I censoring as Cr varies {a = 2.5, (5 = 1, m = 2.5, 
Co 二 C i = C2 = 10, Cs - 0.5, r , = 0.2, at = 10.) 
Cr Models* Bayes Risk no ro to T。 po 
50.0 1 50 0 - 0 0 - 1.0000 
2 50 0 0 - 0 0 -
80.0 1 76.9369 9 - 0.5898 - 0.5600 
2 77.2591 10 4 - 0.6828 -
100.0 1 87.1153 11 - 0.6060 - 0.4600 
2 88.2085 11 5 - 0.6268 -
140.0 1 101.8998 13 - 0.5896 - 0.4000 
2 104.1377 13 7 - 0.5427 -
180.0 1 111.7017 14 - 0.5579 - 0.3600 
2 114.5916 14 8 - 0.5147 -
Table 5.3.8 Comparisons of m in imum Bayes risk for Type I and 
I I censoring as Cg varies (o; = 2.5, (3 = 1, m = 2.5, 
Co = Ci = C2 = 10, Cr = 100，r, = 0 .2 , at = 10) 
Cs Models* Bayes Risk ng r。 to To po 
0.2 1 82.5650 16 - 0.5419 - 0.5800 
2 83.6685 16 6 - 0.6268 -
0.4 1 85.7650 16 - 0.5419 - 0.5800 
2 86.8649 15 6 - 0.6268 -
0.5 1 87.1153 11 - 0.6060 - 0.4600 
2 88.2085 11 5 - 0.6268 -
0.8 1 89.0763 8 - 0.6535 - 0.3800 
2 90.8613 7 4 - 0.6268 -
1.0 1 91.1518 6 - 0.6854 - 0.3400 
2 92.1487 6 4 - 0.6376 -
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Table 5.3.9 Comparisons of min imum Bayes risk for Type I and 
I I censoring as r^ varies (a = 2.5, P = 1, m = 2.5, 
C o = Ci = C2 = 10 , Cr = 100，Cs 二 0 . 5 , at = 1 0 ) 
Ts Models* Bayes Risk no ro t^ To Po 
0.0 1 88.1789 10 - 0.6535 - 0.4200 
2 89.1589 9 5 - 0.6268 -
0.1 1 87.7024 11 - 0.6057 - 0.4600 
2 88.7471 10 5 - 0.6268 -
0.2 1 87.1153 11 - 0.6060 - 0.4600 
2 88.2085 11 5 - 0.6268 -
0.3 1 86.3573 13 - 0.5579 - 0.5400 
2 87.4621 14 5 - 0.6268 -
0.5 1 84.2802 16 - 0.4941 - 0.6400 
2 85.3021 16 5 - 0.6268 -
Table 5.3.10 Comparisons of min imum Bayes risk for Type I and 
I I censoring as a, varies {a = 2.5, (3 = 1, m — 2.5, 
Co = Ci = C2 = 10, Cr = 100, Cs = 0.5, r , - 0.2) 
at Models* Bayes Risk no ro to To po 
0.0 1 80.1472 10 - 0.8129 - 0.2200 
2 79.1930 8 8 - 0.6268 -
4.0 1 83.1963 10 - 0.7173 - 0.3200 
2 83.5678 9 7 - 0.6268 -
10.0 1 87.1153 11 - 0.6060 - 0.4600 
2 88.2085 11 5 - 0.6268 -
16.0 1 90.3749 13 - 0.5101 - 0.6200 
2 91.8637 13 4 - 0.6268 -
20.0 1 92.3441 16 - 0.4622 - 0.7000 
2 92.9244 14 4 - 0.6268 -
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Appendix 1 Some Lemmas 
t 
Lemma Al . 
E [x'P{6r > T^)] = E 卜卞(么1—[(1 + - ) > T)1 = § ^ ( 1 — Is(r, a + /)), 
」 L TTl 」 丄（^Qf j p 
where T^ = T^r ( l + ^), 5 = rT^/(rT^ + /?), and a + / > 0. 
Proof . For any fixed 1 such that a + 1 > 0, we have 
oo oo ^ 
E [x'P{Or > T^,)] = / / J^^^^Ar+^“V-ie—(r_^A"uA 
0 Tm ( ” （ ⑷ 
r^ ^^  7 11『_1 = ^ , ,^. � / r ( r + a + l)- 小 ( 1 , ,、du 
T{r)T{a) J 、 ^(r^ + /?)(^+«+0 
Tm 
一 r^P^T{r + a + 1) j f i 
二 “^T{r)T{a)"""" J r^/?«+^(l + 2/)(-+"+0 ^ 
s/(l-s) 
= ^ 5 # ( 1 - 一 , ) ) ， 
Lemma A2 follows f rom Lemma A 1 directly. 
Lemma A2. 
E [x'P{T^m < 0\ < Tom)] = ?『4^?(‘(〜Q^ + 0 - Isi ( r i , a + /)) 
where T i ^ = 7 7 T ( l + ^ ) , A = ( n i ^ n ) / ( r ^ i ^ n + /^, € = 0 , 1 ， a n d a + / > 0 . 
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Lemma A3. 
P{T,m < e\<TomJ<T2m) 
n T2 T^*rn Tm{u) 
= ;l;2 j J Ari+r2fi-、r^2-le-(nt^+r"2'")A^—, 
(⑴（。)Tim 0 
where Tm{u) = f-T^, - ^; T _ 二 m i n { 7 ^ ^ , ^ T 2 ^ } . 
proof. 
P {Tim < Oi < Tom, 0 < T2m) 
Tom ( \、r"i 
= / P{Ti^ < 0\ < Tom. 0 < T^m\Oi = u)^^u^^-'e-^^'^du 
Tim 
= ^ ^ T ' P ( ^ < -T2m — 〜 ) u r i - i e - 1 u r(ri) J r2 r2 
丄lm 
(\、n T.m(Tm{u) \ 
= i ! ： ^ / f lr^f-ie—『2A”^ vTrie-_du 
r ( r i ) J 1 r ( r 2 ) 
Tirn \ U / 
n r2 ^*V^ Tm{u) 
=广1/2 /• f ;,n+r2^n-l^r2-lg-(n^+r2.)A^^ 
r(rl)r(r2) ./ J 
llm U 
Lemma A4. 
E [VP(Ti^ < 式 < Tom, e > T2m)] = Fp((::』{Iso{ri,a + 1) — ‘ ( n , a + /)) 
r p r r ( r i + g + 0 ？ 〜 … / “ 厂 ？ 山 + 以 + 。 
r(n)r(a) J (nu + /?)n+«+z — 
Tim 
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—ere s{u) = {rT^m _ nu)|{rT2m. + /?)； 5, = (j\TimWiTim + fS), i = 
0,1, and a + 1 > 0. 
Proof. F i rs t of all, we have 
E[X'P{T^m<0\<TomJ<T2m) 
Ti r2 o^i 00 T^ ,rn ^rn{u) 
=r(n)r?r.)r(.) / J / 入『1+『2+«+!-^广1--16-(”^^+『2奸州如彻& 
—.p.;^ -^r(n+r2+.+0 V 广卞) ^ ] 1 
— r(ri)r(r2)r(a) J ‘ J (nu+r2^+/3r1+-2+-+'"^ “ 腿 Tlm \ U / 
= ^ 二 ： 广 ) t ( 二 ) 二 + 聊 2 ， n + a + / ) / • ) ( r 2 , n + a + X)du 
Tlm 
r?/3°T(ri+a+Z) ^>^ ^ n - i ( , , , x , 
二 r(n)r(c) J ^F;d^rTT^^s(u)(r2,n + a + l)du 
Tlm 
Then, i t follows f rom Lemma A2 that 
E [x'P{Tim < 0\ < To^, 6 > T2m) 
=E [AW(Tim < §1 < To^)] — E [ V P ( T i m < 9i < To^, 6 < 了爪): 
= 驟 ( 1 - Isi(n, a + / ) ) - 驟 ( 1 - Lo(ri, a + 0) 
rri/3^T(ri+a+Z)〒 u^i-i j / , , , x , 
-r(n)r(a) J ;^r^ rr^ ri+^ s^(n)(r2, ri + a + l)du 
T\rn 
T(a+l) / r (八丄7、 T fr> ^.1 ]\\ rp/3"T(ri+g+Z) ^*.^ u-1-^I,^^^(r2,r1+a+l) = r ^ C U ( � a + 0 — 7”(n,Q^ + Z)) — "^Ti;:7yfI^ i ~ ( 二 ‘ + 叫 ~ d u . Tlm 
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Appendix 2. 
T h e o r e m A 1 . 
n 
r(X^ ai) XI Xn-1 ,ai-l ttn-l-l 
_i^__ r • •. r h__'"^^-i , ,_df. ... df 1 二 J J ri4-ti4-...4-t^  xai+...+a _^l+an f^ f^ l ^^n-l Yl r(a,:) 0 0 (丄十“十十“—iJ 
i=l 
=Dn{xl^ • • • , X*_;^ ;ai, • • • , an-l]0,n), 
where x* = !+工丄+而：+…,i = 1,..., n-l, and Drr,{x\, • •., x^ _^ ; a,i, •. •, a^-i；〜) 
is a the Dirichlet distribution with the density function 
‘ n 
r(E«^ ) n-l i / n-1 \«"-l n-1 
, 、 ^ T ^ ^ n t r 1 - E u , u > 0, E u < 1, 
K ^ 1 , . ‘., tn-1) = n r K ) ⑷ V ^=1 ) “ 1 
7:=1 
0, otherwise. 
P r o o f . Let t* = ^+ti+-+t~~T, (^ = 1, • • •,几—1). then, we have fol lowing results 
(/) ti = t*{l + ti + . . . + tn-l) = i_t*Jl^t*，^ = 1,...,凡 
1 n — 1 
( / / ) 1 - t l C - 1 = l+ti+-^-+tn-l • 
dti dti dti 
两 dq . . • at;_i 
dt2 dt2 dt2 
(III) Jl=.两 两 …况“ 
• • . • • • • • 
. . • • 
dtn^l dtn-l dtn-l 
~W ~^ …况：-1 
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28 
^->---^P,_u.(^-^ ^-I)a_.-i:)^"-(x-i.)*^ / -"f = 
卜> 1^ 
卜》厂...&"|/|(卜奸外)(卜》 b-T)(i_T_i:)>..(T_iD)bJ .../ = *^ *^ 
卜>一1炉-+卜〜+.、+」:厂计1广计” /…！= “工 
j_l-u^+"'l-lv^ T-"X ^X 
9A^q 赢 \ui) ptre (//) '(/) raojj '9j0j9jaqx 
-1-¾ b-T = 9 9J— 
..(^-¾ ^-I) _ 
I 
1—:卜.—工卜1 . r.d^--l^-l) T … U T=u^ 
• . • • 
:•• : : ^ — 
。 卜:卜.-；1卜1 ,(^-:?--i?-x) 7 — 0 T ^ ^ 
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where x* =工+工丄+，:+…{i = 1, • . . , n - 1). I t follows tha t 
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0 0 
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The fol lowing Corol lary A 1 is the modif icat ion of the Theorem A1. 
Corollary A1. 
_^" 1、 ， 、 X X .a-l .a-l 
r((n-l)g+an) r r h -^n- l Jj. 射 
[r(a)]-lr(an)」0 • . . ^  ( l+tl + ...+tn-l)(n-l)a+an^l • . .肌几] 
=L>n(a:*,.-.,a;*;a,.-.,a;aJ, 
—re X* = 1 + ( : 命 
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