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CRYSTAL BASIS THEORY FOR A QUANTUM SYMMETRIC PAIR (U,U)
HIDEYA WATANABE
Abstract. We study the representation theory of a quantum symmetric pair (U,U) with
two parameters p, q of type AIII, by using highest weight theory and a variant of Kashiwara’s
crystal basis theory. Namely, we classify the irreducible U-modules in a suitable category and
associate with each of them a basis at p = q = 0, the -crystal basis. The -crystal bases have
nice combinatorial properties as the ordinary crystal bases do.
1. Introduction
1.1. Quantum Schur-Weyl duality. Jimbo [J86] established a quantum analog of the clas-
sical Schur-Weyl duality. Let Uq(gln) denote the quantum group of gln, and H(Sd) the Hecke
algebra associated with the d-th symmetric group Sd, where n, d ∈ N. Let V denote the vector
representation of Uq(gln). Jimbo defined an H(Sd)-module structure on V
⊗d by using the R-
matrix for V ⊗V. Also, he proved that the actions of Uq(gln) and H(Sd) on V
⊗d satisfy the
double centralizer property, and hence, V⊗d decomposes as a Uq(gln)-H(Sd)-bimodule as:
V⊗d =
⊕
λ∈Λ
L(λ)⊠ Sλ,
where Λ is an index set, and {L(λ) | λ ∈ Λ} and {Sλ | λ ∈ Λ} are families of pairwise
nonisomorphic irreducible modules of Uq(gln) and H(Sd), respectively.
1.2. Quantum Schur-Weyl duality in type B. It is known that the quantum groups of type
B and the Hecke algebraH(Wd) of typeBd do not form the double centralizer. Recently, Bao and
Wang discovered the double centralizer property between a quantum symmetric pair and H(Wd)
([BW13]). More precisely, let U = Ur be a coideal subalgebra of U = U2r+1 = Uq(sl2r+1) such
that (U,U) forms a quantum analog of the symmetric pair of type AIII ([Le99], [Ko14]). In
[BW13], Bao and Wang introduced the intertwiner Υ, which played a central role when they
defined the action of H(Wd) on V
⊗d, and then, proved that the actions of U and H(Wd) on
V⊗d satisfy the double centralizer property. A variant of this work, where H(Wd) is replaced
with the Hecke algebra of type Bd with unequal parameters (p, q), was done in [BWW16].
1.3. Representation theory of U. From the quantum Schur-Weyl duality in type B, we
expect that there should exist a deep connection between the representation theory of U and
that ofH(Wd). However, here arises a problem: although the representation theory ofH(Wd) has
been well-studied, little is known about that of U. This paper gives some fundamental results
in the representation theory of U by using analogs of highest weight theory and Kashiwara’s
crystal basis theory.
In this paper, we treat the category Oint consisting of all U
-modules M satisfying the fol-
lowing: M is decomposed into its “weight spaces”, each of which is finite-dimensional; the set
of weights of M is bounded from above; M is “integrable”.
We begin our study by decomposing U into three parts. This is an analog of the triangular
decomposition of U. Using this decomposition of U, we define the “Verma module” associated
with each weight. By its definition and the triangular decomposition of U, it possesses a unique
irreducible quotient. Our first main result is the following classification theorem.
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Theorem A. Every U-module in Oint is completely reducible, and each irreducible U
-module
in Oint is isomorphic to the irreducible quotient of a Verma module. Moreover, the isomorphism
classes of irreducible U-modules in Oint are parametrized by the pairs of partitions of length
r + 1 and r.
After submitting the first version of this paper, the author was told by one of the referees that
the finite-dimensional irreducible modules of U1 had been classified in [AKR17]. When r = 1,
our classification theorem for the irreducible modules almost coincides with their result [AKR17,
Corollary 3.6]. The main difference is that they only treat the finite-dimensional modules while
we do not assume the finite-dimensionality in this paper. In fact, the category Oint has a module
whose dimension is infinite.
Our second main result is the existence and uniqueness theorem of -crystal bases, which
are analogs of Kashiwara’s crystal bases. Before stating our result, let us briefly review the
ordinary crystal basis theory; see the original paper [K90], or a textbook [HK02] for details. Let
A ⊂ Q(q) be the ring of rational functions which are regular at q = 0. A crystal basis (L,B) of a
U-moduleM consists of a free A-submodule L ⊂M of rank dimQ(q)M and a Q-basis B of L/qL
both of which are closed under the Kashiwara operators. We often identify a crystal basis (L,B)
with a colored directed graph called its crystal graph. It is known that every finite-dimensional
irreducible U-module have a unique crystal basis, which extracts a combinatorial property of
the module structures of the irreducible module. Moreover, it is connected with a single source.
Following Kashiwara’s crystal basis theory, we introduce the notions of -crystal basis and its
-crystal graph. The second main result of this paper is the following.
Theorem B. Each irreducible U-module in Oint admits a unique -crystal basis. Moreover, its
-crystal graph is connected with a single source.
This theorem and the complete reducibility ofU-modules lead to the existence and uniqueness
of -crystal basis of an arbitraryU-module in Oint. Also, as in the ordinary crystal basis theory,
-crystal bases have the tensor product rule.
Theorem C. Let M be a U-module and N a U-module. Suppose that M admits a -crystal
basis (L,B), and that N has a crystal basis (L′,B′). Then, (L⊗L′,B⊗B′) is a -crystal basis of
M ⊗N . In particular, (by taking M to be the trivial U-module) the crystal basis of a U-module
N is the -crystal basis of N .
Here, let us recall a result about the representation theory of U from [BW13]. There, Bao
and Wang introduced the notion of -canonical basis for a finite-dimensional based U-module
(in the sense of [Lu94, Chapter 27]). They proved that a finite-dimensional based U-module
(M,B) admits a unique -canonical basis B := {Tb | b ∈ B} of the form
Tb = b+
∑
b′∈B, b′≺b
tb,b′b
′, tb,b′ ∈ qZ[q],(1)
where  denotes a partial order on B (see [BW13, Theorem 6.24] for details). By equation (1),
the Z[q]-span Z[q]B of B coincides with that of B, and hence the set {Tb + qZ[q]B
 | b ∈ B}
is the crystal basis of M . In particular, {Tb + qZ[q]B
 | b ∈ B} is the -crystal basis of M by
Theorem C. Thus, the -crystal basis of M can be thought of as a localization of the -canonical
basis. Note that the category Oint contains objects other than finite-dimensional based U-
modules. For those objects, the notion of -canonical basis has not been defined. We expect
that we can “globalize” the -crystal bases of such objects; namely, we expect that there exists
a basis which we should call the -canonical basis for each module in Oint. We will treat this
problem in a future work.
Finally, we mention that the -crystal bases have rich combinatorial properties. In particular,
the -crystal basis of an irreducible U-module is realized as the set of pairs of semistandard
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Young tableaux of given shapes. As applications, we describe explicitly irreducible decomposi-
tions ofV⊗d (Robinson-Schensted-type correspondence) and the tensor product of an irreducible
U-module with an irreducible U-module (Littlewood-Richardson-type rule).
1.4. Organization of the paper. This paper consists of two parts. Part 1 concerns a highest
weight theory for U. Section 2 is devoted to introducing the quantum group U = U2r+1 =
Uq(sl2r+1), its coideal subalgebra U
 = Ur, and the category O

int. Also, the triangular decom-
position of U is formulated. We classify all the irreducible U-modules in Oint and prove the
complete reducibility of U-modules in Oint for the case r = 1 in Section 3, and for a general r
in Section 4.
The -crystal basis theory is developed in Part 2. After introducing basic notion of combina-
torial tools in Section 5, we introduce the notion of quasi--crystal basis of U-modules in Oint in
a naive way in Section 6. In Section 7, we define -crystal bases as quasi--crystal bases satisfy-
ing additional conditions, and prove the existence and uniqueness theorem for -crystal bases of
U-modules in Oint. As applications of -crystal bases, Robinson-Schensted-type correspondence
and Littlewood-Richardson-type rule for -crystal bases are studied in Section 8.
We end this paper by giving an explicit irreducible decomposition of a (U,H(Wd))-bimodule
V⊗d in Appendix A.
Acknowledgements. The author should like to express his gratitude to Satoshi Naito for his
many pieces of advice. He is also grateful to Hironori Oya for his helpful comments on the
PBW-type basis of U. He would like to thank the referees for giving many useful comments,
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Part 1. Highest weight theory for U
Throughout this paper, p and q are independent indeterminates.
2. Basics of the quantum symmetric pair (U,U)
2.1. Definition of U. Let r ≥ 1, and set
I :=
{
−
(
r −
1
2
)
, . . . ,−
1
2
,
1
2
, . . . , r −
1
2
}
, I := {1, 2, . . . , r}.
Let Φ denote the root system of type A2r with simple roots Π = {αi := ǫi− 1
2
− ǫi+ 1
2
| i ∈ I},
where {ǫi | i = −r,−(r − 1), . . . , r} is the standard basis of the Euclidean space R
2r+1 with the
inner product (·, ·); the associated Dynkin diagram is
•
−(r − 12)
· · · •
−12
•
1
2
· · · •
r − 12
.
We denote the set of positive roots by Φ+ and the weight lattice by Λ =
⊕r
i=−r Zǫi.
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Let U = U2r+1 denote the quantum group Uq(sl2r+1) of type A2r over Q(p, q) with generators
Ei, Fi, and K
±1
i , i ∈ I, subject to the following relations:
KiK
−1
i = K
−1
i Ki = 1,
KiKj = KjKi,
KiEjK
−1
i = q
(αi,αj)Ej,
KiFjK
−1
i = q
−(αi,αj)Fj ,
EiFj − FjEi = δi,j
Ki −K
−1
i
q − q−1
,
E2i Ej − (q + q
−1)EiEjEi + EjE
2
i = 0 if |i− j| = 1,
F 2i Fj − (q + q
−1)FiFjFi + FjF
2
i = 0 if |i− j| = 1,
EiEj −EjEi = 0 if |i− j| > 1,
FiFj − FjFi = 0 if |i− j| > 1.
Let U+ denote the subalgebra of U generated by Ei, i ∈ I.
We employ the comultiplication ∆ of U given by:
∆(K±1i ) = K
±1
i ⊗K
±1
i , ∆(Ei) = 1⊗ Ei + Ei ⊗K
−1
i , ∆(Fi) = Fi ⊗ 1 +Ki ⊗ Fi for i ∈ I.
Let (U,U) denote the quantum symmetric pair (in the sense of [Le99]) over Q(p, q) of type
AIII, that is, U is the subalgebra of U generated by
k±1i := (Ki− 1
2
K−1
−(i− 1
2
)
)±1,
ei := Ei− 1
2
+ p−δi,1F−(i− 1
2
)K
−1
i− 1
2
,
fi := E−(i− 1
2
) + p
δi,1K−1
−(i− 1
2
)
Fi− 1
2
,
with i ∈ I. When we want to emphasize the integer r, we denote this subalgebra by Ur instead
of U.
The U has the following defining relations ([Le99], see also [BW13], [BWW16]): for i, j ∈ I,
kik
−1
i = k
−1
i ki = 1,
kikj = kjki,
kiejk
−1
i = q
(α
i− 12
−α
−(i− 12 )
,α
j− 12
)
ej,
kifjk
−1
i = q
−(α
i− 12
−α
−(i− 12 )
,α
j− 12
)
fj,
eifj − fjei = δi,j
ki − k
−1
i
q − q−1
if (i, j) 6= (1, 1),
e2i ej − (q + q
−1)eiejei + eje
2
i = 0 if |i− j| = 1,
f2i fj − (q + q
−1)fifjfi + fjf
2
i = 0 if |i− j| = 1,
eiej − ejei = 0 if |i− j| > 1,
fifj − fjfi = 0 if |i− j| > 1,
e21f1 − (q + q
−1)e1f1e1 + f1e
2
1 = −(q + q
−1)e1(pqk1 + p
−1q−1k−11 ),
f21 e1 − (q + q
−1)f1e1f1 + e1f
2
1 = −(q + q
−1)(pqk1 + p
−1q−1k−11 )f1.
(2)
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Also, U is a right coideal of U, that is, ∆(U) ⊂ U ⊗U. Indeed, we have
∆(k±1i ) = k
±1
i ⊗ k
±1
i ,
∆(ei) = ei ⊗K
−1
i− 1
2
+ 1⊗ Ei− 1
2
+ p−δi,1k−1i ⊗ F−(i− 1
2
)K
−1
i− 1
2
,
∆(fi) = fi ⊗K
−1
−(i− 1
2
)
+ 1⊗ E−(i− 1
2
) + p
δi,1ki ⊗K
−1
−(i− 1
2
)
Fi− 1
2
for i ∈ I.
(3)
This fact enables us to regard the tensor product M ⊗ N of a U-module M and a U-module
N as a U-module. Thanks to the coassociativity of ∆, we have a natural isomorphism M ⊗
(N1 ⊗N2) ≃ (M ⊗N1)⊗N2 of U
-modules, where N1 and N2 are U-modules.
Proposition 2.1.1. (1) [BW13, Lemma 6.1 (3)] There exists a unique Q-algebra automor-
phism ψ of U which maps ei, fi, ki, p, q to ei, fi, k
−1
i , p
−1, q−1, respectively.
(2) There exists a unique Q(p, q)-algebra anti-automorphism σ of U which maps ei, fi, ki
to fi, ei, ki, respectively.
Proof. These assertions are easily verified by the defining relations (2) of U. 
For notational simplicity, we write x instead of ψ(x) for x ∈ U; it should be noted that ψ
is different from the restriction of the bar-involution of U, which we will not use in this paper.
2.2. Triangular decomposition of U. Recall Lusztig’s braid group actions on U.
Definition 2.2.1 ([Lu94, Chapter 37]). Let e ∈ {1,−1}. For each i ∈ I, define four automor-
phisms T ′i,e and T
′′
i,−e on U by:
T ′i,e(Ej) =

−Kei Fi if j = i,
Ej if |i− j| > 1,
[Ej , Ei]e if |i− j| = 1,
T ′i,e(Fj) =

−EiK
−e
i if j = i,
Fj if |i− j| > 1,
[Fi, Fj ]−e if |i− j| = 1,
T ′′i,−e(Ej) =

−FiK
−e
i if j = i,
Ej if |i− j| > 1,
[Ei, Ej ]e if |i− j| = 1,
T ′′i,−e(Fj) =

−KeiEi if j = i,
Fj if |i− j| > 1,
[Fj , Fi]−e if |i− j| = 1,
T ′i,e(Kj) = T
′′
i,−e(Kj) =

K−1i if j = i,
Kj if |i− j| > 1,
KiKj if |i− j| = 1;
here we set [X,Y ]e := XY − q
eY X. By [Lu94, Theorem 39.4.3], for each e ∈ {1,−1}, the
families {T ′i,e | i ∈ I} and {T
′′
i,−e | i ∈ I} both satisfy the braid relation of type A2r. Let W (I)
denote the Weyl group of type A2r with simple reflections {si | i ∈ I}. Then the PBW-type
basis of U+ is described as follows.
Definition 2.2.2. Let i = (i1, . . . , iN ) be a reduced word for the longest element w0 ∈ W (I).
The root vectors Ej(i), j = 1, . . . , N , associated with i are given by:
E1(i) = Ei1 , Ej(i) = T
′′
i1,1 · · · T
′′
ij−1,1(Eij ).
For each positive root α, we set Eα(i) := Ej(i) if α = si1 · · · sij−1(αij ).
Theorem 2.2.3 ([Lu90, 4.2]). Let i = (i1, . . . , iN ) be a reduced word for w0 ∈W (I). Then, the
ordered monomials in the root vectors associated with i form a linear basis of U+.
We define a filtration of U by setting deg(ei) = deg(fi) = 1 and deg(ki) = 0 for i ∈ I
,
and set U(m) to be the subspace of U spanned by the elements of the form xi1 · · · xil with
x ∈ {e, f, k±1}, ij ∈ I
, and
∑
j deg(xij ) ≤ m. Set grU
 :=
⊕
mU
(m)/U(m − 1) to be
the associated graded algebra. Let U,0 denote the subalgebra of U generated by k±1i , i ∈ I
.
6 H. WATANABE
Then, by the defining relation (equation (2)) of U, there exists a unique surjective algebra
homomorphism U+ ⊗U,0 → grU given by
Ei− 1
2
7→ ei, E−(i− 1
2
) 7→ fi, k
±1
i 7→ k
±1
i .
We define a surjective linear map gr : U+
⊗
U,0 → U to be the composite map of the surjection
U+
⊗
U,0 → grU and the linear isomorphism grU ≃ U.
Recall that Φ+ = {ǫi− ǫj | −r ≤ i < j ≤ r} denotes the set of positive roots of Φ with respect
to the simple roots Π = {ǫi − ǫi+1 | −r ≤ i < r}. We decompose Φ+ into three parts as:
Φ+ = Φ<0 ⊔ Φ0 ⊔ Φ>0,
Φ<0 := {ǫi − ǫj | i+ j < 0},
Φ0 := {ǫi − ǫj | i+ j = 0},
Φ>0 := {ǫi − ǫj | i+ j > 0}.
For example, when r = 3, the positive roots are displayed as follows:
(−3, 3)
(−3, 2)
⑧⑧
⑧⑧
⑧⑧
(−3, 1)
⑧⑧
⑧⑧
⑧⑧
(−3, 0)
⑧⑧
⑧⑧
⑧⑧
(−3,−1)
⑧⑧
⑧⑧
⑧⑧
(−3,−2)
⑧⑧
⑧⑧
⑧⑧
(−2,−1)
❄❄
❄❄
❄❄
(−2, 0)
❄❄
❄❄
❄❄
⑧⑧
⑧⑧
⑧⑧
(−1, 0)
❄❄
❄❄
❄❄
(−2, 1)
❄❄
❄❄
❄❄
⑧⑧
⑧⑧
⑧⑧
(−1, 1)
❄❄
❄❄
❄❄
⑧⑧
⑧⑧
⑧⑧
(0, 1)
❄❄
❄❄
❄❄
(−2, 2)
❄❄
❄❄
❄❄
⑧⑧
⑧⑧
⑧⑧
(−1, 2)
❄❄
❄❄
❄❄
⑧⑧
⑧⑧
⑧⑧
(0, 2)
❄❄
❄❄
❄❄
⑧⑧
⑧⑧
⑧⑧
(1, 2)
❄❄
❄❄
❄❄
(−2, 3)
❄❄
❄❄
❄❄
⑧⑧
⑧⑧
⑧⑧
(−1, 3)
❄❄
❄❄
❄❄
⑧⑧
⑧⑧
⑧⑧
(0, 3)
❄❄
❄❄
❄❄
⑧⑧
⑧⑧
⑧⑧
(1, 3)
❄❄
❄❄
❄❄
⑧⑧
⑧⑧
⑧⑧
(2, 3).
❄❄
❄❄
❄❄
Here, (i, j) represents ǫi− ǫj. Then, the roots in Φ0 lie on the vertical line through (−3, 3), those
in Φ<0 on the left to the line, and those in Φ>0 on the right.
Here, we recall the notion of reflection orders (or convex orders).
Definition 2.2.4. A total order  on Φ+ is said to be a reflection order if it satisfies the
following: for each α, β ∈ Φ+ and a, b ∈ R>0, if aα+ bβ ∈ Φ+ and α ≺ β, then α ≺ aα+ bβ ≺ β.
Proposition 2.2.5 ([D93, Proposition 2.13]). Let i = (i1, . . . , iN ) be a reduced word for w0 ∈
W (I). Set αj(i) := si1 · · · sij−1(αij ). Then, the total order  on Φ+ defined by α1(i) ≺ · · · ≺
αN (i) is a reflection order. Moreover, this correspondence gives a bijection between the set of
reduced words for w0 ∈W (I) and the set of reflection orders on Φ+.
Lemma 2.2.6. There exists a reflection order  on Φ+ such that
Φ<0 ≺ Φ0 ≺ Φ>0.(4)
Here, for subsets A,B ⊂ Φ+, A ≺ B means that α ≺ β for all α ∈ A and β ∈ B.
Proof. It suffices to construct such a reflection order. For simplicity, we write (i, j) instead of
ǫi − ǫj for i < j. We decompose Φ<0 into Φ<0,− := {(i, j) ∈ Φ<0 | j ≤ 0} and Φ<0,+ := {(i, j) ∈
Φ<0 | j > 0}. Similarly, we set Φ>0,− := {(i, j) ∈ Φ>0 | i < 0} and Φ>0,+ := {(i, j) ∈ Φ>0 | i ≥
0}. Let us define a total order  on Φ+ by:
(1) Φ<0,− ≺ Φ<0,+ ≺ Φ0 ≺ Φ>0,− ≺ Φ>0,+;
(2) for (i, j), (i′ , j′) ∈ Φ<0,−, (i, j) ≺ (i
′, j′) if and only if i < i′ or (i = i′ and j < j′);
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(3) for (i, j), (i′ , j′) ∈ Φ<0,+, (i, j) ≺ (i
′, j′) if and only if j < j′ or (j = j′ and i < i′);
(4) for (i, j), (i′ , j′) ∈ Φ0, (i, j) ≺ (i
′, j′) if and only if j < j′;
(5) for (i, j), (i′ , j′) ∈ Φ>0,−, (i, j) ≺ (i
′, j′) if and only if i < i′ or (i = i′ and j < j′);
(6) for (i, j), (i′ , j′) ∈ Φ>0,+, (i, j) ≺ (i
′, j′) if and only if j < j′ or (j = j′ and i < i′).
Then,  is a reflection order on Φ+ satisfying Φ<0 ≺ Φ0 ≺ Φ>0; the proof is straightforward. 
Example 2.2.7. When r = 3, this total order is given as follows:
(−3,−2) ≺ (−3,−1) ≺ (−3, 0) ≺ (−2,−1) ≺ (−2, 0) ≺ (−1, 0)
≺(−3, 1) ≺ (−2, 1) ≺ (−3, 2)
≺(−1, 1) ≺ (−2, 2) ≺ (−3, 3)
≺(−2, 3) ≺ (−1, 2) ≺ (−1, 3)
≺(0, 1) ≺ (0, 2) ≺ (1, 2) ≺ (0, 3) ≺ (1, 3) ≺ (2, 3).
Fix a reflection order  satisfying condition (4) in Lemma 2.2.6. Let i be the reduced word for
w0 ∈W (I) corresponding to  under the bijection of Proposition 2.2.5. We set Ei,j := Eǫi−ǫj(i)
for −r ≤ i < j ≤ r. For each i, j, define E′i,j := gr(Ei,j), and set
f−j,−i := E
′
i,j if i+ j < 0, h
′
i := E
′
−i,i, ei,j := E
′
i,j if i+ j > 0.
Proposition 2.2.8. The surjection gr : U+ ⊗U,0 → U is a linear isomorphism.
Proof. By the construction, each E′i,j is of the form E
′
i,j ∈ Ei,j +
∑
νUν , where ν runs through
all integral weight lower than ǫi − ǫj , and Uν denote the weight space of U of weight ν. More
generally, each ordered monomial
∏
i<j(E
′
i,j)
ai,j , ai,j ∈ Z≥0 is the sum of
∏
i<j E
ai,j
i,j and a linear
combination of weight vectors in U of weight lower than
∑
i<j ai,j(ǫi − ǫj). This observation
implies the following: since the ordered monomials in Ei,j’s form a linear basis ofU
+, the ordered
monomials in E′i,j’s are linearly independent. In particular, the surjection gr : U
+ ⊗U,0 → U
is a linear isomorphism. 
Corollary 2.2.9. The ordered monomials
(∏
i+j<0 f
ai,j
−j,−i
) (∏
i(h
′
i)
bi
) (∏r
i=1 k
di
i
)(∏
i+j>0 e
ci,j
i,j
)
,
ai,j, bi, ci,j ∈ Z≥0, di ∈ Z form a linear basis of U
.
Let us compute some of the root vectors. By [LS91, Lemma 1] (with a slight modification),
we have
Ei−1,j = [Ei,j , Ei− 1
2
]1 if (i− 1, i) ≺ (i, j),
Ei,j+1 = [Ej+ 1
2
, Ei,j]1 if (i, j) ≺ (j, j + 1).
In particular, it holds that
E−1,1 = [E 1
2
, E− 1
2
]1, E−(i+1),i+1 =
[
[E(i+ 1
2
), E−i,i]1, E−(i+ 1
2
)
]
1
for 1 ≤ i ≤ r − 1.
Applying gr, we obtain
h′1 = [e1, f1]1, h
′
i+1 =
[
[ei+1, h
′
i]1, fi+1
]
1
.(5)
This shows that the h′i’s are independent of the choice of a reflection order  satisfying condition
(4) in Lemma 2.2.6.
Let U<0 (resp., U

0,U

>0) denote the subspace of U
 spanned by all ordered monomials in
f−j,−i (resp., hi, ei,j). Then, we have an isomorphism of vector spaces
U ≃ U<0
⊗(
U

0
⊗
U,0
)⊗
U

>0.
We call this linear isomorphism the triangular decomposition ofU associated with the reflection
order , and U<0 (resp., U

0
⊗
U,0, U>0) the negative part (resp., Cartan part, positive part)
of U. The triangular decomposition enables us to establish an analog of highest weight theory
for the representation theory of U.
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Remark 2.2.10. Unlike the ordinary triangular decomposition of a quantum group, the nega-
tive part, the Cartan part, and the positive part of U are just subspaces, not subalgebras. In
addition, the negative part and the positive part may depend on the choice of a reflection order.
However, by equation (5), the Cartan part is independent of such a choice.
2.3. Verma modules and their irreducible quotients. Recall that R2r+1 =
⊕r
i=−r Rǫi is
the Euclidean space with standard basis {ǫi | −r ≤ i ≤ r} with respect to the inner product (·, ·),
and αi = ǫi− 1
2
−ǫi+ 1
2
, i ∈ I, are the simple roots. Set βi := αi− 1
2
−α−(i− 1
2
) = ǫi−1−ǫi−ǫ−i+ǫ−(i−1)
for i ∈ I.
Definition 2.3.1. Let J := {λ ∈ R2r+1 | (βi, λ) = 0 for all i ∈ I
}. Then the bilinear form (·, ·)
on R2r+1 × R2r+1 induces a bilinear map
(⊕
i∈I Rβi
)
×
(
R2r+1/J
)
→ R, which we also denote
by (·, ·). For each i ∈ I, there exists a unique δi ∈ R
2r+1/J such that
(βj , δi) = δi,j for i, j ∈ I
.
Set Λ :=
∑
i∈I Zδi and Λ

+ :=
∑
i∈I Z≥0δi. Also, we set γi := ǫi−1 − ǫi + J ∈ Λ
.
By the definitions, we have
(βi, γj) = (αi− 1
2
− α−(i− 1
2
), αj− 1
2
) =

3 if i = j = 1,
2 if i = j 6= 1,
−1 if |i− j| = 1,
0 if |i− j| > 1.
Define a partial order ≤ on Λ by:
µ ≤ λ if and only if λ− µ ∈
∑
i∈I
Z≥0γi.(6)
For a U-module M and m ∈M , we say that m is of weight λ ∈ Λ if it satisfies
kim = q
(βi,λ)m
for all i ∈ I; we denote by Mλ the subspace consisting of all m ∈M of weight λ.
Lemma 2.3.2. Let M be a U-module and λ ∈ Λ. For each i ∈ I, we have
fi(Mλ) ⊂Mλ−γi , ei(Mλ) ⊂Mλ+γi .
Proof. This follows immediately from the relations kifjk
−1
i = q
(βi,−γj)fj and kiejk
−1
i = q
(βi,γj)ej .

Recall the triangular decomposition of U
U ≃ U<0
⊗(
U

0
⊗
U,0
)⊗
U

>0,
and the root vectors f−j,−i, h
′
i, ei,j associated with a reflection order satisfying condition (4) in
Lemma 2.2.6. Let (U>0)+ denote the subspace of U

>0 spanned by all ordered monomials in
ei,j’s other than 1.
Definition 2.3.3. Let λ ∈ Λ and H ′i ∈ Q(p, q), i = 1, 2, . . . , r. The Verma module V
′(λ;H′)
over U with highest weight λ associated with H′ := (H ′1, . . . ,H
′
r) ∈ Q(p, q)
r is defined to be
V ′(λ;H′) := U/I(λ;H′),
where I(λ;H′) denotes the left ideal of U generated by (U>0)+ and ki − q
(βi,λ), h′i − H
′
i for
i ∈ I.
Remark 2.3.4. Verma modules V ′(λ;H′) can be 0.
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By the triangular decomposition of U, a nonzero Verma module V ′(λ;H′) has a unique
maximal submodule, and hence, it has a unique irreducible quotient. We denote it by L′(λ;H′)
and call it the irreducible highest weight U-module with highest weight λ associated with H′,
or simply, with highest weight (λ;H′).
Definition 2.3.5. A nonzero U-module M is called a highest weight module with highest
weight (λ;H′) ∈ Λ × Q(p, q)r if there exists m ∈ Mλ such that (U

>0)+m = 0, h
′
im = H
′
im for
i ∈ I, and M = Um. We call such an m a highest weight vector of M with highest weight
(λ;H′).
Our definition of highest weight modules over U depends on the choice of a reflection order
satisfying condition (4) in Lemma 2.2.6. However, their U-module structure is independent of
such a choice, as we explain below.
Let M be a highest weight U-module with highest weight (λ;H′) associated with a reflection
order . Let v ∈ M be a highest weight vector. Take another reflection order ′, and denote
the corresponding root vectors by f ′i,j, h
′′
i , e
′
i,j . Then, we see from equation (5) that h
′′
i = h
′
i.
Also, by the triangular decomposition associated with ≺, we have
e′i,j ∈
∑
ν,µ∈Λ+
ν<µ
(U<0)−ν ⊗ (U

0 ⊗U
,0)⊗ (U>0)µ;
here, (U<0)−ν := {x ∈ U

<0 | kixk
−1
i = q
(βi,−ν)x for all i ∈ I}, and define (U>0)µ similarly.
Therefore, it holds that e′i,jv = 0 for all i, j. In addition, by expanding fi,j in ordered monomials
in f ′i,j, h
′′
i , e
′
i,j , we see that fi,jv is a linear combination of f
′
i,jv’s. From these, we conclude that
M is a highest weight module with highest weight (λ;H′) associated with ′. In particular,
if we denote Verma modules and their irreducible quotients associated with ′ by V ′′(·; ·) and
L′′(·; ·), respectively, then we have
V ′(λ;H′) = V ′′(λ;H′), L′(λ;H′) = L′′(λ;H′).
Hence, in what follows, we use only the reflection order given in the proof of Lemma 2.2.6.
Let Oint denote the category of all U
-modules M satisfying the following:
(M1) M is decomposed into weight spaces, i.e., M =
⊕
λ∈Λ Mλ.
(M2) Each weight space is finite-dimensional.
(M3) There exist finitely many weights µ1, . . . µn ∈ Λ
 such that each weight λ ∈ Λ for which
Mλ 6= 0 satisfies λ ≤ µi for some i = 1, . . . , n.
(M4) ei and fi act on M locally nilpotently, that is, for each m ∈M , there exists N ∈ N such
that eNi m = 0 = f
N
i m.
Note that Verma modules and their irreducible quotients are not necessarily objects of Oint,
i.e., the actions of fi on these modules are not always locally nilpotent. Also, O

int has an
infinite-dimensional object as we will see in the next section.
3. The case r = 1
3.1. Classification of the irreducible modules in Oint. We introduce some more notation.
Definition 3.1.1. (1) For n ∈ Z, [n] := q
n−q−n
q−q−1
.
(2) For n ∈ Z>0, [n]! :=
∏n
i=1[i]; we set [0]! := 1.
(3) For x ∈ U and n ∈ Z>0, x
(n) := x
n
[n]! ; we set x
(0) := 1, and x(n) := 0 if n < 0.
(4) For x, y ∈ U and a ∈ Z, [x, y]a := xy − q
ayx.
(5) For an invertible element h, {h} := h+ h−1.
(6) For an integer n ∈ Z, {n} := {pqn} = pqn + p−1q−n.
In the case r = 1, the root vectors are
f0,1 = f1, h
′
1 = [e1, f1]1, e0,1 = e1.
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Lemma 3.1.2. In U1, we have
[h′1, f1]−1 = −[2]{pqk1}f1, [e1, h
′
1]−1 = −[2]e1{pqk1}.
Proof. By equation (2). 
Lemma 3.1.3. For each n ∈ Z≥0, we have
e1f
(n)
1 = f
(n−1)
1
(
h′1 − [n− 1]{pq
−nk1}
)
+ qnf
(n)
1 e1.
Proof. We prove the assertion by induction on n. This is trivial when n = 0. Assume that the
assertion holds for a fixed n ∈ Z≥0. Then, we compute as follows:
e1f
(n+1)
1 =
1
[n+ 1]
e1f
(n)
1 f1
=
1
[n+ 1]
(
f
(n−1)
1
(
h′1 − [n− 1]{pq
−nk1}
)
+ qnf
(n)
1 e1
)
f1
=
1
[n+ 1]
(
f
(n−1)
1
(
q−1f1h
′
1 − [2]{pqk1}f1 − [n− 1]{pq
−nk1}f1
)
+ qnf
(n)
1 (h
′
1 + qf1e1)
)
=
1
[n+ 1]
(
f
(n−1)
1
(
q−1f1h
′
1 − [2]f1{pq
−2k1} − [n− 1]f1{pq
−n−3k1}
)
+ qnf
(n)
1 (h
′
1 + qf1e1)
)
=
1
[n+ 1]
f
(n)
1
(
q−1[n]h′1 − [2][n]{pq
−2k1} − [n− 1][n]{pq
−n−3k1}+ q
nh′1
)
+ qn+1f
(n+1)
1 e1
= f
(n)
1
(
h′1 − [n]{pq
−n−1k1}
)
+ qn+1f
(n+1)
1 e1;
the second equality follows from our inductive hypothesis, the third from Lemma 3.1.2, and the
rest is straightforward. This proves the lemma. 
Note that when r = 1, we have Λ = Zδ1 and γ1 = 3δ1. Let M ∈ O

int. By the definition
of Oint, there exists a ∈ Z such that Maδ1 6= {0} and M(a+3)δ1 = {0}. Since the action of h
′
1
preserves weights, it defines a linear endomorphism of Maδ1 . In order to consider the Jordan
canonical form for the action of h′1 on Maδ1 , we extend the base field Q(p, q) to its algebraic
closure Q(p, q) until the proof of Proposition 3.1.4. Let us write the Jordan canonical form as:
Jd1(µ1)
Jd2(µ2)
. . .
Jdm(µm)
 ,
where Jdi(µi) denotes the Jordan block of size di whose eigenvalue is µi ∈ Q(p, q). We take a
basis {vj,k | j = 1, . . . ,m, k = 1, . . . , dj} of Maδ1 in such a way that
h′1vj,k = µjvj,k + vj,k−1
for all j = 1, . . . ,m, k = 1, . . . , dj , where vj,0 := 0. By Lemma 3.1.3, we have
e1f
(n)
1 vj,k = (µj − [n− 1]{a− n})f
(n−1)
1 vj,k + f
(n−1)
1 vj,k−1.(7)
Proposition 3.1.4. We have µj = [Nj]{a − Nj − 1} for some Nj ∈ Z≥0. In particular, each
µj belongs to Q(p, q).
Proof. Consider the case k = 1. By the local nilpotency of f1, there exists a unique nonnegative
integer Nj such that
f
(Nj)
1 vj,1 6= 0 and f
(Nj+1)
1 vj,1 = 0.
Then, by equation (7), we have
0 = e1f
(Nj+1)
1 vj,1 = (µj − [Nj]{a−Nj − 1})f
(Nj )
1 vj,1.
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Since f
(Nj)
1 vj,1 6= 0, we conclude that µj = [Nj]{a−Nj − 1}, as desired. 
Proposition 3.1.5. Each dj is equal to 1, that is, h
′
1 is diagonalizable on Maδ1 .
Proof. We use the notation Nj in the proof of Proposition 3.1.4. Assume, for a contradiction,
that there exists dj > 1. By equation (7), we have
e1f
(n)
1 vj,2 = (µj − [n− 1]{a − n})f
(n−1)
1 vj,2 + f
(n−1)
1 vj,1
for all n ≥ 0. Let N ′j denote the unique nonnegative integer such that
f
(N ′j)
1 vj,2 6= 0, and f
(N ′j+1)
1 vj,2 = 0.
When N ′j > Nj , we have
0 = (µj − [N
′
j ]{a−N
′
j − 1})f
(N ′j )
1 vj,2 + f
(N ′j)
1 vj,1 = (µj − [N
′
j]{a−N
′
j − 1})f
(N ′j )
1 vj,2.
This implies that µj = [N
′
j ]{a−N
′
j−1} 6= [Nj]{a−Nj−1}, which causes a contradiction. When
N ′j = Nj , we have
0 = (µj − [Nj ]{a−Nj − 1})f
(Nj )
1 vj,2 + f
(Nj)
1 vj,1 = f
(Nj)
1 vj,1.
This contradicts the definition of Nj . When N
′
j < Nj , we have
0 = (µj − [N
′
j ]{a−N
′
j − 1})f
(N ′j )
1 vj,2 + f
(N ′j)
1 vj,1.
Applying e
N ′j
1 on both sides, we obtain
0 =
N ′j+1∏
l=1
(µj − [l − 1]{a− l})vj,2 +Xvj,1 for some X ∈ Q(p, q).
Since the coefficient of vj,2 is nonzero, this contradicts the linear independence of vj,1 and vj,2.
This proves the proposition. 
Theorem 3.1.6. For each a ∈ Z and b ∈ Z≥0, there exists a unique (b + 1)-dimensional
irreducible U1-module L(a; b) ∈ O

int such that
L(a; b) =
b⊕
n=0
Q(p, q)vn,
vn = f
(n)
1 v0, k1v0 = q
av0, h
′
1v0 = [b]{a− b− 1}v0.
Conversely, each irreducible U1-module in O

int is isomorphic to L(a; b) for some a ∈ Z and
b ∈ Z≥0.
Proof. It is straightforward to show that L(a; b) is a (b+1)-dimensional irreducible U1-module,
and so we omit the details. Let V ∈ Oint be an irreducible U

1-module. By the definition of
Oint, there exists an integer a ∈ Z such that Vaδ1 6= 0 and e1Vaδ1 = 0. Also, by Propositions
3.1.4 and 3.1.5, there exist b ∈ Z≥0 and v ∈ Vaδ1 \ {0} such that f
(b)
1 v 6= 0, f
(b+1)
1 v = 0, and
h′1v = [b]{a−b−1}v. Hence the U

1-submodule generated by v is identical to
⊕b
n=0Q(p, q)f
(n)
1 v,
which is isomorphic to L(a; b) by the definitions of v, a, and b. Since V is irreducible, we have
V = U1v ≃ L(a; b). This proves the theorem. 
Remark 3.1.7. By this theorem, one can easily see that the category Oint has an infinite-
dimensional object. For instance, consider
⊕
a≤0 L(a; 0). This is an infinite-dimensional U

1-
module satisfying the defining conditions of Oint.
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Note that L(a; b) is the irreducible quotient L′(λ;H′) of the Verma module V ′(λ;H′) with
highest weight (λ;H′) = (aδ1; [b]{a − b − 1}). Hence, Theorem 3.1.6 gives a necessary and
sufficient condition for L′(λ;H′) to be an object of Oint.
Corollary 3.1.8. Let a ∈ Z and H ′1 ∈ Q(p, q). Then, the irreducible highest weight module
L′(aδ1;H
′
1) belongs to O

int if and only if H
′
1 = [b]{a − b − 1} for some b ∈ Z≥0. Moreover, the
assignment (a, b) 7→ [L(a; b)], where [L(a; b)] denotes the isomorphism class of L(a; b), gives a
bijection from Z× Z≥0 to the set of isomorphism classes of irreducible U

1-modules in O

int.
3.2. Complete reducibility. Set z1 := h
′
1 +
[2]pq
1−q2k1 +
[2]p−1q−1
1−q−4 k
−1
1 ∈ U

1.
Lemma 3.2.1. In U1, we have
z1f1 = q
−1f1z1, z1e1 = qe1z1.
Proof. By Lemma 3.1.2 and the equalities
[k1, f1]−1 = (1− q
2)k1f1, [k
−1
1 , f1]−1 = (1− q
−4)k−11 f1,
it follows that z1f1 = q
−1f1z1. Noting that z1 is invariant under the anti-automorphism σ

defined in Proposition 2.1.1 (2), we obtain the other equality. 
Let a ∈ Z and b ∈ Z≥0, and take a highest weight vector v ∈ L(a; b). Then we have
z1f
(n)
1 v = q
−n
(
[b]{a − b− 1}+
[2]pq1+a
1− q2
+
[2]p−1q−1−a
1− q−4
)
f
(n)
1 v.
Denoting by z1(a, b, n) the coefficient of f
(n)
1 v on the right-hand side, one has
z1(a, b, n) = −
pqa−b−n(qb+1 + q−b−1)
q − q−1
+
p−1q−a+2b−n+1
q − q−1
.
Using this, one can verify that the function Z3 → Q(p, q), (a, b, n) 7→ z1(a, b, n), is injective.
Lemma 3.2.2. Let M ∈ Oint, a, a
′ ∈ Z, and b, b′ ∈ Z≥0. Then, each short exact sequence of
the form
0→ L(a; b)
ι
−→M
π
−→ L(a′; b′)→ 0(8)
splits.
Proof. Let v ∈ L(a′, b′) be a highest weight vector, and take u ∈ π−1(v). Since U1-module
homomorphisms preserve generalized eigenspaces of z1, we may assume that u is a generalized
eigenvector of z1 with eigenvalue z1(a
′, b′, 0). Then, e1u is a generalized eigenvector of z1 with
eigenvalue z1(a
′, b′,−1). Since π(e1u) = e1π(u) = e1v = 0, it follows that e1u ∈ ι(L(a
′, b′)).
However, the eigenvalues of z1 on L(a, b) are z1(a, b, n), 0 ≤ n ≤ b. Therefore, e1u = 0, and
hence we obtain a section v 7→ u of π. This proves the lemma. 
Now, the complete reducibility of U-modules in Oint follows from a standard argument; see,
for example, [HK02, Section 3.5].
Theorem 3.2.3. Every U1-module in O

int is completely reducible.
Corollary 3.2.4. Let M ∈ Oint. Then, M is decomposed into a direct sum of z1-eigenspaces
with possible eigenvalues z1(a, b, n), a ∈ Z, 0 ≤ n ≤ b. In particular, if z1m = z1(a, b, 0)m for
some m ∈M , then e1m = 0.
4. Complete reducibility and the irreducible modules
Throughout this section, we fix e ∈ {1,−1}.
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4.1. Braid group action on U.
Proposition 4.1.1 ([KP11, 4.5]). For i ∈ I \ {1}, there exist unique automorphisms τ ′i,e and
τ ′′i,−e on U
 satisfying the following:
τ ′i,e(ej) =

−kei fi if j = i,
ej if |i− j| > 1,
[ej , ei]e if |i− j| = 1,
τ ′i,e(fj) =

−eik
−e
i if j = i,
fj if |i− j| > 1,
[fi, fj]−e if |i− j| = 1,
τ ′′i,−e(ej) =

−fik
−e
i if j = i,
ej if |i− j| > 1,
[ei, ej ]e if |i− j| = 1,
τ ′′i,−e(fj) =

−kei ei if j = i,
fj if |i− j| > 1,
[fj, fi]−e if |i− j| = 1,
τ ′i,e(kj) = τ
′′
i,−e(kj) =

k−1i if j = i,
kj if |i− j| > 1,
kikj if |i− j| = 1.
Moreover, {τ ′i,e}i∈I\{1} and {τ
′′
i,−e}i∈I\{1} satisfy the braid relation of type Ar−1.
Proof. Set τi := τ
′
i,e (resp., τ
′′
i,−e), i ∈ I
 \ {1}. We need to verify that the relations in (2) hold
if we replace ei, fi, ki by τj(ei), τj(fi), τj(ki), respectively. By comparing equations above with
Definition 2.2.1, one immediately finds that the nontrivial assertions are
τ2(e1)
2τ2(f1)− (q + q
−1)τ2(e1)τ2(f1)τ2(e1) + τ2(f1)τ2(e1)
2
= −(q + q−1)τ2(e1)(pqτ2(k1) + p
−1q−1τ2(k1)
−1),
τ2(f1)
2τ2(e1)− (q + q
−1)τ2(f1)τ2(e1)τ2(f1) + τ2(e1)τ2(f1)
2
= −(q + q−1)(pqτ2(k1) + p
−1q−1τ2(k1)
−1)τ2(f1).
These are checked by direct calculation, or by means of a computer program GAP [GAP16] with
a package Quagroup (see [KP11, 4.5]). Also, one can verify the braid relation in the same way
as for the braid group action on U. This proves the proposition. 
4.2. Braid group action on U-modules. In this subsection, we define a braid group action
on U-modules in Oint. Since U
-contains (r − 1) sl2-triples (ei, ki, fi), i ∈ I
 \ {1}, most parts
of the propositions in this subsection follow form the ordinary quantum group theory. Hence,
we omit the details.
Definition 4.2.1. Let M ∈ Oint. For each i ∈ I
 \ {1}, we define two linear automorphisms τ ′i,e
and τ ′′i,e on M by:
τ ′i,e(m) =
∑
a,b,c∈Z≥0
a−b+c=n
(−q)bqe(−ac+b)f
(a)
i e
(b)
i f
(c)
i m,
τ ′′i,e(m) =
∑
a,b,c∈Z≥0
−a+b−c=n
(−q)bqe(−ac+b)e
(a)
i f
(b)
i e
(c)
i m,
where n ∈ Z, and m ∈M is such that kim = q
nm.
Proposition 4.2.2 (see [Lu94, Proposition 5.2.2]). Let M ∈ Oint, i ∈ I
 \ {1}, and let λ ∈ Λ
be such that (βi, λ) ≥ 0, j ∈ {0, 1, . . . , (βi, λ)}; we set h := (βi, λ)− j.
(1) If η ∈Mλ is such that eiη = 0, then τ
′
i,e(f
(j)
i η) = (−1)
jqe(jh+j)f
(h)
i η.
(2) If ξ ∈M−λ is such that fiξ = 0, then τ
′′
i,e(e
(j)
i ξ) = (−1)
jq(e(jh+j))e
(h)
i ξ.
Proposition 4.2.3 (see [Lu94, Proposition 5.2.3]). Let M ∈ Oint, i ∈ I
 \ {1}, and m ∈Mλ.
(1) We have τ ′i,eτ
′′
i,−e = idM = τ
′′
i,−eτ
′
i,e.
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(2) We have τ ′′i,e(m) = (−1)
(βi,λ)qe(βi,λ)τ ′i,e(m).
Proposition 4.2.4 (see [Lu94, Proposition 37.1.2]). Let M ∈ Oint and i ∈ I
 \ {1}. Then, for
each m ∈M and x ∈ Ur, we have
τ ′i,e(xm) = τ
′
i,e(x)τ
′
i,e(m), τ
′′
i,e(xm) = τ
′′
i,e(x)τ
′′
i,e(m).
In what follows, we write τi = τ
′′
i,1 for i ∈ I
 \ {1}.
4.3. Classification of the irreducible modules in Oint. Recall the triangular decomposition
U = U<0 ⊗ (U

0 ⊗U
,0) ⊗U>0 associated with the reflection order  defined in the proof of
Lemma 2.2.6. Also, recall from (5) in Section 2.3, the explicit form of the root vectors h′i ∈ U

0,
i ∈ I = {1, . . . , r}. We remark that an irreducible highest weight module is determined by the
eigenvalues of ki’s and h
′
i’s for a highest weight vector. However, h
′
i’s are sometimes difficult to
deal with.
Proposition 4.3.1. Let V ′(λ;H′) be the Verma module with highest weight (λ;H′), and v ∈
V ′(λ;H′) a highest weight vector. Then, H′ is determined by the τi · · · τ2(h
′
1)-eigenvalue of v for
i ∈ I.
Proof. For each i ∈ I, set ef(i) := ei · · · e2e1f1f2 · · · fi. By equation (5), the h
′
i is of the form
h′i =
∑
σ∈S2i
ai(σ)xσ(1) · · · xσ(2i),
where S2i denotes the 2i-th symmetric group, ai(σ) ∈ Q(q), xj = ei+1−j for 1 ≤ j ≤ i, and
xj = fj−i for i+1 ≤ j ≤ 2i. From this, noting that v is a highest weight vector, we deduce that
h′iv is of the form
h′iv =
ef(i) + ∑
1≤j<i
gj ef(j)
 v,
where gj ∈ Q(q). Therefore, the ef(j)-eigenvalue of v for j ≤ i determine the h
′
i-eigenvalue H
′
i.
Also, τi · · · τ2(h
′
1) is of the form
τi · · · τ2(h
′
1) =
∑
σ∈S2i
bi(σ)xσ(1) · · · xσ(2i),
where bi(σ) ∈ Q(q). In the same way as above, the τi · · · τ2(h
′
1)-eigenvalue of v is determined by
the ef(j)-eigenvalue of v for j ≤ i. Conversely, the τj · · · τ2(h
′
1)-eigenvalue of v for j ≤ i altogether
determine the ef(j)-eigenvalue of v for j ≤ i, which, in turn, determine the h′i-eigenvalue H
′
i of
v. This proves the proposition. 
This proposition enables us to replace h′iv with τi · · · τ2(h
′
1)v for i ∈ I
. Then, we define hi,
i ∈ I, by h1 := [e1, f1]1 and hi := τi · · · τ2(h1). Also, we set V (λ;H) := V ′(λ;H′) and L(λ;H) :=
L′(λ;H′), where H = (H1, . . . ,Hr) is uniquely determined by the equations hiv = Hiv, i ∈ I
,
where v ∈ V ′(λ;H′) is a highest weight vector.
Let L ∈ Oint be an irreducible U
-module. By condition (M3), there exists λ ∈ Λ such that
Lλ 6= 0 and Lµ = 0 for all µ > λ. By the case r = 1, h1 acts on Lλ semisimply.
Lemma 4.3.2. We have
[h1, h2]0 = [h1, (q − q
−1)(f2[e2, h1]1 − p
−1q2f2e2k
−1
1 )]0 ∈ U
(e2, e2h1, e2h
2
1),
where U(e2, e2h1, e2h
2
1) denotes the left ideal of U
 generated by e2, e2h1, e2h
2
1.
Proof. By direct calculation (or by using GAP). 
This lemma implies that [h1, h2]0Lλ = 0; namely, the actions of h1 and h2 commute with each
other on Lλ.
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Lemma 4.3.3. Let i, j ∈ I. If j 6= i, i+ 1, then we have τj(hi) = hi.
Proof. The assertion in the case j > i+1 follows from the definitions of τj and hi. When j < i,
by the braid relation for the τj ’s, we see that
τj(hi) = τj(τiτi−1 · · · τ2)(h1)
= τi · · · τj+2τjτj+1τj · · · τ2(h1)
= τi · · · τj+2τj+1τjτj+1τj−1 · · · τ2(h1)
= τi · · · τj+2τj+1τj · · · τ2τj+1(h1)
= τi · · · τ2(h1) = hi.
This proves the lemma. 
Proposition 4.3.4. Let L ∈ Oint be an irreducible module. Take λ ∈ Λ
 such that Lλ 6= 0 and
Lµ = 0 for all µ > λ. Then, the actions of h1, . . . , hr commute with each other on Lλ.
Proof. Let i, j ∈ I be such that j < i. By Lemma 4.3.3,
[hj , hi]0 = τj · · · τ2([h1, hi]0) = τj · · · τ2τi · · · τ3([h1, h2]0).
Also, by Lemma 4.3.2,
τj · · · τ2τi · · · τ3([h1, h2]0) ∈ U
(τj,i(e2), τj,i(e2)hj , τj,i(e2)h
2
j ),
where τj,i denotes τj · · · τ2τi · · · τ3. Since τj,i(e2) ∈ U
(U>0)+, the vectors τj,i(e2)h
l
j , l = 0, 1, 2,
act on Lλ by 0. This proves the proposition. 
As a corollary of this proposition, we can take a simultaneous eigenvector v ∈ Lλ for h1, . . . , hr.
Let Hi ∈ Q(p, q) denote the eigenvalue of hi. Then the submodule generated by v is a highest
weight module. Since L is irreducible, we conclude that L is isomorphic to L(λ;H) for some
λ ∈ Λ, H ∈ Q(p, q)r.
Next, we investigate a necessary condition for L(λ;H) being a nonzero object of Oint.
Lemma 4.3.5. Let M ∈ Oint, v ∈ M be such that e1v = 0 and h1v = [b]{a − b − 1} for
some a ∈ Z, b ∈ Z≥0. Let n ∈ Z>0. Then, there exist unique v0, v1, . . . , vn ∈ M satisfying the
following:
(1) f
(n)
2 v =
∑n
k=0 vk.
(2) e1vk = 0, h1vk = [b+ k]{a+ n− (b+ k)− 1}vk.
Proof. As the proof of this lemma needs some lengthy calculation, we put it in the end of this
section. 
Lemma 4.3.6. Let M ∈ Oint be a U

2-module, v ∈ M a highest weight vector with kiv = q
aiv,
hiv = Hiv for some a1 ∈ Z, a2 ∈ Z≥0, H1,H2 ∈ Q(p, q). If H1 = [b1]{a1 − b1 − 1} for some
b1 ∈ Z≥0, then H2 = [b1 + b2]{a1 + a2 − (b1 + b2)− 1} for some 0 ≤ b2 ≤ a2.
Proof. By the representation theory for Uq(sl2), we have f
a2+1
2 v = 0, and τ
−1
2 (v) = f
(a2)
2 v. Set
u := τ−12 (v). We claim that e1u = 0 and h1u = H2u. The former is true as we have e1f2 = f2e1.
The latter follows from an easy calculation
h1u = τ
−1
2 (τ2(h1)v) = τ
−1
2 (h2v) = H2u.
Then, by the case r = 1, H2 must be of the formH2 = [b]{a1+a2−b−1} for some 0 ≤ b ≤ a1+a2.
Here, by Lemma 4.3.5, it must hold that b = b1 + b2 for some 0 ≤ b2 ≤ a2. This proves the
assertion. 
Theorem 4.3.7. Each irreducible module in Oint is isomorphic to L(λ;H) for some λ ∈ Λ and
H = (H1, . . . ,Hr) ∈ Q(p, q)
r satisfying the following:
(1) ai := (βi, λ) ≥ 0 for each i ∈ I
 \ {1}.
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(2) For each i ∈ I, there exists bi ∈ Z≥0 such that 0 ≤ bi ≤ ai for i ∈ I
 \ {1} and
Hi = [b1 + · · ·+ bi]{a1 + · · ·+ ai − (b1 + · · ·+ bi)− 1} for i ∈ I
.
Proof. We have shown that each irreducible module in Oint is isomorphic to L(λ;H) for some
λ ∈ Λ and H ∈ Q(p, q)r. It is easy to verify that L(λ;H) belongs to Oint if and only if f
N
i v = 0,
i ∈ I, for a sufficiently large N , where v ∈ L(λ;H) is a highest weight vector. By the case
r = 1, the equality fN1 v = 0 is equivalent to the existence of b1 ∈ Z≥0 satisfying the equality
H1 = [b1]{a1 − b1 − 1}. Also, by the representation theory of Uq(sl2), the condition f
N
i v = 0,
i ≥ 2, implies ai ≥ 0.
It remains to determine the possible values of H2, . . . ,Hr. By Lemma 4.3.6, there exists
b2 ∈ Z≥0 such that b2 ≤ a2 and H2 = [b1 + b2]{a1 + a2 − (b1 + b2) − 1}. Let i ≥ 3, and
assume that for all j < i, Hj = [b1 + · · · + bj ]{a1 + · · · + aj − (b1 + · · · + bj) − 1} for some
0 ≤ bj ≤ aj. Set Ti := (τi−1τi) · · · (τ3τ4)(τ2τ3), and consider the subalgebra Ti(U

2) ⊂ U
. We
have Ti(k1) = k1 · · · ki−1, Ti(k2) = ki, Ti(h1) = hi−1, and Ti(h2) = hi. If we regard L as a
U

2-module via the algebra homomorphism Ti : U

2 → U

r, the v is a highest weight vector such
that
k1v = q
a1+···+ai−1v, k2v = q
aiv, h1v = Hi−1v, h2v = Hiv.
By lemma 4.3.6, Hi must be of the form [b1 + · · ·+ bi−1 + bi]{a1 + · · · + ai−1 + ai − (b1 + · · ·+
bi−1 + bi)− 1} for some 0 ≤ bi ≤ ai. This proves the theorem. 
From now on, we write L(a;b) instead of L(λ;H), where a = (a1, . . . , ar) and b = (b1, . . . , br)
are such that ai = (βi, λ), Hi = [b1+ · · ·+ bi]{(a1+ · · ·+ai)− (b1+ · · ·+ bi)−1}. This causes no
confusion since a ∈ Zr, while λ ∈ Λ. We call L(a;b) the irreducible highest weight U-module
with highest weight (a;b).
Corollary 4.3.8. Let λ ∈ Λ and H ∈ Q(p, q)r. Then, L(λ;H) belongs to Oint if and only if
L(λ;H) = L(a;b) for some (a,b) ∈ Zr × Zr≥0 such that ai ≥ bi, i ∈ I
 \ {1}. Moreover, the
assignment (a,b) 7→ [L(a;b)], where [L(a;b)] denotes the isomorphism class of L(a;b), gives
a bijection from {(a,b) ∈ Zr × Zr≥0 | ai ≥ bi, i ∈ I
 \ {1}, and L(a;b) 6= 0} to the set of
isomorphism classes of irreducible U-modules in Oint.
Remark 4.3.9. We will prove that L(a;b) 6= 0 for all such (a;b) by using the crystal basis
theory for (U,U) in subsection 7.6.
4.4. Complete reducibility. In this subsection only, we set A := U, and write B for U with
p replaced by p−1q. In order to avoid confusion, we denote by eAi , f
A
i , k
A,±1
i the generators of
A, and by eBi , f
B
i , k
B,±1
i those of B. Consider the anti-algebra homomorphism S : A→ B over
Q(p, q) defined by:
S(eAi ) = −e
B
i k
B
i , S(f
A
i ) = −k
B,−1
i f
B
i , S(k
A
i ) = k
B,−1
i .
It is straightforwardly checked that S is indeed an anti-algebra homomorphism. In addition, S
is invertible:
S−1(eBi ) = −k
A
i e
A
i , S
−1(fBi ) = −f
A
i k
A,−1
i , S
−1(kBi ) = k
A,−1
i .
For an A-module M ∈ Oint, define a B-module S∗(M) :=M
∨ by:
(x · g)(m) = g(S−1(x) ·m) for x ∈ B, g ∈M∨, m ∈M,
whereM∨ denotes the restricted dual ofM , i.e.,M∨ =
⊕
λ∈Λ HomQ(p,q)(Mλ,Q(p, q)). Similarly,
we associate an A-module S∗(N) with each B-module N .
Lemma 4.4.1. Let L ∈ Oint be the irreducible highest weight A-module with highest weight
(λ;H). Then, S∗(L) is the irreducible lowest weight B-module with lowest weight (−λ;H
′) for
some H′ ∈ Q(p, q)r.
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Proof. Let v ∈ L be a highest weight vector, and let g ∈ S∗(L) be a unique element satisfying
g(v) = 1 and g(u) = 0 for all u ∈ Lµ, µ < λ. Then, we have
(kBi g)(v) = g(k
A,−1
i v) = q
−(βi,λ)g(v),
(hBi g)(v) = g(S
−1(hBi )v),
where hBi ∈ B is the elements corresponding to hi ∈ U
. Since S−1(hBi )v ∈ Lλ = Q(p, q)v, we
have S−1(hBi )v = H
′
iv for some H
′
i ∈ Q(p, q), and hence h
B
i g = H
′
ig. Therefore, Bg is a lowest
weight module with lowest weight (−λ;H ′1, . . . ,H
′
r).
Now, it remains to show that S∗(L) is irreducible. Suppose that N ⊂ S∗(L) is a B-submodule.
Then S∗(N) is a quotient of S∗(S∗(L)) ≃ L. Since L is irreducible, S∗(N) is identical either to
0 or to L, and hence N is identical either to 0 or to S∗(L). Thus, S∗(L) is irreducible. This
proves the lemma. 
Lemma 4.4.2. Let M be an A-module in Oint. Suppose that M contains an irreducible sub-
module L ≃ L(λ;H) for some λ ∈ Λ and H ∈ Q(p, q)r. Then, M ≃ L⊕ (M/L).
Proof. It suffices to show that the short exact sequence
0 −→ L
ι
−→M
π
−→M/L −→ 0
splits. By the previous lemma, S∗(M) has an irreducible submodule S∗(L). Applying S
∗ to the
inclusion S∗(L) →֒ S∗(M), we obtain a surjection M ։ L of A-modules. Since the composite
map L
ι
−→ M ։ L is nonzero, it follows from Schur’s lemma that this composite map is an
isomorphism of A-modules. By composing the inverse of this isomorphism with the surjection
M ։ L, we obtain a retraction of ι. This proves the lemma. 
Now, the complete reducibility of the U-modules in Oint, and the consequences below, follow
from a standard argument; see, for example, [HK02, Section 3.5].
Theorem 4.4.3. Every U-module in Oint is completely reducible.
Corollary 4.4.4. Every highest weight module in Oint is irreducible.
Theorem 4.4.5. Let M ∈ Oint. Irreducible decomposition of M is unique in the following
sense. If we have two irreducible decompositions M =
⊕
j∈J Lj =
⊕
k∈K L
k for some index sets
J and K, then there exists a bijection φ : J → K such that Lj ≃ L
φ(j) for all j ∈ J . Moreover,
for each j ∈ J , the number of j′ ∈ J such that Lj′ ≃ Lj is finite.
4.5. Proof of Lemma 4.3.5. Throughout this subsection, we fix a U2-module M ∈ O

int.
Recall from the case r = 1 that M is decomposed as:
M =
⊕
a∈Z
b,n∈Z≥0
Ma,b,n,
Ma,b,0 = {u ∈M | e1u = 0, k1u = q
au, h1u = [b]{a − b− 1}u},
Ma,b,n = f
(n)
1 (Ma,b,0).
Recall that h1 = [e1, f1]1 and h2 = τ2(h1). Set f
′
2 := q
−2
[
e1, [f1, f2]1
]
1
− p−1q−1f2k
−1
1 . For
each a ∈ Z and b, n ∈ Z≥0, we define f
′
2,i(a, b, n) ∈ U
, i = 1, 2, 3, by
f ′2,1(a, b, n) := q
b−n−1f ′2 + (pq
a−b − p−1q−a+b)f2 − q
−b+n+1f ′2,
f ′2,2(a, b, n) := pq
a−b−n−2f ′2 − (q
b+1 + q−b−1)f2 + p
−1q−a+b+n+2f ′2,
f ′2,3(a, b, n) := q
−n−2f ′2 + (pq
a−2b−1 − p−1q−a+2b+1)f2 − q
n+2f ′2.
Also, we define three linear maps f ′2,i, i = 1, 2, 3, by
f ′2,i(m) := f
′
2,i(a, b, n)m for m ∈Ma,b,n.
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Set h′′1 := h1 +
p−1qk−11
q−q−1
.
Lemma 4.5.1. We have the following:
(1) [h′′1 , f2]1 = q
2f ′2.
(2) [h′′1 , f
′
2]1 = q
2f2.
(3) [h′′1 , f
′
2]−1 = −p
(
q−3f ′2 − [2]f
′
2 − f2
(
q−1(q − q−1)h′′1 + [2]p
−1q−1k−11
))
k1.
Proof. This is easy and straightforward. 
Proposition 4.5.2. Let a ∈ Z, b, n ∈ Z≥0, and m ∈Ma,b,n. Then, we have
f ′2,1(m) ∈Ma+1,b+1,n, f
′
2,2(m) ∈Ma+1,b,n, f
′
2,3(m) ∈Ma−2,b−1,n−1.
Proof. Since h1 and k1 act on m as scalar multiplication, so does h
′′
1 ; explicitly, we have h
′′
1m =
h′′1(a, b, n)m, where
h′′1(a, b, n) := [n+ 1][b− n]{a− b− n− 1} − q[n][b− n+ 1]{a − b− n}+
p−1q−a+3n+1
q − q−1
.
By Lemma 4.5.1, we have
h′′1f
′
2m = qh
′′
1(a, b, n)f
′
2m+ q
2f2m,
h′′1f2m = qh
′′
1(a, b, n)f2m+ q
2f ′2m,
h′′1f
′
2m = q
−1h′′1(a, b, n)f
′
2m− p
(
q−3f ′2 − [2]f
′
2 − f2
(
q−1(q − q−1)h′′1(a, b, n) + [2]p
−1q−1q−a+3n
))
qa−3n
= −pqa−3n−3f ′2m+ pq
a−3n
(
q−1(q − q−1)h′′1(a, b, n) + [2]p
−1q−a+3n−1
)
f2m
+ (q−1h′′1(a, b, n) + pq
a−3n[2])f ′2m.
Therefore, h′′1 defines a linear endomorphism on the vector space spanned by {f
′
2m, f2m, f
′
2m}
whose representation matrix isqh′′1(a, b, n) 0 −pqa−3n−3q2 qh′′1(a, b, n) pqa−3n−1(q − q−1)h′′1(a, b, n) + q−1[2]
0 q2 q−1h′′1(a, b, n) + pq
a−3n[2]
 .(9)
Hence, in order to prove Proposition 4.5.2, it suffices to show that the following three vectors qb−n−1pqa−b − p−1q−a+b
−q−b+n+1
 ,
 pqa−b−n−2−(qb+1 + q−b−1)
p−1q−a+b+n+2
 ,
 q−n−2pqa−2b−1 − p−1q−a+2b+1
−qn+2

are eigenvectors of the matrix (9) with eigenvalues h′′1(a+1, b+1, n), h
′′
1(a+1, b, n), and h
′′
1(a−
2, b − 1, n − 1), respectively. This can be checked by using a computer, or possibly by direct
calculation. 
We normalize f ′2,i as follows:
f2,1(a, b, n) :=
1
(qb+1 − q−b−1){a− 2b− 1}
f ′2,1(a, b, n),
f2,2(a, b, n) := −
1
{a− b}{a− 2b− 1}
f ′2,2(a, b, n),
f2,3(a, b, n) := −
1
(qb+1 − q−b−1){a− b}
f ′2,3(a, b, n),
and define linear maps f2,i, i = 1, 2, 3, by f2,i(m) = f2,i(a, b, n)m for m ∈Ma,b,n. Then, for each
m ∈Ma,b,n, we have f2m = (f2,1+f2,2+f2,3)m. Thanks to this equality and Proposition 4.5.2, in
order to compute f2,i(m), it is enough to decompose f2m into three h1-eigenvectors with distinct
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eigenvalues. The computation becomes easier when n = 0 since in this case, f2,3(m) = 0. Also,
it follows that f2m ∈Ma+1,b+1,0 ⊕Ma+1,b,0 for m ∈Ma,b,0. Repeating this, we have
f
(n)
2 m ∈
n⊕
k=0
Ma+n,b+k,0 for n ∈ Z≥0, m ∈Ma,b,0.(10)
This completes the proof of Lemma 4.3.5.
Part 2. Crystal basis theory for U
5. Combinatorics
5.1. Partitions and Young tableaux. A partition of n ∈ N of length l ∈ N is a nonincreasing
sequence λ = (λ1, . . . , λl) of nonnegative integers satisfying
∑l
i=1 λi = n; we call n the size of λ.
Let |λ| and ℓ(λ) denote the size and the length of λ, respectively. We denote by Parl(n) the set
of partitions of n of length l.
We often identify a partition with a Young diagram in a usual way. Let (L,) be a totally
ordered set. A semistandard tableau of shape λ ∈ Parl(n) in letters L is a filling of the Young
diagram λ with elements of L, which weakly increases (with respect to the total order ) from
left to right along the rows, and strictly increases from the top to the bottom along the columns.
A semistandard tableau of shape λ is said to be standard if L = {1, . . . , |λ|}, and the filling
strictly increases along the rows.
A bipartition of n ∈ N of length (l;m) ∈ N2 is an ordered pair λ := (λ−;λ+) of partitions such
that ℓ(λ−) = l, ℓ(λ+) = m, and |λ−|+ |λ+| = n. Set |λ| := |λ−|+ |λ+|. We denote by P(l;m)(n)
the set of bipartitions of n of length (l;m). For totally ordered sets (L−;−) and (L+;+), a
semistandard tableau of shape λ ∈ P(l;m)(n) in letters (L
−;L+) is an ordered pair (T−;T+),
where T± is a semistandard tableau of shape λ± in letters L±. A semistandard tableau of shape
λ is said to be standard if L−, L+ ⊂ {1, . . . , |λ|}, L−⊔L+ = {1, . . . , |λ|}, and the fillings strictly
increase along the rows.
Set
• P (n) = Pr(n) := Par2r+1(n): the set of partitions of n of length 2r + 1.
• P :=
⊔
n∈N P (n): the set of partitions of length 2r + 1.
• P (n) = P r (n) := P(r+1;r)(n): the set of bipartitions of n of length (r + 1; r).
• P  :=
⊔
n∈N P
(n): the set of bipartitions of length (r + 1; r).
• SST(λ): the set of semistandard tableaux of shape λ ∈ P in letters I := {−r < · · ·−1 <
0 < 1 < · · · < r}.
• ST(λ): the set of standard tableaux of shape λ ∈ P .
• SST(λ): the set of semistandard tableaux of shape λ ∈ P  in letters (I−; I+), where
I− := {0 ≺− −1 ≺− · · · ≺− −r}, and I+ := {1 ≺+ · · · ≺+ r}.
• ST(λ): the set of standard tableaux of shape λ ∈ P .
For λ ∈ P , we refer the i-th row of λ− to as the −(i − 1)-th row of λ, and the j-th row of
λ+ to as the j-th row of λ. Also, for i ∈ I, set λi to be the length of the i-th row of λ, i.e.,
λi :=
{
λ−−i+1 if i ≤ 0,
λ+i if i > 0.
5.2. Parametrization of the irreducible U-modules. Let L(a;b) be the irreducible highest
weight U-module corresponding to a = (a1, . . . , ar), b = (b1, . . . , br), with a1 ∈ Z, ai, bj ∈ Z≥0,
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and bi ≤ ai for i = 2, . . . , r and j = 1, . . . , r. Set
λ− :=
(
r∑
i=1
bi,
r∑
i=2
bi, . . . , br, 0
)
+ a−1 ρr+1,
λ+ :=
(
r∑
i=2
(ai − bi),
r∑
i=3
(ai − bi), . . . , ar − br, 0
)
− a+1 ρr,
where a−1 := max{a1 − (2
∑r
i=1 bi −
∑r
i=2 ai) , 0}, a
+
1 := min{a1 − (2
∑r
i=1 bi −
∑r
i=2 ai) , 0},
ρn := (1, 1, . . . , 1) (n components), and the addition is defined componentwise. The assignment
(a;b) 7→ λ gives a bijection from {(a;b) | a1 ∈ Z, b1 ∈ Z≥0, 0 ≤ bi ≤ ai, i ≥ 2} to the set of
bipartitions of length (r + 1; r) containing at least one 0; the inverse map π is given by
a1 = 2λ0 − λ−1 − λ1, ai = λ−(i−1) − λ−i + λi−1 − λi, bi = λ−(i−1) − λ−i.(11)
We write L(λ) := L(π(λ)). If we define π(λ) by equation (11) for a bipartition λ of length (r+
1; r) (not necessarily containing 0), then we have π(λ) = π(µ) if and only if µ = λ+(nρr+1;nρr)
for some n ∈ Z. We denote this relation by λ ∼π µ, and fix a complete set P

π of representatives
for P / ∼π. Set L(µ) := L(π(µ)). We call L(µ) the irreducible highest weight U
-module with
highest weight µ. Note that there exists a natural bijection SST(λ)→ SST(µ) if λ ∼π µ.
Example 5.2.1. Let r = 3, a = (2, 2, 3), b = (2, 0, 1). Then, the corresponding bipartition is
(4, 2, 2, 1; 4, 2, 0), and the associated Young diagram is
 ;
 .
5.3. Readings of tableaux. Let λ ∈ P and T ∈ SST(λ). We denote by ME(T ) the Middle-
Eastern reading of T . Also, for λ ∈ P  and T ∈ SST(λ), set R(T) := (EM(T−),ME(T+)),
where EM(T−) is obtained by reversing ME(T−). For example,
R

0 0 −1 −4
−1 −2
−3 −3
−4
;
1 2 2 4
3 4
 = (−4,−3,−3,−1,−2, 0, 0,−1,−4, 4, 2, 2, 1, 4, 3).
Recall that I = {−r, . . . , r}. For s = (s1, . . . , sn) ∈ I
n and i ∈ {−r+ 1, . . . , r}, define si− 1
2
to
be the sequence of (i− 1)’s and i’s obtained by the following way. First, ignore all sj such that
sj 6= i− 1, i. Next, delete the adjacent pairs (i− 1, i). The resulting sequence is si− 1
2
. Note that
si− 1
2
is of the form (i, . . . , i, i − 1, . . . , i− 1).
Also, for i ∈ I \ {1}, we define si as follows. First, consider the concatenated sequence
(srev
−(i− 1
2
)
, si− 1
2
), where srev
−(i− 1
2
)
is obtained by reversing s−(i− 1
2
). Next, delete the adjacent pairs
(−(i−1), i). The resulting sequence is si. Note that si is either of the form (−i, . . . ,−i, i, . . . , i, i−
1, . . . , i− 1) or of the form (−i, . . . ,−i,−(i− 1), . . . ,−(i− 1), i− 1, . . . , i− 1).
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Finally, we define s1 to be s
rev
0− 1
2
. For example, if s = (−4,−3,−3,−1,−2, 0, 0,−1,−4, 4, 2, 2, 1, 4, 3),
then we have
s−(4− 1
2
) = s−3− 1
2
= (−3,−4),
s4− 1
2
= (4, 4, 3),
s4 = (−4, 4, 3),
s1 = s
rev
0− 1
2
= (−1, 0).
6. Quasi--crystal bases
6.1. Crystal bases. In this subsection, we briefly recall some basic properties of crystal bases
for U-modules in the full subcategory Oint of the BGG-category O consisting of the integrable
modules (see [K90], [HK02]). We denote the Kashiwara operators and the other structure maps
by
E˜i, F˜i, εi, ϕi, wt, i ∈ I.
For each n ∈ N, the set In is equipped with a crystal structure of type A2r as follows. For
s ∈ In and i ∈ I, E˜is (resp., F˜is) is obtained from s by replacing the rightmost i+
1
2 in si with
i− 12 (resp., the leftmost i−
1
2 in si with i+
1
2), and is 0 if there are no i+
1
2 (resp., i−
1
2) in si,
where 0 denotes a formal symbol. Also, εi(s) and ϕi(s) are the numbers of i +
1
2 ’s and i −
1
2 ’s
in si, respectively. Finally, we have wt(s) =
∑n
j=1 sjεj .
The set of isomorphism classes of irreducible U-modules in Oint is parametrized by the set of
partitions λ of length 2r + 1 with λ2r+1 = 0; we denote by L(λ) the irreducible highest weight
U-module with highest weight λ. For each µ ∈ P , set L(µ) := L(µ− µ2r+1ρ2r+1).
For each λ ∈ P , L(λ) has a unique crystal basis (L(λ),B(λ)). B(λ) is identical to SST(λ). The
Kashiwara operators and other maps act on SST(λ) as follows: For T ∈ SST(λ), E˜iT ∈ SST(λ)
(resp., F˜iT ∈ SST(λ)) is the unique semistandard tableau such that ME(E˜iT ) = E˜iME(T )
(resp., ME(F˜iT ) = F˜iME(T )) if E˜iME(T ) 6= 0 (resp., F˜iME(T )), and E˜iT = 0 (resp., F˜iT = 0)
otherwise. Also, we have
εi(T ) = εi(ME(T )), ϕi(T ) = ϕi(ME(T )), wt(T ) = wt(ME(T )).
6.2. Quasi--crystal bases. Recall that U = Ur has (r − 1) sl2-triples: (fi, ki, ei) for i =
2, . . . , r. Hence, one can define Kashiwara operators, f˜i and e˜i, in the same way as in the crystal
basis theory for quantum groups. Also, by the results from Section 3, we can define Kashiwara
operators, f˜1 and e˜1. Let us give the precise definition of these operators.
Definition 6.2.1. Let M be a U-module. By the complete reducibility of U1-modules in O

int,
one can uniquely write M ≃
⊕
λ∈(P 1)π
L(λ)⊕mλ for some mλ ∈ N. Let vλ,i, 1 ≤ i ≤ mλ be a
basis of the weight space of L(λ)⊕mλ of highest weight. We define linear operators f˜1 and e˜1 on
M by
f˜1(f
(n)
1 vλ,i) = f
(n+1)
1 vλ,i, e˜i(f
(n)
1 vλ,i) = f
(n−1)
1 vλ,i.
Note that this definition is independent of the choice of vλ,i’s.
Set A :=
{
f/g ∈ Q(p, q) | f, g ∈ pQ[p, q, q−1] +Q[q], g /∈ pQ[p, q, q−1] + qQ[q]
}
; namely, A
consists of all those h ∈ Q(p, q) for which limq→0(limp→0 h) exists. (Recall that p and q are
independent.)
Definition 6.2.2. Let M be a U-module and L an A-submodule of M . We say that L is a
quasi--crystal lattice of M if
(qL 1) L is a free A-module of rank dimQ(p,q)M , and Q(p, q)
⊗
A
L =M ,
(qL 2) L =
⊕
λ∈Λ Lλ, where Lλ := L ∩Mλ,
(qL 3) f˜i(L) ⊂ L and e˜i(L) ⊂ L for all i ∈ I
.
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If L is a quasi--crystal lattice of M , then the Kashiwara operators induce Q-linear maps,
denoted by the same symbols, on L/qL.
Definition 6.2.3. Let M be a U-module, L an A-submodule of M , and B a subset of L/qL.
We say that (L,B) is a quasi--crystal basis if
(qB 1) L is a quasi--crystal lattice of M ,
(qB 2) B is a Q-basis of L/qL,
(qB 3) B =
⊔
λ∈Λ Bλ, where Bλ := B ∩ (Lλ/qLλ),
(qB 4) f˜i(B) ⊂ B ⊔ {0} and e˜i(B) ⊂ B ⊔ {0} for all i ∈ I
,
(qB 5) for each b, b′ ∈ B and i ∈ I, one has f˜i(b) = b
′ if and only if b = e˜i(b
′).
Definition 6.2.4. For a quasi--crystal basis (L,B) and i ∈ I, we define three maps ϕi : B →
Z≥0, εi : B → Z≥0, and wt
 : B → Λ by
ϕi(b) := max{n | f˜
n
i (b) 6= 0}, εi(b) := max{n | e˜
n
i (b) 6= 0}, wt
(b) := λ if b ∈ Bλ.
Example 6.2.5. Let r = 1. For each λ ∈ P 1 , the irreducible U

1-module L(λ) has the following
quasi--crystal basis. Fix a highest weight vector v ∈ L(λ). Let L(λ) denote the A-lattice
spanned by {f
(n)
1 v | 0 ≤ n ≤ λ0 − λ−1}, and set B(λ) := {f
(n)
1 v + L(λ)/qL(λ) | 0 ≤ n ≤
λ0 − λ−1}. Then, the Kashiwara operators f˜1 and e˜1 act on L(λ) by:
f˜1(f
(n)
1 v) = f
(n+1)
1 v, e˜1(f
(n)
1 v) = f
(n−1)
1 v.
It is straightforward to check that (L(λ),B(λ)) is indeed a quasi--crystal basis of L(λ). In
addition, one has ϕ1(f
(n)
1 v + qL) = λ0 − λ−1 − n, ε1(f
(n)
1 v + qL) = n, and wt
(f
(n)
1 v + qL) =
(2λ0 − λ−1 − λ1 − 3n)δ1.
Definition 6.2.6. Let M be a U-module and (L,B) a quasi--crystal basis of M . The quasi-
-crystal graph associated with (L,B) is the colored directed graph with vertex set B and edges
b
i
−→ b′, where b, b′ ∈ B, i ∈ I are such that f˜ib = b
′.
We often identify B with its quasi--crystal graph. Hence, phrases such as “B is connected”
and “a connected component of B” make sense.
Proposition 6.2.7. Let M ∈ Oint be a U
-module with a quasi--crystal basis (L,B). For each
i ∈ I and m ∈ Lλ, consider the expression m =
∑N
j=0 f
(j)
i mj , where mj ∈ Mλ+jγi ∩ Ker ei.
Then, the following hold:
(1) mj ∈ L for all j = 0, . . . , N .
(2) If m + qL ∈ B, then there exists a unique j0 such that uj ∈ qL for all j 6= j0, and
m+ qL = mj0 + qL.
Proof. The assertion follows from the same argument as the ordinary crystal basis theory. 
Proposition 6.2.8. Let M ∈ Oint be a U
-module with a quasi--crystal basis (L,B). Let λ ∈ Λ
and set a := (λ, β1). For each u ∈ Lλ ∩ Ker e1, consider the unique expression u =
∑N
b=0 ub,
where ub ∈Mλ is a U

1-highest weight vector of such that k1ub = q
aub and h1ub = [b]{a−b−1}ub.
Then, the following hold:
(1) ub ∈ L for all b = 0, . . . , N .
(2) If u + qL ∈ B, then there exists a unique b0 such that ub ∈ qL for all b 6= b0, and
u+ qL = ub0 + qL.
Proof. We prove the assertion by induction on N . When N = 0, there is nothing to prove.
When N > 0, consider f˜N1 u ∈ L. Since we have f˜
N
1 u = f
(N)
1 u = f
(N)
1 uN , it holds that
f
(N)
1 uN ∈ L. Hence we have uN = e˜
N
1 f
(N)
1 uN ∈ L. This implies that u − uN =
∑N−1
b=0 ub and
u− uN ∈ L ∩Ker e1, and hence, by induction hypothesis, we have ub ∈ L for all b. Now, let us
assume that u + qL ∈ B. Set b0 := ϕ1(u + qL). Since 0 6= f˜
b0
1 u =
∑N
b=b0
f
(b0)
1 ub, it holds that
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0 ≤ b0 ≤ N . Then, we have
∑N
b=b0
f
(b0)
1 ub ∈ L\qL, and
∑N
b=b0+1
f
(b0+1)
1 ub = f˜
b0+1
1 u ∈ qL. Thus,
we have ub ∈ qL for all b > b0, and f
(b0)
1 ub0 +qL = f˜
b0
1 (u+qL) (equivalently, ub0 +qL = u+qL).
Then, we have u− ub0 ∈ qL, and hence, ub ∈ qL for all b 6= b0. This completes the proof. 
Now, the following theorem can be proved in a similar way to the ordinary crystal basis
theory.
Theorem 6.2.9. Let M ∈ Oint be a U

1-module. Then, M has a quasi--crystal basis (L,B).
Moreover, if M ≃
⊕
λ∈(P 1)π
L(λ)⊕mλ for some mλ ∈ Z≥0, then there exists an isomorphism
M →
⊕
λ∈(P 1 )π
L(λ)⊕mλ of U1-modules which induces an isomorphism
(L,B)→
 ⊕
λ∈(P 1)π
L(λ)⊕mλ ,
⊕
λ∈(P 1 )π
B(λ)⊕mλ
 .
6.3. Tensor product rule. Recall that U is a right coideal of U, i.e., ∆(U) ⊂ U ⊗ U.
Hence, we are interested in the U-module structure of the tensor product of a U-module and
a U-module. Let V = Vr denote the vector representation of U. It is spanned by {ui | i ∈ I},
and is equipped with a U-module structure by:
Fjui = δj− 1
2
,iui+1, Ejui = δj+ 1
2
,iui−1, Kjui = q
(αj ,ǫi)ui.
If we set L = Lr :=
⊕
i∈I Aui, B = Br := {ui+ qLr | i ∈ I}, then, (L,B) is an ordinary crystal
basis of V.
We first consider the case r = 1. Recall that the irreducible U1-module L(λ), λ ∈ P

1 has a
quasi--crystal basis (L(λ),B(λ)). If L(λ) = L(a; b) for some a ∈ Z and b ∈ Z≥0, then we write
L(a; b) = L(λ), B(a; b) = B(λ).
Proposition 6.3.1. Let a ∈ Z, b ∈ Z≥0. Then we have an isomorphism
L(a; b) ⊗V ≃ L(a+ 2; b+ 1)⊕ L(a− 1; b)⊕ L(a− 1; b− 1)
of U1-modules. Moreover, (L(a; b)⊗ L,B(a; b)⊗B) is a quasi--crystal basis of L(a; b)⊗V.
Proof. Let v ∈ L(a; b) be a highest weight vector, and set
v 0 := v ⊗ u0,
v 1 := v ⊗ u1 −
q−b+1(q − q−1)
{a− b− 1}
f1v ⊗ u0 − pq
a−2bv ⊗ u−1,
v −1 := f1v ⊗ u0 − q
b[b]v ⊗ u−1 − pq
a−b−2[b]v ⊗ u1.
Then, by direct calculation, we obtain
h1v 0 = [b+ 1]{(a + 2)− (b+ 1)− 1}v 0 ,
h1v 1 = [b]{(a − 1)− b− 1}v 1 ,
h1v −1 = [b− 1]{(a − 1)− (b− 1)− 1}v −1 .
These equations, together with Corollary 3.2.4 and Theorem 3.1.6, show that U1v 0 ≃ L(a +
2; b + 1), U1v 1 ≃ L(a − 1; b), and U

1v −1 ≃ L(a− 1; b − 1). Since dim(L(a; b) ⊗V) = 3b =
(b+1)+ b+(b− 1) =
∑1
k=−1 dimU

1v k , we see that L(a; b)⊗V = U

1v 0 ⊕U

1v −1 ⊕U

1v 1 .
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Also, we calculate as:
f
(n)
1 (v 0 ) = f
(n−1)
1 v ⊗ u−1 + q
nf
(n)
1 v ⊗ u0 + pq
a−n+1f
(n−1)
1 v ⊗ u1
∈
{
v ⊗ u0 + qL(a; b)⊗ L if n = 0,
f
(n−1)
1 v ⊗ u−1 + qL(a; b)⊗ L if 0 ≤ n ≤ b+ 1,
f
(n)
1 (v 1 ) =
q−n{a− b− n− 1}
{a− b− 1}
f
(n)
1 v ⊗ u1 −
q−b+n+1(qn+1 − q−n−1)
{a− b− 1}
f
(n+1)
1 v ⊗ u0
−
pqa−2b{a− b− n− 1}
{a− b− 1}
f
(n)
1 v ⊗ u−1
∈ f
(n)
1 v ⊗ u1 + qL(a; b)⊗ L if 0 ≤ n ≤ b,
f
(n)
1 (v −1 ) = q
n[n+ 1]f
(n+1)
1 v ⊗ u0 − q
b[b− n]f
(n)
1 v ⊗ u−1 − pq
a−b−n−2[b− n]f1(n)v ⊗ u1
∈ f
(n+1)
1 v ⊗ u0 + qL(a; b)⊗ L if 0 ≤ n ≤ b− 1.
Since f˜n1 (v k ) = f
(n)
1 (v k ), k ∈ {0,±1}, these equations imply that the A-span of {f˜
n
1 (v k ) |
k ∈ {0,±1}, n ∈ Z≥0} coincides with L(a; b) ⊗ L, and that {f˜
n
1 (v k ) + qL(a; b) ⊗ L | k ∈
{0,±1}, n ∈ Z≥0} \ {0} is identical to B(a; b) ⊗ B. Now, it is easy to verify that (L(a; b) ⊗
L,B(a; b)⊗B) is a quasi--crystal basis of L(a; b) ⊗V. This proves the proposition. 
We give the quasi--crystal graph of B(a; b)⊗B:
u−1
− 1
2 // u0 u1
v
1

•
1

•
1oo •
1

f˜1(v)
1

•
1

•
1

•
1

...
1

...
1

...
1

...
1

f˜ b1(v) • • •
.
Let N ∈ N. Applying the proposition above repeatedly, we see that the tensor product
module V⊗N has a quasi--crystal basis (L⊗N ,B⊗N ); we denote ui1 ⊗· · ·⊗uiN + qL
⊗N ∈ B⊗N ,
i1, . . . , iN ∈ I, by (i1, . . . , iN ). With this notation, we identify B
⊗N with IN .
Lemma 6.3.2. Let s ∈ B⊗N . Then, e˜1s (resp., f˜1s) is obtained from s by replacing the rightmost
−1 in s1 with 0 (resp., the leftmost 0 in s1 with −1), and is 0 if there are no −1 (resp., 0) in
s1. Also, ε1(s) and ϕ1(s) are the number of −1 and 0 in s1, respectively.
Proof. By induction on N , and apply Proposition 6.3.1. 
More generally, we obtain the following theorem. As in the ordinary crystal basis theory, the
proof is given by embedding the crystal basis of a U3-module into (L
⊗N ,B⊗N ) for a suitable
N .
Theorem 6.3.3. Let M be a U1-module with a quasi--crystal basis (L,B), and N a U3-module
with a crystal basis (L′,B′). Then, M ⊗N has a quasi--crystal basis (L⊗L′,B⊗B′), on which
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the Kashiwara operators act as follows:
f˜1(b⊗ b
′) =
{
b⊗ E˜− 1
2
(b′) if ε1(b) < ε− 1
2
(b′),
f˜1(b)⊗ b
′ if ε1(b) ≥ ε− 1
2
(b′),
e˜1(b⊗ b
′) =
{
b⊗ F˜− 1
2
(b′) if ε1(b) ≤ ε− 1
2
(b′),
e˜1(b)⊗ b
′ if ε1(b) > ε− 1
2
(b′).
Now, we turn to the case of a general r. Recall that Kashiwara operators f˜i and e˜i for i 6= 1
are defined by means of the sl2-triple (fi, ki, ei). Therefore, the next proposition follows from a
standard argument; see, for example, [HK02, Section 4.4].
Proposition 6.3.4. Let M be a U-module having a quasi--crystal basis (L,B). Then (L ⊗
L,B ⊗B) is a quasi--crystal basis of M ⊗V, on which the Kashiwara operators act as follows:
f˜1 and e˜1 acts as described in Theorem 6.3.3; for i ∈ I
 \ {1}, b ∈ B, j ∈ {−r,−r + 1, . . . , r},
f˜i(b⊗ uj) =

0 if j = i and f˜2i (b) = 0,
b⊗ ui if j = i− 1 and f˜i(b) = 0,
b⊗ u−i if j = −(i− 1) and e˜i(b) = 0,
f˜i(b)⊗ uj otherwise,
e˜i(b⊗ uj) =

b⊗ ui−1 if j = i and f˜i(b) = 0,
0 if j = −(i− 1) and e˜2i (b) = 0,
b⊗ u−(i−1) if j = −i and e˜i(b) = 0,
e˜i(b)⊗ uj otherwise.
The action of f˜i for i 6= 1 is visualized as:
u−i
−(i− 1
2
)
// u−(i−1) uj ui−1
i− 1
2 // ui
b
i

•
i

•
ioo •
i

•
i

•
i

f˜i(b)
i

•
i

•
i

•
i

•
i

•
i

...
i

...
i

...
i

...
i

...
i

...
i

f˜
ϕi(b)−1
i (b)
i

•
i

•
i

•
i

•
i

•
f˜
ϕi(b)
i (b) • • • •
i // •
.
The following theorem describes the tensor product rule for the Kashiwara operators f˜ ’s and
e˜’s in full generality. The proof is given by embedding the crystal basis of a U-module into
(L⊗N ,B⊗N ) for a suitable N .
Theorem 6.3.5. Let M be a U-module having a quasi--crystal basis (L,B), and N a U-
module having a crystal basis (L′,B′). Then, M ⊗N has a quasi--crystal basis (L⊗L′,B⊗B′),
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on which the Kashiwara operators act as follows: for b ∈ B and b′ ∈ B′,
f˜1(b⊗ b
′) =
{
b⊗ E˜− 1
2
(b′) if ε1(b) < ε− 1
2
(b′),
f˜1(b)⊗ b
′ if ε1(b) ≥ ε− 1
2
(b′),
e˜1(b⊗ b
′) =
{
b⊗ F˜− 1
2
(b′) if ε1(b) ≤ ε− 1
2
(b′),
e˜1(b)⊗ b
′ if ε1(b) > ε− 1
2
(b′),
f˜i(b⊗ b
′) =

b⊗ E˜−(i− 1
2
)(b
′) if εi− 1
2
(b′) < ϕi(b) and εi(b) < ε−(i− 1
2
)(b
′), or
if εi− 1
2
(b′) ≥ ϕi(b) and εi(b) + εi− 1
2
(b′)− ϕi(b) < ε−(i− 1
2
)(b
′),
f˜i(b)⊗ b
′ if εi− 1
2
(b′) < ϕi(b) and εi(b) ≥ ε−(i− 1
2
)(b
′),
b⊗ F˜i− 1
2
(b′) if εi− 1
2
(b′) ≥ ϕi(b) and εi(b) + εi− 1
2
(b′)− ϕi(b) ≥ ε−(i− 1
2
)(b
′),
e˜i(b⊗ b
′) =

b⊗ F˜−(i− 1
2
)(b
′) if εi− 1
2
(b′) ≤ ϕi(b) and εi(b) ≤ ε−(i− 1
2
)(b
′), or
if εi− 1
2
(b′) > ϕi(b) and εi(b) + εi− 1
2
(b′)− ϕi(b) ≤ ε−(i− 1
2
)(b
′),
e˜i(b)⊗ b
′ if εi− 1
2
(b′) ≤ ϕi(b) and εi(b) > ε−(i− 1
2
)(b
′),
b⊗ E˜i− 1
2
(b′) if εi− 1
2
(b′) > ϕi(b) and εi(b) + εi− 1
2
(b′)− ϕi(b) > ε−(i− 1
2
)(b
′).
Corollary 6.3.6. Let N ∈ Oint be a U-module with a crystal basis (L
′,B′). Then, (L′,B′) is
also a quasi--crystal basis of N . Furthermore, for each b ∈ B and i ∈ I, we have the following:
f˜1(b) = E˜− 1
2
(b),
e˜1(b) = F˜− 1
2
(b),
f˜i(b) =
{
E˜−(i− 1
2
)(b) if εi− 1
2
(b) < ε−(i− 1
2
)(b),
F˜i− 1
2
(b) if εi− 1
2
(b) ≥ ε−(i− 1
2
)(b),
e˜i(b) =
{
F˜−(i− 1
2
)(b) if εi− 1
2
(b) ≤ ε−(i− 1
2
)(b),
E˜i− 1
2
(b) if εi− 1
2
(b) > ε−(i− 1
2
)(b).
Proof. Apply Theorem 6.3.5 for M = L(∅; ∅), which is the trivial module of U. 
Recall that B⊗N is identified with IN = {−r, . . . , r}N , and its crystal structure is described
in the beginning of this section. Applying Corollary 6.3.6 to the crystal basis (L⊗N ,B⊗N ), we
obtain a quasi--crystal structure of B⊗N .
Corollary 6.3.7. The quasi--crystal basis B⊗N = IN obtained from Corollary 6.3.6 is described
as follows: for s ∈ IN , e˜1s (resp., f˜1s) is obtained from s by replacing the rightmost −1 in s1
with 0 (resp., the leftmost 0 in s1 with −1), and is 0 if there are no −1 (resp., 0) in s1. For
i ∈ I \ {1}, e˜is is obtained from s by replacing the rightmost i in siwith i − 1 if i ∈ si, or by
replacing the rightmost −i in si with −(i − 1) if i /∈ si, or is 0 if i,−i /∈ si. Finally, f˜is is
obtained from s by replacing the leftmost −(i− 1) in siwith −i if −(i− 1) ∈ si, or by replacing
the leftmost i− 1 in si with i if −(i− 1) /∈ si, or is 0 if i− 1,−(i− 1) /∈ si.
7. Quasi--crystal basis of V⊗d
In this section, we construct a quasi--crystal basis for each irreducible highest weight U-
module. For this purpose, we need some results concerning the left cell representations of the
Hecke algebra of type B.
7.1. Hecke algebra of type B. Let d ∈ Z>0, and W = Wd = 〈s0, s1, . . . , sd−1〉 denote the
Weyl group of type Bd, and H = H(W ) the associated Hecke algebra with unequal parameter
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p, q. Namely, H is the unital associative algebra over Z[p, p−1, q, q−1] spanned by {Hw | w ∈W}
with the product given by
HiHw =
{
Hsiw if siw > w,
Hsiw − (qi − q
−1
i )Hw if w < siw,
where < denotes the Bruhat order, and qi = q if i = 1, . . . , d− 1, while q0 = p.
There exists a unique Z-algebra automorphism · of H such that Hw = H
−1
w−1
.
Theorem 7.1.1 ([KL79, Theorem 1.1], [L03, Theorem 5.2]). For each w ∈ W , there exists a
unique Cw ∈ H such that
(1) Cw = Cw.
(2) Cw = Hw +
∑
y<w cy,wHy for some cy,w ∈ pZ[p, q, q
−1]⊕ qZ[q].
{Cw}w∈W forms a linear basis of H(Wd); we call it the Kazhdan-Lusztig basis.
7.2. Cell representations. Let us recall from [KL79] and [L03] the notion of left cells of W
and the associated cell representations.
Definition 7.2.1. Let y,w ∈W .
(1) y →L w if the coefficient of Cy in the expansion of HsCw with respect to the basis
{Cx | x ∈W} is nonzero for some s ∈ S.
(2) y ≤L w if there exist y = y0, y1, . . . , yl = w ∈W such that yi−1 →L yi.
(3) y ∼
L
w if y ≤L w and w ≤L y.
(4) y <L w if y ≤L w and y 6∼
L
w.
(5) Each equivalence class of W with respect to ∼
L
is called a left cell of W . We denote by
L(W ) the set of left cells.
For each X ∈ L(W ) and x ∈ X, set
C≤LX =
⊕
y≤Lx
Z[p±1, q±1]Cy, C<LX =
⊕
y<Lx
Z[p±1, q±1]Cy, C
L
X = C≤LX/C<LX .
Note that these are independent of the choice of x ∈ X. We denote the image of m ∈ C≤LX
under the quotient map C≤LX → C
L
X by [m]X . Then, C
L
X has a basis {[Cx]X | x ∈ X}.
Theorem 7.2.2 ([BI03, Theorem 7.7]). Let X ∈ L(W ). Then, CLX is an irreducible H-module.
7.3. Parabolic Kazhdan-Lusztig bases. Throughout this subsection, we fix a subset J ⊂
{0, 1, . . . , d− 1} arbitrarily. Let WJ denote the parabolic subgroup of W generated by {sj | j ∈
J}, JW the minimal length coset representatives in WJ\W , and wJ ∈ WJ the longest element.
Also, we set
xJ :=
∑
w∈WJ
qwJq
−1
w Hw ∈ H.
Lemma 7.3.1. Let j ∈ J . Then, the following hold.
(1) xJHj = q
−1
j xJ .
(2) xJ = CwJ . In particular, xJ = xJ .
Proof. The assertion (1) follows from a direct calculation and the fact that WJ = {w ∈ WJ |
w < sjw} ⊔ {w ∈ WJ | sjw < w}. The proof of (2) can be found in [X94, Proposition 1.17
(2)]. 
By Lemma 7.3.1 (1), the right ideal xJH of H has a basis {xJHw | w ∈
JW}. Also, by
Lemma 7.3.1 (2), xJH is closed under the involution · . Hence, we can construct an analog of
the Kazhdan-Lusztig basis in the ideal xJH:
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Theorem 7.3.2 ([Deo87, Proposition 3.2]). For each w ∈ JW , there exists a unique JCw ∈ xJH
such that
(1) JCw =
JCw.
(2) JCw = xJ(Hw +
∑
y∈JW
y<w
Jcy,wHy) for some
Jcy,w ∈ pZ[p, q
±1]⊕ qZ[q].
Clearly, {JCw | w ∈
JW} is a linear basis of xJH, called the parabolic Kazhdan-Lusztig basis.
Proposition 7.3.3 ([Deo87, Proposition 3.4]). Let w ∈ JW . Then, we have JCw = CwJw.
Proof. We have
JCw = xJ
∑
y∈JW
y≤w
Jcy,wHy =
∑
y∈JW
y≤w
∑
x∈WJ
qwJ q
−1
x
Jcy,wHxy.
This shows that JCw −HwJw ∈
⊕
z<wJw
(pZ[p, q±1]⊕ qZ[q])Hz. Hence, by Theorem 7.1.1,
JCw
coincides with CwJw. 
Proposition 7.3.4. Let y ∈W . Then, we have
xJCy =
∑
w∈JW
wJw≤Ly
αw
JCw,
for some αw ∈ Z[p
±1, q±1].
Proof. Let us write
xJCy =
∑
w∈JW
αw
JCw =
∑
w∈JW
αwCwJw for some αw ∈ Z[Γ].
On the other hand, by the definition of ≤L, we can write
xJCy =
∑
z≤Ly
βzCz for some βz ∈ Z[Γ].
Combining these two equations, we obtain the desired assertion. 
7.4. Functor F . SetH := Q(p, q)⊗Z[p±1,q±1]H. Recall from [BWW16] that we have established
the q-Schur duality between U and H, namely, we defined a right action of H on V⊗d which
commutes with the left action of U. As a right H-module, V⊗d decomposes as
V⊗d ≃
⊕
f∈Id+
xJ(f)H,
where I = {−r, . . . , r}, Id+ := {f = (f1, . . . , fd) ∈ I
d | 0 ≤ f1 ≤ · · · ≤ fd} and J(f) := {j |
fj = 0 or fj = fj+1}. From this result, we obtain an exact functor F
 from the category of
finite-dimensional H-modules to Oint defined by F
(M) := V⊗d ⊗H M =
⊕
f∈Id+
xJ(f)M .
In [BWW16], it is proved that the Kazhdan-Lusztig basis {J(f)Cw | f ∈ I
d
+, w ∈
J(f)W}
coincides with the -canonical basis {bf | f ∈ I
d} of V⊗d = F (H), i.e., we have bfw =
J(f)Cw
if f ∈ Id+ and w ∈
J(f)W . This implies that L⊗d = SpanA{
J(f)Cw | f ∈ I
d
+, w ∈
J(f)W}, and
B⊗d = {J(f)Cw + qL⊗d | f ∈ Id+, w ∈
J(f)W}.
Proposition 7.4.1. Let X ∈ L(W ) and x ∈ X.
(1) C≤LX := F
(Q(p, q)⊗Z[p±1,q±1] C≤LX) is a U
-submodule of V⊗d with a basis
{J(f)Cw | f ∈ I
d
+, w ∈
J(f)W and wJ(f)w ≤L x}.
(2) C<LX := F
(Q(p, q)⊗Z[p±1,q±1] C<LX) is a U
-submodule of V⊗d with a basis
{J(f)Cw | f ∈ I
d
+, w ∈
J(f)W and wJ(f)w <L x}.
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(3) CLX := C≤LX/C<LX is an irreducible U
-subquotient of V⊗d with a basis {[J(f)Cw]X |
f ∈ Id+ and w ∈
J(f)W ∩ wJ(f)X}, where [m]X denotes the image of m ∈ C≤LX under
the canonical projection C≤LX → C
L
X .
Proof. Parts (1) and (2) follows from Propositions 7.3.3 and 7.3.4. Part (3) follows from (1) and
(2). 
Corollary 7.4.2. We obtain the irreducible decomposition V⊗d ≃
⊕
X∈L(W )
CL
X
6=0
CLX.
Proposition 7.4.3. Let X ∈ L(W ). Then, CLX has a quasi--crystal basis.
Proof. Let x ∈ X. Set L≤LX to be the A-span of {
J(f)Cw | f ∈ I
d
+, w ∈
J(f)W and wJ(f)w ≤L
x}, and B≤LX := {
J(f)Cw+qL≤LX | f ∈ I
d
+, w ∈
J(f)W and wJ(f)w ≤L x}. Since, L≤LX ⊂ L
⊗d,
we have x˜i(L≤LX) ⊂ L
⊗d for all x ∈ {e, f}, i ∈ I. On the other hand, as the Kashiwara
operators preserve the submodules, we have x˜i(L≤LX) ⊂ L
⊗d ∩ C≤LX = L≤LX . This proves
that (L≤LX ,B≤LX) is a quasi--crystal basis of C≤LX . Similarly, one can prove that L<LX :=
SpanA{
J(f)Cw | f ∈ I
d
+, w ∈
J(f)W and wJ(f)w <L x} and B<LX := {
J(f)Cw + qL<LX | f ∈
Id+, w ∈
J(f)W and wJ(f)w <L x} forms a quasi--crystal basis of C<LX . Setting L(X) :=
SpanA{[
J(f)Cw]X | f ∈ I
d
+, w ∈
J(f)W ∩ wJ(f)X}, and B(X) := {[
J(f)Cw]X + qL(X) | f ∈
Id+, w ∈
J(f)W ∩wJ(f)X}, we see that (L(X),B(X)) is a quasi--crystal basis of C
L
X . 
Proposition 7.4.4. Suppose that V⊗d ≃
⊕
t∈T L(λt) for some index set T and λt ∈ P
. Then,
for each t ∈ T , there exist highest weight vectors vt ∈ V
⊗d satisfying the following:
(1) Lt := U
vt ≃ L(λt).
(2) (Lt,Bt) is a quasi--crystal basis of Lt isomorphic to (L(Xt),B(Xt)), where Lt := L
⊗d ∩
Lt, Bt := B
⊗d ∩ Lt/qLt, and Xt ∈ L(W ) such that C
L
Xt
≃ Lt.
(3) L⊗d =
⊕
t∈T Lt, B
⊗d =
⊔
t∈T Bt.
Proof. Let us write V⊗d ≃
⊕
s∈S L(λs) (isomorphism of U-modules) for some index set S and
λ ∈ P (d). By the ordinary crystal basis theory, there exist U-highest weight vectors vs ∈ V
⊗d,
s ∈ S such that Ls := Uvs ≃ L(λs), (Ls,Bs) is the unique crystal basis of Ls containing vs, where
Ls := L
⊗d ∩ Ls and Bt := B
⊗d ∩ Lt/qLt, and that we have L
⊗d =
⊕
s∈S Ls, B
⊗d =
⊔
s∈S Bs.
Then, there exists a unique bilinear form (·, ·) on V⊗d satisfying the following;
(vs, vs) = 1 for all s ∈ S,
(xm,n) = (m, τ(x)n) for all x ∈ U, m, n ∈ V⊗d,
where τ is the anti-algebra automorphism of U defined by
τ(Ei) = qFiK
−1
i , τ(Fi) = q
−1KiEi, τ(Ki) = Ki.
It is known that Ls = {m ∈ Ls | (m,m) ∈ A}, and for each u ∈ Ls with u+ qLs ∈ Bs, we have
(u, u) ∈ 1 + qA for all s ∈ S.
Recall that V⊗d ≃
⊕
X∈L(W )
C
L
X 6=0
L(λX), where λX ∈ P
 is such that CLX ≃ L(λX). Hence, we
may identify T with {X ∈ L(W ) | CLX 6= 0}, and equip T with a partial order ≤L. Now, we
prove the assertions (1) and (2) by induction on t with respect to ≤L. When t is minimal, the
assertion follows from the fact that CLt is an irreducible submodule of V
⊗d isomorphic to L(λt)
spanned by some Kazhdan-Lusztig basis elements.
Let us assume that t ∈ T is not minimal, the assertions (1) and (2) hold for all t′ <L t, and
that C<Lt is generated by vt′ , t
′ <L t. Consider the U
-submodule C≤Lt ⊂ V
⊗d. Since C≤Lt is
spanned by some Kazhdan-Lusztig basis elements, the bilinear form (·, ·)|C≤Lt is nondegenerate.
Let C ⊂ C≤Lt denote the orthogonal complement of C<Lt with respect to (·, ·)|C≤Lt . Then, C
is spanned by vectors of the form J(f)Cw + uf,w with f ∈ I
d
+, w ∈
J(f)W , wJ(f)w <L x for some
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x ∈ t, uf,w ∈
⊕
t′<Lt
qL(λt). Moreover, C is a U
-submodule of C≤Lt isomorphic to C
L
t . Hence,
there exists vt ∈ V
⊗d satisfying the assertions (1) and (2).
By the construction above, the assertion (3) is now obvious. Thus, the proof completes. 
Remark 7.4.5. By the construction, we have Bt = {fw | f ∈ I
d
+, w ∈
J(f)W ∩ wJ(f)t} for all
t ∈ T .
7.5. Left cells for type A and B. Now, let us explicitly describe the left cells of the Weyl
group Sd of type Ad−1 and Wd of type Bd. We let Wd act on Z
d by
(i1, . . . , id)sj =
{
(−i1, i2, . . . , id) if j = 0,
(i1, . . . , ij+1, ij , . . . , id) if j 6= 0.
And we regard Sd as the subgroup of Wd generated by sj, j 6= 0. First, let us recall Schensted
bumping algorithm. Given a semistandard tableau T of shape λ ∈ P and a colored box i ,
define a new semistandard tableau T ← i as follows;
(1) Let j be the smallest number satisfying T (j, 1) ≥ i.
(2) Replace T (j, 1) by i ; if there is no such j, then put i at the bottom of the first
column, and stop the algorithm.
(3) Repeat (1)-(2) for the next column with the role of i replaced by T (j, 1) .
Definition 7.5.1. Given a sequence w = (w1, . . . , wd) of elements of a totally ordered set (L,≤)
and an increasing sequence r = (r1, . . . , rd) of positive integers, we define two tableaux P (w)
and Qr(w) as follows. First, P (w) is defined to be (· · · (( w1 ← w2 ) ← w3 ) · · · ) ← wn ;
hence P (w) is a semistandard tableau in letters L of some shape. Next, Qr(w) is defined to be
the standard tableau in letters {r1, . . . , rd} of the same shape as P (w) whose (i, j)-entry is rk if
a new box is added in a position (i, j) when we bump the box wk to the semistandard tableau
P (w1, . . . , wk−1).
We call P (w) the insertion tableau of w, and Qr(w) the recording tableau of w in letters r.
Definition 7.5.2. Let x ∈ Sd and y ∈ Wd and define xi, yi ∈ {1, . . . , d} and εi ∈ {+,−} by
(1, . . . , d)x = (x1, . . . , xd), and (1, . . . , d)y = (ε1y1, . . . , εd, yd).
(1) Set P (x) to be the insertion tableau of (x1, . . . , xd), and Q(x) to be the recording tableau
of (x1, . . . , xd) in letters (1, . . . , d).
(2) Let {1, . . . , d} = {i1, . . . , ik} ⊔ {j1, . . . , jl} be such that i1 < · · · < ik, j1 < · · · < jl,
εin = +, and εjm = −. Then, set P
−(y) to be the insertion tableau of (−yj1 , . . . ,−yjl),
Q−(y) the recording tableau of (−yj1 , . . . ,−yjl) in letters (j1, . . . , jl), P
+(y) the inser-
tion tableau of (yi1 , . . . , yik), and Q
+(y) the recording tableau of (yi1,...,yik ) in letters
(i1, . . . , ik).
Proposition 7.5.3. Let x, y ∈ Sd and z, w ∈Wd.
(1) x and y are in the same left cell of Sd if and only if Q(x) = Q(y).
(2) z and w are in the same left cell of Wd if and only if (Q
−(z), Q+(z)) = (Q−(w), Q+(w)).
Proof. (1) is found in [BB05, Theorem 6.5.1]. Let us prove (2). Let y ∈ Wn, and i1, . . . , ik,
j1, . . . , jl be as above. Set A
−(y) to be the insertion tableau of (yj1 , . . . , yjl), B
−(y) the recording
tableau of (yj1 , . . . , yjl) in letters (j1, . . . , jl), A
+(y) := P+(y), and B+(y) := Q+(y). Then, by
[BI03, Theorem 7.7], z and w are in the same left cell of Wn if and only if (B
+(z), B−(z)) =
(B+(w), B−(w)). Hence, it suffices to show that we have (B+(z), B−(z)) = (B+(w), B−(w)) if
and only if (Q−(z), Q+(z)) = (Q−(w), Q+(w)). To do so, let us investigate the relation between
B−(y) and Q−(y). Let x1 < · · · < xl be the rearrangement of yj1 , . . . , yjl . Then, there exists a
unique σy ∈ Sl such that yjm = xσy(m). By the definition of the recording tableaux, we have
B−(y) = Q(σy) andQ
−(y) = Q(σyw
Sl
0 ), where w
Sl
0 ∈ Sl denotes the longest element. Therefore,
the equivalence of the two equations B−(z) = B−(w) and Q−(z) = Q−(w) is equivalent to the
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equivalence of the two equations Q(σz) = Q(σw) and Q(σzw
Sl
0 ) = Q(σww
Sl
0 ), which follows from
the fact that for each left cell X of Sl, the set Xw
Sl
0 is also a left cell, and then, use (1). 
7.6. Irreducible decomposition of a quasi--crystal bases of V⊗d. Let X ∈ L(W ), and
B(X) be as in the proof of Proposition 7.4.3. Now, let us describe B(X) in terms of bitableaux.
For this purpose, we need a crystal version of Robinson-Schensted correspondence, which states
the following: under the identification B⊗d = Id = {−r, . . . , r}d, the map u1 ⊗ · · · ⊗ ud 7→
(P (u1, . . . , ud), Q1,...,d(u1, . . . , ud)) gives an isomorphism of the ordinary crystals of type A2r.
B⊗d →
⊕
λ∈P (d)
⊕
Q∈ST(λ)
(
SST(λ)× {Q}
)
,
where on the right-hand side, the Kashiwara operators act only on the first factor.
Next, let us see the crystal structure of B⊗d as a crystal of type Ar ×Ar−1. When d = 1, we
have the following irreducible decomposition; B = B− ⊕ B+, where B− = {ui | −r ≤ i ≤ 0},
B+ = {ui | 1 ≤ i ≤ r} with the crystal graph
−r
−(r− 1
2
)
−−−−−→ · · ·
−(2− 1
2
)
−−−−−→ −1
−(1− 1
2
)
−−−−−→ 0 1
2− 1
2−−−→ 2
3− 1
2−−−→ · · ·
r− 1
2−−−→ r.
Hence, we have
B⊗d =
⊕
(ε1,...,εd)∈{+,−}d
(Bε1 ⊗ · · · ⊗Bεd),
and for each (ε1, . . . , εd) ∈ {+,−}
d, we have
Bε1 ⊗ · · · ⊗Bεd ≃ (B−)⊗k ⊗ (B+)⊗l,
where k and l denotes the number of − and + in (ε1, . . . , εd), respectively. For each u =
u1⊗ · · · ⊗ ud, there exist unique fu ∈ I
+
d and wu ∈W such that fuwu = (u1, . . . , ud), and ℓ(wu)
is maximal with this property. Therefore, the map
u = u1 ⊗ · · · ⊗ ud 7→
(
P−(wu), Q
−(wu)
)
⊗
(
P+(wu), Q
+(wu)
)
gives an isomorphism of crystals of type Ar ×Ar−1:
Bε1 ⊗ · · · ⊗Bεd ≃
 ⊕
λ−∈P (k)
⊕
Q−∈STi1,...,ik (λ
−)
(B(λ−)× {Q−})

⊗
 ⊕
λ+∈P (l)
⊕
Q+∈STj1,...,jl(λ
+)
(B(λ+)× {Q+})
 ,
where i1 < · · · < ik is such that εin = −, and j1 < · · · < jk is such that εjm = +. Thus, we
obtain the irreducible decomposition of B⊗d as a crystal of type Ar ×Ar−1:
B⊗d =
⊕
λ∈P (d)
⊕
(Q−;Q+)∈ST(λ)
{u1 ⊗ · · · ⊗ ud | Q(u1 ⊗ · · · ⊗ ud) = (Q
−;Q+)},
where Q(u1 ⊗ · · · ⊗ ud) := (Q
−(wu), Q
+(wu)) with the notation above. For each λ ∈ P
(d) and
(Q−;Q+) ∈ ST(λ), set
SST(λ)× {(Q−;Q+)} := {u1 ⊗ · · · ⊗ ud | Q(u1 ⊗ · · · ⊗ ud) = (Q
−;Q+)}.
Note that the Kashiwara operators act only on SST(λ), and therefore, it is isomorphic to SST(λ),
which is connected (as a crystal of type Ar ×Ar−1).
Proposition 7.6.1. The connected components of B⊗d as a crystal of type Ar × Ar−1 are
SST(λ)× {(Q−;Q+)}, λ ∈ P (d), (Q−;Q+) ∈ ST(λ).
Recall from Proposition 7.5.3 that the left cells are described in terms of the recording
tableaux. Thus, we obtain the following.
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Theorem 7.6.2. The connected components of B⊗d as a crystal of type Ar×Ar−1 coincide with
{Bt | t ∈ T}, where Bt and T are as in Proposition 7.4.4. Moreover, if SST(λ)×{(Q
−;Q+)} = Bt
for some λ, (Q−;Q+), t, then we have Lt ≃ L(λ), where Lt is as in Proposition 7.4.4. In
particular, L(λ) is an irreducible component of V⊗d if and only if λ ∼π µ for some µ ∈ P
(d).
Proof. The first statement follows from Remark 7.4.5, Proposition 7.5.3 (2), and Proposition
7.6.1. Let t ∈ T , λ ∈ P (d) and (Q−;Q+) ∈ ST(λ) be such that SST(λ) × {(Q−;Q+)} = Bt.
Then, the connected component SST(λ)× {(Q−;Q+)} contains a unique element bλ such that
F˜−(i− 1
2
)bλ = E˜j− 1
2
bλ = 0 for all i = 1, . . . , r and j = 2, . . . , r.
Under the isomorphism SST(λ) × {(Q−;Q+)} ≃ SST(λ) of crystals of type Ar × Ar−1, the
element bλ is identified with (T
−
λ
;T+
λ
) ∈ SST(λ) defined by
T−
λ
(i, j) = −(i− 1), T+
λ
(i, j) = i,
where T (i, j) denotes the entry of the box of T which lies in the i-th row and j-th column. Since
wt(bλ) is maximal among wt
(Bt), we have bt := vt+ qLt = bλ, where vt ∈ Lt is the U
-highest
weight vector. Suppose that Lt = L(µ) for some µ ∈ P
. Then, we have ϕ1(bt) = µ0 − µ−1.
Recall from the proof of Lemma 4.3.6 that τ−12 (vt) is aU

1-highest weight vector of highest weight
(µ0,µ−2;µ2). This implies that ϕ1(f˜
max)
2 bt) = µ0−µ−2. Also, from the proof of Theorem 4.3.7,
T−1i (vt) is a U

2-highest weight vector of highest weight (µ0,µ−(i−1),µ−i;µi−1,µi) for all i ≥ 3.
Hence, we have ϕ1(f˜
max
2 (f˜
max
3 f˜
max
2 )(f˜
max
4 f˜
max
3 ) · · · (f˜
max
i f˜
max
i−1 )bt) = µ0−µ−i. Applying the same
argument to Tλ, we obtain the following:
wt(bt) = wt
(Tλ), µ0 − µ−i = λ0 − λ−i for all i = 1, . . . , r.
Solving this system of equations, we conclude that µ ∼π λ, and hence, Lt ≃ L(λ). 
Corollary 7.6.3. The assignment (a,b) 7→ [L(a;b)], where [L(a;b)] denotes the isomorphism
class of L(a;b), gives a bijection from {(a,b) ∈ Zr × Zr≥0 | ai ≥ bi, i ∈ I
 \ {1}} to the set of
isomorphism classes of irreducible U-modules in Oint.
Corollary 7.6.4. The isomorphism classes of Oint are parametrized by P
/ ∼π.
Corollary 7.6.5. Let λ ∈ P (d). Then, SST(λ) is equipped with a unique quasi--crystal
structure for which the map R : SST(λ) → B⊗d defined in subsection 5.3 is compatible all of
structure maps for quasi--crystal bases. Also, the irreducible highest weight U-module L(λ)
with highest weight λ has a quasi--crystal basis which is identical to SST(λ). Moreover, SST(λ)
is equipped with a quasi--crystal basis structure given below.
(1) For each T ∈ SST(λ), wt(T ) =
∑r
i=−r(the number of occurrence of i in T )ǫi.
(2) For each T ∈ SST(λ) and i ∈ I, we have
f˜1(T ) = E˜− 1
2
(T ),
e˜1(T ) = F˜− 1
2
(T ),
f˜i(T ) =
{
E˜−(i− 1
2
)(T ) if εi− 1
2
(T ) < ε−(i− 1
2
)(T ),
F˜i− 1
2
(T ) if εi− 1
2
(T ) ≥ ε−(i− 1
2
)(T ),
e˜i(T ) =
{
F˜−(i− 1
2
)(T ) if εi− 1
2
(T ) ≤ ε−(i− 1
2
)(T ),
E˜i− 1
2
(T ) if εi− 1
2
(T ) > ε−(i− 1
2
)(T ),
here, we identify T ∈ SST(λ) with R(T ) ∈ B⊗d, on which the actions of E˜i, F˜i, i ∈ I
make sense.
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7.7. -crystal bases. In general, a quasi--crystal graph of an irreducible U-module is neither
connected nor unique. In this subsection, we introduce the notion of -crystal bases as quasi--
crystal bases satisfying some additional conditions. And we prove the existence and uniqueness
theorem for -crystal bases, and that they are connected.
Let λ ∈ P (d), and take a left cell X ∈ L(W ) satisfying CLX ≃ L(λ). Recall that C
L
X has
a basis {[J(f)Cw]X | f ∈ I
+
d , w ∈ X ∩ wJ(f)
J(f)W}, and it is in one-to-one correspondence
with SST(λ); we denote by bT the basis element corresponding to T ∈ SST(λ). For each
i ∈ {2, . . . , r}, we define linear endomorphisms e˜i′ and f˜i′ on L(λ) by
e˜i′(bT ) =
bE˜i− 12 T if e˜jT = 0 for all j = 1, . . . , i− 1 and E˜j− 12T = 0 for all j = 2, . . . , i− 1,0 otherwise,
f˜i′(bT ) =
{
bT ′ if e˜i′bT ′ = bT ,
0 otherwise.
Note that the condition e˜jT = 0 for all j = 1, . . . , i−1 and E˜j− 1
2
T = 0 for all j = 2, . . . , i−1
is equivalent to e˜jT = 0 for all j = 1, . . . , i− 1 and e˜j′T = 0 for all j = 2, . . . , i− 1.
Let X ′ ∈ L(W ) be such that CLX′ ≃ C
L
X . Since the linear map [Cw′ ]X′ 7→ [Cw]X , w
′ ∈ X ′,
w ∈ X with P±(w′) = P±(w) gives an isomorphism CLX′ → C
L
X of H-modules, the definition of
e˜i′ and f˜i′ are independent of the choice of X as long as we have C
L
X ≃ L(λ).
Also, we define linear endomorphisms e˜i′ and f˜i′ , i ∈ {2, . . . , r} on each U
-module in Oint by
the complete reducibility.
Remark 7.7.1. In a future work, we will give more intrinsic definitions of e˜i′ and f˜i′ .
Definition 7.7.2. Let M ∈ Oint be a U
-module with a quasi--crystal basis (L,B). We say
that (L,B) is a -crystal basis if it satisfies the following:
(C 1) L is preserved by the operators e˜i′ and f˜i′ , i ∈ {2, 3, . . . , r}.
(C 2) We have e˜i′(B) ⊂ B ⊔ {0} and f˜i′(B) ⊂ B ⊔ {0} for all i
′ ∈ {2, 3, . . . , r}.
Let λ ∈ P , and v ∈ L(λ) be a highest weight vector. Set
L(λ) := SpanA{f˜i1 · · · f˜ilv | l ∈ Z≥0, i1, . . . , il ∈ I
 ⊔ {2′, . . . , r′}},
B(λ) := {f˜i1 · · · f˜ilv + qL(λ) | l ∈ Z≥0, i1, . . . , il ∈ I
 ⊔ {2′, . . . , r′}} \ {0}.
Theorem 7.7.3. Let λ ∈ P . Then, (L(λ),B(λ)) is a unique -crystal basis of L(λ).
Proof. Let X ∈ L(W ) be such that CLX ≃ L(λ). By the definition of e˜i′ and f˜i′ , it is clear
that they preserve L(X), and induce maps B(X) → B(X) ⊔ {0}. Therefore, (L(X),B(X)) is a
-crystal basis of CLX .
Next, we show that B(X) is connected as a -crystal basis. To do so, it is convenient to
identify B(X) with SST(λ). Let T0 denote the unique highest weight vector of SST(λ). For
T ∈ SST(λ), set
d(T ) :=
∑
i,j
(|T (i, j)| − |T0(i, j)|),
where T (i, j) denotes the integer in the (i, j)-box of T . Then, we have d(T ) ≥ 0, and d(T ) = 0 if
and only if T = T0. We prove that T is connected to T0 by induction on d(T ). When d(T ) = 0, we
have T = T0, and there is nothing to prove. When d(T ) > 0, there exists i ∈ I
 such that e˜iT 6= 0
or e˜i′T 6= 0. Hence, T is connected to either e˜iT or e˜i′T . Since d(e˜iT ) = d(e˜i′T ) = d(T )− 1, the
induction proceeds. This proves that SST(λ) is connected. Moreover, we obtain
SST(λ) = {f˜i1 · · · f˜ilT0 | l ∈ Z≥0, i1, . . . , il ∈ I
 ⊔ {2′, . . . , r′}} \ {0}.
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Let v ∈ CLX be the unique highest weight vector satisfying v + qL(X) = T0. By above
argument, for each T ∈ SST(λ), there exist i1, . . . , il ∈ I
⊔{2′, . . . , r′} such that T = f˜i1 · · · f˜ilT0.
This implies that f˜i1 · · · f˜ilv+qL(X) = T , and therefore, L(X) is spanned by such vectors. Thus,
the proof completes. 
Corollary 7.7.4. (L⊗d,B⊗d) is a -crystal basis of V⊗d. Under the identification B⊗d = Id,
the actions of e˜i, f˜i, i ∈ I
 are described by Corollary 6.3.7, and those of e˜i′ , f˜i′, i ∈ I
 \ {1} are
given as follows: e˜i′s is obtained from s by replacing the rightmost i in si with i − 1 if e˜js = 0
for all j = 1, . . . , i− 1 and e˜j′s = 0 for all j = 2, . . . , i− 1, and is 0 otherwise. Finally,
f˜i′s =
{
s′ if e˜i′s
′ = s,
0 otherwise.
Now, the existence and uniqueness theorem for -crystal basis can be proved in the same way
as the ordinary crystal basis theory.
Theorem 7.7.5. Let M ∈ Oint be a U
-module. Then, M has a -crystal basis (L,B). If M ≃⊕
λ∈P π
L(λ)⊕mλ for some mλ ∈ Z≥0, then there exists an isomorphism M →
⊕
λ∈P π
L(λ)⊕mλ
inducing an isomorphism (L,B)→ (
⊕
λ∈P π
L(λ)⊕mλ ,
⊕
λ∈P π
B(λ)⊕mλ).
8. Applications
In this section, we consider how a given U-module decomposes into irreducible modules. By
the existence and uniqueness of -crystal bases, together with the connectedness (with a single
source) of the -crystal basis of an irreducible U-module, the problem is reduced to determining
the highest weight vectors in the -crystal basis of a given module. We will frequently use results
in [Kw09].
8.1. Irreducible decomposition of V⊗d. Set I := I ⊔ {2′, . . . , r′}. The connected compo-
nents of B⊗d are in one-to-one correspondence with s ∈ B⊗d such that e˜i(s) = 0 for all i ∈ I.
Such s’s are characterized as follows.
Proposition 8.1.1. Let s = (s1, . . . , sN ) ∈ B
⊗d. For each −r ≤ j ≤ r and 1 ≤ n ≤ d, set
c≤nj (s) := ♯{1 ≤ m ≤ n | sm = j} and c
≥n
j (s) := ♯{n ≤ m ≤ d | sm = j}. Then the following are
equivalent:
(1) e˜i(s) = 0 for all i ∈ I.
(2) c≥n0 (s) ≥ c
≥n
−1 (s), c
≥n
−(j−1)(s) ≥ c
≥n
−j (s), and c
≤n
j−1(s) ≥ c
≤n
j (s) for all 1 ≤ n ≤ d and
j ∈ I \ {1}.
Proof. This follows easily from the -crystal structure of B⊗d. 
We call an element s ∈ B⊗d satisfying condition (2) of Proposition 8.1.1 a Yamanouchi biword,
since s is a Yamanouchi word when we read only letters 1, 2, . . . , r and so is srev when we read
only letters 0,−1, . . . ,−r and then ignore negative signs.
Remark 8.1.2. What we call a Yamanouchi word is called a lattice permutation in [Kw09]. For
a partition λ ∈ P , we denote by Yam(λ) the set of Yamanouchi words in letters 1, . . . , 2r + 1 of
shape λ, that is, the number of appearances of i in the word equals λi for all i ∈ {1, . . . , 2r+1}.
By the Robinson-Schensted correspondence, we have ♯Yam(λ) = ♯ST(λ).
Proposition 8.1.3. Let s ∈ B⊗d be a Yamanouchi biword. Then, the connected component of
B⊗d containing s is isomorphic to SST(λ), where λ is a bipartiotion given by
λi := ♯{m | sm = i}, −r ≤ i ≤ r.
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Proof. By the complete reducibility of V⊗d, the connected component of B⊗d containing s is
isomorphic to SST(λ) for some λ ∈ P (d). Since e˜i(s) = 0 for all i ∈ I, we may identify s
with R(Tλ), where Tλ ∈ SST(λ) denotes the unique highest weight vector. By comparing s and
R(Tλ), we obtain λi = ♯{m | sm = i} for all −r ≤ i ≤ r. This proves the proposition. 
We denote by Yam(λ) the set of Yamanouchi biwords s in B⊗|λ| satisfying λi := ♯{m | sm =
0}, and call each element in Yam(λ) a Yamanouchi biword of shape λ. By Theorem 7.6.2, we
know ♯Yam(λ) = ♯ST(λ). However, one can prove this equation directly as follows.
Let λ ∈ P  and (T−;T+) ∈ ST(λ). We write L− = {p1, . . . , p|λ−|} and L
+ = {q1, . . . , q|λ+|},
with p1 < · · · < p|λ−|, q1 < · · · < q|λ+|. Let T denote the standard Young tableau of shape
λ− obtained from T− by replacing each pi with i. Define T
′ similarly by using T+. Then, the
map ST(λ) → ST(λ−) × ST(λ+) × {(q1, . . . , q|λ+|) | 1 ≤ q1 < · · · < q|λ+| ≤ |λ|} defined by
(T−, T+) 7→ (T, T ′, (q1, . . . , q|λ+|)) is a bijection.
Theorem 8.1.4. Let λ ∈ P (d). Then, the multiplicity of the irreducible component of V⊗d
isomorphic to L(λ) is equal to ♯ST(λ). Namely, we have an isomorphism
V⊗d ≃
⊕
λ∈P (d)
L(λ)⊕♯ ST(λ)
of U-modules.
Proof. By Proposition 8.1.3, the multiplicity of the irreducible component of V⊗d isomorphic
to L(λ) is equal to ♯Yam(λ). Here, the set Yam(λ) is in one-to-one correspondence with
Yam(λ−)×Yam(λ+)× {(q1, . . . , q|λ+|) | 1 ≤ q1 ≤ · · · ≤ q|λ+| ≤ d} under the assignment
s = (s1, . . . , sd) 7→
(
(|sp|λ−| |, . . . , |sp1 |), (sq1 , . . . , sq|λ+|), (q1, . . . , q|λ+|)
)
,
where sp1 , . . . , sp|λ−| ≤ 0 with p1 < · · · < p|λ−|, and sq1 , . . . , sq|λ+| ≥ 1 with q1 < · · · < q|λ+|.
From this and the bijection ST(λ) → ST(λ−) × ST(λ+) × {(q1, . . . , q|λ+|) | 1 ≤ q1 ≤ · · · ≤
q|λ+| ≤ |λ|}, we obtain
♯Yam(λ) = ♯Yam(λ−) · ♯Yam(λ+) ·
(
d
|λ+|
)
= ♯ST(λ−) · ♯ST(λ+) ·
(
d
|λ+|
)
(By Remark 8.1.2)
= ♯ST(λ),
as desired. This proves the theorem. 
By the double centralizer property between U and H, we have an irreducible decomposition
V⊗d ≃
⊕
λ∈P (d)
L(λ)⊠ V (λ)(12)
as a U-H-bimodule, where V (λ)’s are pairwise nonisomorphic irreducible H-modules. Accord-
ing to [H74], the irreducible H-modules are classified by the bipartitions of size d. Hoefsmit
constructed the irreducible modules by giving the representation matrices for the generators of
H explicitly. Later, Dipper and James [DJ92] realized the irreducible H-modules Sλ,µ as ideals
of H, where λ, µ are partitions with |λ|+ |µ| = d. In Appendix A, we prove that V (λ) ≃ Sλ
−,λ+ .
8.2. Littlewood-Richardson rule for U. In this subsection, we consider the irreducible
decomposition of L(λ)⊗L(µ) for λ ∈ P , µ ∈ P . In terms of -crystal bases, we will determine
the Yamanouchi biwords in B(λ) ⊗ B(µ) ⊂ B⊗|λ|+|µ|; here B(µ) ≃ SST(µ) denotes the crystal
basis of L(µ) embedded in B⊗|µ| by the Middle-Eastern reading. Let LRν
λ,µ(r) denote the
multiplicity of L(ν) in L(λ) ⊗ L(µ); clearly, it is equal to the number of Yamanouchi biwords
in B(λ)⊗ B(µ) of shape ν
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Let us briefly recall the Littlewood-Richardson rule for ordinary crystal bases in type An−1.
Let Parn denote the set of partitions of length n. For µ, η, ξ ∈ Parn, let LR
µ
η,ξ(n) denote the
multiplicity of L(µ) in L(η) ⊗ L(ξ) as a Uq(sln)-module. A semistandard tableau T of shape
µ/η is called a Littlewood-Richardson tableau of shape µ/η with content ξ if T contains ξi
i’s, and if ME(T ) is a Yamanouchi word ([Kw09]). Hence LRµη,ξ(n) equals the number of
Littlewood-Richardson tableaux of shape µ/η with content ξ in n letters. Also, it is known that
the multiplicity of B(ξ) in B(µ/η) is equal to LRµη,ξ(n).
Theorem 8.2.1. Let λ,ν ∈ P , µ ∈ P . Then, we have
LRνλ,µ(r) =
∑
η∈Parr+1
η⊂µ
∑
ξ∈Parr(|µ/η|)
LRν
−
η,λ−(r + 1)LR
µ
η,ξ(2r + 1)LR
ν
+
λ+,ξ(r).
Proof. Let (T1;T2) ∈ B(λ) and T ∈ B(µ). If we read only letters ≤ 0 in T , then it is also a
semistandard tableau T ′ of shape, say η ⊂ µ. Since there are r + 1 kinds of letters ≤ 0, we
may assume that ℓ(η) = r + 1. Suppose that (T1;T2) ⊗ T is a Yamanouchi biword of shape ν.
By the definition of Yamanouchi biwords, (ME(T2),ME(T/T
′)) is a Yamanouchi word of shape
ν+ in letters 1, . . . , r, and (EM(T1),ME(T
′))rev = (EM(T ′),ME(T1)) is a Yamanouchi word of
shape ν− in letters 0, 1, . . . , r if we ignore negative signs. In addition, by Proposition 6.3.5, we
have F˜−(i− 1
2
)(T
′) = 0 for all i ∈ I. This implies that EM(T ′) is a Yamanouchi word of shape η
if we ignore negative signs, and that T ′ is determined uniquely by η and this condition; hence,
we write Tη = T
′. With this notation, for an arbitrary partition η ⊂ µ of length r + 1, let Y (η)
be the number of (T2, T ) such that T
′ = Tη and (ME(T2),ME(T/T
′)) is a Yamanouchi word
of shape ν+ in letters 1, . . . , r, and Z(η) the number of T1 such that (EM(Tη),ME(T1)) is a
Yamanouchi word of shape ν− in letters 0, 1, . . . , r if we ignore negative signs. Then, by the
above, we obtain
LRνλ,µ(r) =
∑
η∈Parr+1
η⊂µ
Y (η) · Z(η);
here, Y (η) is equal to the cardinality of Yam(ν+) ∩ (B(λ+) ⊗ B(µ/η)) , where B(µ/η) denotes
the set of semistandard tableaux of shape µ/η in letters 1, . . . , r. Therefore, we see that Y (η) =∑
ξ∈Parr(|µ/η|)
LRν
+
λ+,ξ(r) · LR
µ
η,ξ(2r + 1) by the Littlewood-Richardson rule for ordinary crystal
bases in type A.
In order to compute Z(η), let us count the number Z ′(η) of Yamanouchi words in B(η)⊗B(λ−)
of shape ν− in letters 0, 1, . . . , r. By the tensor product rule for ordinary crystal bases, if
T3 ⊗ T4 ∈ B(η) ⊗ B(λ
−) is a Yamanouchi word, then so is T3. Since EM(Tη) is a Yamanouchi
word of shape η in letters 0, 1, . . . , r if we ignore negative signs, Z(η) is equal to Z ′(η), which, in
turn, equals LRν
−
η,λ−(r + 1) by the Littlewood-Richardson rule for ordinary crystal basis in type
A.
Summarizing, we conclude that
LRν
λ,µ(r) =
∑
η∈Parr+1
η⊂µ
∑
ξ∈Parr(|µ/η|)
LRν
+
λ+,ξ(r) · LR
µ
η,ξ(2r + 1) · LR
ν
−
η,λ−(r + 1),
as desired. This proves the theorem. 
In particular, if we take λ to be (∅; ∅), then the tensor product module L(∅; ∅)⊗ L(µ) is just
L(µ) regarded as a U-module. Hence, Theorem 8.2.1 gives the branching rule for U-modules
restricted to U:
Corollary 8.2.2. The multiplicity of L(ν) in L(µ) is equal to LRµ
ν−,ν+
(r).
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Proof. By Theorem 8.2.1, we have
LRν(∅;∅),µ(r) =
∑
η,ξ
LRν
−
η,∅(r + 1)LR
µ
η,ξ(r) LR
ν+
∅,ξ (r).
However, LRν
−
η,∅(r + 1) = δη,ν− and LR
ν
+
∅,ξ (r) = δξ,ν+ . This proves the corollary. 
Remark 8.2.3. The multiplicity of L(ν) in L(µ) can be computed directly by counting the
number of the Yamanouchi biword of shape ν in B(µ).
Appendix A. Irreducible decomposition of V⊗d as a U-H-bimodule
A.1. The action of H on V⊗d. We denote by Sd and Sa,d−a the subgroup of Wd generated
by si, i 6= 0, and si, i 6= 0, a, respectively. Let H(Sd) and H(Sa,d−a) be the subalgebra of H
generated by Hi, i 6= 0, and Hi, i 6= 0, a, respectively.
Following [BWW16], let H act on V⊗d. For a map f : {1, . . . , d} → {−r,−r + 1, . . . , r}, we
set Mf := uf(1)⊗· · ·⊗uf(d) ∈ V
⊗d. The Weyl group Wd acts on the set of maps from {1, . . . , d}
to {−r,−r + 1, . . . , r} by:
(f · sj)(i) =

f(j + 1) if i = j,
f(j) if i = j + 1,
f(i) otherwise,
(f · s0)(i) =
{
−f(1) if i = 1,
f(i) otherwise.
Then the Hecke algebra H acts on V⊗d by:
Mf ·Hj =

q−1Mf if f(i) = f(i+ 1),
Mf ·sj if f(i) < f(i+ 1),
Mf ·sj + (q
−1 − q)Mf if f(i) > f(i+ 1),
Mf ·H0 =

p−1Mf if f(1) = 0,
Mf ·s0 if f(1) > 0,
Mf ·s0 + (p
−1 − p)Mf if f(1) < 0.
A.2. Irreducible H(Sd)-modules. Let us recall from [G86] how to construct the irreducible
H(Sd)-modules. Note that our convention differs from that in [G86]; because of this, we con-
struct right H(Sd)-modules, while Gyoja treated left H(Sd)-modules. Let λ = (λ1 ≥ λ2 ≥
· · · ≥ λk ≥ 0) be a partition of d and λ
′ its transposed partition. Let T+(λ) be the standard
tableau of shape λ defined by T+(i, j) = λ1 + · · · λi−1 + j, and T−(λ) the standard tableau of
shape λ defined by T−(i, j) = λ
′
1+ · · ·λ
′
j−1+ i. Also, let I+ be the set of those si which preserves
each row of T+, I− the set of those si which preserves each column of T−, S± the subgroup of
Sd generated by I±, and H(S±) the subalgebra of H(Sd) corresponding to S±. Set
e+ :=
∑
x∈S+
q−ℓ(x)Hx, e− :=
∑
y∈S−
(−q)ℓ(y)Hy.
Let [+,−] ∈ Sd be the unique element such that T+ · [+,−] = T−. Then, for each x ∈ S+
and y ∈ S−, one has ℓ(x[+,−]y) = ℓ(x) + ℓ([+,−]) + ℓ(y). By [G86, Section 2], the following
holds.
Theorem A.2.1 ([G86]). The right ideal Sλ of H(Sd) generated by e+H[+,−]e− is an irreducible
H(Sd)-module. Moreover, the set {S
λ | λ ⊢ d} provides a complete list of nonisomorphic
irreducible H(Sd)-modules.
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By this theorem, we can realize each Sλ, λ ⊢ d, as a submodule of V⊗d. We define a
map fλ by: fλ(i) = j if λj−1 < i ≤ λj. It is easy to verify that the H(Sd)-submodule
generated by Mfλ is isomorphic to e+H(Sd). Therefore, the H(Sd)-submodule generated by
Mλ,+ :=Mfλ · (H[+,−]e−) is isomorphic to S
λ. Since ℓ(x[+,−]y) = ℓ(x) + ℓ([+,−]) + ℓ(y) for all
x ∈ S+ and y ∈ S−, we see that
Mλ,+ =
∑
y∈S−
(−q)ℓ(y)Mfλ·[+,−]y.
Also, by the definitions of fλ and [+,−], it follows that
Mfλ·[+,−] = (u1 ⊗ u2 ⊗ · · · ⊗ uλ′1)⊗ (u1 ⊗ u2 ⊗ · · · ⊗ uλ′2)⊗ · · · ⊗ (u1 ⊗ u2 ⊗ · · · ⊗ uλ′k).
These imply that Mλ,+ ∈Mfλ·[+,−] + qL
⊗d.
By the quantum Schur-Weyl duality of type A, the irreducible H(Sd)-module Mλ,+H(Sd) ≃
Sλ is contained in the direct sum of some copies of the irreducible highest weight U-module
with highest weight corresponding to a partition, say µ. Applying Kashiwara operators E˜i’s on
Mλ,+ repeatedly, one can easily verify that µ = λ.
Exchanging the roles of Hi and H
−1
i , we obtain Mλ,− ∈ V
⊗d such that
Mλ,− ∈ (u−λ′1 ⊗ · · · ⊗ u−2 ⊗ u−1)⊗ (u−λ′2 ⊗ · · · ⊗ u−2 ⊗ u−1)⊗ · · ·
⊗ (u−λ′
k
⊗ · · · ⊗ u−2 ⊗ u−1) + qL
⊗d
and Mλ,−H(Sd) ≃ S
λ.
A.3. Irreducible H-modules. In this subsection, we construct the irreducible H-modules fol-
lowing [DJ92]. For 1 ≤ i < j ≤ d− 1, we set
si,j := sisi+1 · · · sj−1, sj,i := s
−1
i,j .
Fix two nonnegative integers a, b such that a + b = d, and set wa,b := (sd,1)
b ∈ Sd. Also, we
define va,b ∈ H by
va,b :=
a∏
i=1
(p+Hsi,1H0Hs1,i)Hwa,b
b∏
j=1
(1− pHsj,1H0Hs1,j).
Let λ ⊢ a and µ ⊢ b. By Appendix A.2, one can construct the irreducible H(Sa)-module S
λ
in the subalgebra of H generated by H1, . . . ,Ha−1, and the irreducible H(Sb)-module S
µ in the
subalgebra generated by Ha+1, . . . ,Hn−1. It follows that S
λ · Sµ ⊂ H(Sa,b). Set
Sλ,µ := Sλ · Sµ · va,bH = va,bS
µ · SλH.
Theorem A.3.1 ([DJ92]). The set {Sλ,µ | 0 ≤ a ≤ d, λ ⊢ a, µ ⊢ d − a} provides a complete
list of pairwise nonisomorphic irreducible H-modules.
Let us find a good generator of Sλ,µ in V⊗d. Define a map fλ,µ by:
fλ,µ(i) =
{
fλ(i) if 1 ≤ i ≤ a,
fµ(i− a) if a+ 1 ≤ i ≤ d.
By Appendix A.2, we have
Sλ · Sµ ≃Mfλ,µS
λ · Sµ ⊂Mfλ,µH(Sd),
and hence,
Sλ,µ ≃Mfλ,µS
λ · Sµva,bH =Mfλ,µva,bS
µ · SλH.
Also, we see that
Mfλ,µva,b ∈ ufµ(1) ⊗ · · · ⊗ ufµ(b) ⊗ u−fλ(1) ⊗ · · · ⊗ u−fλ(a) + pL
⊗d.
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Therefore, Mfλ,µva,bS
µ · SλH is generated by Mµ,+ ⊗Mλ,−, which is of the form
Mµ,+⊗Mλ,− ∈ (u1 ⊗ · · · ⊗ uµ′1)⊗ (u1 ⊗ · · · ⊗ uµ′2)⊗ · · · ⊗ (u1 ⊗ · · · ⊗ uµ′l)
⊗ (u−λ′1 ⊗ · · · ⊗ u−1)⊗ (u−λ′2 ⊗ · · · ⊗ u−1)⊗ · · · ⊗ (u−λ′k ⊗ · · · ⊗ u−1) + qL
⊗d.
By the quantum Schur-Weyl duality of type B, the irreducible H-modules Mµ,+ ⊗Mλ,−H ≃
Sλ,µ is contained in the direct sum of some copies of the irreducible highest weight U-module
L(λ) for some λ ∈ P (d). By the descriptions of Mµ,++ qL
⊗a and Mλ,−+ qL
⊗b, it is clear that
e˜λ11 · · · e˜
λr
r (Mµ,+ ⊗Mλ,− + qL
⊗d ∈ B⊗d)
= (u1 ⊗ · · · ⊗ uµ′1)⊗ (u1 ⊗ · · · ⊗ uµ′2)⊗ · · · ⊗ (u1 ⊗ · · · ⊗ uµ′l)
⊗ (u−(λ′1−1) ⊗ · · · ⊗ u0)⊗ (u−(λ′2−1) ⊗ · · · ⊗ u0)⊗ · · · ⊗ (u−(λ′k−1) ⊗ · · · ⊗ u0) + qL
⊗d
is a Yamanouchi biword of shape (λ;µ), and hence, we conclude that L(λ) = L(λ;µ).
Theorem A.3.2. As a U-H-bimodule, V⊗d is decomposed as follows:
V⊗d ≃
⊕
λ∈P (d)
L(λ)⊠ Sλ
−,λ+ .
Corollary A.3.3. For each partitions λ, µ with |λ|+ |µ| = d, we have
F (Sλ,µ) =
{
L(λ;µ) if (λ;µ) ∈ P (d),
0 otherwise.
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