A one-session multicast network, on which a coding scheme with Network Coding is defined, was implemented with a maximum common flow of r-packets arriving simultaneously at |T | sink nodes. Determining how to order the r-packets that emerge from the source node s through their output n-links, constitutes a combinatorial problem. In this work, the set of all the possible output configurations is constructed, where each configuration is a vector of packets tags of length equal to n. Each tag has a length equal to r. Through a combinatorial algorithm on the set of possible output configurations, a path is carried out on the graph representing the one-session multicast network. The path is based on a topological ordering of the multicast graph that allowed us finding all possible ways to order the output of the r-packets from s to the sink nodes in T . An ordering configuration based on Network Coding is valid, if the coding of packets is achieved through a linear combination in the coding nodes and the decoding of packets in the sink nodes. This validation verifies, then, a one-session multicast solution. The proposal of this work is independent of the network topology, the maximum flow value, and the size of the packets.
I. INTRODUCTION
The multicast routing mechanism [1] has been used for the transmission of messages from a source computer to a subset of sink computers in a network. This group of computers constitutes a multicast group. In this type of network, nodes send the data only once, and all the sinks in the group receive it. In multicast systems, in addition to the intermediate nodes receiving packets through the input links, they can duplicate them and forward them to several output links. In this process, the packets remain intact until their final delivery. This mechanism is prone to traffic congestion. Multicast routing is used for transmission of videoconferencing and teleconferencing to multiple sinks in different geographical locations, and this leads to an increase in traffic in the network that generates bottlenecks, worsening the Quality of Service for users.
Multicast networks require a high demand for bandwidth, determined by the transmission and replication of messages through the multiple links that reach the sinks computers. Consequently, the implementation of the mathematical technique Network Coding (NC) [2] was proposed for the The associate editor coordinating the review of this manuscript and approving it for publication was Sun-Yuan Hsieh . simultaneous delivery of packets from the source node to the sink nodes of the multicast group. This technique allowed simultaneously delivering the maximum common flow of packets between the source node and the sink nodes, assuming an acyclic and directed network. The maximum common flow corresponds to the minimum of the maximum flows obtained, according to the Ford-Fulkerson algorithm [3] , between the source node and each of the sink nodes (maximum flow unicast graphs).
NC changes the operation paradigm of the routing nodes, from being, traditionally, nodes of storage and forwarding to coding nodes. These nodes carry out the linear combination of the packets, that belong to the vector space F m 2 , transferred by the incoming links, obtaining a new packet that will be forwarded by the output links, until reaching the sink nodes of the multicast group. The sink nodes act as decoding nodes that obtain the original packets sent from the source node. On the multicast network, a coding scheme with NC is defined if and only if, it is possible to obtain the original packets in all the sink nodes through a decoding process.
NC [2] , [4] , [5] allows each router to carry out the mixing of incoming packets through the calculation of a linear combination, not only in the source nodes and sinks, but in the intermediate nodes. Figure 1 shows a node to which three packet flows entered, and two outgoing flows were obtained, which is a linear combination of the incoming ones. When NC is used in transmissions, especially multicast, packets can be forwarded, mixed (encoded) in the intermediate nodes, and decoded in the sink nodes [6] to obtain the original packets. Therefore, NC theory offers the chance to improve the performance during the transmission of information in a multicast form, overcoming the paradigm of retransmission and data replication.
One of the significant disadvantages when applying the NC technique on a multicast graph with multiple links is to determine how the r-packets corresponding to the minimummaximum flow must be arranged through the n-links that emerge from the source node s. In [7] a mechanism is proposed, that based on the configuration of a set of linear equations (linear combinations in the intermediate nodes) in the sink nodes and with the support of the Gauss-Jordan method, we obtain the original (simple [7] ) r-packets sent simultaneously from the source node. The linear equations take as indeterminate the tags that name the packets in each of the output links.
This paper is organized as follows. Section 2 is a review of the studies related to the proposal. Section 3 explains the main definitions for the construction of the solution. A detailed explanation of the proposed problem is included in Section 4. Section 5 describes the criteria and restrictions considered in the model. Section 6 shows the bases of the solution and the algorithm that support it. Section 7 provides examples of the implementation of this proposal. Finally, the conclusions are presented in Section 8.
II. STATE OF THE ART
The initial theoretical work in NC developed by Ahlswede et al. [2] modeled a directed graph G = (V , E) with noise-free links and with capabilities of a symbol of a field F q per unit of time, showing that a source node s ∈ V can send the same information to a set of sink nodes T = {t 1 , t 2 , . . . ,t d } ⊂ V , where s / ∈T , at a maximum data flow rate r.
Ahlswede et al. pointed out that the problem of a multicast session became an underutilization of the resources, by restricting the use of the network nodes to the execution of only the routing function. They also proved that the multicast capacity r (s, T ), which is defined as the maximum rate at which a source node can transmit the information to a set of sink nodes, is determined by the lower value of the maximums flows from the source node to each of the sink nodes t ∈ T ; as described in III.
r(s, T ) = min t∈T MaxFlow(s, t).
(1)
The previous result corresponds to the information flow theorem, which is considered as a generalization of the classical max-flow-min-cut theorem for product flow [8] , independently proved by Elías et al. [9] and Ford and Fulkerson [3] , [10] in 1956.
With the use of NC, they proved the possibility to increase the performance, reaching an advantage over the classic routing mechanisms. Besides, as long as routing mechanisms can not achieve the multicast capability, it can be made through NC.
The performance improvement was illustrated in [2] with a network named ''the butterfly network,'' shown in Figure 2 . The authors focused on a wired multicast network, with a source node and two sinks, shown below. As shown in Figure 2 , the source node s wants to send b 1 and b 2 to the sink nodes t 1 and t 2 , node 3 performs the coding of the received information, so that t 1 receives b 1 and b 1 +b 2 , and t 2 receives b 2 and b 1 + b 2 , so that both sinks are able to decode the simple packets b 1 and b 2 . Here is a clear example of how a linear coding is used to achieve an increase in the transfer rate, up to a maximum of 2 packets per unit of time.
Research performed by [5] revealed that it is sufficient that the coding functions in the interior nodes are linear to achieve the maximum multicast capacity, thus defining the Linear Network Coding (LNC). LNC considers messages as packets consisting of elements of a finite field F q [11] , represented by a binary vector of length log 2 (q) bits [12] , and the encoding function that generates a message emerging from a node. This message is a simple linear combination over the finite field F q of incoming messages to the node. In the same way, the decodings in the sink nodes can be carried out through linear operations with incoming information to the nodes. The authors in [5] proposed to review an exponential number of sets of arcs to verify that the coding coefficients chosen for a particular arc are correct.
Koetter and Médard [4] , [13] showed that linear solutions for a multicast network achieve the maximum data rate (maximum flow) within an alphabet of a finite field whose size is a power of two, and which is so large as r |T |. Besides, they demonstrated via polynomial-time algorithm how to find the coefficients of the linear coding and the coding functions by searching the values of the variables of a non-zero polynomial. However, their algorithm requires verifying a multivariate polynomial identity with an exponential number of coefficients. Similarly, [14] obtained an equivalent formulation by bipartite matching and network flows. The authors in [14] proved that |T | is the maximum size of the finite field to achieve the coding and decoding of multicast coefficients.
Additionally, [15] - [17] showed how to find the coding and linear decoding coefficients for a multicast session through an algorithm executed in polynomial time in a finite field of maximum size |T |. They offered a combinatorial vision to reformulate the algebraic conditions proposed in [18] . For [5] , the reduced revision to a simple set of arcs per sink node made explicit the use of precomputed flows for each sink.
The authors of [19] proposed a significant improvement to the performance of end-to-end multicast transmission by replicating and forwarding the data by overlay nodes instead of sending them by the end systems. In this work, overlay nodes have the full ability to encode and decode data at the message level using LNC; likewise, they proposed a distributed algorithm to construct a directed acyclic graph (DAG) corresponding to the multicast network, in which NC is applied. This algorithm duplicated end-to-end performance in several cases.
Authors in [20] present a routing and coding scheme to achieve the maximum transport of packets in a multicast session. The goal is achieved by determining and combining the paths of the multiple maximum flows through the overlapping links. The authors proposed to use only the links and nodes in the combined maximum flows to build the coding and routing scheme.
III. DEFINITIONS A. TAG
Redundancy added to the information of a packet. It is assigned depending on the maximum network flow. If the maximum flow is r, then the tag is a vector of the vector space F r 2 , that is, the smallest for which r linearly independent vectors can be selected.
The tags of the packets are selected as the standard basis
where e i is the vector formed by 0 in all positions except the i-th where has a 1. That is, e i = 0 i−1 10 r−i .
B. SIMPLE PACKET
It is called a packet with the associated initially tag, in the form e i ∈ F r 2 [7] .
C. COMBINED PACKET
The LNC paradigm is based on the linear combination concept of linear algebra. The term ''combined packet'' is used to refer to any linear combination of simple packets [7] .
D. NUMBER OF VALID OUTPUT CONFIGURATIONS (NVO)
The number of ways to organize the simple or combined packets in the output links from the source node, in such a way that decoding can be carried out in the sink nodes.
E. TOTAL NUMBER OF OUTPUT CONFIGURATIONS (TNO)
The total number of possible configurations of simple or combined packets organized in the output links from the source node. Not all possible configurations are valid. This value corresponds to r n for simple packets and (2 r ) n for combined packets.
F. RATE OF SOLUTIONS (η)
Rate of combinations of valid output configurations per total number of combinations of possible configurations. A rate is calculated with simple packets and another with combined packets. The above response to (2) .
IV. PROPOSED PROBLEM
A determining feature of a computer network is throughput since the larger it is, the less time it takes to send packets. The use of NC in a multicast network allows the increase of throughput, and this will result in a better Quality of Service for customers in terms of response times. The proposed problem focuses on a one-session multicast transmission, with a source node, |T | sink nodes, and a maximum flow of r packets per unit of time. We looked for the adequate arrangements in which the r packets should be sent through the network using NC, so that all packets reach the sink nodes, with a definite increase in throughput, compared to the traditional way.
The authors in [7] determine the order of packet output from a source node to a set of sink nodes in a multicast session under the NC principle. However, this solution is not unique, since in a multicast session with flow r, there may exist r n possible ways to organize the simple packets in the n output links and, with linear combinations of simple packets, it is even higher the number of possible ways to achieve the outputs of the packets up to an order of (2 r ) n . The arrangement of packets (simple or linear combinations) must guarantee that all sink nodes obtain the original (simple) packets issued at the source node. Solutions that do not ensure the delivery of packets should not be considered. It is important to note that not all one-session multicast networks can be solved using the NC technique.
In summary, the problem to be solved is the following: Given a DAG (Directed Acyclic Graph) G= (V , E), which represents a computer network for one-session multicast transmission, with a source node and a set of sinks T ⊂V \{s}; find all possible ways to output r packets from s, where r represents the maximum common flow associated with G, so that all r packets can be retrieved in the sinks in T using NC. The set V contains the routing and coding/routing nodes of the multicast network, and the set E includes the links of the form l= (u, v) where the node u constitutes the origin of the link and the node v the destination.
V. CRITERIA AND RESTRICTIONS
The proposed solution is based on a Directed Acyclic Graph (DAG) representing a one-session multicast communications network from a source node s to a set of sink nodes T. We assumed that the links have a capacity of one packet per unit of time and they are free of noise.
The solution is established by a combinatorial algorithm, which is characterized by an exponential complexity; therefore, the proposal is linked to execution time limitations.
The algorithm finds how packets can be sent through a network in a multicast session, to take advantage of the maximum flow associated with the network, as presented in the theorem of the maximum-flow or minimum-cut [3] . The solution is independent of the network topology, the value of the maximum flow, and the size of the packets.
VI. PROPOSED SOLUTION
From the source node s, r packets are sent through the multicast network to the sink nodes in T using NC. The sent packets are represented by tags in the form of binary vectors that must be linearly independent, to differentiate them in the sink nodes, after making linear combinations during the transmission until their final delivery.
A. BASICS OF THE SOLUTION
Let G = (V , E) be a DAG representing a unicast multicast network with source node s, and a set of sink nodes T . Each unicast graph from s to each node t in T is formed by disjoint paths. Let r be the maximum common flow of all the unicast graphs associated with G from the source node s to each node in T ; the out-degree n corresponds to the number of links that can emerge from s with any of the r packets.
Let C be the set of all possible output configurations, where an output configuration is a vector of length n composed of packet tags (vectors of length r). Therefore, it follows that |C| = r n for a solution with simple packets or |C| = (2 r ) n for a solution with combined packets.
That is, if c ∈ C, then it has the form c = (p 1 , p 2 , . . . , p n ), with p i ∈ F r 2 , for all i ∈ {1, . . . , n}, indicating that on the output link 1, the packet tagged with p 1 will be sent; on link 2 the packet tagged with p 2 will be sent and so on. If n > r, p i = p j for some i, j ∈ {1, . . . , n}, with i = j. The output links from the source node s, are used numbered, to maintain the nomenclature of the configurations.
B. CONFIGURATION FORMS 1) SIMPLE CONFIGURATIONS
These configurations are characterized by sending the packets from the source node, as they were after the assignment of their corresponding tags; that is, only the sending of packets with tags of type e i is allowed. The out-degree of the source node s is n, and for each link, there are, in the case of simple configurations, r possible outgoing packets. By the principle of multiplication [8] , there are r n possibilities. If the simple packets with tags e 1 , e 2 , . . . , e r from 0 to r −1 are numbered, a simple configuration could be represented as a vector in Z n r (Z r denotes the ring of integers modulo r), and at the same time, a vector in Z n r can be seen as a configuration simple, so the correspondence is one-to-one. For example, for r = 3 and n = 4, the vector (2, 2, 1, 0) would indicate that on the link 1 and 2, the packet 2 is sent (corresponding with e 3 ); on link 3, the packet 1 is sent (corresponding with e 2 ), and by link 4 the packet 0 (corresponding with e 1 ) is sent. So, the problem of finding all the simple configurations was transformed in finding all the vectors of Z n r . However, in turn, the vector space Z n r is isomorphic with the ring Z r n . So the problem is transformed into a simple count on base r, from 0 to r n − 1.
2) COMPOSITE CONFIGURATIONS
These configurations allow the source node to send any linear combination of the packets, that is, with any tag in Z r 2 . As the out-degree of the source node s is n and for each link, there are, in the case of composite configurations, 2 r possible outputs. Reasoning as with simple configurations, the counting is carried out from 0 to (2 r ) n − 1.
C. TOPOLOGICAL ORDERING ALGORITHM
Notation: Let V be a set and R ⊆ V × V . It will be written aRb, indicating that (a, b) ∈ R. Theorem: A DAG (V , E) is a partial order with the relation of ''there is a path of length 0 or more''.
Proof: First, it is necessary to clarify how the relationship R is defined. Let a, b ∈ V , aRb if and only if a = b or there is a
Let a ∈ V , as a = a, then aRa, so the relationship fulfills the reflexivity.
Let a, b, c ∈ V such that aRb y bRc, so there exist v 0 v 1 . . . v n , with v 0 = a and v n = b and w 0 w 1 . . . w m , with w 0 = b and w m = c.
. . ,n+m−1}, so aRc and transitivity is met. Now, let a, b ∈ V , with a =b, such that aRb and bRa. Then, there exists v 0 v 1 . . . v n , with v 0 = a and v n = b, and w 0 w 1 . . . w m , with w 0 = b and w m = a.
. .z n+m is a path from a to a so that with at least one intermediate node (b) different from a, it would be a cycle, this contradicts that G is a DAG. So the antisymmetry is concluded.
Definition: A total order on a set V is a partial order R T ⊆ V × V that fulfills: Given a, b ∈ V , with a = b, then exactly one of the following holds aR T b or bR T a.
Definition: A topological order associated with a partial order Ron a set V is a total order R T on V that satisfies: Given a, b ∈ V , if aRb, then aR T b.
Theorem: Let R be a partial order on a finite set V ; then, there is a topological order associated with R [9] .
The above guarantees the existence of a topological order of the DAG. It can be seen that the algorithm moves the information through the network following a topological ordering. Therefore, the coding nodes wait for the arrival of all the information for each of its interfaces. Then proceed to perform the sum in Z 2 or also called XOR and obtain the result that will be sent by the output interfaces. Note that if they were not traversed in topological order, it could cause the encoding nodes to send incomplete information.
D. COMBINATORIAL ALGORITHM OF ALL POSSIBLE FORMS OF OUTPUT PACKETS
Algorithm 1 describes the proposed solution, which consists of two parts. The first corresponds to the calculation of coding coefficients in each node from the second node of the topological ordering list. The second part corresponds to the validation of each configuration of the total of r n possibilities for the case of simple packets or of (2 r ) n for the case of combined packets. The validation test is done through Gaussian elimination.
In lines 5 and 6, for each destination node u of each output link j, from the source node s, info(u) is initialized with the vector e j of the canonical basis of the vector space F n 2 . Therefore, each vector info(u) stores a bit string of the form 0 j−1 10 n−j ∈ F n 2 . It is observed that the receive function of the Node structure called on line 10, updates info(u) by carrying out the XOR (+) of info(u) with info(v) that corresponds to the iteration of node v. Also, if node u is a sink, store info(v) in the set infos(u). Figure 3 shows how the calculation of vector info(x) is carried out after each iteration according to the topological order in the graph with initial node s. After the iterations at the nodes u and v, in topological order, the vector info(x) stores the linear combination of the canonical vectors e h , e k ∈ F n 2 , established in the output links from the source node s.
If info (u) =b 1 b 2 . . . b n ∈F n 2 , each b i corresponds to a coding coefficient used for the construction of the linear combination of the packets entering the node u. That is, for every link (u, v), the tag w u,v ∈ F r 2 of the packet sent through the link is calculated by (3) .
where w s,j ∈ F r 2 and represents the tag of the packet sent from the source node s to the adjacent node j.
The vectors stored in infos represent the coefficients of the linear combinations of the output vectors w s,j that reach the sink nodes. The variables of the form w u,t , where t ∈ T , represent the tags of the packets arriving at the sink nodes. 
The origin of the given complexity will be explained, and the line to which the analysis refers will be noted in parentheses. In the line (3), find the topological order of G is done in two steps, first, a Depth First Search (DFS) with complexity O(|V | + |E|) and then a reverse in the order given by the DFS, which has complexity O(|V |).
The for loop between (4)- (7) has complexity O(n), since it traverses the links adjacent to the source node s, and it was specified that the output degree of s is n.
The for loops that start in lines (8) and (9) have a combined complexity of O(|V | +|E|) since it traverses the graph, and it is observed that the receive function has complexity O (1) .
The for loop starting on line (13) has complexity O(r n ) for the case of simple configurations, since it is a count from 0 to r n −1, as explained in a previous section on the combinatorial algorithm.
The for loop that starts on line (15) has complexity O(|T |), since it is executed |T | times, corresponding to the number of sinks in T .
The creation of the vector Received on line (16) has  complexity O(1) .
The for loop that starts on line (17) has complexity O(r) since G has maximum flow r, that is, each of the sinks will reach r packets.
The sum of vectors in line (18) has complexity O(n) since it involves traversing the vectors x, which have length n and performing an XOR sum that has complexity O (1) . Then, the inclusion of the vector resulting from the sum in the vector Received presents a complexity O(1) .
The if in the line (20) has complexity O(r 2 ), then a Gaussian elimination is performed, where the sum of rows is done with an XOR of integers, whose complexity is being  considered O(1) .
The if in the line (25) has complexity O(1) . That is to say, that the total complexity of the algorithm is: Of the 5 terms that exist, the penultimate is predominant, representing the greatest growth. In addition, O r n |T | 1 + rn+r 2 = O(n |T | r n+1 ), since n ≥ r> 1, according to the specified model.
2) COMPOSITE CONFIGURATIONS: O(n t r 2 r n )
For composite configurations, the analysis is almost the same. The only difference with the previous case is the complexity of the loop that starts in the for on line (13) . In this case, the complexity is O( (2 r ) n ), as explained in the section of the combinatorial algorithm. Then, analogously, we obtain that the complexity is O(n |T | r (2 r ) n ).
VII. EXAMPLES AND RESULTS

A. EXAMPLE 1: MULTICAST SESSION WITH 11 NODES
The variables in Table 1 determine the multicast graph G shown in Figure 4 .
The objective is to determine the effective ways in which 2 simple and/or combined packets can be sent, from the source node 0, through the network, so that the sink nodes receive the packets simultaneously.
Step 1. Find a topological order for the DAG. Note that the graph is constructed in such a way that all the directed links point forward, none backward, neither down, nor up. The above leads to the evident topological order:
Algorithm 1 Combinatorial Algorithm of All Possible Forms of Output Packets
Input: Network G, source node s, sink nodes T . Output: Valid configurations set. 1 Let n be the out-degree of s; 2 Let r be the maximum flow associated with G; 3 Find topological order of G and store in G.topSort; // Calculation of the coding coefficients. 4 For j= 1 to n 5
Let u be the vertex adjacent to s number j; 6 info (u) ← e j , where e j = 0 j−1 10 n−j ∈ F n 2 ; 7 End 8 For each v = s in G.topSort 9
For each u adjacent to v 10 u.receive(info(v)); Step 2. To each node i adjacent to 0, an e i ∈ F 2 2 is assigned, which is stored in a vector called info, as shown in Table 2 . Step 3. Go through the nodes in topological order, except for 0, and call the receive function, which performs the coding in the nodes. These iterations can be seen in Table 3 . According to (4), each vector w i,t is obtained as a function of the input vectors w s,j . The sink nodes receive these vectors resulting from the linear combinations. Figure 6 shows the resolution in each of the nodes and links of the multicast graph of 11 nodes.
Step 5. Verification of linear independence. Linear independence is verified by applying Gaussian elimination.
Node 5:
They are linearly independent. Node 9:
1 0 0 1
They are linearly independent. Node 10:
They are linearly independent.
Since the packets received in all the sinks are linearly independent, it means that all the original packets can be decoded successfully by applying the Gauss-Jordan method. So the configuration C = 13 (10) = 11|01 is considered valid.
Solutions: Table 4 shows the values corresponding to the number of total and valid solutions for this example. 
B. EXAMPLE 2: MULTICAST SESSION WITH 18 NODES
The variables in Table 5 determine the multicast graph G shown in Figure 7 .
The objective is to determine the effective ways in which four simple and/or combined packets can be sent, from the source node 0, through the network, so that the sink nodes receive the packets simultaneously.
Step 1: Find a topological order for the DAG. The graph is constructed so, all the directed links point forward, neither backward, nor below, nor above. The evident topological order is: 0,1,2, 3, 4,5,6,7, 8, 9,10,11,12,13,14,15,16,17. Step 2: To each node i adjacent to 0, an e i ∈ F 5 2 is assigned, which is stored in a vector called info, as shown in Table 6 . Step 3: Go through the nodes in topological order, except for 0, and call the receive function, which performs the coding in the nodes. These iterations can be observed in Table 7 .
According to (4) , each vector w i,t is obtained as a function of the input vectors w s,j . These vectors, resulting from the linear combinations, are received by the sink nodes. Node 15 receives: w 9,15 = 0 * w 0,1 + 1 * w 0,2 + 1 * w 0,3 +0 * w 0,4 + 0 * w 0,5 = w 0,2 + w 0,3 w 10,15 = 0 * w 0,1 + 0 * w 0,2 +0 * w 0,3 + 0 * w 0,4 + 1 * w 0,5 = w 0,5 w 11,15 = 0 * w 0,1 + 0 * w 0,2 +0 * w 0,3 + 1 * w 0,4 + 0 * w 0,5 = w 0,4 Node 16 receives:
+0 * w 0,3 + 0 * w 0,4 + 0 * w 0,5 = w 0,2 w 9,16 = 0 * w 0,1 + 1 * w 0,2 + 1 * w 0,3 +0 * w 0,4 + 0 * w 0,5 = w 0,2 + w 0,3 w 10,16 = 0 * w 0,1 + 0 * w 0,2 +0 * w 0,3 + 0 * w 0,4 + 1 * w 0,5 = w 0,5 w 11,16 = 0 * w 0,1 + 0 * w 0,2 +0 * w 0,3 + 1 * w 0,4 + 0 * w 0,5 = w 0,4 Node 17 receives: w 11,17 = 0 * w 0,1 + 0 * w 0,2 +0 * w 0,3 + 1 * w 0,4 + 0 * w 0,5 = w 0,4 w 12,17 = 0 * w 0,1 + 1 * w 0,2 + 0 * w 0,3 +0 * w 0,4 + 0 * w 0,5 = w 0,2 w 13,17 = 0 * w 0,1 + 0o * w 0,2 + 1 * w 0,3 +0 * w 0,4 + 0 * w 0,5 = w 0,3 w 14,17 = 0 * w 0,1 + 0 * w 0,2 +0 * w 0,3 + 0 * w 0,4 + 1 * w 0,5 = w 0,5
The results of the coding are shown in Figure 8 .
Step 4: Now, numbers from 0 to (2 r ) n − 1 are counted. For the convenience of the example, only one iteration of the 2 4 5 = 2 20 possible is done. Suppose then that we are in the iteration C = 28241 (16=2 r ) . This configuration is also represented as C = 00101000001001000001 (2) , each base digit 16 represents an output packet, which can be interpreted as a binary vector in the following way: 8 (16) = 1000 (2) 4 (16) = 0100 (2) 2 (16) = 0010 (2) 1 (16) = 0001 (2) So the output configuration 28241 (16) , represents w 0,1 = (0, 0, 1, 0) = 0 * (1, 0, 0, 0) +0 * (0, 1, 0, 0) +1 * (0, 0, 1, 0) +0 * (0, 0, 0, 1) w 0,2 = (1, 0, 0, 0) = 1 * (1, 0, 0, 0) +0 * (0, 1, 0, 0) +0 * (0, 0, 1, 0) +0 * (0, 0, 0, 1) w 0,3 = (0, 0, 1, 0) = 0 * (1, 0, 0, 0) +0 * (0, 1, 0, 0) +1 * (0, 0, 1, 0) +0 * (0, 0, 0, 1) w 0,4 = (0, 1, 0, 0) = 0 * (1, 0, 0, 0) +1 * (0, 1, 0, 0) +0 * (0, 0, 1, 0) +0 * (0, 0, 0, 1) w 0,5 = (0, 0, 0, 1) = 0 * (1, 0, 0, 0) +0 * (0, 1, 0, 0) +0 * (0, 0, 1, 0) +1 * (0, 0, 0, 1)
With the knowledge of the configuration, the values of w 0,1 , w 0,2 , w 0,3 , w 0,4 and w 0,5 are now replaced in the equations of step 3, whose coefficients were stored in infos (t) , ∀t ∈ T .
The node 15 receives:
+0 * w 0,4 + 0 * w 0,5 = w 0,1 = (0, 0, 1, 0) w 9,15 = 0 * w 0,1 + 1 * w 0,2 + 1 * w 0,3 +0 * w 0,4 + 0 * w 0,5 = w 0,2 + w 0,3 = (1, 0, 1, 0) w 10,15 = 0 * w 0,1 + 0 * w 0,2 + 0 * w 0,3 +0 * w 0,4 + 1 * w 0,5 = w 0,5 = (0, 0, 0, 1) w 11, 15 = 0 * w 0,1 + 0 * w 0,2 + 0 * w 0,3 +1 * w 0,4 + 0 * w 0,5 = w 0,4 = (0, 1, 0, 0)
The node 16 receives: w 9,16 = 0 * w 0,1 + 1 * w 0,2 + 1 * w 0,3 + 0 * w 0,4 +0 * w 0,5 = w 0,2 + w 0,3 = (1, 0, 1, 0) w 10,16 = 0 * w 0,1 + 0 * w 0,2 + 0 * w 0,3 +0 * w 0,4 + 1 * w 0,5 = w 0,5 = (0, 0, 0, 1) w 2,16 = 0 * w 0,1 + 1 * w 0,2 + 0 * w 0,3 +0 * w 0,4 + 0 * w 0,5 = w 0,2 = (1, 0, 0, 0) w 11, 16 = 0 * w 0,1 + 0 * w 0,2 + 0 * w 0,3 +1 * w 0,4 + 0 * w 0,5 = w 0,4 = (0, 1, 0, 0)
The node 17 receives: w 11,17 = 0 * w 0,1 + 0 * w 0,2 + 0 * w 0,3 +1 * w 0,4 + 0 * w 0,5 = w 0,4 = (0, 1, 0, 0) w 12,17 = 0 * w 0,1 + 1 * w 0,2 + 0 * w 0,3 +0 * w 0,4 + 0 * w 0,5 = w 0,2 = (1, 0, 0, 0) w 13,17 = 0 * w 0,1 + 0 * w 0,2 + 1 * w 0,3 +0 * w 0,4 + 0 * w 0,5 = w 0,3 = (0, 0, 1, 0) w 14,17 = 0 * w 0,1 + 0 * w 0,2 + 0 * w 0,3 +0 * w 0,4 + 1 * w 0,5 = w 0,5 = (0, 0, 0, 1) Figure 9 shows the resolution in each of the nodes and links of the multicast graph of 18 nodes.
Step 5: Verification of linear independence. Linear independence is verified by applying Gaussian elimination. Since the packets received in all the sinks are linearly independent, it means that all the original packets can be decoded successfully by applying the Gauss-Jordan method. So the configuration C = 28241 (16=2 r ) is considered valid. Solutions: Table 8 shows the values corresponding to the number of total and valid solutions for this example.
VIII. CONCLUSION
NC made it possible to improve the transfer rate of a onesession multicast network. However, for a given multicast network, there are several ways to order the packets in the outgoing links. The above will imply that the encodings in the inner nodes and the corresponding forwarding, allow the correct arrival in the sink nodes so that they can decode and obtain the original packets within the NC paradigm.
Previous studies reported as one of the significant challenges, to find the solution to a multicast problem with the NC paradigm support, but these have been achieved by limiting them to the size of the field to reach them. In the current research, we presented a combinatorial algorithm that determines the ways of organizing the packets by the outgoing links of a one-session multicast network. Therefore, the sending implies a correct delivery of the packets for decoding in the sink nodes, regardless of the size of the field to which the packet belongs.
The way to solve the problem, in this work, is to establish, initially, at each destination node of the output links, a vector of coding coefficients of the standard base {e i } i=1,...,n of the vector space F n 2 . In the second instance, traverse the graph in a pre-established topological order. At each node of the path (iteration), the vector of coefficients is delivered to adjacent nodes. Finally, the receiving nodes generate coded coefficient vectors through the linear combination of the vectors received in the iterations. In the sink nodes, a set is also constructed with all the vectors of coefficients received.
Each possible output configuration of n packets is then verified from node s, determined by the standard base tag vectors {e i } i=1,...,r of vector space F r 2 . The coefficients previously found in the sink nodes are used to make a linear combination of the tags for each configuration. Consequently, each sink node receives r tags, which must be linearly independent in each of them, thus ensuring the decoding of the original packets in each sink node. JOSÉ D. MÁRQUEZ received the B.Sc. degree in computer science from the Universidad del Norte, Barranquilla, Colombia and the M.Sc. degree in computer science from ITESM-México in agreement with the Universidad Autónoma de Bucaramanga. He has been a full-time Professor with the System and Computer Engineering Department, Universidad del Norte, since 1995. His research interests include the quality of service (QoS) in computer networks, adhoc networks, and network coding in multicasting.
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