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We investigate equilibrium and transport properties of a copper phthalocyanine (CuPc) molecule
adsorbed on Au(111) and Ag(111) surfaces. The CuPc molecule has essentially three localized
orbitals close to the Fermi energy resulting in strong local Coulomb repulsion not accounted for
properly in density functional calculations. Hence, they require a proper many-body treatment
within, e.g., the Anderson impurity model (AIM). The occupancy of these orbitals varies with the
substrate on which CuPc is adsorbed. Starting from density functional theory calculations, we
determine the parameters for the AIM embedded in a noninteracting environment that describes
the residual orbitals of the entire system. While correlation effects in CuPc on Au(111) are already
properly described by a single orbital AIM, for CuPc on Ag(111) the three orbital AIM problem
can be simplified into a two orbital problem coupled to the localized spin of the third orbital.
This results in a Kondo effect with a mixed character, displaying a symmetry between SU(2) and
SU(4). The computed Kondo temperature is in good agreement with experimental values. To solve
the impurity problem we use the recently developed fork tensor product state solver. To obtain
transport properties, a scanning tunneling microscope (STM) tip is added to the CuPc molecule
absorbed on the surface. We find that the transmission depends on the detailed position of the STM
tip above the CuPc molecule in good agreement with differential conductance measurements.
I. INTRODUCTION
Copper phthalocyanines (CuPc) C32H16CuN8 are
magnetic, organic, semiconducting molecules with a bril-
liant blue color [1, 2]. An isolated CuPc molecule is de-
picted in Fig. 1(a). The electronic properties of transi-
tion metal phthalocyanines (TMPc) in general have been
studied extensively in several environments using differ-
ent methods, in both, experiment and theory, e.g.: pris-
tine CuPc [3, 4], TMPc between monoatomic chains [5–
7], or TMPc on metal surfaces [8–17]. Especially in the
latter, one of the cooperative many-body phenomena in
solid state physics, the Kondo effect [18–21], has been
observed [22–25].
In the gas phase, the transition metal (TM) in TMPc
binds to four isoindole ligands leaving the ion in a [TM]2+
state. The molecule itself has a square planar D4h sym-
metry and hence the TM d states transform as b2g (dxy),
b1g (dx2−y2), a1g (dz2), and eg (dxz, dyz). Depending
on their symmetry and energetic position, these orbitals
hybridize to a different degree with p orbitals of the C
and N atoms. In the gas phase CuPc has a total spin
S = 1/2 due to one unpaired electron in the b1g state.
The highest occupied and lowest unoccupied molecular
orbital (HOMO and LUMO) are delocalized a1u and 2eg
pi orbitals with marginal contributions from the TM d
states and therefore mainly located at the Pc. If the
molecule is adsorbed on Ag(100) [22], the surface charge
transfer from the metal surface to the 2eg states gener-
ates another unpaired spin S = 1/2 at the Pc. Therefore,
in the adsorbed molecule one finds two weakly interact-
ing spins, one localized on the Cu orbitals (b1g state) and
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Figure 1. An isolated CuPc molecule (a) and the position of
the CuPc molecule on the Au(111) surface (b). The pictures
are drawn with XCrySDen [26]. Color code: C atoms, yellow;
H atoms, cyan; N atoms, gray; Cu atom, red; Au atoms, gold.
the other induced in the Pc (2eg states), leading to sin-
glet (S = 0) and triplet (S = 1) states of the molecule.
Such a charge transfer between the surface and the 2eg
states does not occur in CuPc on Au(111) [17], where the
molecule remains in the doublet (S = 1/2) state.
Photoelectron spectroscopy (PES) measurements [13,
17] for CuPc on Au(111) and Ag(111) show a sharp struc-
ture at the Fermi energy for CuPc on Ag(111) but not
for CuPc on Au(111). A generalized Kondo scenario in
the 2eg states is suggested to be the possible origin. Mu-
garza et al. [14, 22] measured the differential conduc-
tance of CuPc on Ag(100) at different tip positions of
the scanning tunneling microscope (STM) and found a
Kondo resonance in the 2eg orbitals and estimated the
Kondo temperature to TK = 27±2 K. Korytár et al. [23]
performed density functional theory (DFT) calculations
for CuPc on Ag(100) using localized Wannier functions,
ar
X
iv
:1
81
0.
07
96
3v
2 
 [c
on
d-
ma
t.s
tr-
el]
  2
9 J
an
 20
19
2and employing the noncrossing approximation (NCA) to
solve the multiorbital Anderson impurity model (AIM)
[27] describing the 2eg states plus exchange interaction
with the single occupied b1g state. Korytár et al. [23]
were not able to estimate the Kondo temperature from
their ab initio calculations and state that the underly-
ing reason for this is the DFT level misalignment due to
the lack of Coulomb repulsion. Here, we will present evi-
dence that the hybridization strength is a much more im-
portant reason for the discrepancy of the Kondo temper-
ature found in experiment and theory. It is well known
that the Kondo temperature depends sensitively (expo-
nentially) on the hybridization strength with the envi-
ronment. Since the latter depends on the adsorption ge-
ometry of the molecule on the respective metal surface,
reliable estimates for the Kondo temperature can only
be found if the correct geometry for the underlying DFT
calculation is used.
In this paper we calculate the transport properties of
CuPc on Au(111) and Ag(111) from first principles to
determine a simplified model, sufficient for the descrip-
tion of the system. This is important in order to pre-
dict situations where the Kondo effect can be observed
as well as its properties: Kondo temperature, symmetry,
involved orbitals. Especially possibilities for the experi-
mental observation of the Kondo cloud are a longstand-
ing question [28–31] where ab initio calculations can help
gaining deeper understanding. Contrary to Korytár et
al. [23], for our calculations we use the optimized ad-
sorption geometry obtained by Huang et al. [17] and
check that our (many-body) spectral functions are consis-
tent with the density of states (DOS) obtained by Heyd-
Scuseria-Ernzerhof (HSE) DFT calculations and by ul-
traviolet photoemission spectroscopy (UPS) experiments
performed in Ref. [17]. This allows us to estimate the
Kondo temperature from first principles and to calculate
the qualitative behavior of the differential conductance
in the STM measurements [14, 22]. For the inclusion of
many-body effects, we apply the method suggested by
Droghetti et al. [32] to construct an effective Anderson
impurity model (AIM). For CuPc on Au(111) this yields
a single orbital AIM for the copper b1g orbital. In the
case of CuPc on Ag(111), we obtain a three orbital AIM
for the copper b1g and the two nearly degenerate 2eg
orbitals mainly located at the Pc. Due to the negligi-
ble hybridization of the b1g orbital with the remaining
orbitals it can be treated in the atomic limit. The re-
sulting exchange coupling to the 2eg orbitals can then be
accounted for in mean field approximation. Eventually,
this leads to an effective spin-dependent energy shift for
the electrons in the 2eg states. For the many-body treat-
ment of the physics in the degenerate 2eg orbitals we use
the recently developed fork tensor product state (FTPS)
solver [33–35]. Our calculations yield a reliable ab initio
estimate of the Kondo temperature and reproduce the
qualitative behavior of the differential conductance found
in the STM measurements in Refs. [14, 22]. For the com-
putation of the coherent contributions to the equilibrium
transmission, we treat the leads in the wide-band limit,
to suppress lead-induced effects.
This paper is structured as follows. Section II intro-
duces the methods employed, i.e., the DFT calculation,
the mapping onto and solution of the AIM, as well as
transport calculations. In Sec. III we apply this approach
to CuPc on Au(111) and Ag(111) and discuss the results.
II. METHOD AND COMPUTATIONAL
DETAILS
We perform DFT calculations for CuPc on Au(111)
and Ag(111), respectively, to obtain the one particle
Hamiltonian of these systems. Technical details of the
DFT calculations are presented in Sec. II A. For a reli-
able description of the system it is essential to include
correlation effects of the molecule. To this end we con-
struct an appropriate AIM based on the DFT orbitals,
see Sec. II B. We calculate the self-energy of this AIM
employing the FTPS solver, which is briefly discussed in
Sec. II C. Finally, in Sec. IID we discuss how to combine
the one particle with the many-body part in transport
calculations.
A. Density functional calculations
To determine the one particle part of the Hamiltonian,
we perform DFT calculations for CuPc on Au(111) and
Ag(111), respectively, in STM configuration. In such an
STM configuration the CuPc molecule is sandwiched be-
tween the (111) surface of the Au/Ag substrate and an
STM tip, see Fig. 2. The molecule lies in the xy plane,
which is defined by the surface of the substrate. The z
axis, perpendicular to the surface, defines the transport
direction. To model the tip, we use a tetrahedron at-
tached to a three-dimensional semi-infinite system, both
of the same material.
For the transport calculations, the system is split into
a central region and two leads. The central region, dis-
played in Fig. 2, consists of the CuPc molecule, the ac-
tual tip, and eight layers of the substrate material on
each side. On both sides, this central region is attached
to the residual parts of the semi-infinite systems, which
we will denote as leads (not shown in Fig. 2).
For the DFT calculation, it is necessary to have a peri-
odic system in the xy plane, which is therefore split into
appropriate unit cells. According to [17] we use a lattice
constant of 4.18 Å for Au and 4.15 Å for Ag and p(6×5)
Au(111) and Ag(111) surfaces. We chose the tip mate-
rial to be the same as the surface, i.e., an Ag tip for the
Ag(111) surface and an Au tip for the Au(111) surface.
We want to emphasize though that one could also use
any other tip material. To reduce the influence of the tip
onto the molecule, we choose the molecule-tip distance to
be large (5.57 Å in the Au and 5.89 Å in the Ag setup)
compared to the distance between molecule and surface.
3Figure 2. Two-dimensional cut through the central region for
the simulation of the CuPc molecule sandwiched between an
Au(111) substrate and the STM tip. The picture is drawn
with XCrySDen [26].
The relaxation of molecules on surfaces is generally a
highly nontrivial task and, moreover, the molecular po-
sition strongly influences electrical, magnetic and trans-
port properties. Therefore, we use the optimized adsorp-
tion geometries from Huang et al. [17]. The resulting po-
sitions of the CuPc molecule on the Au(111) and Ag(111)
surfaces are shown in Figs. 1(b) and 7, respectively. Im-
portantly, the distance between the molecule and the re-
laxed surface layer of the Ag(111) surface is 2.84 Å, which
is larger than the distance obtained in Refs. [23, 36]. In
Sec. III B we discuss the influence of this discrepancy on
the estimation of the Kondo temperature.
The DFT calculations are performed with SIESTA
[37] and TranSIESTA [38] using the Perdew-Burke-
Ernzerhof (PBE) [39] functional. We exclusively per-
form spin-unpolarized DFT calculations, since we want
to describe the magnetic properties using an additional
strongly correlated many-body Hamiltonian. Calculation
details are given in Appendix VIA.
B. Projection onto the AIM
In this section we present the formalism to construct
an AIM in orthogonal orbitals starting from the DFT re-
sults. The AIM then allows us to study correlation effects
on the quantum transport in addition to those covered
already by the DFT. We will give a concise introduction
to the approach proposed by Droghetti et al. [32], along
with some modifications.
In a first step, the system is separated into a nonin-
teracting (coherent) part and a strongly correlated part
described by the AIM. Therefore, Droghetti et al. [32]
divide the system into several regions (see Fig. 3). The
left lead (L) couples to the so-called extended molecule
(EM), which in turn is coupled to the right lead (R).
The extended molecule is often also referred to as the
central region. The leads are chosen such that there is
no single particle overlap between them. In our case, we
choose the left lead being on the metal surface side and
the right lead on the tip side of the system. The EM
is further subdivided into: extended region (ER), inter-
acting region (IR) and the Anderson impurity (AI), with
EM ⊇ ER ⊇ IR ⊇ AI. The IR includes all orbitals that
Figure 3. The schematic representation of the transport re-
gion consisting of left (L) and right (R) lead and the extended
molecule (EM), or rather the central region, with its subsys-
tems: the extended region (ER), the interacting region (IR),
and the Anderson impurity (AI).
may contribute to the AI. From the IR, we determine the
AI by diagonalizing HIR and selecting the correlated or-
bitals depending on their localization and filling. Hence,
the AI describes the strongly correlated orbitals for which
a Hubbard interaction is taken into account. In addition
to the CuPc molecule we include orbitals from the ac-
tual tip, as well as the first surface layer of the substrate
as IR. This allows for the possibility that the orthogo-
nal correlated orbitals extend into the tip or the surface.
In the following we have to construct an AI with basis
functions orthonormal to the rest of the system. There-
fore, we define the ER as consisting of all orbitals with
finite overlap with the IR, including the IR itself. The
set of remaining orbitals (which we denote as EM \ ER)
are split into two parts, that couple to the left (α) or the
right (β) lead, respectively.
Since SIESTA uses atomic orbitals, we have to take
their nonorthogonality into account. Green’s function
theory for nonorthogonal basis functions is for example
discussed in Ref. [40]. The overlap matrix S and the sin-
gle particle Hamiltonian H of the EM have the structure
X =
 Xαα XαER XαβX†αER XER X†βER
X†αβ XβER Xββ
 , (1)
with X denoting either S or H. X†ij is the conjugate
transpose of the block matrix Xij . To project onto an
AI that is orthogonal to all remaining orbitals, we have
to find a transformation W that divides the ER into a
noninteracting (NI) and an AI part such that:
S¯ = W †SW =

1NAI 0 0 0
0 Sαα S¯αNI Sαβ
0 S¯†αNI S¯NI S¯
†
βNI
0 S†αβ S¯βNI Sββ
 (2)
4and
H¯ = W †HW =

AI,D 0 H¯AI,NI 0
0 Hαα H¯αNI Hαβ
H¯†AI,NI H¯
†
αNI H¯NI H¯
†
βNI
0 H†αβ H¯βNI Hββ
 . (3)
The block in the upper left corner describes the AI in
basis functions orthogonal to each other and to the non-
interacting (NI) orbitals describing the rest of the ER.
Note that Hamiltonian and overlap matrix of EM \ ER
are unaffected by the transformationW , hence X¯ij = Xij
for i, j ∈ {α, β}.
W is neither unitary nor uniquely defined. One pos-
sibility to obtain it is the following procedure using
three consecutive transformations W1, W2, and W3 with
W = W1W2W3:
W =
 0 1Nα 0 0WAI 0 WNI 0
0 0 0 1Nβ
 . (4)
In the first step, the AI is projected out using:
W1 =
 0 1Nα 0 0UER 0 UNI 0
0 0 0 1Nβ
 , (5)
where UER consists of the contributions of the orbitals in
IR to the impurity orbitals. UNI is the identity matrix
with removed columns at the indices of the impurity or-
bitals. The second step orthogonalizes the AI to all other
orbitals in ER by changing the orbitals in NI.
W2 =
1NAI 0 −WSB 00 1Nα 0 00 0 1NNI 0
0 0 0 1Nβ
 (6)
with WSB = S˜−1AI S˜AI,NI, S˜AI = U
†
ERSERUER, and
S˜AI,NI = U
†
ERSERUNI. To be precise, X˜ = {S˜, H˜}
are the matrices after the first transformation step, i.e.,
X˜ = W †1XW1, and S˜AI, S˜AI,NI and H˜AI are block matri-
ces of S˜ and H˜, respectively. The third step diagonalizes
S˜AI, and H˜AI. The AI basis functions are orthogonalized
via a Löwdin transformation and H˜AI is diagonalized by
solving the eigenvalue problem
S˜
−1/2
AI H˜AIS˜
−1/2
AI UAI,ψ = UAI,ψAI,D . (7)
This results in the transformation
W3 =
W3,AI 0 0 00 1Nα 0 00 0 1NI 0
0 0 0 1Nβ
 (8)
with W3,AI = S˜
−1/2
AI UAI,ψ.
At this point, we obtained a description of the EM
with a strongly correlated AI only coupled to a subset
of all orbitals. The only missing ingredient for transport
calculations is the treatment of the leads L and R. As
these leads are assumed to be noninteracting, they can be
accounted for using hybridization functions (also-called
contact or tunneling self-energy). Given the lead Hamil-
tonian Hi with i ∈ {L, R} and its coupling to the EM,
VEM,i(z) = (HEM,i − zSEM,i), the hybridization function
is defined by
∆i(z) = VEM,i(z)
1
zSi −HiVi,EM(z) . (9)
The retarded ∆r,i(ω) and advanced ∆a,i(ω) hybridiza-
tions are obtained by replacing z → ω ± i0+ in Eq. 9.
With this, the (noninteracting) retarded Green’s func-
tion projected in the EM subspace is given by
Gr,0(ω) =
1
(ω + i0+)S −H −∆r,L(ω)−∆r,R(ω) . (10)
Note that the advanced Green’s function can be obtained
by Ga,0(ω) =
(
Gr,0
)†
(ω). We refer to Ref. [41] for an
introduction into Green’s function techniques. In the fol-
lowing, we only discuss retarded quantities and, there-
fore, we neglect the superscripts for retarded and ad-
vanced and reintroduce them when required. As the
Green’s functions are the inverse of the noninteracting
Hamiltonian H in a single particle basis, they have the
same block-matrix structure, given by either Eq. 1 in
the original space or Eq. 3 in the transformed space.
Under transformations W of the Hamiltonian, Green’s
functions transform with the inverse of W and therefore
G¯(ω) = W−1G(ω)W−1†. Hybridizations on the other
hand transform like H, i.e., according to ∆¯ = W †∆W .
Especially, the Green’s function of the extended region
(ER) transforms like
GER =
(
W †AI,W
†
NI
)
G¯ER
(
WAI
WNI
)
. (11)
For our analysis, we need the DOS projected on orbital ν
of the nonorthonormal atomic basis of the ER obtained
from SIESTA.
AER,ν(ω) = − 1
pi
= (GER(ω)SER)νν (12)
The atomic-element resolved DOS is obtained by sum-
mation over all basis functions belonging to the corre-
sponding atom. Similarly, the total DOS is the sum over
all projections, AER(ω) =
∑
ν AER,ν(ω).
Next, let us look at the strongly correlated part, i.e.:
the AIM in more detail. The Hamiltonian of the isolated
impurity is
HˆAI =
∑
iσ
(
AI,D,iσ −Hdciσ
)
nˆiσ + Hˆ int, (13)
where
Hˆ int =
1
2
∑
ijσ
Uij nˆiσnˆjσ¯ +
1
2
∑
i 6=j,σ
Vij nˆiσnˆjσ . (14)
5Above, nˆiσ = aˆ
†
iσaˆiσ is the particle number operator of
orbital i and spin σ in second quantization with creation
(annihilation) operators aˆ†iσ (aˆiσ). We also assumed that
non-density-density-terms are negligible. In the AIM, the
impurity is coupled to a bath of noninteracting fermions:
HˆAIM = HˆAI +
∑
ikσ
V˜ik
(
aˆ†iσ cˆikσ + h.c.
)
+
∑
ikσ
iknˆikσ .
(15)
cˆ†ikσ (cˆikσ) are the creation (annihilation) operators of the
kth bath state of orbital i with spin σ. We have already
determined the on-site energies via the transformation
scheme Eqs. 3 and 4. For the double counting, we used
the around mean field (AMF) double counting [42],
Hdciσ = xi
∑
j
Uijn
0
j + xi
∑
j 6=i
Vijn
0
j , (16)
where we introduced an orbital dependent factor xi ac-
cording to Ref. [43]. n0j is the occupation of orbital
j obtained from DFT. As the bath of free fermions is
supposed to describe the NI, its hybridization function
∆¯AI(ω) defines the bath parameters ik and V˜ik via{
∆¯AI(ω)
}
ii
=
{
H¯AI,NIG¯
0
NI(ω)H¯NI,AI
}
ii
!
=
∑
k
V˜ 2ik
ω + i0+ − ik , (17)
i.e., we neglect off-diagonal hybridizations
{
∆¯AI(ω)
}
ij
for i 6= j. To clarify, for any given hybridization function
∆¯AI(ω) we have to find bath parameters such that Eq. 17
is satisfied.∗ Above, G¯0NI(ω) is the NI part of the Green’s
function defined in Eq. 10 but already in the transformed
space.
C. Impurity solver
To obtain the self-energy of the AIM described above,
we solve the impurity model using the recently devel-
oped fork tensor product state (FTPS) solver [33–35].
An FTPS is a tensor network based on matrix product
states (MPS) [44], especially suited for impurity models.
As FTPS is a Hamiltonian based method, it can only em-
ploy a finite but large number of bath states and hence
Eq. 17 can only be satisfied approximately.
To solve an AIM with FTPS, we first calculate the
ground state |ψ0〉 using the density matrix renormaliza-
tion group (DMRG) [45]. Then by real-time evolution
∗ We obtain the actual values of ik and V˜ik by the following pro-
cedure. Starting from the hybridization
{
∆¯AI(ω)
}
ii
, we define
equally spaced energy intervals Ik and represent each interval
using a single bath site. ik is then given by the center of this
interval, while V˜ 2ik is the area of
{
∆¯AI(ω)
}
ii
in the given interval.
we obtain the retarded Green’s function as
GFTPSij (t) = −iΘ(t) 〈ψ0| {aˆi(t), aˆ†j(0)} |ψ0〉 . (18)
Note that this implies that FTPS is a zero-temperature
method. A subsequent Fourier transform to energy space
ω gives access to the impurity spectral function
AFTPSi (ω) = −
1
pi
=GFTPSii (ω) (19)
with
GFTPSij (ω) =
∫
eiωt−ηtGFTPSij (t)dt . (20)
The artificial broadening η > 0 is necessary, to avoid
finite size effects. In ω space such a broadening corre-
sponds to a convolution with a Lorentzian of width η.
Although this can have similar effects as a finite tem-
perature, we emphasise that FTPS is a zero temperature
method to calculate the T = 0 spectrum with broadened
peaks.
We perform the calculation using the following param-
eters. Our FTPS tensor network consists of 309 bath
sites for each orbital. Note that we perform the calcu-
lations using the Hamiltonian of the AIM in the form
given by Eq. 15, i.e., we do not transform onto a near-
est neighbor tight binding Wilson chain [46, 47]. The
truncation at each singular value decomposition (SVD)
was 10−11 during DMRG and 5 · 10−9 during time evolu-
tion, where we additionally restrict the maximal tensor
index dimensions to 1500. We choose a Suzuki-Trotter
time step ∆t = 0.5eV to be able to resolve the low-energy
part of the spectrum better. This might seem very large,
but remember that the energy scales of the Hamiltonian
in general are very small (U = 0.5 eV see below), allowing
for a larger time step. Additionally we checked that the
result is converged in ∆t. We performed the time evo-
lution up to times t = 800 eV−1 and used a broadening
of η = 0.005 eV during Fourier transform (see Eq. 20).
Furthermore, we made sure that the spectral function of
the FTPS solver is consistent with the CTQMC [48, 49]
result. We refrain from using CTQMC to solve the im-
purity model, because it was difficult to reliably discern
the splitting of the Kondo resonance from artifacts of the
analytic continuation done using the maximum entropy
method [50] with an alternative evidence approximation
[51] and the preblur formalism [52]. Solving the AIM
by the FTPS solver leads to the corresponding Green’s
function GFTPSAI (ω) of the AIM with approximated bath.
Since the number of bath states is large (309 for each
orbital, see above), the Green’s function with a finite
number of bath sites is a very good approximation to the
true Green’s function of the AIM with the hybridization
∆¯AI(ω). Therefore, we can use the Dyson equation to
obtain the self energy of the true AIM:(
GFTPSAI
)−1
(ω) =
(
G¯0AI
)−1
(ω)− Σ¯AI(ω), (21)
6with
G¯0AI(ω) =
1
ω + i0+ − AI,D − ∆¯AI(ω) . (22)
D. Transmission and differential conductance
In this section we discuss how to calculate the coherent
and an incoherent part of the equilibrium transmission.
Coherent transport is well described by the Fisher-Lee
formula,
Icoh =
2e
h
∫
dω(fL(ω)− fR(ω))
× Tr [ΓL(ω)G(ω)ΓR(ω)G†(ω)]︸ ︷︷ ︸
Tcoh(ω)
. (23)
The factor of 2 accounts for spin and Γ denotes the anti-
hermitian part of the corresponding hybridization func-
tion
∆i(ω) = Ri(ω)− i
2
Γi(ω) (24)
with i ∈ {L,R}. First, let us discuss the separation
of the coherent transmission Tcoh into three parts: (1)
the transmission TNI of the NI region, (2) the coherent
transmission TAI of the AI, and (3) an interference term
TI between these two. Obviously, the transmission for-
mula also holds in the transformed space obtained by the
transformation matrix W (see Eq. 4) and Tcoh simplifies
to:
Tcoh(ω) = Tr
[
Γ¯L(ω)G¯(ω)Γ¯R(ω)G¯†(ω)
]
(25)
= Tr
[
Γ¯LER(ω)G¯ER(ω)Γ¯
R
ER(ω)G¯
†
ER(ω)
]
= Tr
[
Γ¯LNI(ω)G¯NI(ω)Γ¯
R
NI(ω)G¯
†
NI(ω)
]
.
The second line holds, since the block matrices Hαβ and
Sαβ are negligible, as α and β are spatially separated,
because the ER includes tip, molecule, and surface of
the STM configuration. We can obtain the third line,
because the block matrices H¯x,AI and S¯x,AI with x ∈
{α, β} in Eqs. 2 and 3 are zero by construction, see W2
in Eq. 6. Γ¯xNI with x ∈ {L,R} are obtained from their
respective hybridization functions given by
∆¯LNI(ω) = ((ω + i0
+)S¯NI,α − H¯NI,α)((ω + i0+)S¯αα − H¯αα − ∆¯Lαα(ω))−1((ω + i0+)S¯α,NI − H¯α,NI)
∆¯RNI(ω) = ((ω + i0
+)S¯NI,β − H¯NI,β)((ω + i0+)S¯ββ − H¯ββ − ∆¯Rββ(ω))−1((ω + i0+)S¯β,NI − H¯β,NI) . (26)
The Green’s function
G¯NI(ω) =g¯NI(ω)
+ g¯NI(ω)H¯NI,AIG¯AI(ω)H¯AI,NIg¯NI(ω)︸ ︷︷ ︸
∆G¯NI
(27)
consists of two parts, the noninteracting Green’s function
gNI(ω) and hybridization with the interacting Green’s
function G¯AI(ω). Inserting G¯NI(ω) into Eq. 25 gives
Tcoh(ω) = Tr
[
Γ¯LNI(ω)g¯NI(ω)Γ¯
R
NI(ω)g¯
†
NI(ω)
]
︸ ︷︷ ︸
TNI
+ Tr
[
Γ¯LNI(ω)∆G¯NI(ω)Γ¯
L
NI(ω)(∆G¯NI)
†(ω)
]︸ ︷︷ ︸
TAI
+ Tr
[
Γ¯LNI(ω)(∆G¯NI)
†(ω)Γ¯RNI(ω)g¯NI(ω)
]
+ Tr
[
Γ¯LNI(ω)g¯
†
NI(ω)Γ¯
R
NI(ω)∆G¯NI(ω)
]
= TNI(ω) + TAI(ω) + TI(ω) . (28)
As claimed above, Eq. 28 separates the coherent trans-
mission into the three parts TNI(ω), TAI(ω), and TI(ω).
Additionally, we can rewrite the coherent transmission
over the AI as
TAI(ω) = Tr
[
Γ¯LAI(ω)G¯AI(ω)Γ¯
R
AI(ω)G¯
†
AI(ω)
]
(29)
with
Γ¯LAI(ω) = H¯AI,NIg¯NI(ω)Γ¯
L
NI(ω)g¯
†
NI(ω)H¯NI,AI
Γ¯RAI(ω) = H¯AI,NIg¯
†
NI(ω)Γ¯
R
NI(ω)g¯NI(ω)H¯NI,AI . (30)
The similarity to the Fisher-Lee formula (Eq. 23) indi-
cates that although TAI(ω) includes some of the many-
body effects, it still treats the many-body system as
a noninteracting model with modified (i.e., interacting)
Green’s function G¯AI(ω). The full many-body character
of the AIM also gives an incoherent contribution to the
current. For the sake of readability, we omit bars and
the index AI in the following expressions but reintroduce
them in the final result. Ness et al. [53] discuss the
applicability of the Fisher-Lee formula for a nonequilib-
rium current in the presence of interactions and suggest
approximating the current flowing from the left lead into
the system as
IL =
2e
h
∫
dω(fL(ω)− fR(ω))
× Tr [ΓL(ω)G(ω)ΥR(ω)G†(ω)] (31)
7with ΥR(ω) = ΓR(ω)Λ(ω) and
Λ(ω) = 1 + ΓR(ω)−1
fL(ω)− F (ω)
fL(ω)− fR(ω)Γ
ee(ω) . (32)
F (ω) is the nonequilibrium occupation matrix and Γee(ω)
the antihermitian part of the electron self-energy Σ(ω).
The formula shows that interactions not only affect the
Green’s functions but also renormalize the coupling to
the contact through ΥR(ω). So far, we only dealt with
retarded (r) quantities. For the following derivation we
also need the advanced (a) and introduce lesser (<) and
greater (>) quantities [41]. Ferretti et al. [54, 55], Ng et
al. [56], and Sergueev et al. [57] propose approximating
Λ using the ansatz
Σ>∆(ω) = ∆
>(ω)Λ(ω)
Σ<∆(ω) = ∆
<(ω)Λ(ω) . (33)
∆ is the total hybridization, therefore the tunneling self-
energy of the left and the right lead, and Σ∆(ω) denotes
the self-energy including tunneling and interaction,
∆i(ω) = ∆i,L(ω) + ∆i,R(ω)
Σi∆(ω) = ∆
i,L(ω) + ∆i,R(ω) + Σi(ω) , (34)
with i ∈ {r, a, <,>}. Analogous to [55] we define the
retarded and advanced self-energies and hybridizations,
X ∈ {Σ,∆}, as
Xr(ω) := R(ω)− i
2
Γ(ω)− iδ+
Xa(ω) := R(ω) +
i
2
Γ(ω) + iδ+ , (35)
consisting of an hermitian and an anti-hermitian part, R
and iΓ, respectively. We added the iδ+ term to regularize
the inverse of the hybridization when Γ(ω) vanishes. For
the various self-energies and hybridizations defined so far,
the relation X>(ω) − X<(ω) = Xr(ω) − Xa(ω) always
holds and by subtracting the two lines in Eq. 34, we can
write
Λ(ω) = (∆r(ω)−∆a(ω))−1 (Σr∆(ω)− Σa∆(ω))
=
(
ΓR(ω) + ΓL(ω) + 2δ+
)−1
× (ΓR(ω) + ΓL(ω) + Γee(ω) + 2δ+)
=1 +
(
ΓR(ω) + ΓL(ω) + 2δ+
)−1
Γee(ω) . (36)
We see that Λ differs from one only for weak coupling
to the leads (|ΓL(ω) + ΓR(ω)| . |Γee(ω)|). As shown in
Ref. [55], Λ(ω) obtained from this this ansatz is exact for
nonequilibrium mean field theory and for the equilibrium
many-body case.
Thus, we can finally write the incoherent part of the
transmission
IL,inc =
2e
h
∫
dω(fL(ω)− fR(ω)) Tr
[
Γ¯LAI(ω)G¯AI(ω)Γ¯
R
AI(ω)
(
Γ¯LAI(ω) + Γ¯
R
AI(ω) + 2δ
+
)−1
Γ¯eeAI(ω)G¯
†
AI(ω)
]
︸ ︷︷ ︸
TL,inc
. (37)
The total current I = Icoh+IL,inc and therefore, the total
transmission is given by T (ω) = Tcoh(ω) + TL,inc(ω).
For our purposes, the only remaining task is to relate
the transmission T (ω) to the differential conductance,
measured by the STM. As the STM tip usually couples
weakly to the molecule, it is reasonable that the volt-
age u only affects the Fermi function of the right lead
describing the STM tip, via a shift of the energy axis.
At small temperatures and close to equilibrium (T (ω) is
independent of u) we find:
d
du
I(u) ≈ d
du
2e
h
∫ ∞
−∞
dω (fL(ω)− fR(ω − u)) T (ω)
≈ d
du
2e
h
∫ u
0
dω T (ω) ∝ T (u) , (38)
i.e., for small temperatures and voltages, the differential
conductance is proportional to the transmission itself.
III. RESULTS FOR CUPC ON AU(111) AND
AG(111)
In this section, we use the scheme described above to
perform an ab initio calculation for the electronic trans-
port properties of CuPc on Au(111) and Ag(111), re-
spectively. In Sec. III A we present the DFT results
and combine them with experimental evidence and other
theoretical studies to obtain the interaction parameters
used for the AIM. After that, in Sec. III B, we present
the solution of the AIM and estimate the Kondo temper-
atures of these systems. The different contributions to
the transmission are then calculated in Sec. III C.
8A. Density of states and interaction parameters
In this section we estimate the interaction parameters,
using a simplified many-body approach (compared to the
exact approach outlined in Sec. II C), namely cluster per-
turbation theory (CPT). CPT becomes exact for vanish-
ing interaction strength. It is reliable enough for a rough
estimation, but it will not be able to describe the Kondo
physics appropriately.
First, we investigate CuPc on Au(111). In Fig. 4(a) we
depict the atomic-element resolved DOS obtained from
the spin-unpolarized DFT-PBE calculation. The orbital
directly located at the Fermi energy (partially filled)
turns out to have approximately 50 % copper and 50
% nitrogen character. The contributions from the car-
bons and the metal surface are negligible. Therefore, we
identify this orbital as the b1g orbital localized in the
Cu ion reported in literature, e.g., Ref. [14]. Localiza-
tion and partial filling (S = 1/2 for pristine CuPc [58])
suggest that correlation effects are important for the b1g
orbital. We will model these correlations by adding a
Hubbard-type interaction with strength Ub1g . To deter-
mine its magnitude, we use ultraviolet PES (UPS) spec-
tra obtained in Ref. [17]. They report the HOMO peak
at −0.81 eV also seen in our DFT-PBE calculations but
at slightly lower energy. Importantly, the UPS spectra
show no additional peak down to −1.6 eV, which implies
for a Hubbard model at half filling an on-site interaction
of Ub1g > 3.2 eV. Additionally, DFT calculations using
the Heyd-Scuseria-Ernzerhof (HSE) exchange-correlation
functional (DFT-HSE) performed in Ref. [17] suggest
Ub1g = 4.0 eV, which we use in the following. We use
the AMF double counting according to Eq. 16. As sug-
gested by DFT-HSE calculations the Hubbard satellites
are almost symmetric around the Fermi level, which we
can achieve using x = 0.85. Note that this choice of
x does not affect the filling of n = 1 as suggested by
S = 1/2 of the pristine CuPc. Since Γ¯b1g  Ub1g , namely
Γ¯b1g = O(meV), using CPT to solve the many-body prob-
lem is justified. The atomic-element resolved DOS thus
obtained is shown in Fig. 4(c). The HOMO peak at
around −0.9 eV, the spectral weight below −1.6 eV, and
the absence of the b1g peak at the Fermi level are in
good agreement to the DFT-HSE calculations and the
UPS spectra of Ref. [17].
In contrast, for CuPc on Ag(111) photoemission spec-
troscopy [13] and for CuPc on Ag(100) scanning tunnel-
ing microscopy [22] show a Kondo resonance directly at
the Fermi level. Besides the HOMO peak at −1.23 eV,
peaks at −1.74 eV and −2.16 eV and spectral weight
below −2.6 eV appear in the UPS spectra obtained in
Ref. [17]. While our DFT-PBE calculation (Fig. 4(b))
shows the HOMO peak at approximately the correct po-
sition, other spectral weight can be found already be-
low −2.0eV. Huang et. al [17] demonstrated that this is
an artifact of the PBE exchange correlation functional.
As can be seen in figure 6 (b) of Ref. [17], the DFT
spectral weight below −2 eV is shifted down to approx-
imately −2.6 eV using HSE instead of PBE. The au-
thors of Ref. [17] suggest that the remaining two peaks at
−1.74 eV and −2.16 eV are closely related to the strong
interaction between CuPc and Ag(111), especially the
feature at −1.74 eV.
In our DFT-PBE calculation for CuPc on Ag(111)
three orbitals are located at the Fermi energy and, there-
fore, partially filled. As in the case of CuPc on Au(111)
we can identify one of them with the b1g orbital. The
remaining two orbitals are nearly degenerated and turn
out to consist approximately of 50 % carbon and 30 %
nitrogen character. Remaining contributions are from
the copper ion and the metal surface. We identify them
with the 2eg levels, spatially located mainly at the Pc.
To model these three correlated orbitals, we choose the
AIM Hamiltonian given by Eq. 13 with parameters
U =
Ub1g Ux UxUx U2eg U2eg
Ux U2eg U2eg
 (39)
and
V =
 0 Ux − J Ux − JUx − J 0 U2eg
Ux − J U2eg 0
 . (40)
In analogy to CuPc on Au(111), we take Ub1g = 4.0 eV as
the on-site interaction parameter for the b1g orbital. Ac-
cording to [23, 59] the screened interaction U for the 2eg
orbitals is between 0.5 eV and 1.0 eV on Ag surfaces. We
choose U2eg = 0.5 eV, which is also in agreement with
the results of DFT-HSE calculations performed in Ref.
[17]. In analogy to CuPc on Au(111) we use a factor of
x = 0.85 for the double counting (Eq. 16) in the b1g or-
bital and x = 1 for the 2eg system. In a first very crude
approximation, we neglect correlations between the b1g
and the 2eg orbitals, therefore Ux = J = 0, and solve two
independent many-body problems, one for the b1g orbital
and the other describing the 2eg orbitals. In analogy
to CuPc on Au(111), we used CPT for the many-body
problem of the b1g orbital. To obtain a first guess for the
atomic-element resolved DOS, depicted in 4(d), we also
use the CPT approximation for the many-body problem
of the 2eg orbitals. Note that this approximation is not
fully justified. Doing so, the DOS including the interac-
tion is qualitatively comparable to the DFT calculations,
based on the HSE functional, obtained in Ref. [17].
B. Kondo temperature and AIM
Now that all parameters are fixed, we will study the
Kondo features and solve the many-body problem accu-
rately by the FTPS solver introduced in Sec. II C. First,
let us consider a possible Kondo effect in the b1g orbitals
of CuPc on Au(111) and Ag(111). For the one-band case
in the wide-band limit [19, 60], the Kondo temperature
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Figure 4. Atom resolved DOS of CuPc on Au(111), (a) and (c), and Ag(111), (b) and (d) surface. (a) and (b) are the ones
obtained in DFT-PBE and (c) and (d) include the interaction term in the CPT approximation. We used a 0+ of 0.04 for
calculating the DOS and an additional convolution with a Gaussian to obtain a total broadening σ of 0.2/
√
2. The vertical
lines indicate the HOMO (solid line), the position of the 2eg orbitals (dashed lines), and b1g orbitals (dotted lines).
is
kBTK,SU(2) =
√
ΓU
2
exp
(
pi0(0 + U)
ΓU
)
. (41)
We already determined the parameters Ub1g = 4 eV and
b1g = −2.29 eV. In analogy to 35 the antihermitian part
of the hybridization relevant for the Kondo effect is given
by
Γ¯(ω) = −2={∆¯AI(ω)} . (42)
Since Γ in Eq. 41 is in the wide-band limit, and therefore
independent of ω, we average Γ¯(ω)† in the interval ω ∈
† This procedure seems crude, but consider that due to the un-
certainty in the DFT part and interaction parameters, we are
providing only a rough estimate of TK.
[−1, 1],
Γ :=
1
2
∫ 1
−1
Γ¯(ω)dω . (43)
For CuPc on Au(111) TK,SU(2) . 10−100 with Γb1g =
4.7 meV and, therefore, Kondo features cannot be ob-
served experimentally. The same is true for CuPc on
Ag(111) (Γb1g = 9.4 meV, Ub1g = 4 eV, and b1g =
−2.85 eV). Hence, we do not expect to be able to observer
Kondo resonances of the b1g orbital in any of the two sys-
tems. Nevertheless, we will show below that the Kondo
temperature for the 2eg orbitals in CuPc on Ag(111) is
high enough to be visible in experiments.
Therefore, let us discuss the many-body problem for
CuPc on Ag(111) in more depth. First, we have to de-
termine the missing parameters J and Ux introduced in
Sec. IIIA(Eq. 13). These parameters account for the
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Figure 5. Matrix elements of the imaginary part of the hy-
bridization ∆¯AI for CuPc on Ag(111).
exchange coupling between the b1g and the 2eg electrons
and reproduce the Kondo side peaks obtained in Ref.
[22]. According to the energy distance between side peaks
and Kondo peak of about 21 meV we take J = 25 meV
and Ux = J . The DFT-PBE calculation leads to slightly
different on-site energies (∆ = 41 meV) and hybridiza-
tion functions for the 2eg orbitals, see Fig. 5. This dif-
ference in the on-site energies ∆ causes a similar effect
as the exchange coupling J , see Eq. 44 below. There-
fore, from our ab initio calculations we cannot conclude
whether the Kondo side peaks obtained in [22] stem from
∆ or J . Hence, we consider only the exchange coupling
J and symmetrize the 2eg orbitals (∆ = 0) and use
the same hybridization function. We also neglect the off-
diagonal contributions in the hybridization function since
they are smaller by a factor of 5 (see Fig. 5) than the di-
agonal contributions. Furthermore, because of the strong
localization of the b1g orbital, we treat the correlations
with the 2eg orbitals in mean field and solve the AIM
only in the 2eg subspace using FTPS:
Hˆ int,b1g-eg = Jnˆb1g,↑nˆeg,↓ + Jnˆb1g,↓nˆeg,↑
≈ J 〈nˆb1g,↑〉︸ ︷︷ ︸
≈0
nˆeg,↓ + J 〈nˆb1g,↓〉︸ ︷︷ ︸
≈1
nˆeg,↑ ≈ Jnˆeg,↑ ,
(44)
where we set 〈nˆb1g,↑〉 = 0 and 〈nˆb1g,↓〉 = 1. For the
bath hybridization, we choose an energy window [−1, 1],
see figure 5, and represent this energy range using 309
bath sites for each orbital and spin. Such a large bath
is necessary to be able to resolve the fine details of the
splitting of the Kondo resonance. The spectral function
for the AI orbitals, obtained by FTPS, is shown in fig-
ure 6. The spectral function for J = 0 (gray line) shows
the familiar scenario consisting of two Hubbard satellites
and the Kondo resonance at 0 eV. An exchange coupling
of J = 25 meV breaks the spin degeneracy by increas-
ing the on-site energy for spin-up electrons according to
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Figure 6. Spectral function of the Anderson impurity model
of CuPc on Ag(111) for J = 0 (gray line) and J = 25 meV
(black line) separated in spin down (blue line) and spin up
(red line).
Eq. 44 but not the orbital degeneracy. Hence, AAI↓(ω)
(blue line) differs from AAI↑(ω) (red line). Since mainly
AAI↓(ω) is occupied, the degeneracy of the 2eg orbitals
causes an orbital Kondo effect in the spin-down electrons
producing the Kondo resonance at 0 eV. The spin Kondo
effect leads to the Kondo satellite peaks at ω ≈ ±25 meV
in the total spectral function (black line).
Let us discuss the impact of the symmetry reduction
on the Kondo temperature. In the limit of J → 0, the
spins of the 2eg orbitals are degenerate, causing an SU(4)
Kondo effect. For J → ∞ on the other hand, the two
spin-up orbitals are shifted to +∞ and we expect an
SU(2) (orbital) Kondo effect from the remaining spin-
down degrees of freedom (see Eq. 44). For intermedi-
ate values of J , we hence expect a situation in between
the SU(4) and the SU(2) Kondo regime [61, 62]. The
comparison of the relevant energy scales shows that the
exchange coupling J is larger than both Kondo tempera-
tures (SU(2) and SU(4)). This indicates that the sys-
tem is closer to the SU(2) than to the SU(4) regime
and, therefore, for the Kondo temperature of CuPc on
Ag(111) TK,SU(2) is the better approximation. The rel-
evant parameters for estimating the Kondo tempera-
ture are U2eg = 0.5 eV, Γ2eg = 44.2 meV, which is
the mean of Γeg,1 and Γeg,2 , and 2eg = −0.20 eV, be-
ing the mean of eg,1 and eg,2 . Equation 41 yields
TK,SU(2) = {0.02, 1.5, 39} K, where the values are the
{25, 50, 75} %-quantile. The quantiles are determined by
assuming a Gaussian distribution for Γ, U and 0 cen-
tered at the value obtained in the previous section and
with a standard deviation which is 50 % of the modulus of
that value‡. We emphasise that the Kondo temperature
depends sensitively (exponentially) on the relevant pa-
‡ This magnitude of the error accounts for uncertainties due to
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Figure 7. The tip positions I (a) and II (b) of the STM tip
(black sphere) on the molecule on the Ag(111) surface. The
pictures are drawn with XCrySDen [26].
rameters and therefore getting the correct order of magni-
tude for TK is already a remarkable result. A closed ana-
lytical expression for the Kondo temperature of the SU(4)
symmetrical Anderson model is given in Appendix VIB
according to Ref. [63]. Application of this formula yields
TK,SU(4) = {3, 25, 84} K. Both, TK,SU(2) and TK,SU(4) are
consistent with the experimentally obtained Kondo tem-
perature for CuPc on Ag(100) of TK = 27 K [22].
To be able to obtain values for the Kondo temperature
comparable to experiment, Korytár et al. [23] rescaled 
and Γ. The hybridization Γ2eg obtained in our calcula-
tion is smaller than Γ obtained in Ref. [23] and therefore
gives a better estimate of the Kondo temperature. Hence,
we suggest an imprecise adsorption geometry as possible
origin of the necessity of this rescaling procedure. We
are using the geometry configuration obtained by Huang
et al. [17]. As shown in our calculation it is possible to
get at least the correct order of magnitude for the Kondo
temperature from ab initio calculations.
C. Transport properties
As discussed in Sec. III A the 2eg orbitals contain 50
% contribution from the carbon atoms, 30 % from the
nitrogen atoms, while the remaining contributions are
from the copper ion and the metal surface. Whether a
Kondo feature can be observed in the differential con-
ductance measurements with an STM therefore depends
on the position of the tip. In particular, if the tip is
placed above the benzene rings, we expect to observe a
Kondo resonance, which should be absent if the tip is
above the Cu atom (see Fig. 7). Therefore, let us discuss
the transport properties for the two tip positions used in
the experiment performed in Ref. [14, 22](also shown in
Fig. 7).
Figures 8 and 10 show the calculated transmissions
for the two STM tip positions. In addition to the to-
tal transmission we also show its different contributions,
as derived in Sec. IID: The coherent part Tcoh, con-
sisting of TNI, TAI, and TI, as well as the incoherent
part TL,inc. A difficulty in the comparison with the pub-
lished experimental results in Ref. [22] is that the au-
thors performed a background subtraction for the STM
differential conductance measurements, as proposed in
Ref. [64]. The authors introduced the background sub-
traction to obtain the transmission of the molecule only,
without effects stemming from the tip or the surface.
To take the background subtraction into account in our
calculations, we introduce a wide-band limit (WBL) ap-
proximation. Therefore we define the molecular region
(MR ⊆ IR) consisting of all atomic orbitals located at the
CuPc molecule. Using a modified hybridization Γx,WBLMR
for x ∈ {L,R} leads to the following transmission for-
mula:
TWBL(ω) = Tr
[
ΓL,WBLMR G
WBL
MR (ω)Γ
R,WBL
MR G
WBL
MR
†
(ω)
]
,
(45)
where direct tunneling from the surface to the tip is
neglected. In the WBL approximation, we replace the
imaginary parts of the hybridization functions by the con-
stant
Γx,WBLMR =
∫ 1/2
−1/2
ΓxMR(ω)dω . (46)
To obtain the corresponding real parts, we use the
Kramers-Kronig relations. The Green’s function,
GWBLMR (ω) =
(
ωSMR −HMR −∆WBLL,MR(ω)−∆WBLR,MR(ω)− ΣMR(ω)
)−1
, (47)
includes only the MR part of the self-energy.
Figure 8 shows the resulting transmission calculated
for tip position I, obtained from the ab initio calculation,
approximations in DFT and the estimation of the interaction
parameters.
as well as in the WBL. First of all, we observe in the
ab initio case that the largest contribution to the coher-
ent transmission Tcoh (black line) is from TNI (thin black
line, mostly covered by the black line). It has only small
contributions from TAI (thin red line, covered by the red
line) and TI (thin blue line). Moreover, the coherent
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Figure 8. Transmission of CuPc on Ag(111) in tip position I.
The vertical lines mark the position of the HOMO resonance
(solid line), the Kondo resonance at 0 eV (dash-dotted line),
and the positions of the Hubbard satellites (dashed lines).
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Figure 9. Coherent transmission of the STM configuration in
tip position I (left axis) and the DOS projected on the atomic
orbitals of the tip and the surface layer and the surface DOS
of a 6-layer slab calculation (right axis).
transmission Tcoh is dominated by two peaks at energies
0.02 eV and 0.16 eV, respectively. These peaks are miss-
ing in the WBL (gray line) indicating that they cannot
be attributed to the pristine molecule. To underpin this
interpretation, we present in Fig. 9 the projected DOS of
the surface (dash-dotted line) and the tip (dashed line).
We observe that the projected DOS of the surface layer
and tip show peaks at 0.02 eV and 0.16 eV, respectively,
coinciding with the peaks in the coherent transmission
(black line). Additional six-layer slab calculations (gray
line) of the pristine Ag(111) surface with a vacuum gap
of 10 Å and an appropriate number of k-points, show
that these peaks in the DOS are an artifact of the finite
p(6× 5) surface. To avoid these artifacts, we would have
to increase the number of atoms in the super cell, which is
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Figure 10. Transmission of CuPc on Ag(111) in tip posi-
tion II. The vertical lines mark the Kondo resonance at 0 eV
(dash-dotted line) and the positions of the Hubbard satellites
(dashed lines).
computationally very demanding and would most likely
not provide additional information.
In the WBL, the transmission TWBL in Fig. 8 is much
smoother and clearly shows the HOMO peak, marked by
a vertical line at about −1.5eV , which is in agreement
with the experiment in Refs. [14, 22]. The incoherent
part of the transmission for position I of the tip is shown
in Fig. 8 as a red line (see also the inset). Apart from
the two peaks induced by the surface and the tip, we find
Hubbard satellites (dashed vertical lines) and the Kondo
feature (dash-dotted vertical line). The positions of these
peaks are also in agreement with the experiment.
Finally, in Fig. 10, we present the results obtained for
tip position II. We find that the overall transmission is
larger by one order of magnitude. The coherent trans-
mission Tcoh (black line) has contributions from TNI (thin
black line, mostly covered by the black line), from TAI
(thin red line) and the interference part TI (thin blue
line). TNI consists mainly of the surface and the tip fea-
tures discussed above and TAI of the Hubbard satellites,
again marked with dashed vertical lines. There is almost
no structure in TWBL (gray line). The incoherent trans-
mission (red line) shows Hubbard satellites, marked with
dashed vertical lines, and the Kondo feature, dash-dotted
vertical line. The Kondo resonance is small compared to
the height of the Hubbard bands.
There are two big differences between the results for
tip positions I and II. First, the HOMO peak at about
−1.5eV appears in tip position I and not in tip position
II (compare gray lines in Figs. 8 and 10). Second, the
Kondo resonance is very pronounced in tip position I,
while at tip position II the height of the Hubbard satel-
lites is much larger than the height of the Kondo reso-
nance (compare red lines in Figs. 8 and 10). Both find-
ings are in agreement with the experiment for CuPc on
Ag(100) in Ref. [22].
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IV. CONCLUSIONS
We investigated equilibrium and transport properties
of a copper phthalocyanine (CuPc) molecule adsorbed
on Au(111) and Ag(111). Apart from the usual coherent
contributions to the transmission, several localized par-
tially filled (strongly-correlated) orbitals also lead to an
incoherent part. As the starting point for our ab initio
calculation we used the adsorption geometry obtained by
Huang et al. [17] and performed DFT calculations that
describe the coherent part of the transmission reason-
ably well. To tackle the strongly-correlated part, we first
used the transformation scheme described by Droghetti
et al. [32] to obtain an Anderson impurity model (AIM)
based on the DFT calculations. We estimate the interac-
tion parameters from theoretical and experimental data,
Refs. [17, 22]. For CuPc on Au(111) there is one un-
paired spin in the b1g orbital located at the copper ion.
Whereas for CuPc on Ag(111) there is an additional un-
paired electron in two almost degenerated 2eg orbitals.
In both systems the coupling between the b1g orbital and
the remaining system is weak and, therefore, the Kondo
temperature for the b1g orbital is very small. Hence, no
Kondo resonance is found in experiments for CuPc on
Au(111).
This is different for CuPc on Ag(111), where the AIM
consists of three partly filled orbitals with two electrons,
the b1g orbital and the 2eg orbitals. While the Kondo
temperature of the b1g is still very small, the other elec-
tron in the 2eg orbitals shows a measurable Kondo reso-
nance. We solve the corresponding AIM obtained by the
transformation scheme using cluster perturbation theory
for the b1g subspace and the fork tensor product state
solver [33] for the 2eg subspace. To combine the two sub-
spaces, we treat the correlations between the subspaces
on a mean field level. The mean field coupling reduces
the SU(4) symmetry of the 2eg subspace into a SU(2)
symmetry of the orbital degrees of freedom. This in turn
leads to a Kondo effect with a symmetry somewhere be-
tween SU(2) and SU(4) for CuPc on Ag(111).
Since the Kondo temperature depends sensitively on
the hybridization of the molecule with the surface, the
adsorption geometry is very important in the DFT cal-
culation. In our opinion this is the reason why previous
ab initio studies by Korytar et. al [23] were not able to
obtain correct estimates of the magnitude of the Kondo
temperature without rescaling parameters.
Indeed, using the relaxed geometries yields reliable ab
initio estimates of the Kondo temperature and repro-
duces the qualitative behavior of the differential conduc-
tance found in the STM measurements of Refs. [14, 22].
V. ACKNOWLEDGMENTS
The authors like to thank Elisabeth Wruss for intro-
ducing us to her DFT results of phthalocyanines on dif-
ferent surfaces, Thomas Taucher for discussions about
TranSIESTA, and Gernot Kraberger and Robert Triebl
for discussions concerning the many-body problem. This
work was partially supported by the Austrian Science
Fund (FWF) under Grant No. P26508, the SFB-ViCoM
F4104, and through the START program Y746, as well as
by NAWI Graz. The DFT calculations were partly done
on high performance computing resources of the ZID at
TU Graz.
VI. APPENDIX
A. Density functional calculation details
The DFT calculations are performed with SIESTA
[37] and TranSIESTA [38]. We use the Perdew-Burke-
Ernzerhof (PBE) [39] functional, which is a generalised
gradient approximation (GGA) functional. To suppress
periodicity effects, we perform the calculations at the Γ
point, except for the electrode calculations, where we use
100 k points in the transport direction, with one electrode
unit cell consisting of six metal layers. For an appropri-
ate description of the surface, we have to ensure that the
super cell is large enough parallel to the surface in or-
der to justify a Γ point calculation. For computational
reasons we restrict ourselves to the p(6× 5) surface and
discuss possible consequences in Sec. III C. We use 300
Ry mesh-cutoff, and an electronic temperature of 5 meV.
For the H, C, N, and Cu atoms we use nonrelativistic
norm-conserving pseudopotentials [65] from the Abinit’s
pseudo database § and for Au and Ag relativistic pseu-
dopotentials as recommended by Rivero et al. [66]. For
the basis set we restrict ourselves to the standard single-
zeta basis plus polarization (SZP) and double-zeta basis
plus polarization (DZP) basis sets with an energy shift of
0.01 Ry. We perform our calculations using an SZP basis
set for the bulk atoms and a DZP basis set for the atoms
in the molecule, the first 2 layers of the metal surface as
well as the tip. Additionally, we use an extended cutoff
radius of 7.5 Å for the first zeta basis functions of the
four atoms at the tip for calculating the transmissions.
We successfully benchmark the pseudopotentials and ba-
sis sets calculating the bulk band structure with SIESTA
and Quantum Espresso [67]. We apply TranSIESTA
in equilibrium and choose the complex contour consisting
of a circular part from −40 eV to −10kBT and a tail to in-
finity. The imaginary part of the Fermi function tail when
crossing the Fermi level is chosen to be 2.5 eV and the
complex contour consists of Gauss-Legendre quadrature
with 96 points is used for the circle and a Gauss-Fermi
quadrature with 16 points is used for the tail.
§ https://departments.icmab.es/leem/siesta/Databases/
Pseudopotentials/periodictable-gga-abinit.html
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B. Kondo temperature of the SU(4) symmetrical
Anderson model
For completeness we provide the analytical expression
for the Kondo temperature of the SU(4) symmetrical An-
derson model derived in [63] via a path integral approach,
kBTK,SU(4) =Uf
(0
U
)( −2ΓU
pi0(0 + U)
) 1
4
× exp
(
pi0(0 + U)
2ΓU
)
(48)
with
f(x) =
(−x(x+ 1)3) 14 exp (g(x)) (49)
and
g(x) =
1
4
3x− 2
x+ 2
− x
2
2
(x2 + 3x+ 3)
(x+ 2)2
ln
(
2x+ 3
x+ 1
)
. (50)
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