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Abstract
Basic electron transport phenomena observed in single-electron transistors (SETs) are
introduced, such as Coulomb-blockade diamonds, inelastic cotunneling thresholds, the
spin-1/2 Kondo effect, and Fano interference.
With a magnetic field parallel to the motion of the electrons, single-particle energy
levels undergo Zeeman splitting according to their spin. The g-factor describing this
splitting is extracted in the spin-flip inelastic cotunneling regime. The Kondo splitting
is linear and slightly greater than the Zeeman splitting.
At zero magnetic field, the spin triplet excited state energy and its dependence
on gate voltage are measured via sharp Kondo peaks superimposed on inelastic co-
tunneling thresholds. Singlet-triplet transitions and an avoided crossing are analyzed
with a simple two-level model, which provides information about the exchange energy
and the orbital mixing.
With four electrons on the quantum dot, the spin triplet state has two char-
acteristic energy scales, consistent with a two-stage Kondo effect description. The
low energy scale extracted from a nonequilibrium measurement is larger than those
extracted in equilibrium.
Thesis Supervisor: Marc A. Kastner
Title: Head of the Department of Physics and Donner Professor of Physics
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Chapter 1
Introduction
For more than a decade, much research has been conducted on small solid-state de-
vices. Progress in microfabrication has pushed the technical boundaries to the point
where the smallest devices are now fabricated on the nanometer scale. The field deal-
ing with the fabrication of such structures is called nanofabrication. Nanostructures
are so small that electrons evolving in them start behaving according to the rules of
quantum mechanics.
A non-exhaustive list of nanoscale devices includes nanowires, nanotubes, quan-
tum point contacts, and quantum dots. Nanowires have been studied with the goal of
miniaturizing wires in integrated circuits [1]. Carbon nanotubes show very interesting
properties depending on their length, number of walls, and configuration [2]. Quan-
tum point contacts refer to nanowires that contain a nanoconstriction. For systems
where the nanoconstriction is tuned by a voltage, the quantum point contact shows
characteristic quantized conductance steps as a function of this voltage [3]. Quantum
dots can be implemented in a variety of systems. In order to make quantum dots,
regions of space where electrons can be confined to dimensions on the order of nanome-
ters are needed. Examples of quantum dot systems include metallic nanoparticles [4],
nanocrystals capped with organic molecules [5], vertical dots in nanopillars [6], and
lateral dots defined by electrostatic means in semiconductor heterostructures [7].
Research on nanostructures has revealed that the discreteness of the electron
charge is important in understanding behaviors observed in quantum dots. Indeed,
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the act of bringing an electron into a quantum dot always carries the cost of a discrete
charging energy. In addition, if the quantum dot is sufficiently small, the solution of
the "particle-in-a-box" problem of quantum mechanics predicts an entire spectrum of
discrete energy levels to be occupied by the electrons placed in the confined region.
This energy quantization allows a parallel to be drawn between quantum dots and
atoms. For this reason, quantum dots are often called artificial atoms [8].
One method of studying nanostructures is to make transport measurements by
attaching leads to the nanodevice. In simple terms, voltages are applied and the cur-
rent passing through the nanostructure is measured. The charge state of a quantum
dot can be tuned by applying a voltage on a nearby electrode. When an artificial
atom with its nearby electrode is put between a drain lead and a source lead, the
resulting structure is called a single-electron transistor (SET). Such a device allows
the exploration of the various charge states and excitation spectrum of the quantum
dot [8].
In addition to possessing a discrete charge, electrons also have an intrinsic quan-
tized angular momentum called "spin." In most cases, the two possible spin orienta-
tions can be taken into account by simply multiplying the spinless conductance result
by two [9]. However, in the presence of a magnetic field, the discrete energy levels on
a quantum dot will undergo shifts that depend on their total angular momentum [10].
A very interesting phenomenon called the spin-1/2 Kondo effect has been investi-
gated in SETs with odd numbers of electrons [11, 12, 13, 14]. A quantum dot with an
odd number of electrons necessarily possesses a nonzero spin. The standard Kondo
effect occurs in metals due to a dilute concentration of magnetic impurities [15]. Lat-
eral semiconductor quantum dots with an odd number of electrons behave as if an
artificial magnetic impurity were placed between the source and the drain of the SET.
In such samples, the couplings to the source and drain reservoirs have been tuned
using gate electrodes, allowing the verification of the predictions of the Anderson
impurity model of the spin-1/2 Kondo effect [15]. If the temperature is sufficiently
low, the zero-bias conductance through the dot increases due to the formation of a
many-body singlet between the unpaired electron on the dot and those of the opposite
20
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spin in the leads [11, 12, 13, 14].
The Kondo effect has also been observed when the number of electrons N on a
quantum dot is even. Kondo features for an even N have been first reported at zero
magnetic field in a SET by Schmid et al. [16, 17] and in carbon nanotubes by Liang et
al. [18]. Such a behavior is expected for a total spin 1, i.e. a spin triplet. Transitions
between different spin states have also been studied at even N; specifically, transitions
between a spin singlet (S = 0) and a spin triplet (S = 1) have been observed in vertical
and lateral quantum dots and in carbon nanotubes [19, 20, 21, 22, 23]. In these
experiments, a magnetic field has been used to change the energy spacing between
two spatial orbitals. When the energy spacing is smaller than the exchange energy
expected from the artificial atom analog of Hund's rules, the triplet becomes the
ground state. Kyriakidis et al. [24] have observed singlet-triplet transitions in a
lateral quantum dot with N = 2 at large drain-source bias with a perpendicular
magnetic field near 1 T. They discovered that the critical magnetic field can be tuned
with a gate voltage by introducing nonparabolicity in the confining potential well. A
singlet-triplet transition tuned by asymmetric gate voltages has also been reported
for a quantum ring in the Coulomb-blockade regime at zero magnetic field [25].
There have been several theoretical studies of singlet-triplet transitions for vertical
quantum dots [26, 27, 28] and for lateral quantum dots [29, 30, 31]. In particular,
Hofstetter and Zarand [32] have studied the singlet-triplet transition in a lateral
quantum dot with an even number of electrons. They have predicted that a two-
stage Kondo effect should occur in the triplet region resulting from the presence of two
Kondo energy scales. They have also made predictions for the behavior of the zero-
bias conductance of the dot as a function of a magnetic field parallel to the plane of the
electrons for both the singlet and the triplet regions as well as for the crossover region.
They expect most of these equilibrium predictions to be qualitatively applicable to
the description of both the temperature dependence of the zero-bias conductance and
the drain-source voltage dependence of the differential conductance, even though the
latter explores nonequilibrium physics.
In this thesis, experiments are conducted in order to explore the physics of spin
21
effects in single-electron transistors. The Kondo effect is used as a tool to point out
nonzero spin states. Three spin effects are investigated: spin-flip inelastic cotunneling,
singlet-triplet transitions at zero magnetic field, and the two-stage Kondo effect.
This work is divided into chapters in the following manner. Chapter 2 describes
nanostructure fabrication and characterization, and it contains information on the
semiconductor heterostructures studied in many of the experiments reported on in
this thesis. Chapter 2 also details the process flow used in the fabrication of SETs
on these heterostructures. Results of basic experiments necessary to characterize the
heterostructure and the nanodevices are also included, along with the experimental
details of the measurement setup.
Chapter 3, explains several basic phenomena observed in quantum dots. These
phenomena include the Coulomb-blockade oscillations, elastic and inelastic cotunnel-
ing, the Kondo effect, and the Fano effect. Examples of differential conductance data
from transport measurement experiments will be shown in each case.
Chapter 4 discusses the results of pioneer experiments investigating the influence
of a parallel magnetic field on the Kondo effect, beginning with a description of how
a parallel magnetic field modifies the quantized energy levels of the quantum dot.
The phenomena called spin-flip inelastic cotunneling is then discussed, accompanied
by original results. As the magnetic field also influences the Kondo effect, data are
presented at magnetic fields such that the magnetic energy scale is comparable to
the Kondo scale. The effective g-factor for the Kondo peak splitting is extracted for
SETs made on two types of semiconductor heterostructures.
Chapter 5 discusses singlet-triplet transitions observed at zero magnetic field.
This chapter features results showing that spin states higher than 1/2 are sometimes
observed in quantum dots. Then, the topics of two electrons in two orbitals and of the
singlet-triplet inelastic cotunneling threshold are explained. Several data sets with
various cases of Kondo-enhanced, inelastic cotunneling thresholds are shown. Two
special cases, namely that of two singlet-triplet transitions in one Coulomb-diamond
and that of an avoided crossing, are analyzed in detail.
Chapter 6 details experiments conducted on a four-electron quantum dot in the
22
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two-stage Kondo regime. Differential conductance data show that the quantum dot
can be emptied of all its electrons. With four electrons on the artificial atom, the dot is
driven through a singlet-triplet transition. Also described are several experiments that
test theoretical predictions of Ref. [32] for the two-stage Kondo effect on the triplet
side. The dependences of the conductance on drain-source voltage, temperature, and
parallel magnetic field are shown.
The thesis includes two appendices. Appendix A details the procedures related
to the operation of the Leiden Cryogenics 400-puW dilution refrigerator used to cool
the samples to temperatures below 10 inK. Appendix B details the specific operating
procedures relating to photolithography and electron-beam lithography.
23
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Chapter 2
Nanostructure Fabrication and
Characterization
2.1 Introduction
Advances in microprocessing have allowed physicists to make devices where the dis-
creteness of the electron charge and the quantum mechanical single-particle energy
levels play an important role in transport measurements
Two types of devices are used in the experiments described in this thesis. Devices
of the first type were made by D. Goldhaber-Gordon and D. Mahalu in Israel on
shallow heterostructures, specifically in order to observe experimentally the Kondo
effect in nanostructures. More details on these samples can be found in Ref. [33].
The devices of the second type are made at MIT on a more conventional het-
erostructure provided by a group in California. These devices are made with the
following idea in mind: the exploration of the few-electron regime would be facili-
tated by a special electrode geometry [34] that allows the quantum dot to be pushed
toward the source and the drain as the electrons are removed from the dot one by one.
This pushing prevents the tunneling rates from becoming too small as the voltages
on the electrodes are made more negative in order to empty the dot. In addition, the
size of the quantum dots should be large enough so the single-particle level spacing
be on the same order as the exchange energy.
25
This chapter will describe the two types of heterostructures measured followed by
a detailed description of the processing steps performed at MIT on the conventional
heterostructure. Finally, results related to the initial characterization of the samples
will be presented.
2.2 Heterostructures
Two types of heterostructures have been used in the experiments detailed in this the-
sis. Two heterostructures of the shallow type were grown by molecular-beam epitaxy
by Hadas Shtrikman at the Weizmann Institute in Israel. The reader is referred to
Ref. [33] for details related to the growth and processing for these heterostructures.
Parameters such as the location of the two-dimensional electron gas (2DEG), carrier
density, and mobility are listed in Table 2.1.
Heterostructure type Label 2DEG depth ne Pe
(nm) 1015 m- 2 m 2/Vs
ultra shallow 527 16 7.3 9.1
shallow 518 20 8.1 10
conventional 030717A 110 2.2 64
Table 2.1: Summary of parameters for the ultra shallow (527) and shallow (518) het-
erostructures from the Weizmann Institute and for the conventional heterostructure
(030717A, labeled "G" as a short-hand notation) from the University of California at
Santa Barbara.
A conventional heterostructure was fabricated by molecular-beam epitaxy by
M. P. Hanson and A. C. Gossard at the University of California at Santa Barbara.
The substrate consists of semi-insulating, process trial grade, single side polished
GaAs. The structure resulting from the growth contains the following layers, listed
from the surface to the substrate: 10 nm of GaAs, 60 nm of A10.3Gao.7As, Si-delta
doping of 4x1012 cm - 2, 40 nm of Al0.3Gao0.7As, 800 nm of GaAs, a superlattice of 30
periods of alternating 3 nm of GaAs and 3 nm of A10.3GaO.7As, and 50 nm of GaAs.
The 2DEG forms at the interface between the Si-delta-doped Alo.3Gao0.7As and the
800 nm GaAs; therefore, the 2DEG is 110 nm deep. The density and mobility for
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this structure as obtained from the magnetotransport experiments reported in sub-
section 2.4.1 are included in Table 2.1 to ease the comparison with the parameters of
the more shallow structures.
2.3 Processing
The details of the process flow followed to fabricate devices on the conventional het-
erostructure are described in this section. The process is inspired by previous work by
Refs. [35, 33] and consists of using wet etching to define an electrically active region
called a "mesa," evaporating and annealing metals to make ohmic contacts to the
mesa, performing several metalizations to pattern electrodes on top of the resulting
structure, and last packaging.1
Three chips, cleaved from part of the original material, have been processed. A
small chip (GO) was used to test whether a standard ohmic contact recipe would
result in ohmic contacts to the 2DEG that do not freeze out. Four dice were even-
tually patterned on this chip, with each die holding four quantum dots. A larger
chip containing fifteen dice, each with four quantum dots, was then processed (G1).
However, gate adhesion was poor over most of this chip, signifying that several dice
on this particular chip are unusable. Specifically, portions of gates have peeled off
during lift-off, and the poor adhesion rendered wire bonding almost impossible. This
problem was solved on the next chip (G2) (which contains ten dice, each with four
quantum dots) by adding a 10 s shallow piranha etch immediately prior to the gate
evaporation step.
2.3.1 Cleaving
The 2DEG wafer was cleaved into chips of processing size. It is important to allow
1 mm of dead space along the perimeter of the chip for the edge bead that forms
while spinning the photoresist. 2 Additionally, the chips should have an aspect ratio
1The specific procedures are described in Appendix B, but the readers interested in starting a
process flow should also consult Ref. [36], a standard book on GaAs processing.
2 Using very high spinning speeds may reduce the edge bead to less than 0.3 mm.
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slightly different than one so that the wafer orientation be obvious.
Procedure:
1. Use a stainless steel scribe3 and filter paper or fab wipes
2. Put the wafer in a sandwich of microscope slides and filter paper
3. Use the top microscope slide as a ruler to make a mark where the cleavage
should occur
4. An easy way to cleave is to flip the chip upside down and push down with the
plastic end of the scribe4
2.3.2 Mesa isolation
Photolithography coupled with wet etching is used to remove the 2DEG except in
active areas that are called "mesa." The mask design allows for a standard Hall bar
with six contacts and a quantum dot mesa with five contacts to be patterned on each
die. Alignment marks for use in subsequent steps are also patterned at this time. It
is generally a good idea to experiment first with a practice chip, as the acid solution
may vary from day to day.
Procedure:
1. Sample clean (wet processing station):
* Tichloroethylene (TCE) 150°C, 5 min
* Acetone (ACE), methanol (METH), and distilled water twice (H20), 3 min
each in ultrasonic cleaner
* N2 blow dry
* Singe wafer (on a hotplate) 130°C, 2 min
2. Spin on photoresist (Spinner, Headway Research, Inc.):
3 Stainless steel may leave magnetic particles on the substrate. A diamond or carbide scribe may
be better.
4It is also possible to cleave without flipping the chip upside down.
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· Shipley 1813, 4 krpm, 40 s
* Bake (in an oven) 90°C, 30 min
3. Expose (Aligner, Karl Suss):
* 30 s at 10.0 mW/cm 2 or 1 min at 5.0 mW/cm 2
4. Develop (wet processing station):
* MF-319, 15 s
* Rinse: H20 twice 30 s
* N2 dry
5. Evaluate (inspection microscope):
* Use yellow filter
* Repeat steps 4 and 5 as needed
6. Wet piranha etch (wet processing station):
* 1:8:1000 H2SO4:H202:H20, 7 min with stirrer at 200 rpm (-45 nm/min)
7. Rinse:
* H20 (30 s in first beaker, then use second beaker)
* N2 blow dry
8. Sample clean (wet processing station)
* ACE, METH, H20 twice in ultrasonic cleaner
* N2 blow dry
9. Use profilometer to determine the etch depth.
Figure 2-1 shows a microscope picture taken after this step with an objective of
5X. The etch depths as measured by the profilometer are summarized in Table 2.2.
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Figure 2-1: Microscope image of sample G2H after the etch that defined the quantum
dot mesa. The width of the straight part of the mesa is 40 pm. The field of view is
1.26 x 0.944 mm 2.
Processing Exposure time Intensity Development time Measured etch depth
chip (s) (mW/cm2 ) (nm) (nm)
GO 30 10 15 486
G1 30 10 15 194
G2 60 5 15 409
Table 2.2: Summary of parameters and measured depths for
after etching
each processing chip
2.3.3 Ohmic contacts
Photolithography, metal deposition, liftoff, and annealing are used to make ohmic
contacts from the surface of the structure to the buried 2DEG. Alignment marks
are also patterned during this step in order to facilitate alignment during the next
processing stages. The ohmics process should also be carried on an n+ GaAs chip,
as a test to ensure that the annealer works.
Procedure:
1. Sample clean (wet processing station):
* ACE, METH, and H2 0 twice, 3 min each in ultrasonic cleaner
* N2 blow dry
* Singe wafer (on hotplate) 130°C, 2 min
2. Spin on photoresist (spinner, Headway Research, Inc.):
* Futurrex NR-7, 3 krpm, 40 s
3. Bake (hotplate):
* 130°C, 60 s
4. Expose (Aligner, Karl Suss):
* 20 s at 5.0 mW/cm 2 or 40 s at 5.0 mW/cm 2
5. Post-bake (hotplate):
* 100°C, 60 s
6. Develop (wet processing station):
* RD6 (Futurrex developer), 7 s (up to 12 s occasionally)
* Rinse: H20
* N2 dry
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7. Evaluate (inspection microscope):
* Use yellow filter
* Repeat steps 6 and 7 as needed
8. Expose to ozone cleaner, 40 s (optional)
9. Use small droplet of PMMA to mount chip on microscope slide
10. Bake (hotplate) 90-120°C, 1-2 min
11. Metal deposition (e-beam evaporator, BOC Edwards, FL 400):
* Ni, Ge, Au (5, 35, 70 nm, resp.) 5
12. Liftoff (wet processing station):
* ACE in shallow dish, then use a cylindrical dish covered with aluminum
foil and leave overnight
* On the next day, use syringe and ACE to finish the lift-off process
* Sample clean (no ultrasounds): ACE, METH, N2 blow dry
* Evaluate (inspection microscope)
* Continue liftoff attempts until evaluation is successful6
13. Diffusion (Annealer)
* 435°C, 0.5 min (the contacts will look bumpy after annealing)
* The details of the temperature setpoints are in Table 2.3
14. Measure resistances between a few contacts with a probe station
581 nm instead of 70 nm of Au were evaporated on G1. This lead to a mass ratio mGo
of 11% rather than 12%. The texture of the annealed contacts was slightly different, including a
noticeable dot on almost every pad.
6 The liftoff works better if the sample is not allowed to dry between the attempts. The evaluation
has to be done as quickly as possible.
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Table 2.3: Details of annealing process
Processing Exposure Intensity Development Ozone Mounting
chip time time clean time temperature
(s) (mW/cm 2) (s) (s) (°C)
GO 20 10 7 40 120
G1 20 10 7 40 90
G2 40 5 7 0 90
Table 2.4: Summary of parameters during ohmic contacts fabrication
Four microscope images are shown in Fig. 2-2 to show the pattern and texture of
the ohmic metalization before and after annealing. The processing parameters for the
three processed chips are listed in Table 2.4. Due to the geometry of the mesas, the
resistances between the few pairs of contacts measured with the probe station varied
between 38 and 71 kQ at room temperature
2.3.4 Large scale gate electrodes and bonding pads
Photolithography is used, and thick metal evaporated to make pads for both gates
and ohmic contacts in order to ease wire bonding. The thirteen gate pads continue
further toward the mesa where submicron gates will be patterned in a later step.
Procedure:
1. Perform photolithography just as for the ohmic contacts (see subsection 2.3.3).
The differences are listed below:
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Temperature Time
(°C) (min:s)
20 5
200 0:30
200 0:30
415 0:22
435 0:12
435 0:30
o 0
O 0
(a) (c)
(b) (d)
Figure 2-2: Microscope image of two samples before and after annealing. (a) Sam-
ple G2H prior to annealing. The field of view is 1.26x0.944 mm2 . (b) G2H after
annealing. The small bumps and the change in color are visible even at this low mag-
nification. Field of view: 1.26x0.944 mm2 . (c) Sample GOD before annealing. Field
of view: 62.9x47.2 pm2 . (d) GOD after annealing. A difference in texture resulting
from the thermal process is observed. Field of view: 62.9x47.2 pm2 .
Figure 2-3: Microscope image of sample G2H after large gate electrodes and bonding
pads are formed. Field of view: 1.26x0.944 mm2 .
* Dip in 1:8:1000 H2 SO 4:H2 0 2:H2 0 for 10 s, rinse with H20 for 15 s. This
step needs to be performed immediately prior to placing the sample inside
the evaporator, in order to obtain excellent adhesion during wire bonding7
2. Metal deposition (e-beam evaporator, BOC Edwards, FL 400):
* 20 nm Ti and 100 nm Au
3. Liftoff and clean just as for the ohmics (see section 2.3.3).
Figure 2-3 shows a microscope image of a sample after the gate and bonding pad
step. Table 2.5 contains the specific processing parameters for the three processed
chips.
2.3.5 Submicron gate electrodes
Electron-beam lithography, along with the thermal evaporation of metals, allows the
fabrication of four submicron gate electrodes per quantum dot. A 3-pt alignment
is performed, using the small edges of the large alignment marks. Focusing is done
7Chip G2 is the only chip on which this was done, hence the great adhesion for this chip compared
to the other ones.
Chip Exposure Intensity Develop- Mounting Ozone Piranha
time ment time temperature clean time etch time
(s) (mW/cm 2) (s) (°C) (s) (s)
GO 20 10 7 130 40 -
G1 20 10 7 90 40 -
G2 40 5 12 90 40 10
Table 2.5: Summary of parameters during large gate electrodes and bonding pads
fabrication
using 50-nm Au nanoparticles deposited near an alignment mark along one edge of
the Hall mesa.
Procedure:
1. Sample clean (ACE, isopropanol (IPA))
2. Coat resist (950 K PMMA C3, 3 krpm, 40 s)
3. Bake (170°C, 10 min)
4. Expose to electron beam using a pattern from a GDS2 file with a dose of 500
ttC/cm 2
5. Develop:
* MIBK:IPA 1:3 1 min, IPA 2x30 s
6. Evaporate (2.5 nm Cr and 12.5 nm Au)
7. Liftoff in ACE
8. Sample clean: ACE, IPA/METH (no ultrasounds)
9. Evaluate (inspection microscope)
* Continue liftoff attempts until evaluation is successful
Figure 2-4 shows the resulting submicron gate electrodes for processing chip G2,
die J, dot 1 (called quantum dot G2J1 for short).
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Figure 2-4: Scanning electron microscope (SEM) image of the submicron gate elec-
trodes surrounding quantum dot G2J1.
Chip Beam Dose Cr Au
current Rate Height Pressure Rate Height Pressure
(pA) (pC/cm2 ) (A/s) (nm) (Torr) (A/s) (nm) (Torr)
GO 363 500 0.1 2.5 6x10 - 7  0.3-0.7 12.5 6x10- I
G1 354 500 0.15 2.5 6x10 -7  0.4-0.6 12.5 5x10-
G2 354 500 0.15 2.5 6x 10- 7 0.4-0.6 12.5 5x 10-
Table 2.6: Summary of parameters during submicron gates fabrication
Figure 2-5: Microscope picture showing the step coverage gates overlapping part of
the large gate electrodes and part of the submicron electrodes of a practice sample.
The coverage is important where the submicron gates climb up both the large gates
and the mesa. Field of view: 315 x 236 pm2 .
2.3.6 Step coverage gates
This step consists of using the photolithography procedure of subsection 2.3.4 and
performing an angle evaporation. More specifically, 10 nm of Ti as measured by the
evaporator crystal monitor are evaporated, first at approximately 200, and then at
about -20'. Then, 50 nm of Au, measured by the crystal monitor, are evaporated
at each of these two angles. The angles given here are only approximative, but the
number of turns required to make the stage rotate to the correct angles is kept con-
stant. The axis of rotation is parallel to the quantum dot mesas. This allows for
the formation of step coverage patches, which fulfill two roles. Firstly, they improve
the electrical contact between the thick gate electrodes and the submicron gate elec-
trodes. Secondly, they ensure continuous coverage where the submicron gates climb
over the mesa. No piranha etch is needed here prior to the evaporation, because in
this case the adhesion is not critical. A microscope image showing part of the step
coverage gates on a practice sample is shown in Fig. 2-5.
Test structures, where the submicron gate patterns are drawn so that the elec-
trodes are tied together across the mesa, are used to test the continuity of the elec-
trodes. During these tests, it is important to limit the current density with a series
resistor in order to prevent electromigration. The current density must not exceed
6 x 105 A/cm 2 [36]. A 100 kQ series resistor and a current density smaller than
2 A/cm 2 has allowed the determination of a 15 kQ upper bound for the resistance of
a gate across the mesa.
2.3.7 Packaging
In order to characterize the devices, the chips must be cleaved into dice. Each die is
then imaged with an atomic force microscope (AFM), mounted into a chip carrier,
and wire bonded.
Procedure:
1. Cover with protective PMMA
2. Cleave into dice along the alignment marks, which are patterned along the
crystal axes
3. Dip in ACE for at least 20 h to remove PMMA, then gently rinse with ACE
and METH. N2 blow dry.
4. Image with AFM
5. Mount with GE varnish on non magnetic, 24-pin chip carriers:
* Sonicate chip carriers in ACE and METH (2 min each)
* N2 blow dry
* Mount one die per chip carrier with a small amount of GE varnish. Use
surface tension to displace a drop of varnish underneath the die. It is
sufficient to touch the edge between the die and the bottom of the chip
carrier on each of the four sides. Let dry at least 3 h.
6. Wire bond using gold wire (0.7 mil diameter) with a wedge bonder
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* Generic bonder settingss: 2,2,2,2; force 14 g; Tcontron,,er: 1500 C; Tool heat:
3.0
* Use stitch 2 and make 2 bonds on chip carrier pad and 1 bond on sample
pad
7. Characterize electrically on Janis Research continuous He flow cryostat ST-100
(SEM only if necessary, as SEM beams contaminate imaged surfaces). Details
and data for this step will be presented in the next section
Figure 2-6 shows an example of an AFM image taken of a dot on a cleaved die
prior to mounting.
(pm)
Figure 2-6: AFM image of sample GOB4 taken prior to mounting.
2.4 Heterostructure and quantum dot electrical
characterization
This section introduces simple tests performed in order to characterize the het-
erostructures and the samples. First, magnetotransport is used in order to obtain
8Parameters for the power and time for Chl and Ch2 and for the force need to be adjusted from
the generic settings. For instance, to bond the ohmics of die GO-A, the force was 12 g, the power
3.5 and the time 2.4.
information on the density and mobility of the 2DEG. Then the quantum dot sam-
ples are electrically characterized at 4.2 K. The relevant measurement setups will be
described for each type of characterization.
2.4.1 Hall measurements
Magnetotransport through a Hall bar in a magnetic field B1 perpendicular to the
2DEG is performed in order to extract the electron density ne and mobility /e for the
heterostructure.
The voltage output of an HP3325B function generator operated at a frequency of
97 Hz is set to obtain a peak-to-peak current of 0.1 /LLA when a 100 MQ load resistor
is connected in series. The circuit is effectively used as a current source, as the
resistances extracted using a standard 4-point measurement technique are negligible
compared to the resistance of the load resistor.
The Hall bar is cooled inside a dilution refrigerator with a base mixing chamber
temperature Tmc < 10 mK. The rms noise density in the circuit including the Hall
bar measured with a DL Instruments 1201 voltage amplifier with 300 kHz upper
frequency cutoff and an AC coupled Tektronix THS 730A oscilloscope is equal to
29 nV/v/-z.
The magnetic field B1 is ramped down twice from 1 T to 0 in 1 h 40 min. The
AC current is passed longitudinally from contact H2 to contact H5, and the lon-
gitudinal rms voltage drop Vx between contacts H1 and H6 is recorded during the
first sweep (see Fig. 2-7 for the contact numbering convention). The Shubnikov-
de Haas (SdH) oscillations in the resulting longitudinal resistance Pxx (in ohms per
square) are displayed in Fig. 2-8. The number of squares is calculated from the ra-
tio of the longitudinal length L, taken between the midpoints of the voltage sensing
leads, and the transverse length W, i.e. the width of the Hall mesa. The result
is L/W = (185.05 ,um)/(49.81 m) = 3.715. Fourier analysis of the SdH oscilla-
tions in Pxx plotted against /B± (not shown) reveals a frequency fB, of 4.8 T.
This number is used to calculate the density of electrons in the 2DEG [37, 38] using
Eq. 2.1 (where e is the elementary charge and h is Planck's constant), and the value
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H6 H5 H4 H3 H2 H1
Figure 2-7: Hall mesa. Contacts H1 to H6 are seen on the bottom of the figure from
right to left. Field of view: 1.38x 1.09 mm2 .
n2D = 2.3 x 1015 m- 2 is found.
n2D 2efB (2.1)
During a second sweep of B± from 1 T to 0, the transverse voltage (also called
the Hall voltage) V, is measured between contacts H1 and H3 (see Fig. 2-7). The
transverse (Hall) resistance p,, (in ohms per square) is plotted in Fig. 2-8. Many
plateaus are observed for BI > 0.23 T. The position of these plateaus coincides with
the minima in P,,, and this is the signature of the integer quantum Hall effect [38].
For magnetic fields BI < 0.23 T, however, p. is linear with the field. This is expected
from the standard Hall effect, as discussed, for example, in Ref. [39]. The slope mHall
of the linear portion of p,(Bi) contains information on the electron density n2D. The
expression that gives the density as a function of the slope and the number of squares
(L/W) is stated in Eq. 2.2.
1
n2D L (2.2)
Using the data in Fig. 2-8 below B1 = 0.23 T to extract mH8a = 779.98 Q/T/square
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Figure 2-8: Hall measurements made with a magnetic field perpendicular to the
2DEG. The longitudinal resistivity Pxx shows Shubnikov-de Haas oscillations and is
read on the left axis. The Hall resistivity Pxy shows a series of plateaus and is read
on the right axis.
and the number of squares L/W = 3.715, the value n2D = 2.15 x 1015 m- 2 is found.
This is consistent with the density determined from the SdH oscillations in Pxx. The
average value of n2D = 2.2 x 1015 m- 2 is listed in Table 2.1 for wafer G.
The mobility e of the 2DEG is easily calculated by using the measured value of
Pxx = 44.028 Q/square of the longitudinal resistance at B± = 0 and the average value
of n2D = 2.2 x 1015 m - 2 found above in the expression given by Eq. 2.3
1
Ie = e2Dpo (2.3)
en2DPXX
The result is ILe = 64 m 2 /(Vs), as listed in Table 2.1 for wafer G.
2.4.2 Electrical characterization
Typically, once samples are mounted and bonded, the resistances between drain and
source with all gates grounded are measured both at room temperature and 4.2 K.
Once at low temperature, the zero-bias conductance is methodically characterized as
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a function of different voltages on the electrodes.
Figure 2-9(a) shows a scanning electron microscope (SEM) image of a sample nom-
inally identical to those made on the shallow and ultra-shallow heterostructure [33].
The lithographic size of the quantum dot is 150 nm. The gate electrodes are la-
beled by indices, and the drain and source (labeled "d" and "s," respectively) are
the two sections of 2DEG above and below the dot defined by the gates. The SEM
image in Fig. 2-9(b) shows a sample made on the conventional heterostructure. The
lithographic size of the quantum dot is 400 nm. The gate electrodes are labeled
with a slightly different set of indices, and the drain and the source ("d" and "s,"
respectively) are the sections of 2DEG at the top right and bottom right of the image.
t)a)
tl
gbl
bl
(U)
r g r
Figure 2-9: Electron micrographs of devices nominally identical to the two types used
in experiments reported in this thesis. (a) Example for devices that were previously
made at the Weizmann Institute on the shallow and ultrashallow heterostructures.
The voltages on the rightmost "r", top left "tl," and bottom left "bl" electrodes are
Vr, Vtl, and Vbl, respectively. The voltage on the plunger gate "g" is labeled Vg. The
scale bar corresponds to 100 nm. (b) Example for devices made at MIT as described
in section 2.3.5. The four gate electrodes are labeled with the indices "g", "r", "t,"
and "b". The drain and source are indicated by "d" and "s," respectively. Lead "d"
is biased, while lead "s" stays at virtual ground. The scale bar corresponds to 1 pm.
Figure 2-10 shows a simplified diagram of the circuit used for the differential
conductance measurements. An HP3325B function generator provides the DC voltage
used for the drain-source bias Va. In order to decrease the noise levels, the output
is attenuated, divided, and filtered. Using a low frequency transformer, a sine wave
with a frequency between 7 and 13 Hz, supplied by an HP3325A function generator,
is added to the bias voltage and then divided and filtered to get Vd + AVd between
the drain and the source as measured by a battery-powered, DL Instruments 1201
voltage amplifier and a Tektronix THS 730A oscilloscope. Throughout this thesis,
unless noted otherwise, the peak-to-peak modulation on Vds is AVds - Vex = 2.5 1JV.
The total voltage Vd& + AVds generates a total current I + AI through the dot. This
current is amplified by a DL Instruments 1211 current preamplifier, which is also
powered by a battery, and fed into a PAR 124A lock-in amplifier which has an output
proportional to the modulated portion of the current AI. The differential conductance
can then be calculated using dI/dVds . AI/AVd. If the measurement is performed
at zero bias, the resistance is simply the inverse of the zero-bias conductance. This
lock-in technique is used whenever values of differential conductance dI/dVd., zero-
bias conductance G, or (zero-bias) resistance are reported in this thesis.
ac AI
Figure 2-10: Measurement setup for differential conductance measurements.
In addition to measuring the conductance with the lock-in technique, it is neces-
sary to monitor the DC current at the output of the 1211 current amplifier. The DC
current is easily extracted by splitting the output of the 1211 current amplifier into
two. One portion is fed into the lock-in amplifier, while the other portion is routed
through a low-pass filter to remove the modulation and the DC current is read by
a digital multimeter. The advantage of monitoring the DC current is that it reveals
exactly where zero-bias is. This is necessary, as the current amplifier input applies an
additional voltage offset between the drain and the source. This means that the true
zero-bias conductance is measured when the sum of the applied drain-source voltage
and the offset voltage at the input of the current amplifier is zero. This zero occurs
when the DC current trough the dot is zero. Therefore, the best way to adjust for
zero bias is to locate a region of parameter space that contains a conductance peak.
If the total Vds is not exactly zero, there will also be a peak in the DC current. If a
sweep is run over this conductance peak while monitoring the DC current and making
a small change in the applied drain-source bias during each sweep, a point can be
reached where the DC current is very small and shows small fluctuations around zero.
This behavior corresponds to the experimental realization of zero bias, signifying that
the voltage vacillates between slightly positive and negative values during a sweep,
causing small fluctuations in current above and below the output offset voltage at the
output of the current amplifier.
The voltages on the four gate electrodes are provided by two Yokogawa 7651 Pro-
grammable DC sources. They are, of course, divided down and filtered to reduce
noise. One of the sources is used as a common bias for all gate electrodes. Poten-
tiometers are used to tune three of the gate voltages between ground and the common
bias. This is useful in order to adjust the constrictions between the dot and the drain
and source leads. The other gate voltage is swept by adding the voltage coming from
the second Yokogawa to the common bias.
Before putting a sample on a grounded socket, the noise levels in the drain-source
circuit and in the gate electrode circuit must be characterized.9 A 100 kQ test resis-
tor, rather than the actual sample, is put onto the socket. The voltage noise levels
between the drain and the source are extracted by looking at the output of the 1201
voltage amplifier as a function of bandwidth with an AC-coupled Tektronix THS
730A oscilloscope. The voltage amplifier has a certain amount of rms noise at its
output that is not related to the noise at the inputs. This contribution Vground is
measured by grounding the differential inputs of the 1201. Then, the total rms noise
VDC is measured by DC-coupling the inputs of the 1201. The rms noise Vnoie in the
drain-source circuit itself is obtained by using Eq. 2.4.
9 The method used for noise characterization was developed in collaboration with A. Kogan and
S. Amasha.
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2 2Vnoise = VDC - Vground (2.4)
Values of Vnoise near 2 ALV are typical for a frequency bandwidth between - 10 Hz
and 300 kHz. Figure 2-11 shows the results of this type of noise characterization
for a 100 kQ on the dilution refrigerator sample-holder. A similar procedure is used
to measure the rms noise at the voltage outputs intended to connect to the dot
electrodes. The noise between the central pin and the circuit ground is typically at
the submicrovolt level.
(a) .' ' ' (b) .
o VDC 0 
0 Vground 0 1
0 0:L
C ~~0 0L
0 
0 S U
6>0 0
>
0.1. . 0.1 ..
10 3 10 4 105 103 4 10 5
F (Hz) F (Hz)
Figure 2-11: Noise characterization using a DL Instruments 1201 voltage amplifier
and a test 100 kQ resistor on the dilution refrigerator sample holder. F is the upper
frequency cutoff, so the frequency bandwidth goes from 10 Hz to F. (a) rms ampli-
tudes of the noise at the output of the voltage amplifier when its inputs are grounded
or DC-coupled. (b) rms noise amplitude extracted from (a) using Eq. 2.4.
Once the noise in the test sample has been adjusted to a satisfactory level, the
actual sample is put onto the socket, and the resistances between drain and source of
each dot with all gates grounded are measured at room temperature using the lock-in
technique. The room temperature resistance values are typically in the range from
30 to 70 kQ.
In order to determine which devices are worth cooling to dilution refrigerator
temperature, several devices are first cooled to 4.2 K in a continuous flow He cryostat
(Janis Research ST-100). The 4.2 K values of the resistances between drain and
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Figure 2-12: Initial electrical characterization at 4 K for sample G2H1. The gates
swept are indicated. All other gates are grounded. Ve = 10 pV. (a) All gates
(voltages on g, r, t, b are swept). The pinch-off voltage is at -916 mV. (b) Top
point contact (voltages on r and t are swept). The pinch-off occurs at -1093 mV. (c)
Bottom point contact (voltages on r and b are swept). The pinch-off is at -1064 mV.
(d) Middle point contact (voltages on g and r are swept). There is no pinch-off in
this case because of the geometry.
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source for each dot are typically between 1.8 and 4.4 kQ. A specific procedure to
test the response to various combinations of gates for each individual dot is described
next.
It is first necessary to determine whether the dot can be pinched-off at some point
within the range of accessible voltages (i.e. between 0 and about -1.8 V). In order to
do this, one measures the zero-bias conductance G as a function of the voltage Vg,r,t,b
on all four gates related to the dot tested. An example is shown in Fig. 2-12(a).
All the subfigures in Figs. 2-12 and 2-13 are obtained with a single sample during
the same 4.2 K cool down. As Vg,r,t,b is decreased, the zero-bias conductance also
decreases. The voltage at which the conductance becomes zero is called the pinch-off
voltage. It happens for this sample at a value of Vg,r,t,b = -916 mV.
Once it is determined that the device can be completely pinched-off, it is also worth
testing that each quantum point contact between gate "r" and one of the remaining
three gates also influences the conductance. The quantum point contact defined by
gates "r" and "t" is called the top point contact. Figure 2-12(b) shows the zero-bias
conductance through the top point contact as a function of Vr,t, while Vg and Vb are
grounded. In this example, the top point contact pinches-off at Vr,t = -1093 mV. It
is logical that a more negative voltage is required to achieve pinch-off in this case, as
only two gates are used instead of four.
Similarly, the bottom point contact can also be tested. Figure 2-12(c) shows
the behavior of the zero-bias conductance as a function of Vr,b when Vg and Vr are
grounded. In this case, the pinch-off happens at Vr,b = -1064 mV. This pinch-off
voltage is greater than that of the top point contact, meaning that the electrode pat-
tern is not exactly symmetric for this device. This implies that the top point contact
is more open than the bottom one if the voltages on the relevant three electrodes are
set to the same value.
There is a last point contact that can be tested, although, for geometrical reasons,
it usually cannot be pinched-off. As seen in Fig. 2-12(d), the zero-bias conductance
decreases when Vg,r is decreased and the other two gates are held fixed at Vr = Vb = 0.
Even though pinch-off is not observed, sweeping the voltage on "g" and "r" still
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influences the conductance.
The next step is to further investigate the similarity between the top and bottom
point contacts. This is done by sweeping the voltages on the gates forming one point
contact at different fixed values on the other gate. Figure 2-13(a) shows the behavior
of the zero-bias conductance as a function of Vr,b for different values of Vt while Vg
remains grounded. As Vt is increased, the voltage at which the conductance becomes
different from zero increases. A similar experiment can be done where the voltages on
the gates forming the top point contact are swept at several fixed values of Vb while
Vg is grounded. The behavior of the zero-bias conductance is shown in Fig. 2-13(b) for
such an experiment. The fact that the shifts in pinch-off voltages are approximately
the same in Figs. 2-13(a) and (b) means that the top and bottom point contacts
have very similar characteristics. In cases where the size of the shifts is very different
between the two experiments, there is usually a problem with the lithography.
If the device has passed all the tests mentioned thus far, it is worth attempting
to observe conductance oscillations at 4 K. The origin of such oscillations will be
explained in section 3.2.1. The best way to do this is to bias all gates so that the
conductance is near pinch off, and then to sweep Vg. If reproducible oscillations
appear over the conductance rise (as seen in Fig. 2-13(c)), they are yet another
indication that the point contacts between the dot and the drain and source are
sufficiently symmetric to cool the device to lower temperatures, by putting it inside
a dilution refrigerator with a base mixing chamber temperature below 10 mK.
2.5 Conclusion
In conclusion, photolithography and electron-beam lithography have allowed for the
fabrication of quantum dots with 400-nm lithographic size on conventional heterostruc-
tures containing a 2DEG. Hall and SdH measurements have been used to determine
the density and mobility of the conventional heterostructure. The experimental back-
ground necessary to perform conductance measurements on such samples has been
presented, and 4 K zero-bias conductance data of a representative sample have been
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Figure 2-13: More about electrical characterization of sample G2H1 at 4 K. Vex =
10 /uV. (a) Top point contact is swept (r, t) for several voltages on gate b. Plunger
gate g is grounded (b) Bottom point contact is swept (r, b) with several voltages on
gate t. Plunger gate g is grounded (c) Plunger gate g is swept while all other gates
are biased near pinch off at (Vr,Vt,Vb)=-886 mV
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shown.
With such nanostructures at hand, it is possible to test interesting quantum me-
chanical behaviors such as the Coulomb-blockade and the Kondo effect. These two
phenomena will be described in the next chapter.
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Chapter 3
Basic Phenomena in Quantum
Dots
3.1 Introduction
This chapter introduces the basic concepts relating to phenomena observed in quan-
tum dots, with real data sets used to illustrate each phenomenon. Firstly, the
Coulomb-blockade model for both the linear conductance and the differential con-
ductance will be explained. Secondly, higher order processes such as cotunneling and
the Kondo effect will be presented, along with an interference effect called the Fano
effect.
3.2 Coulomb blockade
The Coulomb-blockade model is very useful in interpreting differential conductance
measurements. This model is explained in this section.
3.2.1 Capacitance model and basic Coulomb oscillations
An artificial atom with its set of gate electrodes and drain and source leads can be
modeled by a capacitance network as seen in Fig. 3-1. Starting from an initial situa-
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C1
Figure 3-1: Network of capacitances between the quantum dot and the components
in its environment.
tion where all the elements of the capacitance network are grounded, the electrostatic
potential on the dot VdOt resulting from the application of a voltage V1 on element
1 is obtained by treating the system as a voltage divider circuit with two complex
impedances in series. The voltage V1 falls across the series combination of the im-
pedance 1 and the impedance resulting from the parallel combination of the otherjWCi
elements 1 c (C ) where CE is the sum over all capacitances shown in
Fig. 3-1, j = X/--f, and w is an arbitrary angular frequency. The quantum dot is
located in between these two impedances, so the voltage Vdot is obtained using the
standard formula for the voltage output of a voltage divider [40]:
Vdot = 1jW(C-C V
jwC1 + jW(CE-Ci)
= C1V 1 (3.1)Cr
Using the superposition principle of electrostatics, this procedure can be repeated
until there is a voltage Vi with i E {1, ..., 6} on each element of the capacitance
network. With the definition ai = - , the result is:
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6Vdt = iVi (3.2)
i=1
Within a simple model, the total energy of a system where the quantum dot con-
tains N electrons will have three terms. The first contribution is just the electrostatic
energy of these N electrons at the potential Vdot given in Eq. 3.2. The result for the
electrostatic energy Ee is:
6
Ee = -NeVdot = -Ne E iVi (3.3)
i=1
where the electron charge is -e, with e > 0. The second contribution to the total
energy is the interaction energy Ei of N electrons on the dot. The general equation
to use is: N
Ei = E qkk (3.4)
k=l
where qk = -e and Ok = -(k- 1)e/Cr, is the electrostatic potential due to the k- 1
other electrons with which qk interacts, assuming a constant interaction modeled by
the total capacitance Cr,. Eq. 3.4 therefore becomes:
e2 N
Ei = E(k- 1)
N(N - 1)e 2N(N-1)e (3.5)
The quantum mechanical nature of the quantum dot comes into play in the third
and last part EQM of the total energy. The N electrons on the dot occupy a set
of single-particle energy levels en (with possible degeneracies including spin). This
means that:
N
EQM E= En(3.6)
n=l
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Therefore, the total energy E(N) for N electrons on the quantum dot is given by:
E(N) = EQM+Ei+EeN N(N - 1)2 6
-+ Ne E aV (3.7)
n=l i=1
An extremely useful quantity called the electrochemical potential for N electrons
on the dot is given in Eq. 3.8.
Ldot(N) E(N)- E(N- 1) (3.8)
The electrochemical potential can be calculated using Eq. 3.7. The result is given in
Eq. 3.9.
2 6
/dot(N) = EN + (N - 1) - e aiVi (3.9)
i=1
The electrochemical potential of the dot, /1dot(N), must be compared to that of the
drain and source leads, /ld and /t, respectively, in order to determine the specific
number of electrons on the dot. This number is the largest integer N for which
1/dot(N) < d, A.s In typical experiments, the source is grounded while a bias voltage
Vd is applied to the drain. In terms of electrochemical potential, this means that
Ad = -eV and us, = 0.
Consider the case where Vds=O. The zero-bias conductance, denoted G, is zero
whenever dot(N) < 0 < udot(N + 1). The electron number is fixed to N, and
the transport is Coulomb blockaded. However, by increasing the voltage Vg on the
plunger gate electrode "g," it is seen from Eq. 3.9 that the electrochemical potential
decreases for all values of N. A special point along the Vg axis will be encountered
when /dot (N+ 1) is no longer greater than 0 but becomes equal to 0. This means the
electrochemical potential for N+ 1 electrons on the dot is equal to the electrochemical
of both the drain and source leads. The fact that Adot(N + 1) = 0 implies that
E(N + 1) = E(N) from the definition of the electrochemical potential (Eq. 3.8). The
quantum dot energy states with N + 1 and N electrons are degenerate, therefore an
electron can hop on and off between the dot and the reservoirs. A peak in the zero-
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bias conductance G is observed at this specific value of Vg where dot(N + 1) = 0. It
is easy to generalize and state that a Coulomb charging peak is seen in G whenever
tdot(N) = 0 for any electron number N.
At any given set of voltages Vi on the gates and leads, the addition energy is
defined as:
(/dot(N + 1) - dot(N))fixed Vi = EN+1 - N + e2/CE
-= AN-N+l + U (3.10)
The addition energy is the sum of two terms: the relevant single-particle level spacing
AEN-N+1, which can be zero in case of a degeneracy, and the charging energy e2/C.,
which is often labeled U. The model where U is a constant independently of the
number of electrons and where the addition energy is defined by Eq. 3.10 is called
the constant interaction model [8].
As the gate voltage is varied, so-called Coulomb-blockade oscillations in the zero-
bias conductance G are expected, where a Coulomb-blockade valley is seen whenever
/dot 0 and a Coulomb charging peak is seen whenever Ildot = 0. The electron
numbers in adjacent valleys differ by one. The difference in gate voltage between two
adjacent Coulomb charging peaks provides information about the addition energy. If
a peak occurs when Itdot (N, Vg) = 0 and the next one when dot (N+ 1, Vg+ AVg) = 0
with AVg > 0, equating the last two quantities and using Eq. 3.9 results in:
Pdot(N, Vg) = dot(N + 1, AVg)
=* egAVg = eN-N+1 + U (3.11)
The quantity on the right-hand side of Eq. 3.11 is simply the addition energy (Eq. 3.10).
This implies that the peak spacing can be converted into the addition energy, pro-
vided that it is multiplied by the constant eg. Note that the Coulomb oscillations
are only periodic if A/EN-N+1 U.
Figure 3-2 shows diagrams for the chemical potential of the dot as Vg is increased,
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Figure 3-2: Diagrams explaining Coulomb blockade.
taking into account the spin of the electron. A simple state filling scheme where the
Pauli exclusion principle is obeyed is followed in the diagrams. In Fig. 3-2(a), the
leftmost diagram represents a situation when there is an odd number of electrons
on the dot. As Vg is increased, an electron with the opposite spin is added to the
same orbital state. In Fig. 3-2(b), the leftmost diagram represents the case when
there is an even number of electrons on the dot. The change in Vg required here to
stabilize the next electron on the dot is larger, as the new electron must be added to
a new orbital. From this simple state filling scheme that obeys the Pauli exclusion
principle, pairing in the Coulomb-blockade oscillations should be observed. More
specifically, the spacing between adjacent Coulomb charging peaks should be smaller
for odd Coulomb-blockade valleys and larger for even valleys. This will be seen most
clearly for dots where AE is not negligible compared to U. In some cases, especially
in the few-electron regime, the exchange energy becomes important, so departures
I
I Peak in G
from the constant interaction model are expected. The electrons can even populate
the orbitals following the equivalent of Hund's rules for artificial atoms [6].
3.2.2 Coulomb-blockade diamonds
This subsection considers the case where Ad # s In this case, current flows through
the device whenever ]-dot is inside the window of energy defined by A d and /t. If dot
becomes equal to either d or /,, the sudden change in current results in a peak in
the differential conductance dI/dVdS.
As pointed out in subsection 3.2.1, experimentalists typically keep the source
grounded and apply a voltage Vds to the drain, so that ,u8 = 0 and d = -eVds.
The important point is that applying a nonzero Vds changes dot because of the
capacitance Cd between the drain and the dot. Typically, dI/dVdS is measured as a
function of Vds and Vg with all other gates and lead fixed. By regrouping all terms
that depend neither on Vds nor Vg in the expression for /ldot found in Eq. 3.9 into the
constant o(N), the following expression is obtained:
/ldot(N, Vds, Vg) = 0(N) - edVds - egVg (3.12)
Two charging features are expected for dI/dVd, in the Vds-Vg plane. The first occurs
when /dot(N, Vds, Vg) = /s = 0, corresponding to an alignment of ldot with the fixed
electrochemical potential of the source lead. Using this condition in Eq. 3.12 and
calculating the derivative of Vds with respect to Vg, the result is as follows:
dVds g (3.13)
dVg ad
This gives the value for the slope of the corresponding charging feature of dI/dVd in
the Vds-Vg plane. This slope is negative for this case and is shown along with ex-
planatory diagrams in Fig. 3-3(a).
The other charging feature is obtained when the electrochemical potential of the
dot is equal to that of the drain lead, i.e. dot(N,Vds,Vg)=Ad=-eVas. Using this
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condition in Eq. 3.12 and then calculating the derivative leads to:
dVd -a (3.14)
dVg 1 - ad
The value of this slope is positive and corresponds to the second charging feature of
dI/dVd in the Vd-Vg plane. See Fig. 3-3(a) to get further insight with the help of
energy diagrams.
Figure 3-3(b) shows the series of diamonds that form when the two charging
features associated with each Coulomb charging peak are positioned along the Vg
axis. Electrical transport is Coulomb blockaded inside the diamond where dot < d,s.
The addition energy can be extracted directly from the Vds value at the top (or
bottom) apex of a Coulomb-blockade diamond. Simple analytical geometry leads to
Vds=(AEN-N+1 + U)/e at the intersection. Note that the capacitance ratios ld,g are
absent from this expression. In a simple state filling picture, it is expected that the
size of the diamonds will alternate, as two electrons of opposite spins can be added
to the same orbital before moving on to filling the next one.
Outside the diamonds, Adot lies inside the window defined by Ad and A,. This
situation is called the transport window, because tunneling events let current flow
through the dot in a direction determined by the bias. If Vd. is sufficiently large, the
tunneling can occur via an excited state, which will be seen as a line located outside
the Coulomb-blockade diamond, parallel to either of the charging features (depending
on whether the electrochemical potential for this excited state is equal to Ad or us).
An example of data taken in the Coulomb-blockade regime is shown in Fig. 3-
4. Coulomb oscillations are seen for the linear conductance G(Vg) in Fig. 3-4(a)
and the corresponding Coulomb-blockade diamonds are shown in the dI/dVds map
in the Vds-Vg plane in Fig. 3-4(b). This sample shows periodic Coulomb-blockade
diamonds, which suggests that this voltage configuration results in a large dot with
a single-particle level spacing negligible compared to the charging energy.
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Figure 3-3: Diagrams explaining Coulomb blockade diamonds. (a) Energy diagrams
at the peak, in the valley, and along the two edges. (b) Expected behavior for the
Coulomb-blockade diamonds in the differential conductance. The size of the diamonds
is determined by the charging energy U and the single-particle level spacing Ae.
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Figure 3-4: Coulomb-blockade example (sample G2C4). (a) Zero-bias conductance
G as a function of plunger gate voltage Vg. The voltage configuration on the other
electrodes is (Vr,Vt,Vb)=(-1016, -338, -338) mV. (b) Coulomb diamonds in dI/dVd. in
the same regime as in (a).
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3.2.3 Intensities of diamond edges
An equation for the current I through the dot according to Ref. [9] can be written
as:
I =- T(E)dE (3.15)
h d
In other words, the current is 2e/h times the integral of the transmission T(e) through
the dot for all energies inside the transport window defined by the electrochemical
potentials Ad and U's.
The single-particle energy levels on the dot have thus far been considered in terms
of eigenstates of the system. In reality, due to the finite coupling between the dot and
the drain and source leads, the energy levels acquire a finite width proportional to
the tunneling rate on and off the dot, which results in a broadening of the Coulomb
charging features. The transmission T(e) is understood in terms of a density of
states local to the dot. Ideally, if the coupling to the leads were small and the
temperature were zero, T(e) would be the sum of -functions centered at various
chemical potentials. For couplings to the leads much larger than kBT, T(e) is a
sum of Lorentzians centered at various chemical potentials. The intermediate case is
approximated by a convolution of a Lorentzian with the derivative of a Fermi-Dirac
distribution.
For simplicity, consider the case of an isolated resonance where the couplings to
the leads are much larger than kBT. For a given set of (N,Vds,Vg), the transmission
probability is a Lorentzian centered at a fixed dot given by Eq. 3.12 with a full width
at half maximum (FWHM) equal to F rd + FS, where d and rs are the energies
equal to h times the tunneling rate to the drain and source lead, respectively [41]. In
other words, is the energy scale characterizing the coupling between the dot and
the leads in terms of a tunneling picture. It is often called the intrinsic line width,
because it is proportional to the FWHM of the charging features in dI/dVdS. The
63
equation of a Lorentzian transmission' is given by: Eq. 3.16
A (rP, r,)T(c, N, Vds, Vg) - ( (3.16)
+ 1EA~(,dg
where A(rd, r,) = rr < 1.
(rd+ro?2
With this simple transmission lineshape and for a transport window defined be-
tween /, = 0 and d = -eVds, Eq. 3.15 becomes:
2e pa=o A
h Judd= ev 1 + ( r/a2 2
= ~ JL__d=-eVds 1 /2 
Are t-dot _ -eVd-dot (3.17)L P/2) F P/2= h i.tn /2 )-artan(--Vs -/ )] (3.17)
The differential conductance dI/dVds is easily calculated by the substitution of the
expression of /Ldot from Eq. 3.12 to show its explicit dependence on Vd into Eq. 3.17
and by the use of the definition of the transmission T(e, N, Vds, Vg) from Eq. 3.16.
The result is in Eq. 3.18.
dI 2e2dV = h [dT(O, N, Vds, Vg) + (1 - ad)T(-eVs, N, Vds, Vg)] (3.18)dVds h
Each term in Eq. 3.18 corresponds to one of the two charging features associated with
the single-particle level involved in the tunneling events. For each of the two charging
features, the respective peak differential conductance is inversely proportional to the
corresponding slope in the Vds-Vg plane (see Eq. 3.13 and Eq. 3.14). This example
was derived using a Lorentzian form for the transmission. Interestingly, the result of
Eq. 3.18 is general, since it remains valid for any transmission function that has a
well-behaved antiderivative. Eq. 3.18 can be used to simulate the charging features
of a Coulomb charging peak. An example is shown in Fig. 3-5 using a Lorentzian
transmission.
Note that both charging features would have a weight proportional to ag if dI/dVg
were to be measured or obtained by numerical differentiation of the measured DC
'An inelastic term in the broadening that is present in Ref. [41] is neglected here for simplicity.
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Figure 3-5: Theoretical example of the differential conductance dI/dVd, in the Vds-
Vg plane for ad = 0.3, ag = 0.1, j0o(N) = 0, F = 1 meV, and an arbitrary A. White
corresponds to low conductance while black is high.
current. Indeed, differentiating Eq. 3.17 with respect to Vg gives:
dI 2e2
dV= -ag [T(0, N, Vds, Vg) + T(-eVd, N, Vs, Vg)] (3.19)
Eq. 3.19 is also readily extended to any general transmission, as long as it has a
well-behaved anti-derivative.
The charging features obtained from dI/dVg have the same slopes in the Vs-Vg
plane as their dI/dVds analogues (see Eq. 3.13 and Eq. 3.14). The difference lies
in the weight of each charging feature. In the case of dI/dVg, the weight of both
features is the same and proportional to ag, whereas the weights of the features in
dI/dVds are typically different. Displaying dI/dVg can be useful in determining the
location of the Coulomb-blockade diamonds in cases where ad is so small that one
of the charging features disappears from dI/dVa. The only case where the charging
features in dI/dVd. have the same weight occurs when the following two conditions
are satisfied: firstly, the capacitance ratios to the drain and source must be identical
and, secondly, all other capacitance ratios must be negligible compared to those of the
drain and source leads. When these two conditions are satisfied, ag << ad = a, = 0.5,
and the dI/dV map in the Vd-Vg plane becomes symmetric, since ad = 1-ad = 0.5.
3.3 Higher order processes, Kondo effect, and in-
terference
So far, only single-particle processes have been described. In this section, higher
order processes such as cotunneling will be presented together with a many-body
effect called the Kondo effect and an interference effect called the Fano effect.
3.3.1 Elastic cotunneling
Higher order processes involving virtual transitions add coherently to give a finite
conductance where the dot should otherwise be Coulomb-blockaded. The simplest
case of higher order process is called cotunneling [42, 43]. This process occurs in two
steps, involving two electrons. The diagrams drawn in Fig. 3-6 explain the process
known as elastic cotunneling. The diagram on the left of Fig. 3-6 shows the initial
situation where Adot (N) <0, dot (N + 1) > 0, and Vds = 0. The effect will occur inde-
pendently of the number of electrons on the dot, but an odd number has been drawn
in the illustration. An electron from, for example, the drain lead with a spin opposite
to that in the highest occupied orbital on the dot can violate energy conservation and
tunnel onto the dot for a short amount of time, by virtue of Heisenberg's uncertainty
principle between energy and time (middle diagram in Fig. 3-6). The system can
decay in two different ways (right-hand diagrams in Fig. 3-6) when an electron leaves
to the source. The dot will be left either in the initial state or in the state with a spin
pointing in the opposite direction. Nonzero conductance is detected in both cases.
Averaged over long periods of time, the spin on the dot will be somewhat screened
thanks to the elastic cotunneling process for an odd number of electrons on the dot.
Elastic processes also occur for an even number of electrons on the dot. However, if
the electrons have filled the various orbitals according to the Pauli exclusion principle,
i.e. with two electrons of opposite spin per orbital, the electron that tunnels on for a
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Figure 3-6: Energy diagrams describing elastic cotunneling.
small amount of time will do so via an empty orbital, meaning that, when an electron
leaves, the system returns to the initial state in order to conserve energy over long
periods of time. However, if the total spin of the even N dot is nonzero, as can be
the case if the orbitals are filled according to Hund's rules applied to the artificial
atom, the electron that tunnels onto the dot for a moment can occupy an orbital that
already has an unpaired electron of the opposite spin (assuming such an orbital is
available). An electron then tunnels onto the source and the dot remains in one of
two possible states, just as in the case of odd N depicted in the diagrams on the right
of Fig. 3-6. Therefore, cotunneling at even N will lead to an increased conductance
as for odd N, but the dot spin can be altered only if the dot has a nonzero total spin
to begin with.
3.3.2 Inelastic cotunneling
In the presence of a nonzero Vds, inelastic processes are allowed under a certain
condition related to the single-particle level spacing Ae, as explained in the diagrams
in Fig. 3-7. For illustration purposes, the left diagram in Fig. 3-7 shows two electrons
of opposite spins in one orbital. An electron from, for example, the drain, can make
a virtual transition to a higher energy orbital on the dot, thereby violating energy
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conservation for a short period of time (middle diagram in Fig. 3-7). The system
can decay by allowing an electron to tunnel onto the source lead (top right diagram
in Fig. 3-7) with an energy JeVd I above p, = 0. From the dot point of view, this
is simply an elastic cotunneling process, as described in section 3.3.1, since the dot
state remains unchanged over long periods of time.
/
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Figure 3-7: Energy diagrams describing cotunneling processes at nonzero VY. The
elastic process is always possible, but the inelastic process happens only if IeVl 2> Ae.
The difference in the case of V&ds 0 is that the dot can be left in an excited
state provided IeVI > Ae. When this condition is satisfied, the virtual excited
state is allowed to decay by letting an electron tunnel onto the source lead at an
energy IeVdI - AE above it = 0, as shown in the bottom right diagram in Fig. 3-7.
This leaves the dot in an excited state with one electron in each of the two orbitals
drawn. The process is called inelastic, because of the change in the energy of the
dot. This inelastic process is forbidden by energy conservation for leVal < Ae, where
the conductance has the nonzero value corresponding to elastic processes only. There
is a threshold for inelastic cotunneling at jIVs = A~/e: dI/dV& is suppressed for
IVds < Ae/e, where only elastic processes are allowed, and larger for IVdsI > AE/e,
when inelastic processes become allowed by energy conservation.
Such inelastic cotunneling thresholds are seen in the first two complete diamonds
from the left in Fig. 3-8 at Vds - -0.45 mV and -0.65 mV, respectively, for example.
The suppressed conductance regions around Vds = 0 where inelastic processes are
forbidden are very clear. The Vds values at which the thresholds occur appear to
vary linearly with gate voltage. This effect will be explained in section 5.4.
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Figure 3-8: dI/dVds in the Vdc-Vg plane for sample 4.QDS5.518.B3b.bsg showing
inelastic cotunneling thresholds. (Vr,Vtl,Vbl)=(-83.1,-55.6,-55.6) mV. The thresholds
are visible in the first two complete diamonds. They are approximately linear in gate
voltage (to be explained section 5.4). The feature seen at zero bias in the third full
diamond is a signature of the Kondo effect, as discussed in section 3.3.3
3.3.3 Kondo effect
This subsection presents the basic concepts needed to understand the Kondo effect
in quantum dots. The reader is referred to Ref. [33] for a historical introduction to
the Kondo effect in nanostructures.
The Kondo effect in a quantum dot corresponds to the screening of a nonzero spin
on the dot by electrons in the reservoirs. Consider the situation where an unpaired
spin-1/2 electron is on a single-particle energy level such that /dot =- E < jd = .s = 0.
If the coupling F between the dot and the leads is large enough, this unpaired electron
makes virtual transitions to the Fermi level of either reservoir (i.e. at Ad = /8 =
0), where it forms a many-body singlet with electrons of the opposite spin in the
reservoirs. These electrons also spend some time on the dot to form this many-
body singlet (see Fig. 3-9(a)). The spin of the dot becomes screened, as the electron
participates to form a singlet for the dot-leads system as a whole. The formation
of this many-body singlet leads to a singularity in the local density of states at the
Fermi level, as the dot gains some of the character of the electrons at the Fermi levels
in the leads, by analogy to a hybridization process. An example of the local density
of states is shown in Fig. 3-9(b), where the broad peaks correspond to the singly- and
doubly-occupied orbital states and the sharp peak at the Fermi level is due to the
Kondo effect.
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Figure 3-9: Energy diagrams explaining the Kondo effect. (a) An electron on the
dot (black arrow) makes virtual transitions to the Fermi level on either side (gray
arrows in the reservoirs) to form a singlet with an electron of the opposite spin (other
black arrows). The electrons of the opposite spin from the leads also spend time on
the dot (gray arrow on the dot), which works to screen the spin of the dot. (b) The
many-body singlet formation leads to a singularity in the local density of states at
the Fermi level. This will give a conductance enhancement in the Coulomb-blockade
diamond at V=O0.
The width of the sharp Kondo peak in the density of states at the Fermi level
increases if F is increased. It also increases if either cO or EO + U is moved closer to
0 by changing Vg. The energy scale corresponding to the width of the Kondo peak
in the local density of states is called the Kondo temperature TK, and its behavior
as a function of the dot parameters is summarized in Eq. 3.20, which is called the
Haldane formula for the Kondo temperature [44, 33].
I
+ T ++T
kBTK -= 2 exp [weo(e + U)] (3.20)
2 IFU
As oe0 depends linearly on Vg by Eq. 3.12, TK decreases exponentially with the square
of Vg when dot is tuned away from either of the two relevant Coulomb charging
peaks.
The Kondo effect leads to a sharp peak in dI/dVd. at Vds = 0, as dI/dVd at
fixed Vg is a good approximation for the local density of states of the dot. This
approximation is valid only near Vds = 0. The order of magnitude of the Kondo
temperature can be obtained from the half width at half maximum (HWHM) of the
Kondo peak in dI/dVdS at fixed Vg. A more precise method of obtaining TK is from
the temperature dependence of the linear conductance G(Vg) at Vds = 0, as shown
in Refs. [12, 33].
An example of the Kondo effect has already been encountered in the third full
diamond from the left in Fig. 3-8. Another example of the observation of the Kondo
peak at Vds = 0 in the same sample is seen in Fig. 3-10, which focuses on a Coulomb
diamond with an odd number of electrons. Gate-voltage dependent inelastic cotun-
neling thresholds are also seen in the neighboring even diamonds. They are not simply
thresholds; there is a sharp peak near each threshold because of Kondo correlations
for a spin-degenerate excited state. More on this topic will be provided in section 5.4.
3.3.4 Fano effect
The Kondo effect arises when a nonzero spin on the dot is screened by virtual ex-
citations to the leads. This effect requires a certain degree of coupling between the
dot and the leads, or else the Kondo temperature is very low and the phenomenon
is difficult to observe. It may be tempting to use the confinement electrodes to open
the constrictions between the dot and the leads as much as possible in order to in-
crease the Kondo temperature. However, there is a danger of eventually encountering
interference effects if the dot becomes wide open.
Such interference effects in quantum dots are usually referred to as the Fano
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Figure 3-10: dI/dVd in the V&d-Vg plane in the Kondo regime for sample
4.QDS5.518.B3b.bsg. (Vr,Vtl,Vbl)=(-105.6,-50.4,-100.8) mV. The sharp feature at
zero bias in the central Coulomb-blockade valley is the signature of the Kondo ef-
fect. Note the inelastic cotunneling thresholds in the neighboring valleys are Kondo
enhanced.
effect [45], and they have been reported in quantum dots by Refs. [46, 47]. The idea
behind the Fano effect is that there are two possible paths for electron transport
between the drain and the source. One path is called a non-resonant background,
and it corresponds to direct transmission between the source and the drain without
involving the dot states. The second path, called the resonant path, corresponds to
tunneling via a state of the dot, whose chemical potential can be tuned by Vg and
V&. The two paths will interfere in a constructive, destructive, or intermediate way,
depending on the ratio of the transmission through the two paths.
For typical G(Vg) measurements in the Fano regime, the peaks are no longer
Lorentizans, but start to appear asymmetric (sometimes with a conductance zero
near the peak due to destructive interference) or even become symmetric dips. An
example where the charging features become dips is shown in Fig. 3-11. Because the
constrictions are more open, the Kondo effect is very pronounced in the diamond
centered near Vg = -55 mV, but the charging features for the Coulomb charging
0.0 I I.
1
dl/dVds (e2/h)
-0.5
-100 -50 0
Vg (mV)
Figure 3-11: dI/dVd map showing the Fano effect on the far right for sample
4.QDS5.518.B3b.bsg. (Vr,Vtl,Vbl)=(-83.1,-39.7,-39.7) mV. The charging features that
cross at Vg = -4 mV and 17 mV are differential conductance dips.
peaks located at Vg = -4 mV and 17 mV are actual dips in dI/dVd, a signature of
the Fano effect.
3.4 Conclusion
This chapter has reviewed the basic physics of quantum dots and has shown some real
data examples containing Coulomb-blockade diamonds, inelastic cotunneling thresh-
olds, Kondo peaks at Vd = 0, and Fano interference. For the rest of this thesis, all
measurements shown will be in the Kondo regime, away from regions where interfer-
ence effects occur.
The data that have been presented in this chapter have been taken at zero mag-
netic field. The next chapter will look at spin effects on the dot in the presence of a
magnetic field parallel to the 2DEG.
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Chapter 4
Influence of a Parallel Magnetic
Field on the Kondo effect
4.1 Introduction
This chapter explores the effects of a magnetic field parallel to the 2DEG on a quan-
tum dot in the Kondo regime. The data will help elucidate the relationship between
the Kondo effect and a process called spin-flip cotunneling.
4.2 Effect of a magnetic field on single-particle en-
ergy levels
When a magnetic field is applied perpendicular to the 2DEG, the single-particle en-
ergy levels move with respect to one another, in addition to progressively undergoing
a spin splitting [10]. This makes it difficult to separate spin effects from orbital effects
when looking at internal excitations of the dot. However, in the case of a magnetic
field parallel to the 2DEG, only the effects resulting from the spin splitting of the
single-particle energy levels are present. This permits the study of spin effects without
the unwanted orbital effects.
Consider a dot orbital with energy ei. As the parallel magnetic field B is turned
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on, the spin-1/2 Kramers degeneracy is lifted by a -j B1 term in the Hamiltonian.
For electrons with spin-1/2, = -gBg and ei goes to i ± 1gABB11, where g is
the g-factor and B = 58 eV/T is the Bohr magneton. The g-factor should in
principle be the same as that of the material hosting the 2DEG, so a g-factor between
the bulk GaAs value of -0.44 and that of bulk A10.3Ga0.7As of +0.4 is expected in
heterostructures [38]. For a negative g, the energy of the spin up electron decreases
by g,1BBII as B11 increases, whereas the energy of the spin down electron increases
by that same quantity. The energy difference between the two states is the Zeeman
energy for spin splitting A (sometimes called the anomalous Zeeman splitting) and
it is given by Eq. 4.1.
A = g1,ABB11 (4.1)
4.3 Spin-flip inelastic cotunneling
In the presence of a nonzero magnetic field parallel to the 2DEG, the lowest energy
excitation for a dot with an odd number of electrons with total spin-1/2 is equal to
A, given by Eq. 4.1. For all experiments in a parallel magnetic field presented in this
thesis, the sample is aligned so the magnetic field is parallel to the 2DEG to within
0.5°. The alignment procedure is described in section A.11. The best way to measure
the excitation energy A is from the observation of the related inelastic cotunneling,
which is called spin-flip inelastic cotunneling, as the excitation results in a change of
the z-component of the spin of the electron.
Energy diagrams representing cotunneling processes in the presence of a nonzero
B11 are shown in Fig. 4-1 for an arbitrary value of the drain-source voltage. For
Vds = 0, only the elastic process is allowed. It should be stressed that, as seen from
the diagram in the top right in Fig. 4-1, only spin down electrons can be transferred
from the drain to the source if Vds = 0. In fact, this is the case for all V& values such
that eVdsI < A, since there is not enough energy available from the drain-source bias
to leave the dot in an excited state. It is only at eVd I = A that the inelastic process,
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Figure 4-1: Energy diagrams showing cotunneling events in a parallel magnetic field.
A spin flip occurs for the inelastic process.
shown in the bottom right in Fig. 4-1, starts happening. This process is called spin-
flip inelastic cotunneling, because it changes the spin orientation of the dot. From
this point on, both spin up and spin down electrons can pass through the dot, as the
spin of the dot can be flipped. In other words, energy conservation leads to both a
suppression of the conductance and a spin polarized current for IVaI < A/e. The
threshold to reestablish currents of both spin orientations is at V,- = =A/e.
An example of spin-flip inelastic cotunneling at B1I = 8 T is shown in Fig. 4-2.
The conductance suppression for VVd 1I < A/e is clearly seen in the central Coulomb-
blockade diamond. The excitation energy is independent of Vg, which makes this
method very suitable for extracting the g-factor, since it is immune to background
charge fluctuations that shift the chemical potential of the dot by small amounts.
The data in Fig. 4-2 is taken at such a high field that the Kondo resonance is
completely suppressed. This is why a simple picture involving only the Coulomb-
blockade model and cotunneling processes is sufficient to describe the data.
An interesting question is what happens to the spin-flip inelastic cotunneling when
the energy scales due to the magnetic field and to Kondo correlations are comparable.
This question is the topic of the next section.
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Figure 4-2: dI/dVds in the Vds-Vg plane showing spin flip cotunneling in B11=8 T
for sample 4.QDS5.518.B3b.bsg. (Vr,Vtl,Vbl)=(-83.1,-39.7,-39.7) mV. The spin flip
cotunneling threshold is seen at Vd& = +A/e in the Coulomb-blockade diamond
centered near Vg = -60 mV and is independent of Vg.
4.4 Kondo effect in a magnetic field
The Kondo effect, which was described in section 3.3.3, involves the screening of a
nonzero spin on the dot by electrons from the leads. The screening process can be
viewed as arising primarily from the spin flips allowed by elastic cotunneling processes,
such as the one drawn in Fig. 3-6. As the parallel magnetic field BII is turned on, the
Kramers degeneracy is lifted, and spin-flip processes no longer happen at Vds = 0 (as
explained in section 4.3).
There is a competition between the many-body singlet formed in the system and
the energy splitting of the orbitals on the dot leading to spinflip inelastic cotunneling.
As mentioned previously, the Kondo effect is suppressed at large fields, so that the
spinflip inelastic cotunneling is observed. However, at sufficiently small fields, it is
expected that the Kondo effect dominates, and, because the energy of a many-body
singlet should be independent of field, no splitting of the Kondo peak is expected.
At intermediate parallel magnetic fields, the observation of a remnant of a Kondo
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Figure 4-3: dI/dVds in the Vds-Vg plane showing the Kondo peak splitting at B11=3 T
for sample 4.QDS5.518.B3b.bsg. (Vr,Vtl,Vbl)=(-108.9,-52.0,-104.0) mV. Although the
peaks near the threshold are very faint in the center of the diamond at this magnetic
field, they are a little clearer near the Coulomb-charging peaks because of the higher
Kondo temperature there.
enhancement is expected near the spin-flip inelastic cotunneling threshold. Such a
case is shown in Fig. 4-3. The peaks at the threshold are very faint in the center of
the diamond at this B1I = 3 T, but they are easily seen near the Coulomb-charging
peaks because of the higher Kondo temperature in this location. An example of a
dI/dVds(Vds) trace taken from the middle of this diamond at 3 T is found in Fig. 4-
5(a), for a slightly different configuration of confinement voltages, along with other
traces for different values of B11.
4.5 Measuring the g-factor
When B11 is large enough to eliminate the Kondo effect, the spin-flip inelastic co-
tunneling threshold provides a measure of A, since dI/dVd(Vds) can be fitted to the
formula given by Eq. 4.2 (from Refs. [48, 49]). This formula assumes that the inelastic
process has a negligible intrinsic width but is, of course, broadened by temperature.
dI =A +Ai F(eVdkT ) + F (eV - ] (4.2)dVd. kBT IkBT J
In Eq. 4.2, Ae is the elastic cotunneling contribution to dI/dVd& and Ai is the inelastic
cotunneling contribution. The function F(x) - (1 + (x- 1) exp(x))/(exp(x)- 1)2.
The lineshape has steps centered at Vds = +A/e with a width 5.4kBT/e.
Figure 4-4 contains an example of dI/dV(Vds) data along with a fit to Eq. 4.2.
The fit allows the extraction of A, which in turns allows the extraction of IgI. Typi-
cally, the same experiment is repeated at several values of Bll in order to extract IgI
from the slope of A versus B11 as shown in Fig. 4-5(b).
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Figure 4-4: Inelastic cotunneling threshold at B = 11 T for sample
4.QDS5.518.B3b.bsg with (Vg,Vr,Vt,Vb)=(-78.0,-108.9,-52.0,-104.0) mV. The solid
curve shows the fit to Eq. 4.2.
It is worth pointing out that the data set in Fig. 4-4 is in fact one of the sharpest
that has been observed in these experiments, and the temperature returned by the
fit corresponds to a width of 22 /,eV. This provides a lower bound for the spin de-
coherence time, as the intrinsic width of the spin flip cotunneling step is inversely
proportional to the spin decoherence time.
At magnetic fields where the Kondo effect survives, there are peaks in dI/dVds(Vds)
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Figure 4-5: Sample 4.QDS5.518.B3b.bsg. (a) Figure containing a few dI/dVdS(Vds)
curves where the Kondo effect in the middle of a Coulomb-blockade valley gives
rise to peaks near the spin-flip inelastic cotunneling thresholds at low fields and
evolves into the spin-flip cotunneling thresholds at high fields. The values of B11 are
indicated next to each curve. The voltage configuration for the bottom three curves is
(Vg,Vr,Vt,Vb)=(-72.0,-105.6,-50.4,-100.8) mV, while a small switching event required
tuning to (Vg,Vr,Vt,Vb)=(-78.0,-108.9,-52.0,-104.0) mV to return to the middle of
the studied Coulomb-diamond for B11=5 T. A fit to Eq. 4.2 is shown as a thick solid
curve. (b) Figure containing the summary of the splitting A and the Kondo splitting
AK as a function of Bll. A(B11) is first fitted with a line to extract IgI (bottom solid
line). This value of gI is used to find the constant offset in the Kondo splitting by
fitting AK(B 1) (top solid line).
near the inelastic cotunneling thresholds. Eq. 4.2 is not usable in this case. Theory
predicts [50] that one can extract the Kondo splitting, called AK, by calculating half
of the spacing between the two peaks. Examples of dI/dVds(Vds) curves in this regime
at a few values of B11 are presented in Fig. 4-5(a).
The g-factor cannot be determined from measurements of AK, because theory
predicts a threshold magnetic field, depending on TK, below which the Kondo peak
is not split [51]. However, in the best cases, such as the situation depicted in Fig. 4-5,
the Kondo temperature and the range of parallel magnetic fields measured allow both
the Kondo and the spin-flip inelastic cotunneling regimes to be investigated in the
same sample during one cool-down. The value of g can be determined by finding
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the slope of the A versus B11l data. Using a linear fit, the value IgI = 0.152 ± 0.006 is
obtained. This value can then be used to fix the slope of the line for AK versus B11,
so that the offset is extracted. As seen in Fig. 4-5(b), the AK data points agree fairly
well with this line, which means that the IgI value obtained from measurements of A
describes the behavior of AK very well. The AK-intercept is 10 ± 2 ueV.
The measured IgI is much smaller than the absolute value of the g-factor of bulk
GaAs, for which g=-0.44. This may be ascribed to the fact that the heterostructure
in which these data were taken is shallow and has a high carrier density (see shallow
heterostructure 518 in Table 2.1). The electron wavefunctions may be pulled some-
what inside the A10.3 Ga0.7 As (with g=+0.4 [38]) because of the strong electric fields
between the donor layer and the 2DEG, hence the effective g-factor closer to 0.
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Figure 4-6: Sample G2C1 with (Vg,Vr,Vt,Vb)=(-637,-762,-904,-862) mV for N = 3
electrons. (a) dI/dVds(Vds) traces where the Kondo effect gives rise to peaks near
the thresholds and the evolution toward the spin-flip inelastic cotunneling threshold
lineshape. From bottom up, the values of B1i measured are: 0, 0.2, 0.5, 0.8, 1.2, 1.5,
1.75, 2.0, 2.5, and 3.0 T. The curves are offset by an amount proportional to the
magnetic field. Solid circles indicate the location of the maxima used to determine
the Kondo splitting AK from 0.8 to 2.0 T. The fits made to Eq. 4.2 at 2.5 and 3.0 T
are shown as thick solid curves. (b) Figure containing the summary of A and AK to
extract 1g. A(B11ii), including a point at the origin, is first fitted with a line to obtain
IgI (bottom solid line), and the slope of this line is used to find the constant offset in
the Kondo splitting by fitting AK(B11) between 1.5 and 2.0 T (top solid line).
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Figure 4-7: Sample G2G1 with (Vg,Vr,Vt,Vb)=(-779,-769,-758,-762) mV. (a) Figure
containing a few traces where the Kondo effect gives rise to peaks near the spin-
flip inelastic cotunneling thresholds and evolves into a spin-flip inelastic cotunneling
lineshape. The values of B11 measured are in steps of 1 T between 0 and 5 T, and
the curves are offset for clarity. The thick solid curve is an example of a fit made
to Eq. 4.2 at 5 T with the temperature fixed to the value returned by the fit for
B11 = 2 T as an attempt to minimize the artificial broadening originating from the
rapidly varying background. (b) Figure containing the summary of A and AK to
extract g. A(B11) is fitted with a line to extract g (bottom solid line), and the slope
obtained from this fit is used to find the constant offset in the Kondo splitting by
fitting AK(BII) between 2 and 5 T (top solid line).
The data in Fig. 4-6 presents the same type of measurements of A and AK for
sample G2C1 from the conventional heterostructure in a Coulomb diamond with three
electrons on the dot (the discussion on how to empty the dot of all its electrons and
then add a specific number is deferred to Chap. 6). The value extracted for the
g-factor is g = 0.33 ± 0.02. Measurements made on sample G2G1 from the same
heterostructure are shown in Fig. 4-7, and the extracted g = 0.32 ± 0.02 agrees
with that of sample G2C1. Note the constant offset of order 10/ eV for AK in both
Figs. 4-6(b) and 4-7(b). This is similar to the case from the other heterostructure
shown in Fig. 4-5(b).
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4.6 Conclusion
In conclusion, single-particle energy levels of a quantum dot in a magnetic field Bl1
parallel to the 2DEG split by an amount A = g19/LBB11. The best way to obtain the
g-factor is to extract A over a wide range of value of Bl1 in the spin-flip inelastic
cotunneling regime. A determined in this way is insensitive to background charge
fluctuations. A value of Ig = 0.152 ± 0.006 has been extracted for a sample from
the 518 heterostructure, whereas for a sample made on the wafer labeled "G," IgI =
0.33 ± 0.02. At relatively small fields above a certain critical field that depends on
the Kondo temperature, the Kondo splitting AK is linear and equals the sum of A
and a constant offset on the order of 10 lieV.
The experiments conducted to extract A and AK as a function of B11 are the
first set of results as a part of a larger effort for which the results are presented in
Refs. [49, 52]. Knowing the g-factor of a given heterostructure is a prerequisite for
the comparison of characteristic magnetic field energy scales with other characteristic
energies, as discussed in chapter 6. A different type of spin effect, namely spin
transitions between singlet and triplet states will be the topic of the next chapter.
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Chapter 5
Singlet-Triplet Transitions at Zero
Magnetic Field
5.1 Introduction
This chapter presents several differential conductance data sets in which Kondo-
enhanced inelastic cotunneling thresholds merge into a zero bias peak or undergo
avoided crossings. It will be explained that the inelastic cotunneling threshold in a
diamond with even N usually corresponds to an internal excitation of the dot from a
spin singlet ground state to a spin triplet excited state. Two specific examples will be
examined in detail. A simple two-level model will be used to extract relevant energy
scales.
5.2 Detection of higher spin states
It has been seen in section 3.3.3 that the spin-1/2 Kondo effect gives rise to a sharp
peak in dI/dVdS at Vds = 0 if there is a nonzero spin on the dot. Figures 5-1(a) and
(b) show two examples of differential conductance data, in which there is a Kondo
feature in at least two adjacent diamonds. In the case of Fig. 5-1(a), the two diamonds
with a zero-bias peak are on the right-hand side. In Fig. 5-1(b), the diamonds might
look strange, but Kondo peaks are seen in adjacent diamonds on the left. Another
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example with zero-bias peaks in adjacent diamonds is found in Ref. [17].
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Figure 5-1: Two examples of Kondo features in adjacent diamonds. (a) Sample
4.QDS4.527.Blb.big with (Vr,Vtl,Vbl)=(27.6,-181.1,-189.6) mV. (b) Sample G2G1
with (Vr,Vt,Vb)= (-769.4,-757.8,-761.7) mV.
Since the number of electrons increases by one from one diamond to the next,
one of the two neighboring diamonds with Kondo enhancement at zero bias must
contain an odd number of electrons, and therefore show the spin-1/2 Kondo effect. A
total spin of 1/2 is the smallest possible spin allowed for an odd number of electrons.
It occurs when all orbitals are filled with two electrons of opposite spin per orbital
except one. Higher odd multiples of 1/2 are possible if this simple state filling picture
is not obeyed. The other diamond cannot, however, be in the spin-0 state expected
if each orbital is filled with two electrons of opposite spin. The smallest nonzero spin
possible for an even number of electrons is spin-1. It is believed that one of the two
adjacent Kondo peaks originates from a spin-1 ground state. More will be said about
how to form a spin-1 state in the following subsections.
0.5
E
5.3 Theory of two electrons in two orbitals
In order to investigate spin effects for a quantum dot with an even number of electrons,
it is useful to review the physics of the different ways two electrons can occupy two
orbitals.
Consider two orbitals on the quantum dot with energies e1 and 62, with 2 -61
Ac. It is assumed that all the orbitals at smaller energies are completely filled, form
a spin singlet, and can be ignored. The situation of interest is the one in which
two electrons have to be accommodated among the two uppermost orbitals. One
possibility is to put both electrons in the bottom orbital. The two electrons form a
spin singlet that is called the singlet ground state. Another possibility is to form a
singlet again with both electrons in the top orbital. This state requires an energy of
2Z\Ae above that of the singlet ground state and will be ignored. A last possibility is to
put one electron in each of the two orbitals. Naively, the extra energy cost would be
expected to equal Ae. However, the exchange interaction between the two electrons
has to be taken into account.
Including the spin degrees of freedom, there are four possible ways to put one
electron per orbital. Because electrons are fermions, the total wavefunction of the
two-electron state must be antisymmetric. The total wavefunction can be thought
of as the product of a spin wavefunction with a spatial wavefunction. If the spin
wavefunction is symmetric, the spatial wavefunction must be antisymmetric (and
vice versa) to preserve the antisymmetry of the total wavefunction.
There are three possible symmetric spin wavefunctions. The spin is said to be
in one of the triplet states with total spin S = 1. Using the notation S, Sz), where
Sz is the z-component of the spin, the expressions for the triplet states in terms of
the single-particle spinors li)i are listed in Eq. 5.1, where "+" means spin up, "-"
means spin down, and i E {1, 2} is an artificial label used to identify the electrons.
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While there are three possible symmetric spin wavefunctions, there is only one
possible antisymmetric spin wavefunction. This wavefunction corresponds to the
singlet state with total spin S = 0. Using the same notation as above, the spin part
of the two-electron singlet is given by Eq. 5.2.
1
10, 0) = [1+)> 1-)2 - 1-)1 I+)2] (5.2)
In the case of the antisymmetric spatial wavefunction, which is the antisymmet-
ric combination of the two original single-particle orbitals, there is zero overlap in
between the electron clouds localized to each single-particle orbital, minimizing the
Coulomb repulsion between the two electrons. In the case of a symmetric spatial
wavefunction, the two original single-particle orbitals combine symmetrically, so the
overlap is no longer zero between the electron clouds originating from the single-
particle orbitals. Therefore, there should be a greater Coulomb repulsion between
the electrons. Because the spin part of the wavefunction must have a parity opposite
to that of the spatial part, the previous two statements imply that the triplet states
have a lower energy than the singlet.
In order to quantify how the exchange interaction modifies the naive energy dif-
ference Ae between the ground state and the first excited state, a simple Heisenberg
picture is used. A contribution -J * 2 is added to the energy, where J is the
exchange energy and sJ (si) are the spins of the two electrons. The dot product can
readily be expressed as a function of the total spin S and the individual spins sl and
s2. The result is: s s = (S2 -_ s2- s2)/2. This expression can be evaluated for
both the triplet (S = 1) and the singlet (S = 0) using the rules dictated by quantum
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mechanics to determine the square magnitude of each spin operator. For the spin
triplet state (with S = 1) the Heisenberg contribution is equal to -J/4, while for the
spin singlet state, the contribution is 3J/4. The sign of J follows from the discussion
of the previous paragraph: the triplet, which requires an antisymmetric wavefunction,
should have the lower energy, therefore J > 0.
Figure 5-2: Energy diagrams describing the ground state singlet and the triplet ex-
cited state.
In general, only the lowest lying excitation is of interest. This means that the
singlet state with one electron per orbital can be neglected, as its energy is larger
than that of the triplet by J. The lowest energy excitation for a system of two
electrons in a singlet ground state is therefore an excitation to a triplet state. A
diagram of the single-particle levels for the singlet ground state and the triplet is
shown in Fig. 5-2. The triplet excitation energy et is given by Eq. 5.3.
Et = AE- J/4 (5.3)
5.4 Singlet-triplet inelastic cotunneling threshold
Because the lowest-lying excitation in a Coulomb-blockade diamond with an even
number of electrons is from a singlet ground state to a triplet excited state, an inelastic
cotunneling threshold should be observed. However, the excited state has a nonzero
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spin, so the inelastic cotunneling threshold is expected to be Kondo enhanced, i.e.
there should be a peak over the threshold.
The inelastic cotunneling process shown in Fig. 3-7 does not take into account the
effect of a finite exchange energy J. The diagrams in Fig. 5-3 specifically show what
happens when J is not negligible. The elastic cotunneling process is not at all affected
by the exchange. However, there is a difference in the case of inelastic cotunneling
processes. These processes are forbidden by energy conservation whenever eVds is
smaller than the lowest-lying excitation energy, i.e. when IeVds < t = Ae- J/4.
If the condition eVas > et is satisfied, an electron from the drain can tunnel onto
the lowest unoccupied orbital on the dot for a brief amount of time, after which
an electron from the orbital below can leave to the source with an energy equal to
eVdsl- J/4. This leaves the dot in the triplet state with an excitation energy of
et = Ae- J/4. Kondo-enhanced inelastic cotunneling thresholds are expected in the
differential conductance data at Vd.1 = Et/e.
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Figure 5-3: Energy diagrams describing the cotunneling processes in terms of a singlet
ground state and a triplet excited state.
It has already been observed that the inelastic cotunneling threshold can depend
on gate voltage (see section 3.3.2). De Franceschi et al. [53] have reported such
thresholds, although for their SETs the energies are only very weakly dependent on
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Vg. Eq. 3.12 gives the chemical potential Udot(N) of the dot at fixed N, assuming the
electrons are in the ground state, and depends linearly on Vg. The electrochemical
potential of the lowest-lying excited state of these N electrons should also shift linearly
with Vg. In the case of an even number of electrons, the electrochemical potential
of the dot in the triplet excited state is simply t higher than in the singlet ground
state. This model predicts that, as Vg is increased, the difference between the two
will remain unchanged.
A < J/4
T H -
Vg
11I
Figure 5-4: Diagram describing the effect of a change in gate voltage on two single-
particle energy levels.
However, this prediction does not agree with the observation that the inelastic
cotunneling threshold depends on gate voltage. In fact, it is only to first order that
the two energies shift exactly at the same rate. In reality, because the plunger gate
electrode is on one side of the dot, the voltages between the plunger and the confining
electrodes result in a transverse electric field, which affects each level of the artificial
atom differently. As the plunger voltage is swept, slight deformations occur in the
shape of the dot confining potential, modifying the excitation spectrum and signifying
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that two orbitals could potentially cross, as shown in Fig. 5-4. The interesting point
is that, as soon as the distance Ae between the two orbitals becomes smaller than
or equal to J/4, the triplet becomes the ground state. As Vg is increased further,
Ae continues to decrease down to a minimum (assumed to be zero for illustration
purposes in Fig. 5-4), after which it starts increasing again. When Ae increases to
J/4, the triplet ground state becomes degenerate with the singlet excited state. If Vg
is increased further from this point, the singlet with two electrons in the lower energy
orbital again becomes the ground state. For a given pair of orbitals, two ground state
spin transitions can occur as a function of Vg: one from a singlet to a triplet and the
other from the triplet to the singlet.
Neglecting for a moment the exchange energy, any degeneracy between two orbitals
should be lifted, given that the potential of the dot is not symmetric due to disorder.
This allows a little mixing between the orbitals and prevents them from crossing
under the influence of changes in Vg. This effect can be included by use of a simple
model, assuming a correction term in the Hamiltonian proportional to the change in
gate voltage AVg and considering only the ground and first excited spatial states.
Eq. 5.4 contains this Hamiltonian in matrix form.
( ) + AVg (5.4)
0 
The parameters in Eq. 5.4 are as follows. e° 2 are the single-particle energy levels
of the dot at AVg = 0. Y71,2 are the linear rates of change of the energy levels with
AVg. They should be very near the value of arg from Eq. 3.12. /3 represents the rate
of change of the coupling between the orbitals with AVg. It results from the fact that
the deformation responsible for the mixing is proportional to AVg to first order.
The Hamiltonian Hli, of Eq. 5.4 can be diagonalized to find the evolution of el and
62, with l < 2 for all values of AVg. These two energies are plotted as a function
of AVg in Fig. 5-5(a). Ae 2 - l is given by Eq. 5.5, where 712 -7172 and
_ _ o601 =0 A- E2 2-1
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Figure 5-5: Energy diagrams as discussed in the text for "Y = 5, Y72 = 10, 60 1,
c
°
= 2, / = 0.5, and J= 0.4. (a) Two energy levels el and 62 as a function of AVg.
(b) Energy difference Ne between the two levels. The dashed line gives the location
of J/4. (c) Energy of the excited triplet Et when positive.
h = V(712AVg +- f°)2 + 42AVg 2 (5.5)
The minimum distance of approach between the two orbitals is therefore dictated by
, and it is equal to 2AVg. In practice, the zero of AVg for zero deformation is
difficult to determine, but can be set to the bias common to all gates, defined as the
situation without deformation. Once Ae is known from Eq. 5.5, the quantity J/4 can
be subtracted by hand (this quantity is assumed to be independent of AVg) to obtain
ct given in Eq. 5.6.
et = /(12/Vg + 601)2 + 42hVg2 - J/4 (5.6)
Both AE and the positive values of Et are plotted in Figs. 5-5(b) and (c). For this
choice of parameters, the singlet is the ground state at both extremes of gate voltage,
but near the anti-crossing the triplet is the ground state.
If 4 is large enough, or more precisely if 2/AVg > J/4, Ae is always greater than
J/4, and the singlet will be the only ground state. In this situation, the inelastic
93
'1 
(b)
NAE (
- - - -- -- -
A\/
£2
2pAVg
I J/4
g
Figure 5-6: Diagram describing the case of an avoided crossing.
cotunneling threshold will decrease and then increase as AVg is increased, but the
triplet will remain an excited state. A diagram for such a case is shown in Fig. 5-6.
5.5 Observation of singlet-triplet transitions
This section presents several examples of singlet-triplet transitions and avoided cross-
ings. Various scenarios are possible, and most of them can be interpreted qualitatively
with the concepts that have been introduced so far.
Figure 5-7 contains dI/dVds maps with various Kondo-enhanced inelastic co-
tuneling thresholds in addition to zero-bias Kondo peaks. The first three subfig-
ures are taken from one sample in one cool down while increasing Vbl, starting at
Vbl = -173.2 mV. The Kondo features and enhanced thresholds can be clearly re-
solved with Vex = 2.5 /V, but higher excitation voltages are sometimes used to
improve the signal-to-noise ratio at large values of Vd. A note will be made in the
captions to point out cases where Vex : 2.5 /V.
The left and right diamonds in Fig. 5-7(a) show an ordinary Kondo peak at zero
bias. This suggests that the dot contains an odd number of electrons in these two
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diamonds. With this assumption, the central diamond must therefore correspond
to an even number of electrons on the dot. Kondo-enhanced inelastic cotunneling
thresholds are seen in this diamond. From left to right, the peaks start at Vds 
0.25 mV, and the separation between them decreases as Vg increases and deforms the
confining potential. When the spacing vanishes, a zero bias feature emerges. This
transition point occurs at a gate voltage where Ae = J/4. Increasing Vg further
should eventually lead to Ae = 0, and then to an increasing Ae again. In principle,
a point should again be reached where AE = J/4. However, in this particular case,
the next Coulomb charging peak occurs before this circumstance can occur, meaning
that a spin transition could occur in the next Coulomb-diamond with odd N. There
are some indications of this transition in the data, but it goes beyond the scope of
this section.
In Fig. 5-7(b), Vbl is now -155.9 mV. The Coulomb-blockade diamond centered
near Vg = -150 mV shows a clear zero-bias Kondo peak. It is assumed that this peak
originates from a spin-1/2 ground state in a valley with an odd number of electrons
on the dot. The diamonds on either side should then correspond to even numbers of
electrons on the dot. The part of the diamond seen on the right of the figure shows a
familiar Kondo-enhanced inelastic cotunneling threshold varying with Vg. The more
interesting features are contained in the left diamond. As Vg is increased, the inelastic
peaks due to excitations from a singlet ground state to a triplet excited state merge
into a zero-bias Kondo peak. The merger happens when Et = 0, i.e. when Ae = J/4.
The zero-bias peak remains over a range of Vg of roughly 10 mV, and it is believed
that it results from the Kondo effect of the spin-1 ground state. t starts increasing
again after crossing 0, and at this point the inelastic cotunneling peaks reappear.
On this side, the peak spacing increases with Vg. There are therefore two ground
state singlet-triplet transitions in this diamond according to the model presented in
section 5.4.
Differential conductance data when Vbl = -138.6 mV are shown in Fig. 5-7(c).
Here the spin-1/2 zero-bias Kondo peak is in the diamond centered around Vg =
-165 mV, and the Kondo-enhanced inelastic threshold still varies with Vg on the
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Figure 5-7: Examples of various Vg-dependent, Kondo-enhanced inelastic cotunnel-
ing features near Va=O. The first three figures are from one cool down of sam-
ple 1.QDS4.527.Ala.big with (Vr,Vti)=(-181.5,-173.2) mV. Vbl is increased in steps.
(a) Vbl=-173. 2 mV. (b) Vbl=-155. 9 mV and Vex = 48 INV. (c) Vbl=- 1 38 .6 mV
and Vex = 48 pV. (d) Sample 4.QDS4.527.Blb.big with (Vr,Vt7,Vbl)=(23.0,-171.6,-
199.6) mV.
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right hand side. The left diamond contains another zero-bias Kondo peak, but this
one is due to a triplet ground state. When the gate voltage is such that Ae = J/4,
the peak splits into two Kondo-enhanced inelastic cotunneling threshold peaks. In
this case, this singlet-triplet transition happens at a value of Vg very near a Coulomb-
charging peak.
The data in Fig. 5-7(d) are taken with another sample from the same heterostruc-
ture in a different cool-down. They are very similar to those in Fig. 5-7(c), meaning
that the effect is reproducible. The right-hand Coulomb-blockade diamond shows a
very narrow Kondo peak at zero bias. This feature is ascribed to a spin-1/2 Kondo ef-
fect for an odd number of electrons. The diamond on the left side contains a zero-bias
Kondo peak due to a triplet ground state, and a singlet-triplet transition is observed
at Vg - -140 mV, very near the Coulomb-charging peak.
Figures 5-7(a) to (c) are obtained by increasing Vbl. The next set of figures,
presented in Fig. 5-8, are obtained by increasing Vtl. Figure 5-8(a) is identical to
Fig. 5-7(a), where Vtj = Vbl = -173.2 mV. In Fig. 5-8(b), Vtl = -155.9 mV. There
are actually two sets of Kondo-enhanced inelastic cotunneling thresholds at both
polarities of V& in this data. One set varies strongly with Vg and eventually turns
into a zero-bias Kondo peak, while the other set stays constant near VdsI = 0.25 mV.
This means that there is another state available in this neighborhood in addition to
the two that have been considered so far. Figures 5-8(c) and (d) show what happens
if Vtl is increased to -138.6 mV and -86.6 mV, respectively. These figures are included
to show the variety of behaviors that can be observed while changing the symmetry
of the dot with a side gate.
Further examples of singlet-triplet transitions are presented in Fig. 5-9, where the
transition occurs near a Coulomb-charging peak. In Fig. 5-9(a), the spin-1/2 Kondo
effect is seen in the diamond centered near Vg = -155 mV. There is a singlet-triplet
transition in the right diamond at Vg = -131 mV. Figures 5-9(b) and (c) show results
taken in a voltage configuration where Vtl and Vbl are tuned to the average of the
value they had in Fig. 5-9(a). The singlet-triplet transition now occurs directly on top
of the Coulomb charging peak. Figure 5-9(c) contains data over a slightly different
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Figure 5-8: Examples of strange-looking cotunneling features near Vd=O. All four
figures are taken from sample 1.QDS4.527.Ala.big in one cool down while Vtl is in-
creased in steps. (Vr,Vbl)=(-181.5,-173.2) mV. (a) Vt1=-173.2 mV. (b) Vt1=-155.9 mV
and V, = 48 /V. (c) Vt~=-138.6 mV and Vex = 48 IV. (d) Vt~=-86.6 mV and
Vex = 48 MV.
range of Vg compared to that of Fig. 5-9(b) as well as employing a greater value of Vex.
The higher Vex gives a better signal-to-noise ratio for the charging features without
masking the important features near zero-bias. An avoided crossing is observed in
the left diamond in this figure. More specifically, t > 0 throughout this diamond,
and the singlet remains the ground state. This explains why no triplet Kondo peak
is seen in this diamond at zero bias. However, the gate-voltage dependent, Kondo-
enhanced inelastic cotunneling thresholds reveal the presence of the triplet excited
state throughout this diamond. Figure 5-9(d) is taken from a different sample in a
different cool-down. The diamond on the right shows a Kondo peak at zero bias as well
as a Kondo-enhanced inelastic cotunneling threshold making its way into the adjacent
diamond to the left. A singlet-triplet transition occurs at Vg = -150 mV. Another
zero-bias Kondo peak is seen in part of the diamond centered near Vg = -175 mV.
Several cases related to spin transitions in diamonds with an even number of
electrons have been presented. Most cases are easy to understand qualitatively in
terms of singlet-triplet transitions. In the next section, the energy scales involved in
these transitions will be determined quantitatively by examining two specific cases.
5.6 Quantitative analysis of two extreme examples
In this section, two data sets are analyzed. The peak spacing between the inelastic
cotunneling thresholds is extracted and fitted to 2 et, where t is given in Eq. 5.6.
The first data set is from Fig. 5-7(b), where two singlet-triplet transitions occur
within one Coulomb-blockade diamond. These data are shown again in Fig. 5-10(a).
The peak spacings extracted from the left diamond in Fig. 5-10(a) are plotted as a
function of zVg in Fig. 5-10(b). The fit to 2et is also shown as a solid curve. The
results from the fit are listed in Table 5.1 in the row dedicated to the "singlet-triplet"
case.
If is large enough, t is expected to remain positive for all AVg, and only the
excited triplet Kondo features should be seen. An example of this behavior is shown
in Fig. 5-9(c) and replotted in Fig. 5-11(a). The peak spacings are fitted to 2 et, with
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Figure 5-9: Examples where the inelastic cotunneling threshold goes to zero near
or at a Coulomb charging peak. The first three figures are from one cool down of
sample 1.QDS4.527.Ala.big for Vr=-191.4 mV. (a) (Vtl,Vbl)=(-182.7,-127.9) mV. (b)
(Vl,Vbl)= (-155.3,-155.3) mV. (c) (Vtl,Vbl)=(-155.3,-155.3) mV and Ve = 48 pV. (d)
Sample 4.QDS5.518.B3b.bsg with (Vr,Vtl,Vbl)=(-71.5,-85.8,-99.8) mV.
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Figure 5-10: (a) Differential conductance dI/dVd in the Vd-AVg plane for
(Vr,Vtl,Vbl)=(-181.5,-155.9,-173.7) mV. AVg - Vg - V0 , with Vo = -172.7 mV.
V, = 48 MsV. Dashed white lines are included as a guide to the eye to locate the
Coulomb-blockade diamonds. (b) Peak spacing 2et extracted from vertical traces in
(a). A fit using Eq. 5.6 is shown as a solid curve when positive.
Table 5.1: Summary of fit results for the singlet-triplet transitions case of Fig. 5-10(b)
and avoided crossing case of Fig. 5-11(b).
Et given in Eq. 5.6, and the resulting fit shown as a solid curve in Fig. 5-11(b). The
fit parameters are included in Table 5.1 in the row assigned to "avoided crossing."
The two examples of Fig. 5-10 and Fig. 5-11 are well fitted with values of 712, 3,
and J that are the same within the errors. The singlet-triplet transition case is more
suitable for extracting J than 0, as there are no data points in the region where /
would determine the minimum distance of approach. On the other hand, the avoided
crossing case is more suitable for extracting ,, as an avoided crossing occurs when
2zAVg > J/4. This signifies that it is necessary to observe both of these two extreme
cases in order to get a complete picture of the parameters describing the device.
A simple physical picture can give a better intuition about the quantity Y12. This
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Figure 5-11: (a) Differential conductance dI/dVd in the Vd-AVg plane for volt-
ages (Vr,Vtl,Vbl)=(-191.4,-155.3,-155.3) mV. AVg, Vg - Vo, with Vo=-182.1 mV.
Vex=48 MV. The dashed white lines are a guide to the eye for the Coulomb-blockade
diamond edges. (b) Peak spacing 2et extracted from traces in (a) at constant Vg. A
fit using Eq. 5.6 is shown as a solid curve.
quantity can be viewed as the derivative with respect to gate voltage of the difference
in energies of the electric dipole moments in a transverse electric field for the two
orbitals. The dipole energy 6i of an electron with charge -e in orbital ii) in the
presence of a uniform electric field E is given in Eq. 5.7, where x is the lateral
coordinate operator.
,i = e (i x li)E (5.7)
Assuming E = AVg/d, where d is the diameter of the artificial atom, the quantity
712 is derived as follows:
712 = [61 - 32]dV,
SdV e (11 x 11) -e(21 x 12) d
< 11x11 > - < 21x12 >
= (5.8)d
For nineteen other examples, such as those from sample 1.QDS4.527.Ala.big
shown in Figs. 5-7, 5-8, and 5-9, 0.5 x 10-2 e < 17121 < 2 x 10-2 e. In natural
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atoms, the orbitals have definite parity so '712 = 0; however, in artificial atoms, the
potential does not have definite parity because of the presence of disorder and the
shape of the electrode pattern. Of course, the field is not uniform, but if it were, the
observed values of 1121 /e of order 1% would not be unreasonable.
It is likely that the difference between the singlet-triplet transition case in Fig. 5-
10(a) and the avoided crossing case in Fig. 5-11(a) results from the distribution of
level spacings. For electrons in a GaAs 2DEG, Oreg et al. [54] have estimated the
ratio A = J/ (Ae) as a function of electron density, where (Ae) is the average single-
particle level spacing in the artificial atom. Their prediction is A = 0.22 for the 2DEG
density of sample 1.QDS4.527.Ala.big (see Table 2.1). Assuming the electron droplet
diameter is 100 nm leads to (Ae) 920 peV, which results in J; 0.2 meV. This value
is somewhat smaller than the value returned by the fits.
5.7 Conclusion
In conclusion, the energy of the triplet excited state et and its dependence on gate
voltage have been measured with high precision, as the inelastic cotunneling threshold
and the concomitant Kondo peaks are much sharper than the Coulomb charging
peaks. Using two extreme cases, namely the singlet-triplet transition and the avoided
crossing, the parameters describing the system have been extracted. The publication
related to this chapter can be found in Ref. [55].
In cases where the triplet ground state forms, theory suggests that a conductance
suppression can occur very near zero bias due to a two-stage Kondo effect [29, 32],
provided the two orbitals are coupled to the two reservoirs. A detailed study of
dI/dVdS as a function of temperature and parallel magnetic field to investigate these
theoretical predictions will be presented in the next chapter.
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Chapter 6
Temperature, Magnetic Field, and
Bias Dependences in the
Two-Stage Kondo Regime
6.1 Introduction
In this chapter, a phenomenon called the two-stage Kondo effect is investigated for a
quantum dot with N = 4 electrons and a triplet ground state. The theory related to
this effect will first be introduced. Differential conductance data is then presented to
show that the quantum dot can be emptied of all its electrons. With four electrons
on the dot, the system is driven through a singlet-triplet crossover. The dependences
of the conductance on drain-source voltage, temperature, and parallel magnetic field
are analyzed, and the resulting energy scales are compared to one another.
6.2 Theoretical description of the two-stage Kondo
effect
This section provides a qualitative introduction to the two-stage Kondo effect for a
triplet state. More details can be found in the theoretical paper by Hofstetter and
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Zarand, where a lateral dot with an even number of electrons is studied on each side
of a singlet-triplet crossover [32].
When considering lateral quantum dots in the triplet state, it is important to know
how many modes (sometimes called "channels") take part in the Kondo screening of
the two relevant orbitals. In the Coulomb-blockade regime, the dot is near pinch-
off, so that each tunnel barrier is modeled as a waveguide with only one propagating
mode. This situation is different to the case of vertical dots, where several propagation
modes are allowed for each lead. If each one of the two relevant orbitals couples to
its own linear combination of the two modes, a triplet can be screened entirely and
form a many-body singlet with the leads. For instance, if it is assumed that the
two orbitals have different parity, the symmetric combination of the two modes from
the leads may screen the symmetric orbital, whereas the antisymmetric combination
might screen the antisymmetric one. The diagram in Fig. 6-1 illustrates this screening
effect in the case of a triplet state on the dot.
Figure 6-1: Energy diagram describing the screening of the triplet in the presence of
two modes.
There is a Kondo temperature associated with each of the two screening processes.
The high Kondo temperature is denoted by T', and the low one by T'. In general,
these two Kondo temperatures are very different, causing the many-body singlet to
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form in two steps: hence the name "two-stage Kondo effect."
Consider the situation where a parallel magnetic field large enough to suppress
all Kondo processes is applied. Numerical renormalization group calculations predict
that as the parallel magnetic field is decreased, the zero-bias conductance through the
dot will first rise when B11 - kBT/(g9AB). If B11 is lowered further, the conductance
through the dot will start decreasing when B11l - kBT/(g1911B). This non-monotonic
behavior is expected to be qualitatively the same for the temperature dependence of
the zero-bias conductance as well as for the differential conductance as a function of
drain-source voltage. The predicted non-monotonic behavior in G(Bl), G(T), and
dI/dVds(Vds) is the signature of the two-stage Kondo effect [32].
T.,
o
m0:n>
0 VdS
Figure 6-2: Diagram describing the two energy scales involved in the two-stage Kondo
effect, which can be observed in an experiment where dI/dVds is measured as a
function of Vd.. The high (low) Kondo scale is indicated by T (T<).
For the sake of illustration, a diagram showing the behavior expected for the
differential conductance as a function of drain-source bias is drawn in Fig. 6-2. The
larger Kondo temperature T is proportional to the width of the broad peak, whereas
the smaller Kondo temperature T< is proportional to the width of the dip.
If one of the two combinations of modes decouples from the orbitals, the triplet
can only be partially screened and a many-body doublet is formed. This special
situation is the case of a single mode. The theory of Ref. [32] makes predictions for
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various degrees of coupling asymmetry between the orbitals and the two combinations
of modes.
6.3 Emptying the dot
It has been demonstrated that devices with electrode patterns similar to those in
Fig. 2-9(b) can be completely depleted of electrons [34]. Placing the drain and the
source on the same side of the dot allows the couplings to stay sufficiently large to
permit transport measurements in the Kondo regime, even though most electrodes
are biased very negatively.
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Figure 6-3: dI/dVds map in the Vds-Vg plane for sample G2C1 showing that the
artificial atom can be depleted of all its electrons. The constricting electrode voltages
are at (Vr,Vt,Vb)=(-762,-904,-862) mV.
Figure 6-3 shows a differential conductance map demonstrating that the artificial
atom can be emptied of all its electrons. The last Coulomb charging peak is clearly
seen at Vg=-10 3 3 mV. The charging features at finite values of Vds to the left of this
peak never close back again to form a diamond, even though Vd is increased beyond
8 mV of either polarity. The range of Vds in Fig. 6-3 corresponds to an energy much
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greater than the charging energy of the first Coulomb-blockade diamond, which is
U1 = (2.0 + 0.2) meV. The fact that the charging features do not close to form a
diamond despite such a large range of Vds, implies that the dot has been emptied of
all its electrons.
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Figure 6-4: (a) dI/dVd& map in the Vd-Vg plane for sample G2C1 in a separate
cool-down focusing on the region of Vg up to the first Coulomb charging peak. The
constricting electrode voltages are tuned to (Vr,Vt,Vb)=(-688,-979,-915) mV to max-
imize the amplitude of the first Coulomb charging peak. (b) dI/dVds map in the
Vds-Vg plane for the same sample as in (a) for (Vr,Vt,Vb)=(-762,-904,-862) mV on a
narrower range of Vd. The first charging feature is at Vg=-8 58 mV.
The remaining data discussed in this chapter are from a different cool-down. A
similar procedure is used to empty the dot of all its electrons. Figure 6-4(a) focuses
on the region of dI/dVds with zero electrons, where Vd& goes to +5 mV. The first
Coulomb charging peak is made as tall as possible by opening the constrictions with
Vr and closing and symmetrizing them with both Vt and Vb.
Once the dot has been emptied of all its electrons, it is easy to keep track of the
electron number while searching for a region of interest in voltage space. The dI/dVds
map in Fig. 6-4(b) shows a range of Vg where the first few electrons are added to the
dot. By contrast to Fig. 6-4(a), the amplitude of the first Coulomb charging peak,
located at Vg=-858 mV, is now very small. It is also small when compared to the
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amplitude of the subsequent peaks for this configuration of voltages on the electrodes.
The dot rapidly opens as Vg is increased, as seen by the widening of the charging
features.
6.4 Inducing the singlet-triplet transition
In order to study the two-stage Kondo effect, the dot must be driven into a triplet
ground state. It is known from section 5.4 and Ref. [55] that a gate voltage can deform
the dot potential and induce a singlet-triplet transition when two orbitals come close
enough to each other. Figure 6-5 shows the evolution of a region of dI/dV& where
the central diamond corresponds to the Coulomb-blockade diamond with N = 4,
as Vr is brought less negative. In Fig. 6-5(a), Vr=-826 mV. Despite the relatively
low resolution of this first subfigure, the inelastic cotunneling threshold (which varies
with gate voltage) is visible at positive Vds in the central diamond. This threshold
is believed to result from internal excitations of the 4-electron artificial atom from a
singlet ground state to a triplet excited state. When Vr is increased to -804 mV, as
in Fig. 6-5(b), the excited state feature gets closer to Vds=O and is seen for either
sign of Vds. As Vr is increased further to -794 mV and -773 mV (Figs. 6-5(c) and
(d)), the excited state evolves into a narrow dip at zero bias inside of a broader peak
(see Fig. 6-5(e) for an example of a trace at fixed Vg). This behavior is typical of
a triplet ground state as predicted by theory (see Fig. 6-2). The additional broad
features near ±0.4 mV probably correspond to higher-energy states with spin.
Figure 6-5(f) clearly shows that changing Vr causes the transition to the triplet
ground state. The position of the peaks near the inelastic cotunneling features at
Vds > 0 is extracted near the middle of diamonds such as those in Figs. 6-5(a) to (d).
The peak position is plotted as a function of Vr from -836 mV to -741 mV, and it
is found to decrease before saturating. This is very similar to the behavior reported
in chapter 5 and by Kogan et al. [55]. The ground state transition from a singlet
to a triplet occurs near Vr = -794 mV, i.e. where the behavior of the peak position
becomes a constant slightly greater than zero.
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Figure 6-5: Changing Vr to induce a ground state singlet-triplet transition in sample
G2C1 with N = 4 electrons. The displayed range of Vg is adjusted from (a) to (d)
to take into account the capacitive shift induced by changes in Vr. The gray scale is
adjusted to enhance the relevant features, with white representing low dI/dVd. and
black high values. (Vt,Vb)=(-904,-862) mV in all the subfigures. (a) Vr=-826 mV.
In the middle diamond, the ground state is the singlet. The gate-voltage dependent,
Kondo-enhanced inelastic cotunneling threshold for the excited triplet state is visible
only at positive Vds. White (black) corresponds to 0 (0.3) e2/h. (b) Vr=-804 mV.
The threshold for the triplet excited state is now much closer to Vd=O0 and can be
seen at either polarity. White (black) corresponds to 0 (0.45) e2/h. (c) Vr=-794 mV.
The threshold for the triplet excitation has closed in even more toward Vd=O. White
(black) corresponds to 0 (0.55) e2/h. (d) Vr=-773 mV. The threshold has evolved
into a broad Kondo peak with a dip in the middle. The new ground state is the
triplet in the two-stage Kondo regime. White (black) corresponds to 0.2 (0.6) e2/h.
(e) Differential conductance in the two-stage Kondo regime taken along the dashed
line at Vg = -571 mV in (d). (f) Vr dependence of the position of the peak near the
inelastic cotunneling threshold at positive Vd in the middle of the N = 4 diamond
(28 mV to the right of the left conductance peak). A typical error bar is shown. The
arrow indicates Vr = -762 mV.
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When deforming the dot with a side gate to induce spin transitions, it is important
to verify that deformation is not so large that the dot splits into two dots. One way
to check is to measure the zero-bias conductance as a function of Vg for several
values of the side gate voltage used to deform the potential in the neighborhood
of the configuration that gives the triplet ground state. If the dot breaks into two
smaller tunnel-coupled dots in series, the Coulomb-charging peak spacings should
increase [56]. Such a study is shown in Fig. 6-6, in which the curves are offset for
clarity. The value of Vr is decreased in equal steps from -709 mV at the bottom of the
figure to -836 mV at the top. The thick solid curve is the case where Vr = -762 mV,
i.e. the configuration that will be examined in detail in the rest of this chapter. The
peaks shift in block due to the capacitive coupling between the dot and gate "r," and
the Coulomb-charging peak spacing remains constant, meaning that the dot does not
break into two dots in series for this range of Vr.
en0
6
4
c~' 2
( 0
-2
-4
-700 -600 -500 -400
Vg (mV)
Figure 6-6: Zero-bias conductance G(Vg) for different values of Vr in sample G2C1.
(Vt,Vb)=(-904,-862) mV. The curves are offset for clarity. The value of Vr is decreased
from -709 mV at the bottom to -836 mV at the top in equal steps. The thick solid
curve has no offset and corresponds to Vr = -762 mV.
Figure 6-7(a) shows the differential conductance dI/dVds as a function of Vds and
Vg for Vr=-762 mV at zero magnetic field and base temperature. The left Coulomb-
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Figure 6-7: (a) dI/dVds map in the Vds-Vg plane for sample G2C1 in the few-electron
regime starting with the diamond for N = 2, near Vg=-700 mV. The constricting
electrode voltages are at (Vr,Vt,Vb)=(-762,-904,-862) mV. A Vg-dependent inelastic
cotunneling threshold is observed in the N = 2 diamond. The N = 3 diamond shows
the ordinary spin-1/2 Kondo effect. The N = 4 and N = 5 diamonds show a more
complex behavior. (b) Zero-bias conductance G as a function of Vg. The number of
electrons on the dot in each Coulomb-blockade valley is indicated.
blockade diamond represents the case where there are N = 2 electrons on the dot.
One can see inelastic cotunneling thresholds at Vds - ±0.25 mV that vary with
gate voltage. The size of the cotunneling gap can be used to determine the energy
difference between the singlet ground state and the triplet excited state [55]. In the
next diamond, where N = 3, the very sharp feature at Vds=O is assigned to the
spin-1/2 Kondo effect. In this diamond, there is also an unusually strong inelastic
cotunneling feature at IVdsi - 0.3 mV, which must result from higher-lying states.
The zero-bias conductance data taken with the same voltage settings as Fig. 6-7(a)
is shown in Fig. 6-7(b). The valleys with N = 4 and N = 5 are difficult to distinguish
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on the dI/dVds plot of Fig. 6-7(a), but it is very easy to locate the charging peaks in
this neighborhood by looking at G(Vg) in Fig. 6-7(b). It is unclear why the charging
features at nonzero Vds are very faint in Fig. 6-7(a) for the Coulomb-charging peak
between N = 4 and N = 5. The Coulomb-blockade valley with N = 4 will be
investigated further in the rest of this chapter.
0.2 A 1 0 . 9
0.0
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Figure 6-8: (a) dI/dVds map in the Vds-Vg plane for sample G2C1 for N = 4 and
the same voltage settings as in Fig. 6-7 at B1 = 0 T and base temperature. The
suppression in the zero-bias peak in dI/dVds is ascribed to a two-stage Kondo effect
in the triplet ground state. Because of hysteresis after sweeping to very negative
Vg, the features have moved to the left by 19 mV compared to Fig. 6-7(b). (b) The
top panel shows dI/dVd as a function of Vds at Vg=-595 mV (along the dashed line
in (a)) at three different mixing chamber temperatures. T from bottom up: base
temperature (< 10), 100, and 320 mK. The bottom panel shows the BII evolution at
the same Vg. BII from bottom up: 0, 0.8, and 3.0 T. There is a 0.4 e2 /h offset between
the curves for clarity.
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6.5 Two-stage Kondo effect
In Fig. 6-8(a), an expanded version is shown of the dI/dVds map for the Coulomb-
blockade valley with N = 4. For each trace of dI/dVds versus Vds at fixed Vg, a peak
is found with a small dip at zero bias. For instance, such a trace is shown for B11=0 T
and base temperature in Fig. 6-8(b). In order to investigate whether this situation
indeed describes the two-stage Kondo effect, the dependences of the conductance on
both the temperature and the parallel magnetic field have been measured.
Measurements of dI/dVd versus Vds at a constant plunger gate voltage of Vg=-
595 mV are shown for three temperatures in the top panel of Fig. 6-8(b). At base
temperature, a clear zero-bias dip is observed in the wider zero-bias peak. A fit
to a sum of two Lorentzians with amplitudes of opposite signs added to a constant
background provides a reasonable fit to the data (not shown). This allows a rough
estimate for the two Kondo scales involved. The wider Lorentzian has a width of
order 100 aeV, while the narrower one has a width of order 40 /teV. The zero-bias
dip has almost disappeared for the T=100 mK trace, and the underlying peak is
broadened at T=320 mK.
The bottom panel of Fig. 6-8(b) shows dI/dVds curves for three different values of
Bll, taken at base temperature. At B11=0.8 T, the dip at zero bias is less pronounced
than at Bll =O T. The Zeeman splitting of the central peak is clear from the B11=3 T
curve.
The sample is aligned so the magnetic field is parallel to the 2DEG to within 0.5° .
For this alignment precision and for a maximum dot size of 400 nm, orbital effects
are expected to become significant only above B11=3 T. The behavior of the zero-bias
conductance G(Vg) at various magnetic fields is shown in Fig. 6-9. The values of B11
range from 0 to 3 T. Several Coulomb-blockade valleys are shown, starting on the left
side from N = 2. The temperature dependence of the zero-bias conductance is shown
in Fig. 6-10. The temperature increases from the refrigerator base temperature up to
320 inK. The range of Vg shows the Coulomb-blockade valleys from N = 2 to N = 5.
As will be explained below, the data for N = 4 near Vg = -600 mV in Figs. 6-9
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Figure 6-9: Zero-bias conductance G(Vg) at different values of B11 for sample G2C1
with the same voltage settings as the data in Fig. 6-7. Curves are offset by an amount
proportional to B11 for clarity. From bottom up, B11=0, 0.1, 0.2, 0.3, 0.5, 0.8, 1.2, 1.5,
1.75, 2, 2.5, and 3 T.
and 6-10 can be used to study the two-stage Kondo effect in the presence of either a
parallel magnetic field or temperature.
Figure 6-11 compares the dependences of dI/dV& on Vds and of G on T and B11 for
a single value of Vg. Figure 6-11(a) shows an expanded version of one of the BiI=0 T,
base temperature curves from Fig. 6-8(b). As IVdslI is increased from zero, dI/dVds first
increases and then decreases. A similar non-monotonic dependence on temperature
is seen in the zero-bias conductance, as shown in Fig. 6-11(b). Finally, the parallel
magnetic field dependence of the zero-bias conductance is plotted in Fig. 6-11(c),
and it also demonstrates a non-monotonic behavior. The non-monotonic dependence
found for dI/dVds(Vds), G(T) and G(B 1) agrees qualitatively with the prediction of
Ref. [32] for the two-stage Kondo effect that occurs when the triplet is screened by
two modes.
6.6 Analysis
In this section, a simple model is used in order to extract the low energy scale from
the two-stage Kondo data. The influence of an electron temperature greater than the
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Figure 6-10: Mixing chamber temperature dependence of the zero-bias conductance
G(Vg) for sample G2C1 with the same voltage settings as the data in Fig. 6-7. Curves
are offset for clarity. From the bottom, the mixing chamber temperature is <10, 20,
40, 60, 100, 160, 240, and 320 mK.
mixing chamber temperature on the results is then estimated.
6.6.1 Extracting the low energy scales
In order to extract the low energy scales from the dependences of dI/dVds on Vds, T,
and B1 1 at fixed Vg, Ref. [32] is followed. To lowest order, each dependence is predicted
to be quadratic. Summarizing all three dependences in one equation, the differential
conductance in units of e2 /h is predicted to depend on (Vs,T,Bili) as described by
Eq. 6.1.
dV (Vd, BI1 ) = Go + 2(1 -Go) [ + (T) (-] (6.1)
~~~~~~~~~~~~~dsd
This equation has four parameters: Go and (VT*,Ba). Go is the zero-bias con-
ductance at the chosen value of Vg. Any parameter among (V*,T*,B*I) is inversely
proportional to the square root of the curvature of dI/dV& along the axis of the
corresponding independent variable. The "star" parameters simply relate to the low
energy scale of the two-stage Kondo system probed in three different ways.
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Figure 6-11: (a) dI/dVds vs. Vds at a constant Vg=-5 9 5 mV (dots) for sample G2C1
with the same voltage settings as the data in Fig. 6-7. The solid curve shows a fit
to Eq. 6.1 near Vds=O. (b) Mixing chamber temperature dependence of the zero-bias
conductance G at Vg=-5 9 5 mV (circles). The fit to Eq. 6.1 is also shown (solid curve).
The dashed curve is the fit from (a) with the Vd8 axis converted into temperature. (c)
Bll dependence of G at Vg=-5 9 5 mV (circles). The solid curve shows the fit to Eq. 6.1.
The dashed curve is the fit from (a) with the Vds axis converted into magnetic field
using IgI = 0.33 (see text).
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In the experiments of this chapter, only one quantity among (VdS,T,Bll) is varied
at any one time. Therefore, for a given data set, such as that in Fig. 6-11, the other
two quantities are set to zero in Eq. 6.1. This means that this equation can be used
to perform a two-parameter fit on the data points of dI/dVds(Vds), G(T), or G(BIl).
The solid curve in Fig. 6-11(c) shows the fit of the form of Eq. 6.1 to data of
G(Bl) at Vg=- 5 9 5 mV. The same type of fit is repeated for all values of Vg in the
Coulomb-blockade valley with N = 4. The results are found in Fig. 6-12. To the
author's knowledge, this is the first reported measurement of B. Most groups who
have studied similar systems have used a perpendicular magnetic field to access the
triplet state [20, 21, 22]. Here, a gate voltage serves the same purpose, allowing the
use of a parallel magnetic field as a perturbation to measure Bj.
Eq. 6.1 can also be used to extract the low energy scales from the T and Vds
dependences, T* and Vds, respectively [32]. For Vg=-595 mV, the fit for dI/dV&(Vd)
is plotted as a solid curve in Fig. 6-11(a), while the fit for G(T) is shown as a solid
curve in Fig. 6-11(b). A conversion into energy is performed, and the quantities eVds,
kBT*, and 19IMBB* are compared. The value IgI = 0.33 0.02 used to convert B into
energy is discussed in chapter 4 (see Fig. 4-6). The results for the three scales are
displayed as a function of Vg in Fig. 6-12. The quantity eV, is significantly larger
than the other two. The Vds > 0 portion of the fit in Fig. 6-11(a) is shown as a
dashed curve in Figs. 6-11(b) and (c) in order to emphasize this difference.
6.6.2 Estimating the influence of the electron temperature
on the low energy scales
The mixing chamber temperature Tmc is nonzero and the electron temperature Te is
even larger, so corrections to Go and T are expected. The electron temperature is
different from the mixing chamber temperature because of an external heat load on
the sample.
A few assumptions can be made in order to derive expressions for the real "star"
quantities. The first assumption is a constant heat load Qsample on the sample that
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Figure 6-12: Low energies eV*s (circles), IglLBB* (triangles), and kBT* (squares)
extracted from fits to Eq. 6.1 as a function of Vg for N = 4. Representative error
bars are shown.
must flow to the mixing chamber. The second assumption is that the relevant thermal
conductivity n for the heat transport is due to conduction electrons and is therefore
proportional to temperature. The heat carried by a material of cross-section A and
length L with a thermal conductivity K(T) = oT when the extremities are at Tmc
and Te is given by Eq. 6.2 [57].
A rTe
Qsample = ' rOTdT
=Eq. 6.2 assumes that the mixing chamber temperature can be controlled by applying(6.2)
Eq. 6.2 assumes that the mixing chamber temperature can be controlled by applying
heat to a heater that does not affect the heat load on the sample. By defining
the constant C-= (21Qsample)/(AKo), Eq. 6.2 can be used to solve for the electron
temperature. The result is found in Eq. 6.3.
Te = /Tmc2 + C (6.3)
The constant C can be determined by the condition that the electron temperature
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is Te,base when the mixing chamber temperature is Tmc,base. This results in C =
(Te,base) 2 - (Tmc,base)2 , and the final expression for the electron temperature is found
in Eq. 6.4.
Te = i/Tmc2 + (Te,base) 2 - (Tm,base) 2 (6.4)Te ~~~~~~~~~~~~~~~(6.4)
Eq. 6.4 can be substituted for T in Eq. 6.1 to derive how the "star" quantities
(T*,fit, VB fit B* fit), returned by the two-parameter fits, depend on the real "star"
quantities (T* real, v ,real ,B real)
For the experiment where the zero-bias conductance is measured as a function of
mixing chamber temperature at zero magnetic field, Eqs. 6.4 and 6.1 give:
2
G(Te) = Geal + 2 (1 Geal)(Te)
= Geal + 2(1 - Greal) (Tmc 2 + (Te,base)2 - (Tmc,base)2 )0  (T*,real)2
r Geal + 2(1 - Greal) ((Tebase)2 -((Tcba)2)
= Go + 2(1 - Go (T *,rea)2 ,6]5
(Tmc 2+2(1-G eal) ( Mc )
- Gofi + 2(1 -Go t ) T *,fit
It is obvious from Eq. 6.5 that the fitting routine will return the Gofi t given in
Eq. 6.6.
Go = GOeal + 2(1-G le ~ ) ((Tebase)2 (Tmc'base)2) (6.6)Gfit =Gel+ 2(1 - Gr ) (6.6)
Because the conductance data plotted as a function of Tmc has a fixed curvature, the
condition (1 - Gfi t)/(T*,fit)2 = (1 - Greal)/(T*'real)2 must be satisfied, and this leads
to Eq. 6.7 for T*' real.
T* real - (T*,fit)2 + 2 ((Te,base)2 - (Tmc,ba.se)2) (6.7)
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For the experiment where the differential conductance is measured as a function
of Vds at zero magnetic field and base temperature, Eq. 6.1 with T replaced by Te,base
gives:
(Vd s) real) + v2-rrea a(Vd5) = G~~~~l+2(1~~~G!,re)
I ((al { Tebase 2 Vdmal VdS 
- Geal + 2(1 - Gal) +T2e al) 21( Vds ,) (6.8)0~~~~~~~~ 2( *,ral real
V.2
Gofi + 2(1 - Gfit) (V t
\-ds
In this case Eq. 6.8 implies that the fitting routine would return a Gfit as given in
Eq. 6.9.
2
Gofit = Geal + 2(1- Geal) ( Tebas (6.9)
T*,realJ
The differential conductance data plotted as a function of Vds has a fixed curvature,
so the condition (1- Gfot)/(T*,fit)2 = (1- Geal)/(T*rea)2 must be satisfied. This
leads to Eq. 6.10 for Vdsreal, which depends on T*,real as given in Eq. 6.7.
,real s 2 (6.10)
ds = ~/ [~Te,base 2
For the experiment where the zero-bias conductance is measured as a function
of B11 at Vds = 0 near base temperature, the derivation of B* real is almost identical
to that of Vdreal. The only difference is that the electron temperature is typically
higher than Te,base after ramping the magnetic field due to eddy currents in the sample
holder. The result is in Eq. 6.11, which contains Te instead of Te,base.
B'tB*,real = Bi (6.11)
1 - 2 (Tr)
122
 I __
(a) (b)
0-
Cu0a
0)
C
a)
a-
-610 -600 -590 -580 -610 -600 -590 -580
Vg (mV) Vg (mV)
Figure 6-13: (a) Percentage change for the three low energy scales due to corrections
from the electron temperature. (b) Low energies eV*s (solid circles), IglBB* (solid
triangles), and kBT* (solid squares) and their respective corrected values (open sym-
bols).
The percentage change in T*,fit and Vfit can be calculated by using Te,base =
30 mK and Tmc,base = 10 mK in Eqs. 6.7 and 6.10. To the obtain percentage change
in B*fit, the higher value of Te = 50 mK is used in Eq. 6.11, as eddy currents in the
cold finger warm up the electrons during the magnetic field sweeps. The percentage
change for all three quantities is shown in Fig. 6-13(a), and the resulting values of
T* real, V real, and B* real are plotted as open symbols along with the original values
returned by the fits in Fig. 6-13(b). This analysis shows that the corrections are in
fact very small compared to the uncertainties in the data and the fitting procedure.
6.7 Discussion
From Fig. 6-12 it can be seen that the low energy scales for the temperature and B11
dependences agree very well, as expected [32]. However, the scale determined from
the voltage dependence is significantly larger than the other two quantities. The scale
eV* is obtained by applying a finite drain-source voltage, which takes the system out
of equilibrium. In contrast, 19gIBB* and kBT* are extracted in equilibrium from
the zero-bias conductance. Nonequilibrium effects may therefore be the cause of this
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discrepancy.
The low energy scales El extracted from the measurements vary roughly by a
factor three over the range of Vg displayed in Fig. 6-12. Hofstetter and Zarand [32]
predict that El decreases exponentially as the energy spacing Ae between the orbitals
decreases and is less than 2Es, where Es is related to the exchange energy J by
Es - J/8. Therefore, the exponential dependence of El is expected when the triplet
is the ground state.
Figure 6-5(f) shows the transition from singlet to triplet. This behavior is similar
to the data studied in section 5.6, where Es = (0.08 i 0.04) meV has been extracted
from a case where two singlet-triplet transitions occur within one Coulomb-blockade
diamond, thanks to the change in dot shape induced by a gate electrode (see Fig. 5-
10). In the present experiment, the sensitivity of the singlet-triplet excitation energy
to Vg (on the singlet side of the transition) is smaller than in that from chapter 5.
The slope of the inelastic cotunneling feature corresponding to the triplet excited
state in the Vds-Vg plane in Fig. 6-5(a) is 6.39 x 10 - 3 e, which is more than three
times smaller than the value 1.95 x 10-2 e found from Fig. 5-10. However, section 5.6
also lists slopes in the range 5 x 10 - 3 e to 2 x 10-2 e for several examples, depending
on the voltage configuration on the confinement electrodes. This implies that the
sensitivity of the singlet-triplet excitation energy depends not only on the geometry
of the electrodes, but also on the exact dot shape created by the energized electrodes.
In this chapter, only one transition is observed, from the singlet to the triplet, and
not the one back to the singlet; therefore, Es cannot be determined. Examining the
singlet-triplet excitation energy as a function of Vr reveals an approximately linear
dependence in Vr away from the transition. This leads to a lower bound on the
exchange energy of Es > 0.15 meV. Nonetheless, the data of Fig. 6-5(f) make it clear
that, for the experiments in Fig. 6-12, the triplet is the ground state and that the
exponential dependence of El on Ae is expected.
The two-level model from Eq. 5.4, which includes a mixing between the orbitals
proportional to the change in Vg, predicts that the two orbitals repel each other
and undergo an avoided crossing. Such an avoided crossing is also expected here,
124
and it causes Ac to vary quadratically with gate voltage near its minimum. The
slow variation of El with Vg may occur because the avoided crossing prevents Ae
from decreasing to zero. Thus, even if El were exponential in AcE, it would not be
exponential in Vg. It is also possible that the symmetry between the two modes
leads to saturation [32], and this effect is yet another candidate to explain the slow
variation of El with Vg.
6.8 Conclusion
In summary, a lateral quantum dot with four electrons has been driven through a
singlet-triplet crossover. Behavior consistent with a two-stage Kondo description is
found for the triplet. For the first time, the low energy scale B* has been extracted.
In addition, the low energy scales V* and T* have also been extracted. It is found
that kBT* is in good quantitative agreement with 19lBB*, but that eV*s is larger
probably because of nonequilibrium effects.
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Chapter 7
Conclusion
Quantum dots with 400-nm lithographic size have been defined on conventional het-
erostructures containing a 2DEG. The density and mobility of the conventional het-
erostructure have been determined using Hall effect and Shubnikov-de Haas mea-
surements. Zero-bias conductance data measured on a SET at 4 K have shown that
pinch-off occurs when a voltage of the order of -1 V is applied on all gates. In ad-
dition, sweeping the plunger gate voltage while all the other gates are biased near
pinch-off shows broad oscillations superimposed on a rapidly varying background.
Basic quantum dot phenomena have been introduced and several differential con-
ductance data sets have been shown as examples. These include Coulomb-blockade
diamonds, inelastic cotunneling thresholds, the spin-1/2 Kondo effect, and Fano in-
terference.
In the presence of a magnetic field B11 parallel to the 2DEG, single-particle energy
levels on the quantum dot split by an amount A = gl~BB11. The g-factor has been
extracted by measuring A over a wide range of values of B11 in the spin-flip inelastic
cotunneling regime. The extracted g-factors differ from the bulk GaAs value and
depend on the heterostructure, but consistent values have been obtained in samples
made with the same heterostructure. Above a certain critical field that depends on
the Kondo temperature, the Kondo splitting AK is linear and greater than A by
about 10 peV.
The triplet excited state energy et and its dependence on gate voltage have been
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measured, thanks to the sharpness of the Kondo peaks superimposed on the inelastic
co-tunneling thresholds. Two special cases, namely the singlet-triplet transition and
the avoided crossing, have been analyzed with a simple two-level model. The para-
meters describing the system have been extracted, explicitly the exchange energy J,
the coupling between the two orbitals 3, and the difference in rate of change of the
dipole energy with gate voltage between the orbitals 'y712.
A lateral quantum dot has been emptied of all of its electrons. With four elec-
trons on the dot, the SET has been driven through a singlet-triplet crossover by the
deformation of the confinement potential with a side gate electrode. The triplet state
has two characteristic energy scales, which is consistent with a two-stage Kondo effect
picture. The lower energy scales B*, Vs, and T* have been extracted. The quan-
tity kBT* is in good quantitative agreement with 19g1/BB*; however, eV*s is larger
presumably because of nonequilibrium effects.
Once spin effects in SETs have been well characterized, it may be interesting to
study a system in which two quantum dots are coupled together. If there were only
one electron on each dot, either a singlet or triplet state could be formed.
Multiple dot systems are possible, but the number of gate electrodes necessary to
control them increases very quickly with the number of dots. Early work on few-dot
systems is found in Refs. [58, 56]. A nice example of a multiple dot system consists of
a closed-packed array of nanocrystals placed in a narrow gap between two electrodes.
Such a device typically has a very high resistance and shows a power-law decay in
the current when a step voltage is applied between source and drain [59]. This type
of system is analogous to an artificial solid.
By analogy to nuclear magnetic resonance (NMR) experiments, SETs are good
candidates for the observation of electron-spin resonance (ESR) from a single elec-
tron. Such measurements involve investigating the response of the quantum dot to
microwave photon excitation. Photon-induced Kondo satellites have been observed
on the sides of a Kondo peak in Ref. [60].
Spintronics is another area of interest. For instance, Ref. [61] has reported mea-
surements of the spin of the current emitted from a quantum dot with a technique
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called electron focusing. The results of these experiments did not agree with the spin
transitions on the quantum dot, implying that more research is needed on this topic.
By analogy to Coulomb blockade, the conductance through a quantum dot can
also be suppressed by a phenomenon called spin blockade. The transport is blockaded,
because of the impossibility of reaching the required spin state through the addition
of a single-electron from one of the leads [62, 34, 63].
Semiconductor quantum dots have been proposed as a qubit candidate for quan-
tum computation [64, 65]. The work from this thesis has shown that the ground state
spin can be changed from the singlet to the triplet by adjusting a gate voltage. This
observation has potential for applications, as changing a gate voltage can be done
more quickly than changing a magnetic field.
It is clear that spin effects in nanostructures will remain an active topic of physics
research for many years to come.
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Appendix A
Operation of the Leiden Cryogenics
400-AtW Dilution Refrigerator
This appendix is a manual for the dilution refrigerator. Note that it should be re-
garded only as a guide when operating the dilution refrigerator in 13-2148 at MIT.
A.1 Prior to cooling down
1. If the fridge did not reach the base temperature in the previous cool-down, or if
you are running the system for the first time, ensure the mixture is optimized. Use a
needle valve and the leak detector to measure the leak rate of both 3He and 4He out
of each dump
2. Check circuit and noise levels with a test sample (e.g. resistors soldered on a chip
carrier). When you are done, ground everything using the break out box
3. Wearing a grounded wrist strap, set the sample on the sample holder
4. Measure the resistances between ohmic contacts at room temperature
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A.2 Sealing the inner vacuum chamber and leak
testing
1. Close the inner vacuum chamber (IVC):
1.0 Install the two radiation shields. Make sure the bent sides face the back of the
shielded room
1.1 Clean the 4-K flange and the mating IVC flange of old vacuum grease and
indium bits with a clean cotton applicator and acetone
1.2 It is helpful to put a little vacuum grease around the aperture of the external
wall of IVC. Do not apply too much, or a leak will occur
1.3 Wipe an In wire with acetone and place it where the seal will be. The wire
can be cut easily with a sharp stick. A good seal is made by making an a shape, with
the two ends hanging on the side of the IVC flange. However, be careful not to cover
a hole with the wire. Where you intend to place the overlap, press the bottom part
of the In gently. Then press the top portion over it
1.4 Raise the IVC shell, and lightly tighten all screws in a face to face pattern. Do
not overtighten, as overtightening may dent the IVC flange. Let the In flow and reach
an equilibrium position, and tighten again the following day. Be extremely careful; if
a screw head is damaged, it will be hard to remove the IVC. Replace the screws from
time to time, and never put a screw with a worn head on the IVC
2. Using the pumping station, pump IVC until PIvc < 0.01 mbar
3. In the meantime, pump the still line and the condenser line through S4. Also
use the turbos to pump as best as you can (with the city cooling water on). The
minimum set of open valves should be: A8, A9, S4, 0, 1, S1, S2, 2, and 8, 17, 6, 7.
The exhaust of the 1 K pot pump should be connected to the exhaust with an oil
mist filter, and not to the recovery line
4. Perform a leak check:
4.1 Make sure that there is enough oil in the leak detector (oil type: P3)
4.2 Close valve A2 in order to keep IVC under vacuum
4.3 Close the IVC (big) valve closer to the pumping station line
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4.4 Stop the pumps
4.5 Disconnect the pumping station line, and set up the leak detector pumping
line instead
4.6 Pump the leak detector line, and open A2 and the big manual valve to pump
on IVC when the pressure is about 1 mbar
4.7 Wait until the leak rate is small (about 10-8 mbar L/s) and note this back-
ground value
4.8 Spray He gas over the lines and connections and around the IVC joint. Pay
attention to the connectors on top of the fridge (they tend to give an increase of
3 x 10- 9 mbar L/s). If there is a leak, the leak rate will rise after a few seconds,
which means that the IVC must be opened to change the In seal
4.9 If there is no leak, at this point the room temperature resistances can be
measured
5. Clean the traps (this step can be done at any time between now and the circulation
of the mixture):
5.1 Heat the traps with a heat gun, so that the traps release their content. Make
sure to monitor the pressure on P3
5.2 Pump on the nitrogen traps with the 1 K pot pump for about min. Open
valves: Al, A2, A8, A9, S4, 5, 16
5.3 Redo the last two steps until there is no pressure increase on P3 after heating
5.4 Fill the dewar containing the traps with liquid nitrogen
5.5 Run an accumulation test to make sure that there is no leak in the trap line,
especially if it has been opened to air during the last warm up
6. Verification that the condenser line is not plugged and that it does not leak to
IVC:
6.0 Note the leak rate (it should be the background value)
6.1 Release 4He gas from a high purity gas cylinder trough M4 (open 2, 8) and
purge the lines a few times by pumping with the 1 K pot pump. Then, put 500 mbar
in the lines (through the nitrogen trap if it is cold), open 6 and observe the rise of
Pstill. It should rise rapidly after about 30 s. After monitoring the pressure for a
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couple of minutes, open 7 to check for a plug in the second condenser sub-line. Also
look at the leak rate in IVC to make sure there is no leak between the condenser lines
and IVC at this point
6.2 Fill the still line using the 4 He dump or the high purity He gas through M4
again until the pressure gauge P4 reads a pressure smaller than or equal to 0.5 bar.
Make sure to close 6, 7, 4, 5, 15, and 16, and open 0 and 1 before starting to fill the
still. Check the leak rate in IVC to make sure there is no leak between the still and
IVC
6.3 Check for leaks between 1 K pot and IVC with gas from the still or from the
He cylinder inside the shielded room. Note: if you need to pump the 1 K pot to a
vacuum, use thin copper slabs and Capton tape to cover the orifices to prevent dust
from entering and potentially plugging the orifices
6.4 If there is no leak anywhere, evacuate the still line. Close the valve of the leak
detector line, vent the leak detector, and reconnect the line of the pumping station
to the valve. The IVC needs to be kept under vacuum (be careful with the valves not
to admit air in the IVC)
A.3 Raising the dewar
1. Close all valves, including M4 and M5.
2. Take off all the "accessories" that are on the top of the dewar, as well as the
wooden panels. Make sure there is no water a the bottom of the dewar. If there is,
use a long rod with cheese clothe to dry it out
3. Place Al ring and O-ring up around the insert (in the event that they did not stay
on the top of the insert), and start raising the dewar using the winch. (This should
take about 50 min.) This should go like a charm if the dewar is properly aligned. The
proper alignment is when the top of the dewar is almost leveled (bubble aligned on
the right-hand black mark of the level when looking at it from the side of the shielded
room near the exit) when about 1 in. from the bottom of the pit. This way, the
dewar will be almost concentric with the part of insert below the IVC screws (there
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will be a little more space on the left compared to the right). Use a speed of 20 on
the winch. A lot of care is required when near the region where the insert enters the
magnet bore (see marks on the insert). If you hear a lot of noise when the insert goes
through each baffle, chances are that you are misaligned and the insert will get stuck
at the magnet bore level. Never force the dewar by increasing the speed of the winch.
Going at a speed of 20 all the way up should be sufficient. Do not stop on the way
up if the dewar is cold, otherwise ice may form and prevent the insert from entering.
The only thing one can do if ice has formed is to lower the dewar and wait for the
insert to go back to room temperature. Many problems can be avoided if this part is
done with a warm dewar
4. Put the screws in place when the dewar is still 1 mm from the top flange. Raise the
dewar completely, tighten the screws, and lower the tension in the cables. Connect
the recovery line tube, the He-level meter cable, and the lambda-fridge persistent
switch cable on top of the dewar
A.4 Precooling to -N2 temperature
1. Pump the dewar and the A-fridge to 300 mbar 4 times using a "T." Backfill with
He gas, using the 1-cm stainless steel tube. This is done in order to remove any
traces of water and to fill the main bath with He-gas from the bottom. Once you
have backfilled, put a 1/3 psi overpressure valve on the A-fridge
2. Make sure there is only He in the 1 K pot line; otherwise, pump it down and
backfill with He. Test the needle valve of the K pot. Close it completely first. For
the duration of this test only, you should set up a blank instead of an overpressure
valve on the K pot line. Pump with S4 via A7, and wait to see if the pressure rises
by looking at P2. Then open the needle valve and see if the pressure on P2 rises
faster. Compare the rates with the typical values, which can be found in the fridge
log. You can also do a pressurization test by putting 1600 mbar of He in the 1 K pot
line and watching P2 decrease as a function of time
3. Fill the 1 K pot with He gas from an external cylinder. Close the 1 K pot needle
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valve (to keep 1 K pot under pressure during the cool-down). You should pressurize
the 1 K pot around 1600 mbar
4. Add exchange gas into IVC. You want to have about 3 mbar of He in IVC before
precooling. To do so, isolate IVC from the still line (close 0 and 1) and add exchange
gas from the high purity cylinder (open A9 and A2. M4 needs to be opened slowly.
Open M5). Look at P3. If you add too much, pump some gas out with S4
5. Pump the main bath twice and back fill it with He (make sure you do this with the
final configuration for the recovery line; once cold, it will be very difficult to connect
it to the main bath port)
6. Use the stainless steel tube to fill the main bath from the bottom of the dewar
with -N2 to precool it. You need to use a special tube that screws into the extension
that runs all the way down to the bottom of the dewar. Monitor the temperature
with a digital multimeter (DMM) or a source-meter unit connected to the A-fridge
thermometer and configured for a 4-point measurement. The time needed to reach 77
K will is about 1.5 h if you connect to the bottom of the dewar and have a pressure
builder on the nitrogen dewar
A.5 Cooling down to 4.2 K
1. When the magnet is at 77 K, transfer the N2 from the main bath to the nitrogen
jacket (note that the magnet will warm up to about 90 K during this step, so there
was no need to precool to nitrogen temperature if the main bath was at about 90 K
to start with):
1.1 Insert the appropriate stainless steel tube through the 1-4He port
1.2 Make sure that the tube goes all the way to the bottom, then pull it out by 5
mm
1.3 Connect a short rubber tube from the stainless steel tube to the jacket port
copper tube (the other jacket port has a copper tube used as an outlet). Seal the dewar
exhaust line with a pressure gauge; keeping the dewar pressure < 3 psi. Typically,
closing the port is sufficient to build the pressure high enough to transfer from the
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main bath to the jacket. Make sure the magnet overpressure valve is set up near the
top of the insert as a safety measure. Move the He dewar inside the shielded room
before you start; this will save time later
1.4 When all of the nitrogen has transferred from the main bath to the jacket,
make sure to vent the dewar to atmosphere before you disconnect the rubber tube,
otherwise you may receive a -N2 fountain in the face
1.5 Pump down the main bath to 300 mbar and back-fill it with He gas 4 times,
using the remaining port or the main bath
1.6 If the fridge did not reach the base temperature in the previous cool down,
leak test everything again at this point, but make sure to think things through before
you do anything
2. Fill the main bath with -He from the bottom of the dewar (this will take several
hours). Watch the A-fridge thermometer to watch the magnet cool down. Go very
slowly until the magnet is cold, otherwise you will boil off most of the Helium and
freeze over the recovery line. If the pressure inside recovery is high (e.g. someone
transfers from the liquefier), vent to the room, where you know the outlet pressure is
constant. You will begin to see the He level on the Helium level meter rise rapidly a
few minutes after the magnet is cold
3. When the temperature reaches about 20 K (that is, when Rs,.b - 11 kQ), set
the current of the sorbtion pump heater to 30 mA. This step is performed so that
the sorbtion pump does not work for the moment (we want to take advantage of the
exchange gas for cooling). Note that PIvc should stay in the 10- 3 mbar range, so it
is important to apply 30 mA to the sorb when PIvc starts decreasing rapidly to the
10- 5 to 10-6 mbar range, otherwise cooling will be slow.
4. Stop pressurizing the 1 K pot once the magnet is cold and the He-level meter rises
rapidly. Make sure that there is an overpressure valve on the 1 K pot line. At the
end of the transfer, make sure you vent the dewar to atmosphere before removing the
transfer tube, otherwise there will be a He fountain when you open up
5. Optional: start pumping on IVC (an exchange gas is no longer needed). Note: if
the still line has been filled with He from the external cylinder, evacuate the exchange
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gas from the still line, using A8, A9, S4, 0, 1, 2, 8, and S1 and S2. After one hour
(that is, when T8ob starts rising fast), stop the current on the sorbtion pump, and
continue pumping on IVC overnight
6. Check electrical wiring and measure the values of resistance thermometers and
heaters. Note the parameters in the log book
A.6 Circulation and condensation of the mixture
0. Clean the traps:
0.1 Heat the traps with a heat gun, so that the traps can release their content.
Make sure to monitor the pressure on P3
0.2 Pump on the nitrogen traps with the 1 K pot pump for about 1 min. Open
valves: Al, A2, A8, A9, S4, 5, 16
0.3 Repeat the last two steps until there is no pressure increase on P3 after heating
0.4 Fill the dewar containing the traps with liquid nitrogen
0.5 Run an accumulation test to make sure that there is no leak in the trap line,
especially if it has been opened to the air during the previous warm up
1. Open the needle valve of the 1 K pot and pump on the 1 K pot to check that the
large capillary is not plugged
2. Pump on 1 K pot: open valves: Al, A7, and S4. (The 1 K pot will start working
as a 4He refrigerator)
3. Begin circulating 3 He-rich mixture out of the 3 He dump. The open valves are:
Al, A7, and S4; S1 and S2 in standby mode; and 0, 1, 6, 9, 10, 4, 5, 15, 16, 7, 2,
3, S3, and M1. (Starting with the 3 He helps cooling down faster in the sense that
the still works as a 3He refrigerator). When the pressure in the dump drops below
200 mbar, close 9, and open 12. (This allows one to pump out the remaining gas out
of the dump.) Note that one should close M1 before pumping out the 3He dump to
avoid putting a large pressure on the back of the turbos. Then, open 12, watching
that P4 < 10 mbar. Repeat until 12 can stay open with P4 < 10 mbar. You are
now ready to throttle the valve, watching P4. The same will apply to empty the 4He
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dump if necessary. Manual valve M1 needs to remain open as, in the case of a plug
in the condenser line, an emergency program, which returns the mixture, first, in 3He
dump, and, then, in 4He dump, will run (provided the refrigerator is in auto mode)
4. Let He come out of the 4He dump (close 10 and 12, and open 9, 11, 14, and
M2). Again, if the pressure in the dump drops below 200 mbar and you still want to
condense more gas, close 9, and open 12. (This allows one to pump out the remaining
gas out of the dump.) One should close M2 before pumping out the 4He dump to
avoid putting a large pressure on the back of the turbos. Then throttle the valve,
watching P4. Watch the still level with the capacitance bridge, and put just enough
4 He to start filling the still (the capacitance will increase by about 0.2 pF). It is
important not to close manual valve M2 at the end of this step. In the case of an
eventual plug in the condenser line, an emergency program returning the mixture,
first, in He dump, and, then, in 4 He dump will run. (The valves must be installed
correctly for this to work and the refrigerator must be in auto-mode.)
5. Adjust the 1K pot needle valve so that the pressure on P2 is about 20 mbar
6. Use 4-5-6 only from this point on for the mixture circulation (15-16-7 are used
once path 4-5-6 is plugged or dysfunctional [like now])
7. Turn off the standby mode of the turbos when the pressure in the still is smaller
than 10 mbar
8. In order to increase the circulation rate, apply 5 mA to the still. Ptill should be
in the range 0.1-0.15 mbar, but it must be < 2 mbar
9. Check that P2 is at a pressure of about 20 mbar. If it is not, adjust the 1 K pot
needle valve to bring the pressure close to this value
10. A second He transfer will probably be necessary at this point. Fill the main bath
until there is 135 cm of liquid He inside, which will be indicated by "1220" on the
meter display. Also note that the 1 K pot orifices are near "900" on that same display
11. Turn on the vibration isolation, provided that you can empty the line from water
before you allow the compressed air to get in the optical table tubing (alternatively,
use a nitrogen cylinder)
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A.7 Recovery procedure
0. Turn off the vibration isolation.
1. Recover 3He in 3He dump:
1.0 Open 9 and 10, and close 4 (or 15)
1.1 If the pressure in the still is too low, gradually apply a current of about 10 to
30 mA to still heater to maintain still pressure around 5-6x10-2 mbar
1.2 Maintain a constant current through the still heater (up to 10 mA) and watch
the pressure in the still. You will know that all the 3He is out when the still pressure
starts decreasing to a value at most 10 times less than the original pressure. At
this moment, the pressure in the 3He dump should be about 700 mbar. You should
continue filling this dump up to 914 mbar with 4He (see procedure below). You will
get a pressure of 900 mbar once the gas handling system cools down. Note that it
is possible that the still empties at some point, a phenomena indicated by a rapid
rise in still temperature. If this occurs before all the 3He has been removed, it is
necessary to apply a little current (4 mA) to the mixing chamber heater and to watch
for a decrease in the still pressure and in the recovery rate in the dump. It will take
approximately 10 min to wait for the column between the mixing chamber and the
still to be heated by the mixing chamber heater. The recovery rate will be slow during
this time. After all of the 3 He is out, the temperature will begin increasing slowly.
The separation of 3He and 4He is better if the temperature is below about 1 K
2. Recover 4He in 4He dump:
2.0 Stop recovering 3 He by closing 10, and start filling the 4He dump by opening
14 and 11
2.1 Place the turbos in standby mode
2.2 Close A7. The 1 K pot pressure will increase. When it reaches 1 atm, open
the manual valve on the K pot line (if not already open) so that the overpressure
valve can be used
2.3 Progressively apply high current (30 mA) to the still (if it still contains liquid)
or mixing chamber (20 mA). Watch Pstill; try keeping it below 0.5 mbar
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2.4 Before the pressure in the 4He dump reaches 628 mbar (this number will
become 614 once the gas handling system cools down and the zero of this gauge is
between 12 and 14), prepare a path to S4 (close 8 if open), via A8 and A9, and close
11 and open 13. This is to dump the excess 4He in the atmosphere and keep an
effective pressure of 600 mbar in the 4He dump
2.5 Turn off the turbo standby mode when the still pressure is on the order of
1 mbar. Wait until Pstill < 5 x 10- 4 mbar before you stop pumping on the mixture
and stop the currents. You may want to apply a small current to the sorb heater to
release some exchange gas. Turn off the pumps and close all valves, except Al and 0
in order to monitor the pressures in the 1 K pot and the still
A.8 Lowering the dewar
0. Heat the traps to warm them up and pump out their content. Make sure that the
magnet is at zero
1. Prepare the 1 K pot, the IVC, and the still (especially if the dewar was allowed to
warm up but is still up):
1.1 1 K pot: set up the line from the He canister to the 1 K pot pump:
* Close Al
* Everything beyond Al must be flushed with He gas from the canister. The flow
is controlled by the small manual valve, and the pressure on P2 should go to
about 1 atm. Use the 1 K pot pump to pump the He gas away
1.2 IVC:
* Start heating to the sorb (apply 30 mA to it) in order to release some He gas
from the sorb (PIvc will slightly increase to the 10- 3 range)
* Open M5 (small manual valve on the brass plate)
* Put 0.1 mbar of pure He gas into IVC from the pure-He cylinder as an exchange
gas (this is to make the defrosting in small capillaries more uniform):
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- Close 0,1,6,7 to purge the line near M4. The purging process should be
done in small steps when, for example, a 100 mbar increase is noted on P4
(for a volume between the black valve of the gas cylinder, 0, and A9 (via
2 and 8). Pump the gas with the 1 K pot pump as usual
- To add gas to IVC, do the same as in the purging process, except that
instead of pumping things away with the 1 K pot pump, allow some gas
in the volume between A9 and A7. Closing A9 and then opening A2 will
let the gas go inside IVC. Note the new value of PIvc, and repeat until
there is 0.1 mbar of gas in IVC. If two people are present, one can open the
small manual valve on the IVC line while the other monitors the pressure
inside the IVC
* Leave A2 closed, but pump down everything out from there with the 1 K pot
pump to be ready to pump on IVC when its pressure begins to rise. P3 should
be as low as possible after this step. Then close A8 and open A2, so you can
monitor IVC pressure on P3
1.3 Still: pump it all the way down to < 5 x 10-4 mbar (actually, you may leave
0.1 mbar in it):
* Turn the water on, and open 0, 1, 2, 3, A9. Turn on S3 and the turbos Sl and
S2
* At the end of the procedure, turn off the water. Leave open only the valves
that must remain open for the next steps; i.e. you must be able to read P2, P3,
P4, and P5, and you must be able to pump the IVC or the still quickly into a
large volume. Specifically, leave open valves 0,1, 17, 6, 7, 2, S3, 9, 14, A1, A2,
and S4. To pump A2, it is only necessary to open A8, whereas to pump on the
still, it is necessary to open 3 and watch P5. If P5 goes too high, A2 should be
momentarily closed, and A8 and A9 should be opened. (These instructions are
going to be useful in step 5 (see below). It is easier if the pumping lines for the
IVC and for the still are separate. To do so, what is pumped out of the still is
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dumped directly in the air via 4 or 15. Valve 4 needs to be functional for this
to work, though.
2. Disconnect accessories:
2.1 Ensure that the magnet power supply is turned off, and disconnect the magnet
leads (if they are attached), the cable for the persistence switch heater, and the He-
level meter cable
2.2 Stop recovering He (vent the dewar to the room), and disconnect the recovery
line from the top of the dewar. Put a 1/3-psi overpressure valve where the recovery
line was, but do not clamp it yet
2.3 Ensure that all the accessories at the top of the fridge are disconnected at this
point, and that nothing will be in the way when the dewar is lowered (for instance,
the clamp for the lambda-fridge overpressure valve should be removed)
3. Pulley system:
3.1 Verify that all bolts in the pulley system are tightened and that the cables are
in good condition
3.2 Use the winch to put tension in the cables
4. Screws:
4.1 Remove the 4 small screws that seal the cryostat
4.2 Unscrew the magnet support frame screws and then the dewar screws, watching
the weight being progressively transferred to the cables
5. Lowering the dewar:
5.1 Ask someone to use the winch and slowly lower the dewar while you closely
watch P2, P3, and P4. Remember: be certain that all the valves and pumps are as
ready as possible to pump IVC and the still (see remarks in step 1.3b)
5.2 After lowering the top of the dewar below the Al plate, put the clamps back
on the lambda- and He-ports
5.3 Watch P2, P3, and P4 as the dewar is lowered. P2 will go up first (it will go
up to about 1420 mbar when the capillary orifices show up, and then it will decrease)
5.4 Pump on IVC and on the still line as needed (it is advisable to keep the still
pressure and the IVC pressure below 100 mbar. If P5 rises too high (>500 mbar), the
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outlet of S3 must be evacuated into the air via 4 (if this valve has been reconnected)
or via the 1 K pot pump (closing A2 before hand)
6. Final steps:
6.1 Stop current on the sorb
6.2 Disconnect the cables, and push the dewar into a corner of the pit
6.3 Connect a DMM to the lambda-fridge thermometer (4-pt measurement)
6.4 Place the wooden panels over the pit
6.5 Pressurize the 1 K pot to about 1600 mbar (shut the small valve and the
canister valve after the pressure is stable)
7. Leave the fridge alone only after the -N2 temperature is passed. As a guide, at
77 K, Rmc=736.6 Q, whereas, at 300 K, R,/,= 652 Q
A.9 Opening the IVC
0. Read PIvc
1. Read P3, and open the small IVC valve on the brass plate
2. Read the pressure on P3
3. Unscrew all the screws but two facing each other near the tapped holes
4. Fill IVC with air from the line A5 until IVC is at 1 atm. (The background leak
rate will be lower next time if we vent with air or nitrogen compared to He.) Note
that A2 and M5 need to be open before raising the pressure in IVC line, otherwise
A2 will not open if one tries to first raise the pressure and then open A2
5. Proceed to the opening of IVC:
5.0 Place a jack under IVC
5.1 Place one screw in the tapped hole and tighten it until the IVC external wall
moves
5.2 Remove the IVC external wall and set it aside on a plastic protector with a
plastic stopper; do the same with the second and third IVC walls (radiation shields)
5.3 Remove In seal. Be sure to remove any extra pieces on both surfaces. Store
the used In in the relevant pre-recycling drawer
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6. Test 1 K pot capillaries:
7.0 Close the 1 K pot manual valve, and check if there is any effect on the 1 K
pot pressure rate of change
7.1 Find out if the small capillary is plugged (optional):
* Open the needle valve
* Heat the capillaries with a heat gun and check whether the rate of change of
the pressure on P2 becomes greater in absolute value
* Close needle valve again, increase pressure, try to heat up again, and measure
the rate of change of the pressure until the capillary is unplugged
A.10 Verifying the still level with the capacitance
bridge
Set a small excitation voltage on the capacitance bridge, for example, 0.25 V, and
take an open circuit capacitance reading. Then, connect the leads on top of the fridge
between connectors 11 and 12.
A.11 Using the rotational stage and aligning the
sample
The stage is set to a specific position by turning the micrometer located on top of the
insert. This way, there is less likelihood of breaking the rotational stage by attempting
to rotate it at low temperature.
In cases where experiments are planned as a function of a magnetic field parallel
to the 2DEG, the following sample alignment procedure is followed for an alignment
precision better than 0.5°:
* Use the rotational stage micrometer to align the stage as vertical as possible
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* Place the sample onto the sample holder while wearing a grounded wrist strap
* Use a laser pointer for which the laser light can be leveled thanks to an embedded
level, and shine a horizontal beam of laser light directly onto the sample.
* Gently rotate the sample holder by holding the top and bottom of the stage
until the spot corresponding to the reflected beam is seen on a screen attached
to the laser. This screen contains a small hole that allows the passage of the
laser light. Note that it may be necessary to slightly loosen one of the four
screws located at the bottom of the sample holder to facilitate the adjustment
* Continue to make small adjustments to the sample holder angle until the re-
flected spot has the same vertical height as the outgoing beam
* If a screw on the sample holder has been slightly loosened, tighten it very
carefully, making sure that the alignment is maintained
* Turn off the laser, and allow the mechanical system to relax for at least half an
hour
* Verify that the alignment is still good by turning the laser back on and making
adjustments if needed
A.12 How to use the magnet up to 14 T
Connect the magnet leads to the fridge and use the magnet power supply to slowly
ramp the current. Once you reach the desired current, turn off the persistent switch
heater. Then use the magnet power supply to ramp down the current, while the
supercurrent stays in the superconducting coil. To zero the field again, ramp the
current up, turn on the persistent switch heater, and then ramp the current down.
The current in the leads and in the coil must be equal whenever the persistent switch
heater is turned on.
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Appendix B
Processing Procedures
This appendix details the specific operating procedures used to process samples
through photolithography and electron-beam lithography.
B. 1 Photolithography
This section gives the details of the standard operating procedures for photolithogra-
phy in lab 13-2035 at MIT.'
Cleave GaAs:
* Use a square glass substrate
* Use slightly wet filter paper or a clean fab wipe
* Make an "L" shape with two microscope slides, and place the piece of wafer in
between
* Use another microscope slide as a ruler above the whole structure. This one is
just a guide for the scribe; it should not touch the wafer
* Using a stainless steel scribe, make a small scratch along the edge of the wafer
where you want to cleave
1These procedures were developed in collaboration with A. Wang, O. Dial, and G. Steele.
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* Turn the chip upside down, and apply pressure with the plastic end of the scribe
near the indent. This should cleave the GaAs
* Follow the cleaning procedure after you cleave, even if you have already per-
formed some cleaning
Clean spin coater:
* Use acetone and scrubber
* Cover most of the surfaces with Al foil, making holes in the foil at the appro-
priate locations
* Clean the chuck with acetone
* Test the coater by installing a cover slip. Hit the pedal. If there is a vacuum
problem, there will be no rotation. The chuck should rotate freely, without
noise
Cleaning the chips:
* The first time you use the chip, you should wash it in boiling trichloroethylene
(TCE) on a hotplate:
- Turn on emergency exhaust
- Pour TCE in cylindrical glass dish
- Cover with shallow piece of glassware
- Put on hotplate at 150°C, 5 min (stay well below 180°C)
- Watch the bubbling until you see that the "glue" has come off of the sample
- Clean TCE residues with room temperature acetone
- Set hotplate back to 130°C
* Use 4 shallow cylindrical pieces of glassware, one each for acetone and methanol,
and two for distilled water. Perform the following steps with each solvent (in
the order listed above):
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- Wash the dish with the solvent
- Set up a Kimwipe in the dish and wet it with the solvent (use filter paper
in water). The goal is to avoid breaking the fragile GaAs substrate while
using the ultrasonic cleaner.2 Discard the excess solvent
- Add more solvent, directing the squeeze bottle toward the wall of the dish,
until the solvent appears over the Kimwipe or filter paper
- Sonicate about 3 min (Heater: 25, Degas: 8 [6 for distilled water, to prevent
chip flips])
- Note: if there is still "glue" after using the acetone, use a clean-room
applicator to help remove all the residue, and sonicate again in acetone
* Blow dry with N2
* Singe on a hotplate at 130°C: use an Al weighing dish to prevent dust contam-
ination on the surface of the sample
* Put your sample into a small Fluoroware container with a cap
Spin on Shipley:
* Turn on the yellow lights and turn off the white lights. A red light will turn on
outside the lab. Shut the lab door
* Prepare and clean a bumpy weighing dish, and have Al foil handy, to later wrap
the dish
* Preheat Bespatch oven to 90°C
* Put Al foil over Shipley 1813 bottle
* Put a test chip on the chuck
* Adjust the spinning speed after hitting the pedal. When you have adjusted the
speed, use the pedal to stop the rotation
2 A preferable method would be to use pierced Teflon beakers inside the glass dishes to prevent
lint accumulation in the solvent.
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* Use pipette to drop photoresist on the chip
* Spin 3-4 krpm, 40 s
* Put the resist away inside the refrigerator
* Put the chip in an Al weighing dish and cover it with aluminum foil
* Bake in oven, 90°C, 30 min
* 15 min into the baking process, setup the aligner:
- Verify that the compressed air is plugged (near the sink)
- Turn on the compressed air
- Turn on the aligner (switch is on the bottom stage)
- Press the green button on the far right of the light controller. If you hear
any sound, you will need to turn it off immediately. Try again after a few
seconds. The display should slowly rise toward #195
* When the sample is ready, let it cool down on its own
* Test the exposure (to ensure that the aligner is functioning correctly)
Spin on Futurrex:
* Turn on the yellow lights and turn off the white lights. A red light will turn on
outside the lab. Shut the lab door
* Set up the aligner:
- Verify that the compressed air is plugged (near the sink)
- Turn on the compressed air
- Turn on the aligner itself (the switch is on the bottom stage)
- Press the green button on the far right of the light controller. If you hear
any sound, you will need to turn it off immediately. Try again after a few
seconds. The display should slowly rise toward #195
150
__
* Take Futurrex out of the refrigerator, and cover the bottle with Al foil to help
prevent the degradation of the photoresist
* Put your sample on the chuck, and start spinning it, using the pedal. Adjust
the speed with the controller below the counter while the sample is spinning.
* Use a pipette to cover the sample with Futurrex photoresist
* Spin for 40 s
* Take your sample off the chuck, and put it inside the Fluoroware container
* Bake on a hotplate at 130°C for 1 min, covered with an Al weighing dish
* When you are done, lower the hotplate temperature to 90°C (you can make this
process faster if you spray water onto the hotplate)
Exposure with aligner:
* Put the mask onto the mask holder and turn on the vacuum. Set the mask
holder back into the aligner when the vacuum holds the mask properly
* Turn on the filtered light (use power 4 or 5)
* Remove the filter so that you can see where to position your wafer on the chuck.
Replace the filter
* Set wafer on the chuck, and do a coarse alignment. The upper red button allows
you to move the stage in the x direction and the lower one allows you to move
it in the y direction
* To do a finer alignment, rotate a handle away from you to bring the wafer in
contact with the mask. Then slide the other handle toward you to get a small
separation, and do a fine alignment. When you are ready, slide this handle away
from you to bring the aligned wafer back in contact with the mask. Note that
for small samples, photoresist beading may occur at the edges of the sample,
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making the alignment more difficult. In this case, you do not need to initially
rotate the handle all the way
* Set up the exposure time (1 min for Shipley 1813, 40 s for Futurrex, both at
5.0 mW/cm 2)
* Expose (if the aligner does not properly engage, try again)
* Remove the wafer and put it in the Fluoroware container
* Turn off the aligner light by pressing the green button and turn off the power
to the aligner
* Come back after 15 min to turn off the compressed air (during that time, it will
cool the UV lamp)
Shipley development:
* Shipley developer, 15 s (up to 20 s)
* Distilled water: twice 30 s (shake once in the second beaker)
* N2 blow dry
* Singe, 130°C, 1 min
* Look at the resist pattern under the microscope with a yellow filter
* Turn off the heat on the hotplate. Cool it quickly by spraying water, so that
you will be able to use the magnetic stirrer
Etching with piranha solution:
* Wait for the hotplate to cool down
* Measure a volume of 1:1000 H2SO4:H2 0
* Use a graduated pipette to add the correct amount of H20 2 to obtain the correct
concentration
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* To use the magnetic stirrer, press "set," "stir," and "200 rpm."
seconds
* Add chips, cover with a shallow dish
* Wait the length of time appropriate to the solution and desired etch depth
* Prepare water to wash the sample:
- Initially, briefly use shallow dish
- Then use cylindrical dishes or beakers (2 of them, 30 s each)
* Turn off the stirrer by setting to zero
* Prepare the hotplate for singeing
* Use Acetone, Methanol, water (twice) to remove photoresist
* Blow dry with N2
* Singe
Futurrex development:
* Post-bake: 90°C, min, with an Al weighing dish over the chip. When you are
done, set the hotplate back to 130°C
* Develop:
- Futurrex developer 7 s
- Distilled water: twice 30 s (shake once in the second beaker)
- N2 blow dry
- Look at the resist pattern under the microscope with a yellow filter
- Use ozone cleaner to remove dust
Electron-beam evaporator:
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Wait a few
· Vent the chamber by pressing vent button
* Mount the chip on a microscope slide using a small drop of PMMA for mounting
* Bake on a hotplate at 130°C for 2 min
* Once the chamber is at 760 Torr, open (use a new pair of gloves)
* Set up the microscope slide upside down using the clamps, and tighten the
screws. Be careful to neither touch anything in the chamber nor to breathe into
it
* Turn the sources knob clockwise and set the carousel so that gold is available
* Put the shutter into place
* Add new slides in the door so you can see through the window once the door is
closed
* Clean the parts of the chamber that you have touched (if any) with isopropanol
* Close the chamber, and hit "cycle" to pump down. Note the pressure when you
leave (stay long enough to see that the turbos are pumping down correctly)
* Fill the cold trap with 1-N2 until liquid comes out at the bottom of the funnel.
Note that the proper position for the trap is when the shutter handle has just
enough space to rotate
* To proceed: press "seal" and then "process"
* Choose the right metal to evaporate, turning the knob clockwise
* Enter the density of the metal to be evaporated by selecting density and using
the up and down arrows to get to the right number. You may switch to a
different decade by holding the up or down arrow and pressing the selecting
button. The densities of the metals ae indicated on a sheet pasted to the
evaporator
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* Verify that the vacuum, water, rot drive, and local lights are on
* Turn on the beam power
* Wait about 1 min until you hear the big fan starting
* Verify that the current knob is in the minimum current position
* Turn on the electron gun. The extraction voltage will go to 4.80 kV
* Slowly increase the current. Watch the crucible from time to time with UV
light goggles
* Once around 40 mA, turn on the scanning for the electron beam (turn the
switch to the "1" position)
* Hit "run." This will reset the thickness to zero. Open the shutter, watching
the pressure
* Once done, use the shutter to stop evaporate on the sample
* Slowly decrease the beam current (watching that the pressure is decreasing and
that the crucible becomes less bright)
* Turn off the electron gun
* Press "run" to tell the crystal that the shutter is shut (this will allow you to
change the density)
* Wait at least five minutes before changing the metal to be evaporated
* Repeat the steps with the other metals
* At the end, wait at least 5 min before turning the beam power off and hitting
"seal" and "cycle"
* Wait at least 15 min before venting the chamber
* Press vent. You will hear a click after about 10 s
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* Open the door when the pressure is 760 Torr
* Remove the slide without touching anything else
* Close the door and hit "cycle"
Annealing furnace:
* The procedure is on the wall next to the annealing furnace. A flow of forming
gas (mixture of H2 and N2) is used to prevent oxidation
* Using the controller:
- The temperature controller can remember several patterns and multiple
PID settings. Practice patterns should be made in pattern 1, and copied
to a higher pattern number when satisfied. Practice PID settings should
be made in numbers higher than 1, because 1 contains the default PID
settings
- The temperature T, setpoint, and time are typically displayed. For other
parameters, hit the display button.
- To start, hit SFT (shift) RST (reset)
- Hit PTN to choose pattern
- SFT, HLD to hold. SFT, ADV to skip a segment
- SEL: generic menu button, used to select. If you press SEL once, the up
and down arrows are used to pick submenus:
* loc locks the instrument
* prog: program
* PID: proportional, integral, differential
* SYS: system
* EHP: expert
The two menu items useful to most people are prog and PID
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- Hit DSP (display) to exit menus
- Once in the prog menu, the left and right arrows can be used to go through
segments (hit SEL to get in). The up and down arrows allow you to cycle
through options. Check that the PvSR option is set to NO
- To modify an entry in a segment, hit ENT and use the left and right arrows
- Note: the times are the times for each segment. Ramp rates are calculated
by the machine. Soak times need to be entered in a separate segment
- To insert a segment, use the INS button; to clear a segment, hit SFT-CLR
- The end of the program will show dashes instead of entries
- Note: you can copy an entire pattern by hitting SFT-copy from # to #,
where # indicates the pattern number. You can clear a program by hitting
SFT-copy from CLR to #
- Once you are ready to run the pattern, hit SFT-RUN
Probe station:
Use the two connected probes. Note that you should turn the
to the smallest possible quantity before turning the power on.
controlled with a button on the left. You can extract the slope
looking at "f"
voltage and current
The power level is
of the I-V curve by
B.2 Electron-beam lithography procedure
This section describes the standard procedures for electron-beam lithography.3 The
devices fabricated for this thesis were made with the Harvard University Raith, but
the same procedure works for the MIT Raith. The few differences between the two
machines will be noted.
3 These procedures were developed in collaboration with L. E. Calvet and D. N. Weiss.
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B.2.1 Monolayer resist recipe
Recipe:
* Spin PMMA 950 C3 40 sec at 3000 rpm
- 950 is the molecular weight and C3 indicates 3% in chlorobenzene
- spin the first 5 s at 500 rpm
Preheat hot plate to 170°C.
Cleaning substrate and chuck:
* Sonicate 5 min in acetone, do not let dry
* Sonicate 5 min in methanol or isopropanol
* Blow dry
* If you already have electron-beam patterns, do not sonicate but agitate gently
in acetone and methanol for 2 min each
Spinning and baking:
* Spin once to test spin coater
* Put on 2-3 drops of resist with disposable glass pipette and spin
* Put sample on heating plate for 10 min at 170°C
* Note: if Harvard spin coater does not spin or if you get an error message,
reposition the vacuum chuck (use force, check for o-ring), to reset press green
foot switch
* Harvard controller: Recipe/i/step/i/speed (set speed, enter)/step/2/etc. step/0;
Push green foot switch to start
Shutdown:
* Switch off power of heating plate, leave on spinner controller
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Development (after exposure and before evaporation):
* Hold sample in MIBK/IPA 1:3 developer (Mikrochem) for 60 s, then shake for
60 sec in IPA and blow dry
B.2.2 Raith instructions
(For more directions, see http://www.nanophys.kth.se/nanophys/facilities/nfi/manual/)
Summary of instructions:
* Log on and load sample
* For the standard sample holder, set Z = 12.5 mm (13.5 at MIT)(absolute)
* Start microscope and choose favorite settings
* Adjust UV coordinates (focus correction off)
* Find Au nanoparticles, focus, aperture, and stigmate
* Measure beam current in Faraday Cup
* Note all parameters in logbook
* Align write field
* Set pattern
* Write
* Unload
Detailed instructions:
* Load Sample
- First put Au particles on sample, and set sample on sample holder with
plastic tweezers
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- Put sample holder in position. At Harvard, the load is controlled by the
software. At MIT, the load is manual:
* Unlock the latch directly in front of you
* Pull out the latch hidden behind the structure and pull out the tray
using the black section of the rod adjacent to the tray. Proceed slowly.
The tray will stop shortly after the metal rails become visible, but it
will fall out if pulled too fast
* Lift the left top latch and rotate the tray just enough to be able to
put the sample holder on it
* Set sample holder in place (the x and y edges will be parallel to the
tray edges when the sample holder clicks into place)
* Close everything by repeating the steps above in reverse order
- Launch Raith software
- Typical loading errors (while loading Raith software):
* Pattern generates not ready
* Try resetting high performance scan processor
* Try loading Raith again; if error shows up again, reboot
* Piezo controller error: hit the reset switch on EOA3 (next to the GPIB
connector on the front panel)
- Go to File/Open/Navigator/Exchange Navigator/Load Sample on Raith
Computer. Check lights on TCP015 Pfeiffer Vacuum Turbo Controller
when you do the manual load and push on the load lock to ensure the seal
is made (otherwise, the turbo acceleration will time out, and you will need
to restart the turbo):
* Pay attention when the mechanical pump starts making noise. If the
noise does not decrease, you need to manually help the tray make a
seal.
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* When prompted, push the rod in and click yes when asked about
height change
* When prompted, pull rod out (check that red light is turned off when
you go over the switch at the end of the rod)
- Reset Coordinate System? Yes: UV becomes the same as XY
- Switch on Beam? Yes
* Accelerating Voltage = 30 kV, Aperture = 30 m (10 /Im can be used
for higher resolution, but imaging is more difficult)
* Start microscope
- The icon with a rectangle and a square changes between SE2 and CCD;
in CCD mode, the beam is blanked (be careful: it overrides Raith control,
i.e. if switched to CCD mode, no structures can be written - even if the
Raith computer appears to be writing)
- If the icon with the magnifying glass is clicked, the left mouse button will
change the magnification and the middle mouse button will change the
focus
- SEM Computer: if the beam cannot be turned on, reload
- For the standard sample holder, set absolute height Z = 12.5 mm (MIT:
13.5 mm) (Stage Control Window, destination, select XYZT absolute, set
Z, hit start or use the 12.5z command [lower case z for absolute 12.5 mm])
- Detector: Signal A should be SE2 not In Lens at 30 kV. Go to lowest
magnification
- Choose Scan settings: Scan Speed 2, Noise Reduction:Fr Ave, N= 1 or 2
- Set a preferred scan rotation: go to the scan menu and click on rotate/tilt
- WD-11 mm (7mm at MIT) on sample, different on Faraday cup
- Blank beam and go to Clip (Stage Control, Command)
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- Unblank beam, set Auto BC = BC on detector tab in SEM control window.
Turn in back off right after the image is adjusted, so that there is no Auto
BC when the beam is turned off
* Adjust UV coordinates (Optical lithography pattern) (Adjust UV Window)
- Designate three alignment marks that are distant from your area of inter-
est. These will be used for a three-point alignment
- Find the first mark
- MIT only: use the two piezo switches until the stage sticks in one place.
Leave them off when done.
- Click on the UV align window. Then go to Edit, display options, where
you can choose whether to enable the autofocus correction
- For each alignment mark, uncheck the box on the left, assign uv values,
and read the XY values. It is a good idea to use the same magnification
for the three marks
- Once all three points and corresponding uv are entered, check the three
boxes on the left to lock the conversions
- Hit adjust
- Try moving to another (smaller) alignment mark by entering the absolute
uv coordinates of this mark as a check that the coordinates that you have
just set are correct
* Find sample, focus, aperture, stigmate
- Find Gold nanoparticles, change to small square (button with small square)
for a faster scan
- (Optional, MIT only) Stage leveling window:
* Read the 3rd point. Blank the beam
* Read the 2nd point. Blank the beam
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* Read the 1st point. Blank the beam
* Save. To level, select the right set of points, and click level wafer.
* If you get a message saying that it is impossible to level, you will have
to adjust the WD to somewhere in between the extremes
- Focus
- Use aperture menu on SEM. Use wobble feature to align the aperture. BE
CAREFUL if you use aperture align; very small changes go a long way.
Write down aperture values into logbook
- Stigmate
- Once you have a good image, make sure to save this XYZT position as
"Favorite Spot"
* Measure beam current
- Go to Faraday Cup (Faraday cup on holder)
- Zoom into FC (magnification should be > 10 kX, but no need to refocus)
- Measure current
- Write into logbook: Syst. Vac., Gun Vac., Extract. Curr., Beam Curr.,
Voltage, Aperture (most of these parameters are available by hitting the
PQ icon)
* Align Write field (beam alignment)
- Click: new image, select area. Zoom in
- Go back to gold nanoparticles (Favorite Spot) and find a feature on which
to align write-field. Alternatively, go back to an alignment mark
- Focus on this feature
- Raith: go to "Microscope Control" and set the write field size (550x [600x
at MIT]; 100 um)
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- Go to File, new image to get an imaging window within the Raith software.
Hit the icon to perform a single scan (it is one of the specific icons that
have just appeared to the right of the tool bar).
- Notes:
* You can zoom in into a point by left-clicking at the location of this
point. Then, right click and hit zoom 2x
* You can move a feature to the center by holding CTRL, right-clicking,
and hitting the icon for a single scan
- Open new position list (from File menu), go to Filter menu and select
Align write field; 1,2,3 checked, 4 unchecked
- Set Scansize to (50,50) and hit create and scan marks. Note: placement
should be 40% of the write field on each side. This size can be calculated
automatically by the Raith software if you hit the x box to the left of the
relevant field. Hit scan and create marks
- Hold CTRL and drag the center of crosshairs to the alignment point. Then
hit continue
- Repeat the operation by setting the scan to a smaller and smaller dis-
tance (10, 5, 2, 1) depending on how accurate your alignment needs to be.
(Unless you have a stitch field, 1.2 micron is sufficiently small.) You are
finished when you can move a 1.2 micron area by nearly 50 microns and
still see the feature.
* Check that the writefield correction factors are near 1 in the writefield
window. If not, you either did an unsatisfactory job when aligning,
or the output device is wrong. The output device should be set to
Default Printer in the SEM status menu at MIT. This is what gives a
100 micron writefield for 330x magnification at MIT.
- "Apply these writefield corrections?" Yes
- When done close position list, do not save
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* New pattern
- Click on the GDSII window
- Make new database from the file menu
- Right-click in GDSII window, click New, and create a structure
- Go to Edit menu under Display options and check the centering and write
field size
- Notice: after using a drawing button deactivate by clicking the red cross
(X) symbol in top task bar
* Set Pattern (Double clicking in the GDSII Database brings up the "view" win-
dow; to modify a pattern, select the "edit" window instead. Use "create" to
add a layer and use modify to change parameters)
- Make sure that, under the UV Display options, the local origin = center.
(Edit: Display options)
- Make sure that edit-working areas-current view is set to the write field size
(C. U 0, C. V 0, Size U 100, Size V 100)
- For exposure test write a matrix (edit/select all, modify/dose/0.5, mod-
ify/duplication/matrix, lx10 elements (orthogonal, base vector 1: 0, 0,
base vector 2: 0, 1 Mm, dose: 0, 0). Edit/ Select all, Modify/Duplicate/Matrix
(orthogonal, base vector 1: 0, 0, base vector 2: 0, 15 m, dose: 0, add 0.2).
Edit/unselect all
* Writing
- Open new position list and drag the object to be written from the GDSII
window to the position list. Right-click properties, and set the correct
coordinates of the object (relative to UV origin). BE CAREFUL: the
program uses millimeters),
- Assign layer (e.g. 0) in position list
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- Exposure Window, Calculator: set area dose 500 and area step size 0.020 Am,
and hit dwell time calculator (The beam speed should be < 5 mm/s and
dwell time is > 1 s)
- To make an array, go the Filter menu and select Matrix copy
- To write: highlight objects in positionlist, right click and hit scan (or go
to the filter menu and click on scan all)
- Check picoammeter to see if you are actually writing
File/Open Navigator/Exchange Navigator/Click on unload sample
- Pay attention when the mechanical pump starts making noise. If the noise
does not decrease, you need to manually help the tray make a seal
- MIT: follow the rest of the instructions for the rod, just as at the beginning
of the procedure
B.3 Harvard TE-5 thermal evaporator
This section details the standard operating procedure for the Harvard thermal evap-
orator. Note: this machine has a water-cooled stage.
Pump down:
1. Check that all pumps and valve switches are closed. If any are open, close them
in a logical order
2. If the jar is under vacuum, open the vent valve
3. To raise the lid, turn the switch to the "raise" position. As long as the gas pack
is full, the jar should lift all the way up without problems
4. Mount the sample and check that the shutter will cover your sample by hitting
the open and close shutter buttons on the controller
5. Set up the metal to be evaporated. For instance, set up the Cr rod and the Au
boat (positions 1 and 2). Note that position 1 is the closest to you
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6. Lower the lid by turning the switch to the "lower" position
7. Turn on the mechanical pump and open the roughing valve
8. When the pressure reaches 150 to 200 mTorr, close the roughing valve and turn
off the mechanical pump. Then open the vacuum valve and turn on the ion
gauge IG1
9. Wait until the pressure is - 10 - 5 Torr. Turn on the power to the evaporator
(using the switch button) to slowly crank up the current to 20 A to outgas Cr
(position 1). If there is no current and the dial is above 0.6, turn dial back to
zero, use the handle to change the position away and back to 1. Try again
10. Wait until the pressure is about 4 x 10- 7 Torr
Program:
1. Hit Program and use the up and down arrows until the correct FL# appears.
#1 is for Cr and #3 is for Au
2. Hit enter and use the arrows up and down to set density and do the same again
to choose thickness. Then hit enter until you see the current rate and thickness
(both zero at this point)
3. Repeat for all different metals
Use:
1. Turn on evaporator power
2. Fill in parameters in the log book
3. Slowly crank up the current. Look at the rate of thickness increase to see when
to stop increasing the current.
4. When ready to start, hit zero and open the shutter. The front panel will show
that the shutter is open with the word "shutter"
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5. Write down the parameters during the evaporation (such as the pressure during
evaporation)
6. The evaporator will stop automatically when the correct thickness is reached
7. Lower the current and shut the evaporator power
8. Hit zero (this resets the timer). Wait 30 s if you need to evaporate another
layer or 5 min if this is the last metal
9. To vent: close the high vacuum gate valve, and open the vent valve
10. Hit zero (to reset the timer)
11. After -4 min, turn the switch to the "raise" position to raise the lid
12. Remove the sample, the boats, and the rod
13. Vacuum clean the bottom (and top). Make sure to remove any metal layer that
peels off
14. Lower the lid, turn on the mechanical pump, open the roughing valve, and hit
zero
15. When the pressure is low (rough vacuum), close the roughing gate valve and
turn off the mechanical pump
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