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A b str a c t
Off-line programming of robot workcells offers the potential for reduced 
downtime when new tasks are to be taught so lowering costs and increasing 
production flexibility. A review of literature shows that a major limitation to the 
wide spread use of off-line programming has been the lack of cheap, simple tools 
to measure the pose of the robot for calibration of the arm signature and tool 
centre point offset.
This thesis describes the design, development, and testing of a new, low- 
cost, vision-based sensor concept to meet this measurement need. Two versions 
of the sensor concept are implemented, one built around a single camera and the 
other using two cameras. These prototypes are capable of measuring both the 
position and orientation of a robot's end-effector. Tests demonstrate their 
measurement accuracy: about ±0 .1mm and ±0 .5 ° in position and orientation.
Automatic image analysis routines are developed for identifying the tool 
centre point of a robot-mounted weld torch. A case study describes testing of the 
single-camera sensor in a factory workcell. This demonstrates the robustness of 
the measurements collected and the speed of operation of the sensor in an 
industrial environment. The tool centre point offset could be calibrated 
automatically in about one minute compared to tens of minutes using existing 
manual techniques.
Measurements are used to calibrate the kinematic model of the robot arm 
and the tool centre point offset. Average accuracy of off-line generated 
programmes is improved from worse than 30mm errors to better than 0.5mm 
across the approximately 1m diameter working volume of a Puma 560 robot.
This level of accuracy is suitable for the welding application which required an 
accuracy of 0.5-1.5mm.
Further consideration is given to industrial application of the sensor in 
particular for on-line monitoring of the robot tool during extended production 
runs and future use could include calibration of other, more complex end- 
effectors.
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C h a pter  1 
In t r o d u c t io n
1.1 The Benefits of Off-Line  Pr o g r a m m in g
Industrial robots offer the potential for flexible production through their re­
programmability and dexterity. However, traditional methods of programming 
have been slow and laborious. Therefore, robot usage to date has concentrated 
on simple tasks within high volume production to minimise the programming 
requirement. Robots perform well at such tasks because they are highly 
repeatable — once the joint values to reach a specific goal have been recorded, 
the robot can return to that point with a high degree of precision. Accuracy — 
the ability to reach new goal positions that have not been visited previously — 
has been achieved by the programming of tasks through teach-by-lead methods. 
An operator uses a joy-stick or teach pendant to guide the robot through the new 
task. The person's eye to robot hand co-ordination is relied upon for position 
feedback to servo the robot to its goal. But production m ust be stopped while 
programming takes place and the down time can be considerable. In studies by 
VTT Technical Research Centre of Finland it was found that typically teach by 
lead programming takes of the order of 1 hour to produce 1 minute of robot 
welding program [Renfors, Aalto, and Jokela, 1993]. Thus flexibility is lost in 
favour of long-production runs.
One solution to this down time is to develop new routines away from the 
production line — off-line programming or OLP. As computer power has 
increased it has become possible to create graphical simulations of workcells.
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The image on the screen can be manipulated until the new robot task is being 
satisfactorily performed. The programme is then down loaded to the real 
workcell with minimal disruption to production. Thus new tasks can be 
introduced more quickly allowing greater flexibility in production. The 
researchers in Finland produced the same robot programs using OLP at a rate of 
4-5 minutes of welding program per 1 hour spent with the off-line workstation. 
Down loading and verifying the program only tied up the production workcell 
for about 3 minutes per 1 minute of welding. Program development lead-time 
was reduced by a factor of 4. Workcell down time was reduced by a factor of 20.
Such OLP is already widely used for machine tools but its spread to 
robotics has been slow. This is because to work successfully the simulation must 
match the real workcell to accuracies of the order of a fraction of a millimetre. 
Thus calibration is a major stumbling block.
Whereas teach-by-lead relies on hum an accuracy and machine 
repeatability, for OLP to work the machine and its simulation m ust be accurate. 
Now, rather than returning to previously taught joint settings, it is necessary to 
calculate what those joint values m ust be without feedback from a hum an 
operator. For machine tools this accuracy is more easily achieved than for 
robots. Machine tools have relatively small working volumes, the motions that 
are required are limited and their axes of motion are designed to be stiff. 
Therefore, measurement and calibration of the motion is more straightforward. 
Robots on the other hand are designed to be dextrous, moving over a large 
volume often along complex paths. This makes measurement and inspection of 
their motion difficult.
This thesis describes work undertaken to address the problems of robot 
calibration for off-line programming through the development of a new sensor.
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1.2 FOUR STEPS TO OLP
The general discussion above can be formalised into four steps to produce a 
calibrated system:
1 / Model all parts of the system
2 /  Take measurements of the real workcell
3 /  Analyse the data to identify the best fit parameter values
4 /  Incorporate these new values to compensate for errors.
Choices made about the first two steps will to a great extent define the 
approach taken in the latter two. Therefore, these are the steps on which this 
work concentrates: modelling and measuring.
Taking a closer look at the workcell, it is seen that this too can be divided 
into four areas, each with different calibration requirements, as illustrated in 
Figure 1.1. In this Figure the robot is welding bicycle fork components.
Figure 1.1: Four areas for modelling and. typical frequency of calibration
1 / Robot Arm Signature: checking the arm parameters (link lengths and 
orientations) are modelled correctly. This should only change after 
major services of the robot, perhaps once or twice per year.
2 /  Tool Centre Point (TCP) Offset: this can be considered a special case of 
the signature calibration, checking only the length and orientation 
parameters of the tool attached to the end of the robot arm. The length
Robot Arm Signature 
(1 -2  per Year)
2 j  Tool Centre Point 
(1+ per Shift)
3 )  Fixture Po 
(1 per Set
4 ) Part/Path Location
(1 per Cycle)
 Offset 
sition 
-Up)
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of the offset may change for example from day to day because of tool 
wear or the use of a tool changer.
3 /  Fixture Position: checking the location of other features relative to the 
robot, for instance manipulators, positioners and fixtures. The location 
of large features such as positioners will not vary significantly through 
the year and servoed joints can be treated in a similar way to the joints 
of a robot. Depending on batch sizes and manufacturing demand the 
frequency with which small parts of the fixturing may be changed is 
typically between daily and weekly periods.
4 /  Part/Path  Localisation: the location of parts within the fixture or 
specific paths on those parts that must be followed for a given task 
may vary from cycle to cycle because of the manufacturing tolerance of 
the parts.
Typically, calibration will be performed in the order in which the different 
areas are shown above. The first three areas vary slowly with time. Therefore, 
compensation can be included into the OLP system. Some form of external 
measuring system is needed to calibrate the robot arm signature and tool offset. 
Once the arm and tool have been calibrated robot movements can be m apped 
accurately into positions in the robot model. The robot can then be used to 
measure the location of other features by driving it to touch key points and 
noting its position. So again the first two areas are where this research 
concentrates. The fourth area, p a rt/p a th  calibration, may require frequent 
correction if cycle times are low and manufacturing tolerances upstream  lead to 
significant variations in parts presented to the robot. Such variations m ust then 
be addressed by on-line sensing. Solutions to this will tend to be case specific, 
tailored to the particular components and tasks. This lies outside the field of off­
line programming and general calibration strategies which are investigated in 
this thesis.
The remainder of this chapter reviews the existing literature on the four 
steps to calibration and emphasises that of these steps it is measurement that still 
presents the greatest problem. Key features for a good measuring system are 
identified and present systems are discussed.
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Chapter 2 discusses the design and development of a new measurement 
system incorporating those key features. At the heart of the sensor is a camera. 
The calibration of this imaging system is described.
Chapter 3 gives the results of an industrial case study of the sensor and its 
application to the task of arc welding. The image analysis routines are described 
that have been written for automatic measurement of the key features of a weld 
gun. The robustness of the sensor and software are tested in an industrial 
workcell. Extension/adaptation of the sensor to the measurement of other tools 
is considered
Chapter 4 describes the identification of robot arm signature and tool 
offset parameters from the measurements produced by the new sensor. The 
accuracy and robustness of the calibration strategy are assessed from 
experiments performed on a robot in the laboratory.
Chapter 5 works through another iteration of the sensor design and the 
resultant improvements achieved in the robot calibration accuracy.
Chapter 6  gives a use-case analysis: measurement strategies w ithin an 
industrial environment. This shows the envisaged working of the sensor in a 
production workcell. Some of the problems encountered during the sensors 
integration into an industrial environment are also described.
Chapter 7 draws together the results and conclusions of the work and 
looks to the future development of the system.
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1.3 MODELLING
1.3.1 Geometric Models
The components of a workcell which have to be modelled can be split into the 
four areas shown in Figure 1.1. This also shows the frequency with which the 
components ought to be calibrated. At the heart of any workcell simulation is 
the model of the robot arm which allows the Cartesian position of the tool tip to 
be calculated from a set of joint angles: the forward kinematics, and, working the 
other way, to calculate the required joint angles to reach a given Cartesian 
position: the inverse kinematics. A modelling convention is required that can be 
applied to a range of robot arm structures to allow efficient calculation of the 
kinematic transformations. Once this has been developed it can be adapted to 
represent the other components of the workcell and to transform the co-ordinates 
of points specified with respect to one component in to co-ordinates relative to 
another. Therefore, this review concentrates on the robot and its end-effector: 
the arm signature model and the tool centre point offset.
The key parameters to be modelled are the geometric features of the robot: 
link lengths and joint orientation. Such parameters should remain constant 
regardless of the robot's position and loading. At a more advanced level one 
might wish to model non-geometric effects such as the effects of link compliance, 
bearing wobble, and gearing imperfections. Dynamic effects are also important 
to some high speed, path following processes. This section describes the key 
developments in modelling.
A survey of existing literature shows that the majority of researchers agree 
that geometric effects are by far the most significant accounting for 80-90% of 
errors between robot manufacturers' nominal kinematic models and real arm 
structures [Judd and Knasinski, 1987 and 1990; Albright, 1993; IGRIP, 1993].
One of the first and now most widely used modelling systems was 
devised by Denavit and Hartenberg (DH) [1955]. This system is worth 
considering in some detail as it forms the basis for many of the more recent 
developments.
The DH model uses homogeneous matrices to represent the 
transformations between each link of the robot arm. The properties of
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homogeneous matrices: clear representation of position and orientation of one 
point relative to another, simple combination and inversion of transformations, 
and so forth, is their great advantage over other systems of representation. (For 
more information on homogeneous matrices, see for instance Fu, Gonzalez, and 
Lee [1987] or Paul [1981]. Knowledge of homogeneous matrices is also assumed 
for the camera model described in Chapter 2.) The DH model supplies a simple 
set of rules to follow for the assignment of co-ordinate frames and transformation 
matrices to the robot:
1 / Identify each link of the robot and assign a number in order from the 
base towards the tool tip.
2 /  Identify the common normal between consecutive joint axes.
3 /  The origin of co-ordinate frame n  is located at the intersection of joint 
axis n + 1  and the common normal between the axes of motion of joint n 
and n+1 .
4 /  The z axis of frame n  is orientated to define the axis of rotation (or 
direction of travel for prismatic joints) of joint n+1 .
5 /  The x axis of frame n  points along the common normal from frame n-1.
An example is shown in Figure 1.2 for three revolute joints n-1, n, n+1. 
Note co-ordinate frame n-1 lies on joint n, frame n lies on joint n+1 .
The transformation from frame n -1  to frame n  can then be expressed by 
the following series of homogeneous matrices:
= R (z ,e jT (0 ,0 , r jT % ,0 ,0 )R(x,(%J [L1]
Which can be interpreted as:
Rotate frame n-1 about zn_i by an angle 0n, the joint angle
Translate along zn-i a distance rn, the offset
Translate along the rotated xn_i, a distance ln, the link length and
Rotate about xn the twist angle ccn
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Joint n
Joint n+1
Joint n-1
Z n
Z n-1
Xn-1
Figure 1.2: Definition of joint numbers and co-ordinate frames in the DH
model
When multiplied out this then has the general form:
n -1 A_ =
cos0„ - s in 0 ncosan sin0 n sinofn ln cos0 „ 
sin0 n cos0n cosan - c o s 0 nsinan ln sin0 n 
0  since. cos ce. r
0 0 0 1 [1.2]
Following this system, for an arm such as the Puma with 6  degrees of 
freedom, frame 0 defines the robot base position. From the rules above, the zq
axis m ust be aligned with joint 1 but the position of frame 0  along the joint axis 
can be chosen arbitrarily. Conventionally, it is often defined to lie at the 
intersection (or closest point of approach) of the axes of rotation of joints 1 and 2  
such that ro and 1q will be 0.
The forward kinematics can then be evaluated as: 
% = ° A ,'A /A /A /A /A , [1.3]
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For robot designs where adjacent joints are either parallel or 
perpendicular to each other this representation works well. Many elements in 
the transformation matrices of individual joints become one or zero. The product 
of the joint transformations is then easier to calculate.
There are however a number of limitations with the DH model. Most 
significantly, as both Hayati and Mooring noted at about the same time [Hayati, 
1983; Mooring, 1983], for real robot structures when adjacent, revolute joints are 
nearly but not quite parallel then the joint offset parameter, rn, is ill-conditioned 
and non-continuous. If adjacent joints are parallel then there is no unique 
common normal. In this case one might pick any convenient value for the offset. 
But if there is a small change in joint alignment then the common normal takes a 
unique value and there can be a large change in rn and the frame origin.
This ill-conditioning can lead to problems in calibration when gradient 
descent methods are used to identify best fit parameters. Such techniques may 
become unstable, oscillating, or never converging on a good parameter fit. 
Therefore, Hayati proposed an alternative series of parameters to specify the 
joint transformation for the near parallel condition. For joints n  and n + 1  nearly 
parallel, the following steps are followed (Remember that the position of joint n  
is defined by frame n-1 ):
1 / Define a plane that is perpendicular to the axis of rotation of joint n  
and passes through the origin of frame n -1  (which lies on joint n)
2 /  The intersection of this plane with the joint n+1 axis defines the origin 
of frame n (which lies on joint n+1).
3 /  The line drawn between the origins of frame n-1 and frame n defines 
the direction of the x axis of frame n.
4 /  The z axis of frame n  lies along the axis of rotation of joint n+1 .
This can be expressed by the series of transformations:
" " X  =  R(z,Onm r nA O ) R U a nm y A ) [1.4]
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Joint n+1
Joint n
Note: ^
• Frame n-1 lies on joint n
• Origin of frame n-1 is 
defined by DH transform
Yn from joint n-1 (not shown)
Figure 1.3: Modified frame allocation for near parallel revolute joints
Which expands to the general form:
'-sa„s/}„s0„ +cftc<9„ -ca„s0„ sa„ eft se„ + s/3,,c0„ r„cft"
„-,A = sa„sftcft +eftsft ca„cft -sa „ c ftc ft+ sftsft  r„sft
-ca„sft sa„ ca„cft 0
0  0  0  1
[1.5] ■
Where c means cos and s means sin of the following angle.
If adjacent joints are near perpendicular then this beta-model is ill- 
conditioned. Therefore, the full arm model should be made from an appropriate 
combination of DH and beta transformations.
(Mooring proposed a different modelling convention reviewed below 
after this discussion of DH techniques.)
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The other limitations of the simple DH model arise because of the way in 
which consecutive joint frames are aligned relative to each other. The x axis of 
one frame m ust point along the common normal to the z axis of the previous 
frame. For revolute joints this then defines the joint zero position. In practice 
joint encoders may be m ounted at some other user defined orientation and the 
robot can have an arbitrary "zero" or home position. This limitation in the 
model can be remedied by replacing the parameter 0 , the joint angle, with
0=0+06 [1 .6 ] 
where 0  is the angle given by the joint encoder and 80 is the constant 
"joint-zero offset" between the encoder's actual zero position and the zero 
position required by the DH model.
Similarly, it is desirable to be able to specify the robot's Cartesian position 
relative to an arbitrary external co-ordinate frame (for instance relative to an 
external measuring device). This can be achieved by including another constant 
DH transformation frame from the external "world" frame to the robot base, 
frame 0. Following the DH convention, this will then define the origin of frame 0 
exactly rather than allowing it to be placed freely along the joint 1 axis. This 
limitation becomes significant if the robot tool position is to be referred to more 
than one measurement sensor — the case described in Chapter 4. (A further 
refinement to the DH model is then described.)
Also, the tool centre point (TCP) will be at some arbitrary offset from the 
tool attachment point (TAP). The restrictions on how the common normal and xn
axis line up mean that a DH transformation cannot be used to define the TCP 
position, instead six parameters must be used to allow its arbitrary placing. Note 
also that in general, the TCP offset cannot be separated from the transformation 
of the last frame of the robot. Therefore, if Roll-Pitch-Yaw orientation notation is 
used, the joint 6  and TCP offset transformation becomes:
"_1An = R(z,06)R(y,j3)RU,a)T(d^,dy,dz) ^ '7]
c j3 c 0 6 -  casd6 + saspc06 sas06 + caspcQ6 c14 
nl c/?s06 c o 5c 0 6 + s o s j 3 s 0 6 - s c c c 0 6 + c o s j 9 s 0 6 c 24 
" -  sj3 sacfi cacfi c34
0  0  0  1
[1.8]
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c14 = dx(cpc 06)+ dy(-cas 06 + saspc06 ) + dz(sas 0 6 + caspcd6 ) 
c24 = djc(cpsd6)+dy(cac66 + sasps06) + dz(-sac66 + casj3s06)
C34 = dx(-sp)+dy(sacp) + dz(cccc(ï)
Alternatively, Euler angles can be used which, as will be seen in Chapter 
4, leads to simpler calculations for certain types of tool:
c14 = dx(cacpc06 -  sas0 6 ) + dy(-soccpc06 -  cas0 6 ) + dz(sPc06) 
c24 = dx(cacps06 + sac06)+dy(-sacps06+cac66)+dz(spsQ6)
C34 = dx(-casP) + dy(sasP) + dz(cp)
Further analysing these models, Everett with Uriels and Mooring [1987], 
and with Hsu [1988] summed up the features that make a good kinematic model: 
completeness, proportionality, and equivalence.
Completeness is defined as the ability of a model to relate the tool pose to 
the joint displacements for any manipulator while also allowing free placement 
of an external reference frame against which to define the tool pose and free 
choice of the zero position for all of the joints. By considering the restraints that 
are required to define the pose of one co-ordinate frame relative to another, one 
can calculate the number of independent parameters that are required to 
represent any series of joint transformations. W ithout repeating the details of 
their analysis it can be shown that the number of independent parameters 
required for model completeness is
" \  = R(z,66)R(y,p)R(z,a)T(dx,dy,dz) [1.9]
cocj8c06 - s a s 0 6 - sacpcd6 -  cas06 sj3c06 c14 
caeps06 + sac06 - sacps06 + cac06 sj3s06 c24 
-casP  sasp cj3 C34
0  0  0  1
[1.10]
N=4R+2P+6 [1.11]
Where N is the total number of parameters required, R is the num ber of 
revolute joints, and P the number of prismatic joints.
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Thus for a robot with 6  revolute joints such as the Puma,
N = 4x6+6=30 [1.12]
This matches the DH model description above once joint zero offset 
parameters are included:
4 parameters defining the world frame to robot frame 0 DH 
transformation
5x4 parameters for DH (or beta model) transformations for joints 1-5
6  parameters for the joint 6  and TCP offset
30 Total
Proportionality means that small changes in the real robot structure should 
be represented by small changes in the model parameters. Again the above 
model with the beta model modification fulfils this requirement.
Equivalence of models means that the parameters of one model can be 
transformed into the notation of another model. Any two complete models 
exhibit equivalence thus they should produce the same accuracy as each other.
In practice, when identifying real robot structures, fitting the parameters of one 
model to a set of measurements may be simpler than finding best fit values for 
another model (especially if one model does not exhibit proportionality). For 
instance one representation may require less computationally expensive 
calculations. Thus the accuracy with which parameters can be identified may 
vary and so affect the accuracy of kinematic calculations made with that model.
These three features can then be used to assess other modelling 
conventions against the benchmark of the (modified) DH model.
The IGRIP simulation package offers an alternative modelling convention 
known as the "Delta Vector" representation. This was introduced so that 'the 
parameters would show better "proportionality" to the kinematic errors at each 
joint without the "singularity" problems of the DH model for consecutive 
parallel joints/ [IGRIP, 1993]
Algebraically it allows the nominal joint axes and co-ordinate frames to be 
placed arbitrarily using 6  independent variables, X Y Z position and Roll Pitch 
Yaw orientation to define matrices between adjacent joints, ”~1An. Then to correct
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for errors in the real robot, 6  more parameters define another transform ation, 
"^A ', to combine with the nominal matrices. Since the changes might be
expected to be small they are referred to as "delta_" X Y Z Roll Pitch and Yaw, 
hence the name of this modelling convention. Overall the kinematics become:
°T 6=° A  j0 A,'1 A 21A 2 ...
However, during calibration, to avoid redundancy in the parameter 
fitting, for each joint only four of the possible six delta values are identified. The 
others are held constant. Therefore, this representation is complete and 
equivalent to the modified DH model and theoretically should not give greater 
accuracy.
Within the IGRIP environment there may be some small advantages to 
using the delta vector representation. It allows a user to place robot links and 
axes arbitrarily without limiting motion to be about the Z axis. (Although even 
with the DH model a simple swapping of axis labels has a similar effect). It 
would appear that the identification routines are better tuned to finding delta 
vector parameters therefore in practice they give slightly more accurate IGRIP 
models. Since information about the precise working of the kinematic models is 
not given away by the manufacturers it may well be that internally IGRIP uses 
only one representation and the user chooses how this is presented: DH or Delta.
Other researchers have gone beyond the use of 4 parameters per link and 
30 parameters for the whole arm. For instance the S-model [Stone, 1987] uses 6  
parameters to model each link — an additional translation and rotation are 
added to each link transformation. The main benefit of using extra parameters is 
that each link can be characterised independently of the other links.
Identification of model parameters is performed by moving one joint at a 
time. Moving individual revolute joints causes the tool tip to describe a circle 
(and prismatic joints describe a line). Identification finds the model parameters 
from the plane and radius of the circle and can be performed using linear least 
squares techniques. As well as simplifying the identification process this also 
highlights non-geometric effects. If non-geometric effects such as link 
compliance or bearing wobble are significant the measured points will not lie in a 
p lane/on  a circle. However the S-model does not attempt to model these effects.
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In terms of model completeness there are redundant parameters so the S- 
model parameters can be reduced to a DH form. Then from equivalence the S- 
model will not be more accurate than the DH model.
As well as being its strength the individual identification of model 
parameters is also its limitation: since it requires the ability to measure the robots 
position to high accuracy over a large volume. As discussed in the next section 
this is difficult and expensive. Therefore, I have not chosen to work with this 
model over the modified DH model. As Hollerbach [1989] noted:
'One issue that should be settled in the future is the choice of co­
ordinate system representation. One strong alternative seems to be 
the Hayati modification of the Denavit-Hartenberg representation.
It is not clear at this point what advantages the six-parameter 
representations would have for modelling lower-order kinematic 
pairs, while they have the disadvantage of redundancy/
Returning to the discussion of the effects of near parallel axis mis­
alignment on the DH model. Mooring [1983] noted that for a Puma 560 a 1° 
alignment error gave 25mm errors in the tool position. In a move away from DH 
model formalism where the position of one joint is defined with reference to the 
previous joint, he proposed a modelling system that described all links relative to 
a fixed world reference frame: the zero reference model. The reference frame 
could be placed arbitrarily. Joint rotation axes are defined by a unit vector and a 
point through which the axis passes. But as Mooring later went on to show and 
as one would expect through equivalence, this model does not offer significant 
benefits over the modified DH model. Research continues into other alternatives 
to (modified-) DH models, for instance Okamura and Park [1996] have proposed 
a system based around a product of exponentials. Combining zero reference 
models and new mathematical techniques their system offers the possibility of a 
model that has good proportionality but avoids the need for a -priori knowledge 
of the nominal robot structure when picking matrices to represent different links. 
As yet though, no robot manufacturers have taken up their ideas and no 
controllers have been built around this formulation.
Another geometric modelling technique that has been proposed is the use 
of a quaternion or dual-quaternion representation [Altmann, 1986; Feria and
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Codina, 1986; Wamecke and others, 1991; Dobrovodsky, 1994]. While this 
system might be described as mathematically "elegant", it offers no great 
benefits over homogeneous matrix representations. Therefore, I have chosen not 
to follow this system further.
1.3.2 Non-Geometric Effects
The preceding discussion has addressed the problem of representing geometric 
parameters: the length and orientation of the links and joints. These 
representations assume that the arm parameters do not vary with the arm pose 
and ignore effects such as gear backlash and runout, bearing wobble, and link 
compliance. Opinion is split as to whether this is indeed a justifiable assumption 
and a number of modelling conventions for non-geometric effects have been 
suggested.
For instance Ahmad [1985] proposed a model compensating for backlash, 
gear eccentricity, and link compliance. The absolute limit on accuracy caused by 
the effects of joint encoder quantisation/resolution was also considered. 
However, the work was theoretical and no attempt was made to experimentally 
test the ideas. In practice the model may well have been too complex to be 
useful.
Whitney, Lozinski, and Rourke [1984 and 1986] experimentally calibrated 
a model of a Puma 560 robot including non-geometrical effects. Overall they 
improved the accuracy from about 5mm errors down to about 0.2mm but from 
the test data presented the model validation was not necessarily performed over 
a large working volume. Even so, as they noted, 'achieving a calibration residual 
error of less than 0.5mm was more difficult than we expected/ The final model 
was significantly more complex than a geometric model. Rather than using 
encoder joint angles (plus a zero offset) for kinematic calculations, each joint 
angle was calculated as the sum of four trigonometric functions of encoder 
readings. Thus forward kinematic calculation would take longer and solving the 
inverse kinematic problem would require much numerical searching.
Chen and Chao [1986] investigated the inclusion of gravitational effects on 
joints 2  and 3 of a Puma 760 robot. Average errors before calibration of 5 .9 mm 
were reduced to 1mm with geometric calibration and 0.27mm with non­
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geometric models. However, th e ir  experiments involved measuring 200 robot 
poses using manual theodolites — a slow and laborious task.
Judd and Knasinski [1987 and 1990] suggested using functions of sines 
and cosines of joint angles to model effects of gear train errors at each joint 
transformation and also included gravitational deformations of the arm in their 
model. They also tried adding an additional homogeneous transformation to the 
tool pose based on fundamental frequencies of a Fourier series relating all 6  joint 
angles to measured pose error. Overall they found that for an AID-900 robot 
95% of the end-effector error could be accounted for by improved geometric 
parameters. Modelling of non-geometric effects only improved the overall error 
by a further 1-2%. In terms of distance, errors were reduced from 16mm, to 
0.8mm with geometric compensation, to 0.5mm with non-geometric parameters. 
Measurements were made using manual theodolites.
A number of other researchers have found non-geometric parameters to 
be of less importance. Mooring and Padavala [1989] working with a Puma 560 
found that geometric parameter correction reduced the average error to 0 .4 7 mm 
in one test and 0.60mm in another. When link compliance was modelled the 
error was reduced slightly to 0.42mm and 0.57mm for the two tests respectively.
Albright [1993] found similar levels of accuracy improvement to Judd and 
Knasinski when compensating geometric and non-geometric models of a Kuka 
163 using theodolite measurements. However, he noted that for shop floor use 
such theodolite measurement systems are not always practical and their expense 
can be prohibitive and this highlights the major problem with attempting to 
calibrate non-geometric error sources. If other practical considerations are 
brought, or more importantly bought, into the discussion then for current 
industrial robots it is possible to ignore non-geometric effects because the added 
accuracy is small compared to the added cost of calibration. As Veitschegger and 
Wu [1987] noted the non-geometric effects caused much less than 0.3mm of 
Cartesian positioning error for their tests on a Puma 560 robot. The accuracy of 
their tests was being limited by the accuracy of their measuring system.
My initial tests with the Optotrac measuring system on a Puma 560 robot 
also showed only small errors from non-geometric effects. For instance to - 
highlight any compliance with the arm fully extended horizontally, the worst
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possible configuration, the difference between no load and maximum rated load 
(2 kg) produced a deviation of less than 0.2mm, the limit of Optotrac accuracy.
Therefore my work has concentrated on geometric calibration. Looking to 
the future, with ever more accurate measuring devices and faster computers 
available at decreasing prices, it may become cheaper to accurately model low 
tolerance, compliant arms. These could then be made from light weight, easy to 
manufacture parts reducing the cost of the hardware.
The dynamic modelling and control of robots is another area undergoing 
intense research. As with non-geometric effects, the modelling of arm dynamics 
is complex, difficult to calibrate, and hard to implement for real-time control. 
Given the gains still to be realised from static, geometric calibration, the area of 
dynamics lies beyond the scope of this research. (Again initial tests with the 
Optotrac measuring systems proved inconclusive.) The bibliography includes 
some references on this subject for completeness.
1.3.3 Non-Parametric Error Correction
At a more fundamental level than the split between geometric/non-geometric 
modelling, another choice is whether to use such parametric models at all. 
Parametric models, like those described above, attempt to find exact values and 
equations to represent the real world. If factors are left out whether through 
oversight such as assuming a robot is well maintained and backlash is negligible, 
or through choice such as ignoring second order non-geometric effects to save 
calculation time then the final model will contain errors. Non-parametric error 
correction techniques do not attempt to explicitly model the real factors. Instead 
they aim to implicitly model a m apping between one set of variables and 
another.
Techniques include the use of error maps, neural networks, and fuzzy
logic.
Rather than fitting a model to a set of measurements, non-parametric 
systems use the measurements as reference points and interpolate for values that 
lie between them. When applied to robotics the mapping could be between, say, 
nominal Cartesian co-ordinates of a goal generated by an OLP simulation and
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the actual joint values to which the robot m ust be commanded to move. To 
account for non-geometric effects another input might be weight of the payload 
to be moved.
There are a number of potential advantages. As just mentioned, the major 
benefit is that there is no longer a need to construct a model and perform the 
often complex identification. The non-parametric mapping system can be treated 
more as a black box, to process whatever data is presented and pick the 
underlying trends. For example, it has been shown algebraically that neural 
networks can perform any mapping (within certain constraints) to any degree of 
accuracy [Funahashi, 1989; Homik, Stinchcombe, and White, 1990; Homik, 1990; 
Blum and Leong, 1990]. A black box approach might be applied to a range of 
robots with minimal modifications as compared to having to pick the 
appropriate DH or modified DH transformation matrices for each joint. Another 
significant advantage is that systems can be set up to "learn" from experience. If 
more measurements are taken while the robot performs its regular tasks then it is 
possible to include these in the look up tables or training data of the system. 
Parametric model identification would have to be repeated from scratch if new 
data were to be incorporated into the fitting. Other features are the robustness to 
noisy data of such systems (A major use of neural networks is in filtering and 
time series prediction applications.); neural networks lend themselves to 
implementation on massively parallel systems for fast computation; and parallel 
systems can allow graceful degradation in the event of parts failing.
However, in an industrial setting there are limitations. The major 
drawback is that non-parametric systems tend to require significantly more 
measurement data to achieve the same level of mapping accuracy that is 
achieved with fewer points fitting a parametric model. One example of this is 
shown by Gorinevsky and Connolly [1993 and 1994]. They compared, in 
simulation, the accuracy of a number of error mapping and neural network 
techniques for the task of mapping the kinematics of a 3 link manipulator. Data 
sets of the order of lO^lO 3 points were required to achieve accuracies of 2 % of 
workspace. In general the time and cost of collecting this data would be 
prohibitive on a shop floor. Industrial tasks typically require accuracies of 0.2% 
of workspace — an order of magnitude better, and this can be achieved by fitting 
parametric models with 1 0 - 1 0 0  measurements as is shown in later chapters. 
Another example of the large data set requirement is work by Rea and Lewis
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[1993]. They used 288 measurements to form an error map for a Puma 560 and 
improved the accuracy from ±5mm to ±0.5mm. The data set took 14 hours to 
collect using a co-ordinate measuring machine.
Other limitations are that there exist only rules-of-thumb for setting up 
such systems. For instance, w ith neural networks, while theoretically the 
accuracy can be high, there are no ways of specifying how big a network is 
actually needed. Similarly one cannot say how much training data is required or 
how network links should be weighted. The learning process cuts both ways: it 
can automatically find solutions but there is the possibility that the system may 
become stuck in some sub-optimal local minimum configuration. For non-neural 
based interpolation techniques speed of processing is a limitation as the database 
of reference measurements must be searched for nearest neighbours to new 
command positions.
Therefore, after some initial tests of the possibility of using neural network 
based error correction systems I have chosen not to follow these techniques 
further. As has been noted, neural networks offer few advantages in areas where 
parametric models can be constructed [Neural Networks for Control and Systems,
1992] but there is scope for more work in this field and application to less 
traditional tasks. I include here a brief survey of the papers listed in the 
bibliography for those who wish to pursue this area further.
The theoretical grounding for the use of neural networks is good as the 
papers mentioned already show with regards to accuracy. The problems stem 
from the fact that these theories require the network size to be very large. In a 
more applied analysis Brause [1993] estimated the size of a network that might 
be needed for the kinematic mapping of a Puma robot by considering the 
resolution with which the workspace m ust be mapped. He suggested that for 
the full workspace to be m apped to 0.2mm accuracy of the order of 62000 
neurons would be needed if each had 16 bit resolution. But most significantly, 
no comment was made on the amount of training data required for such a 
system or how it might be collected in practice. Some rules of thumb suggest 
between 2 and 10 training points are required for each neuron. Thus while 
implementation of such large networks is not impossible — advances in chip 
technology allow even larger numbers of neurons with work on 106 neurons on a 
single chip reported [Watanabe and others, 1992]; and smaller networks on a
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single chip are now in use for instance in control research [Caciotta and others, 
1996] — collection of so much training data is unfeasible.
As the num ber of degrees of freedom to be m apped increases the size of 
network and amount of training data required increases non-linearly, very 
roughly as a power of the number of degrees of freedom. Even with simpler 
systems accuracy remains a problem. Aylor, Rabelo and Alptekin [1992] 
required 80 training points to achieve an accuracy of about 2% of the workspace 
for a 2 link arm. Jack and others [1993] carried out various experiments on a 
simulated 3 link arm achieving about 1% accuracy using 100-1000 data points. 
Wu, Jiang, and Wu [1993] simulated a 5 axis robot. Over 7000 training points 
achieved an accuracy of only 4% of workspace.
An alternative to m apping the whole workspace with a single network is 
to use a number of smaller networks to map smaller volumes. For instance in a 
related area, Bing and Grant [1991] investigated the automatic partitioning of 
state-space using neural networks for the problem of controlling an inverted 
pendulum. A number of researchers have looked at other automatic techniques 
for setting network sizes [Hirose, Yamashita, and Hijiya, 1991] and finding 
connection weights [Weir, 1991]. These basically allow automated trial and error 
searching and at a more sophisticated level include simulated annealing and 
genetic algorithm optimisation methods.
Where neural networks are better used is in areas where parametric 
modelling is not efficient or in some cases even possible. Thus the kinematics of 
standard arm configurations is not a good application but mapping the 
kinematics of complex arm structures is more suitable. An example of this is the 
case of the Stewart platform where there is no closed form solution for the 
forward kinematics. Neural networks were applied to learning the 
transformation [Geng and Haynes, 1992] but only achieved an accuracy of the 
order of 1% of workspace. Where higher accuracy is required a fast parallel 
implementation of a neural network might be used to perform the initial 
mapping of a robot's kinematics. The results could then be passed to a more 
conventional iterative numerical search technique. With a good start guess few 
iterations would be required thus improving the speed of the system compared 
to a numerical search alone. Other experimental robots lie beyond any accurate 
parametric models or numerical searches. For instance, Hesselroth and others
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[1994] used neural networks in the control of a robot driven by pneumatic 
tendons. In this case the relationship between pneumatic pressure, tendon 
length, and joint position and stiffness is highly non-linear.
Robot arm dynamics are considerably more complex to model than their 
kinematics and a lot of research is going on into the application of neural 
networks to this problem [Kraft and Campagna, 1990; Chin and Mital, 1991; 
Feng, 1993; Long, 1993; Wang and Broome, 1993; Doschner, 1996; Etxebarria and 
de la Sen, 1996; Lefebvre and Ozono, 1996]. In this situation, although 
parametric models can be very accurate their complexity makes real time 
solution for trajectory control prohibitively expensive. Neural networks 
implemented on parallel architecture platforms offer a high speed alternative to 
explicit calculation. Most of the work reported though has been on simulation 
tests, not real mechanisms because of the difficulty in collecting real 
measurement data with which to train the networks. Fuzzy logic has also been 
applied with some success to this task, for instance to select pre-defined control 
strategies depending on arm configuration and required motion [Garcia-Benitez, 
Yurkovich, and Passino, 1991].
Looking to the future and combining their best features, neural networks 
may find applications in less structured environments than industry, for instance 
in space and sub-sea tasks where robustness may be more important than sub­
millimetre accuracies. In such environments accurate off-line programming 
would not be possible because prior modelling could not be done. A coarse 
positioning command would suffice and would be followed by sensor driven 
accurate positioning. Then an ability to learn about the environment and filter 
noisy signals would be a distinct advantage.
1.3.4 M odelling Summary
The modified DH model is a widely used representation in robot controllers and 
commercial simulation packages giving completeness with proportionality. It is 
relatively easy to visualise the physical meaning of the four transformation 
parameters and simple to compute.
As is illustrated in the review of measuring systems and identification in 
the following sections, the modified DH model can be calibrated as easily as
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other complete models. Unlike models with redundant parameters the DH 
model does not require individual joints to be calibrated separately. Individual 
joint calibration needs more measurements to be made across a w ider volume of 
space. For the DH model all parameters can be found from a single set of 
measurements and as will be described these can be constrained to lie in a small 
volume.
Accuracy gains from non-geometric modelling do not justify the extra cost 
in every stage of calibration when working with existing industrial robots. In the 
future as computing costs are expected to fall while calculation power continues 
to increase it may become viable to model such effects in real time. Then cheaply 
manufactured robots with lighter weight links made from lower tolerance parts 
could be calibrated accurately.
At present geometric calibration presents significant problems that need 
to be solved and working with the modified DH model this is what my research 
aims to improve.
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1.4 M easurem ent  Systems
Once a nominal robot model has been built, the second stage in developing an 
accurate off-line programming system, is to take measurements of the real robot. 
The measurement information required for parameter identification will depend 
in part on the form of the model being calibrated and in part on the identification 
technique to be used. Conversely, in practice, the difficulties in constructing 
measuring systems will tend to limit the scope of the choice of models and 
identification routines.
The forward kinematic model allows one to calculate the pose of the robot 
end-effector from a set of joint values. The aim of measurement is to provide an 
external check on the pose reached. There are six degrees of freedom / 
independent variables when defining a pose. A sensor system m ust be capable 
of either measuring those variables or of constraining the robot in some way to 
hold those variables constant such that identification can be made of the model 
parameters.
From a consideration of some of the theoretical and practical aspects of the 
calibration problem, some characteristics can be specified for a good measuring 
system. Metrology standards recommend that the accuracy of the measuring 
system be at least 3 times greater than the accuracy of the system being 
measured. Therefore, for calibration for typical OLP tasks, measuring systems 
require an accuracy of significantly better than 1mm. The robustness of 
identification also depends bn the spread of measurements through the model's 
workspace. Therefore, a sensor with a large working volume is desirable.
Identification will involve some comparison of the robot's pose calculated 
from the kinematic model and the pose measured by the sensor. The full pose of 
the robot is defined by 6 independent variables to give position and orientation. 
So the more independent variables that can be measured the better: first, because 
fewer measurements will be needed to perform the calibration; and second, 
because more of the model parameters can be identified. For instance if only 
position information is measured then the TCP orientation cannot be identified.
The major practical consideration is money. Stopping a workcell to take 
measurements can be very costly. For instance the manufacturers of Chrysler
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cars estimate that the cost of downtime stopping the production line is US$20,000 
per minute [Owens, 1994a). Therefore, one would w ant the measuring system to 
be fast to set-up and quick to use. Preferably, it would not require great operator 
skill and it would give robust measurement automatically indicating if problems 
are occurring.
For a range of reasons it is advantageous if a measuring system is non- 
contact. The reasons include: it will not put additional loading on the arm, and 
there is less risk of damage to robot or sensor through unexpected arm motion or 
collision with the fixturing and part feeders often found in industrial workcells. 
Contact systems may affect the end-effector the robot carries and even non- 
contact measurement often requires special targets to be attached to the robot. 
This can then limit the calibration of production tools attached to the end of the 
robot.
In summary, an ideal system would have the following measurement 
features:
• Accuracy of the order of 0.1mm or better
• Capable of orientation measurement
• Large working volume
• Non-contact sensing
• Measure production end-effectors not just special targets
• Fast to set up and use
• Robust to a factory environment (dust, EMC noise, temperature 
fluctuation, etc.)
Most systems balance accuracy against cost and skill required for 
operation. The following list outlines some of the tools for calibrating robots that 
have been developed over the years. The tools are described in the order of the 
number of degrees of freedom that they can measure: from constraint of the 
robot to touch a point through to full 6 degree of freedom measurement.
The International Standards Organisation is in the process of drawing up 
a directory of measurement systems [ISO WD 13309,1994] capable of measuring 
robot performance for testing in relation to the ISO performance standard [ISO 
9283,1990]. The performance standard was drawn up before the needs of OLP
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became clear and is now in the process of being updated to match the increased 
demands of OLP being put on robots [Grethlein, Ueckerdt, and Schroer, 1996; 
IRIS, 1996].
The simplest systems passively constrain the position of the robot's end- 
effector without explicitly measuring it. The most basic constraint/check is to 
drive the robot to a point at the start of the day so that its tool is aligned with 
some fixed object in the workcell. Then to check repeatability the robot returns 
to that point later in the day. If the tool and fixed object no-longer align then the 
arm signature or tool offset m ust have changed and the system m ust be 
recalibrated. The University of Bristol markets a non-contact, precision system 
for this repeatability go/no-go ch eck flh is  consists of a stand with a laser source 
and two detectors fixed in the workcell. A reflector is attached next to the robot's 
end-effector. When the robot returns to the check point the laser beam should be 
split and reflected into the two detectors, if not an error is flagged. For a cost in 
the region of £2,000 this system is not a cheap repeatability checker.
As will be discussed in more detail in the next section, to proceed beyond 
a go/no-go check, calibration of model parameters requires more than a single 
pose to be checked. Identification combines several known sets of robot joint 
values with the kinematic model, compares these calculated poses to an external 
sensor's measurements and attempts to find best fit parameter values to 
minimise the difference. Instead of checking repeatability of a single pose, if the 
robot is driven to touch a fixed point from a num ber of orientations, then at the 
identification phase a set of joint angles, xi for i=l..N  poses, passed through the
kinematic model A, should give an unknown but constant value, y=A(x). Thus 
the measurement step of calibration need only require noting a series of joint 
angles. This is very cheap but limited. The major drawback of this system is that 
it requires a skilled operator to drive the robot to the calibration point and the 
accuracy relies on the operator's eye to robot hand co-ordination. The position of 
the point relative to the robot base is not explicitly measured nor is the end- 
effector orientation. Therefore, those model parameters cannot be identified.
Also touching a single point, the robot joints cannot be exercised over a great 
range so the arm signature identification is not very robust. (The GRASP 
simulation package, produced by BYG recommends repeating this type of 
calibration at key regions of a robot's workspace to produce a num ber of local 
calibrations.^This system is more suitable when identifying a.sub-set of the
^  See the list of equipment suppliers at the end of the bibliography j
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model parameters. For instance this technique is effective for calibrating the tool 
centre point offset once the rest of the arm signature has been calibrated and as 
such is recommended by a number of robot manufacturers such as ABB, Kuka, 
and Motoman, and by Deneb Robotics as part of the IGRIP simulation system.
Identification can be improved by touching more points at known 
separations since this increases the spread of joint angles used. The identification 
then fits the calculated pose to an unknown constant offset plus the known 
separations of the points. Such a passive device has been suggested by Deneb 
Robotics, and suitable identification software is an option that can be purchased 
with their IGRIP simulation package^In its simplest form the company suggests 
using a fixture formed from three spikes on a metal frame. A number of other 
researchers have built similar systems. For instance Veitschegger and Wu [1987; 
1988] used a fixture drilled with a large number of precision dowel holes. A 
dowel peg with one end machined to a taper leaving a precise 1mm diameter flat 
top was moved from hole to hole and the robot was driven to align a pointer 
end-effector with the top of the dowel. To avoid any damage from contact, a 
small gap was left between the peg and the pointer and this offset was measured 
with a feeler gauge. Lateral alignment was still judged by eye but they claimed 
an accuracy of 0.1mm for this. Overall OLP accuracies of the order of 0.3mm 
were reported. Again, the advantage of these fixtures is that they are cheap to 
build compared to the active sensing devices described later in this section and 
the technology required is available in most tool making workshops. The 
limitations are accuracy and the operator skill and time to take measurements: 
perhaps l-2m ins per point.
A similar level of constraint is also achieved using a ball bar [Goswami, 
Quaid, and Peshkin, 1993; Driels, 1993]. This consists of a bar with spherical,
'ball' joints at each end — another cheap device to build. One joint is fixed in the 
workspace, the other is attached to the end of the robot. The length of the bar 
between the joints can be fixed (and measured independently at time of 
manufacturé), giving the passive constraint that the robot must move so that its 
tip lies on a sphere of constant radius centred on the fixed ball. Or the bar can 
incorporate a linear displacement transducer — an active device — constraining 
the robot tip to lie on spheres of the measured radius from the fixed ball. In 
effect this is similar to driving the robot to touch a fixed point from a num ber of 
orientations but the extra movement allowed by the ball bar increases the range .
X  See the list of equipment suppliers at the end of the bibliography
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of joint motion. However, the contact with the robot and workcell makes them 
less versatile and requires some special attachment plate to be mounted on the 
robot so the production end-effector cannot be calibrated. If a fixed length ball 
bar is used then to avoid over-loading the robot the robot m ust be capable of 
'free' motion. In other words it must be possible to power-down the joint 
motors, release any braking system, and move the robot manually while 
recording the joint encoder outputs. This is possible with Puma robots but not a 
common feature in other machines.
The next level of constraint is to allow motion along a line although 
absolute position along the line need not necessarily be known. This requires 
some active sensing to check that the robot is on line. Two alternatives are, one, 
to build a metal beam to define the line and ensure the robots position using 
proximity sensors m ounted on the wrist, or two, to use a laser beam to define the 
line and attach a light detector to the robot to ensure it stays in line [Wamecke, 
1980]. The former has the advantage of robust technology and if multiple 
proximity sensors are used the wrist orientation can be measured. The latter has 
the advantage that if the light beam is m odulated as an interferometer and the 
robot mounted detector replaced with a reflector then the position along the path 
can also be measured. Both these techniques can also be used to assess some of 
the path following characteristics of the robot by controlling the timing at which 
measurements are made during the robot motion along the line. À similar 
system is marketed by ABB Flexible Automation Inc. under the name BullsEye.^* 
Rather than mounting a detector on the robot a fixed light emitter and receiver 
pair are used. The beam is approximately 1mm in diameter and the receiver 
detects variations of intensity across the beam to an accuracy of 0.16mm. Thus as 
the edge of an obstruction (the robot tool) enters the beam its position across the 
beam can be measured. Identification then uses the constraint that the tool m ust 
lie along a line plus the measured offset. Its application is limited to tool offset 
calibration. The line is short so joint motion is limited and therefore full arm 
calibration would not be robust. Also the system relies on a feedback loop 
between the sensor and the robot controller so that the tool position can be 
searched for by commanding small robot movements. This limits its application 
to those robots designed for such sensor control. (ABB have developed such an 
interface for their robots.) By constraining parameters rather than measuring the 
full 6 DoF of the robot pose it would not be possible to identify the full signature 
anyway.
^  See the list of equipment suppliers at the end of the bibliography:
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Constraining the robot to move in a plane allows measurement by say 
having the robot touch a pen to a piece of paper. This has the advantage of 
producing a permanent, visible trace of the robot's motion. Accuracy is limited 
by compliance in most pens and the w idth of the ink blob produced. For 
instance Stone [1987] and IGRIP [1992] used this technique to test/ demonstrate 
the accuracy of calibration.
More flexibility in identification is achieved by measuring the position of 
the robot's tool. This allows all parameters of the arm signature to be calibrated 
except the TCP orientation. One of the first tools employed were m anual 
theodolites [Whitney, Lozinski, and Rourke, 1984 and 1986; Chen and Chao, 
1986; Judd and Knasinski, 1987 and 1990]. As the first of these groups noted of 
theodolites: 'While it is reasonably accurate [±0.02mm], it is slow and fatiguing', 
and it requires a skilled operator. They demonstrated the success of their 
approach by reducing the errors of a Puma 560 robot from about 5mm to about 
0.3mm, but they noted 'for an industrial robot an automated measurement 
system should be developed.' Similarly, Judd and Knasinski [1990] used manual 
theodolites to calibrate an AID-900 robot. Their set up gave a measuring 
accuracy of about 0.05mm and reduced robot errors from 15mm to about 0.5mm. 
Measurement collection took 'inside a couple of hours'.
Automatic theodolite systems have now been developed [Driels and 
Pathre, 1991 and 1994; Kyle, 1994]. Both research groups developed a system 
using a camera mounted on a motorised theodolite to automatically grab images 
of a target. An internally illuminated sphere was used as a target. (The 
illumination making it stand out from its background, and being spherical it 
appears the same from any viewing direction.) These systems are significantly 
faster than using manual theodolites and can even track slow moving targets. 
Driels and Pathre demonstrated their system by calibrating a Puma 760 robot 
achieving 0.4mm accuracy.
Following the principle of triangulation, the University of Surrey has 
developed a laser triangulation system in house* It is capable of measuring the 
position of a moving target over a volume of up to 3m cubed to an accuracy of 
about 0.25mm [Mayer and Parker, 1988; Mayer, 1991]. The ability to track the 
target at high speeds allows robot dynamics to be investigated as well as static
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calibration errors. However, the cost of the system (of the order of £10-100,000) 
makes it prohibitively expensive for most companies, especially when compared 
to the cost of a new robot which is of a similar order of magnitude.
An alternative, equally expensive, laser based technique, called Smart-310 
(System for Mobile Angle and Ranging to Target), is commercially available 
through the Leica company and produces a spherical-co-ordinate measuring 
space [Kyle, 1994]. The beam is m odulated to work as an interferometer 
measuring the change of length of the beam path to a retro-reflective target 
attached to the robot. The system also has two rotational axes giving the 
azimuth and elevation co-ordinates. Using a single beam compared to two beam 
triangulation has the advantage that only one line of sight is required to the 
target. However, the interferometer only measures change in beam length and 
so gives the relative length of the beam from some fixed reference point. 
Therefore, if the line of sight is broken the target m ust return to the reference 
point before measurement can proceed. Triangulation gives an absolute position 
measurement. After tracking is lost measurement can proceed as soon as the 
target is re-sighted. Thus although, it requires two lines of sight, triangulation 
can be used in cluttered workspaces where continuous tracking is not possible.
A non-contact, non-optical system for position measurement is RODYM 
[Van Brussel, 1990]. (See also RODYM 6D below.) This uses a digitising tablet 
and stylus of the sort normally associated with,say CAD computer terminals. A 
magnetic wave is passed across the surface of the tablet and the time for it to 
reach the stylus is noted. The measuring surface can range up to 1800x1200mm 
with a stand-off to the stylus of up to 15mm. The system is robust in that it 
requires no moving parts but to achieve a high measurement accuracy (to 
0.05mm) careful calibration and signal processing m ust be performed. In the 
electro-magnetically noisy environment of the shop floor this may break down. 
In the laboratory a Puma 560 robot was calibrated to an accuracy of 1.7mm.
Sound or ultrasound offers a low cost system but of variable accuracy and 
careful calibration is required since the speed of sound in air is sensitive to 
operating conditions, particularly to changes in air temperature. The times of 
flight of an (ultra)sonic click from, say, an electrical sparker to a num ber of 
microphones is used to calculate the position of the sparker. Stone [1987] used a 
system of four microphones and five sparkers. One sparker was attached to the
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robot, the other four were fixed for system calibration. An accuracy of 0.2mm 
was reported. Aoyagi [1991] attached three emitters to the robot and fired them 
in sequence. The position of multiple points then allowed the orientation of the 
tool to be calculated as well but accuracy was limited to about 0.4mm and 0.4°.
Returning to contact systems, multiple (three) extendible ball bars have 
been used to construct a Stewart platform type system giving position 
information. The range of motion is limited by the multiple contact that is  ^
required and the size of the ball bars which can be quite bulkyf^A more flexible 
system than ball bars, is to use tape measure type devices attached to the robot's 
wrist to give the distance from their base to the robot. With three length 
measurements from known base positions, the position of the wrist can be 
calculated. Such systems have been developed in the UK and USA and are 
commercially available under the names Robotrak [McMaster, 1990; McMaster 
and Ribeiro, 1994; Owens, 1994] and CompuGauge [de Smet (with Rivin and 
Lou), 1990; (and with Pang, and Rivin), 1991] respectively. In recent years much 
work has gone into improving the accuracy of these systems. The "tapes" are in 
fact light weight, inelastic cables. To increase accuracy the cables m ust be kept 
taught. This puts a load on the robot but can be minimised by using very light 
cables. The cables are fed from a drum. Rotation of the drum  is measured using 
high resolution optical encoders and from this the length of cable is calculated. 
Minimising the inertia of these rotating components reduces the dynamic load 
on the robot. Overall the systems now achieve an accuracy of about ±0.2-0.5mm 
over a typical workspace of l-2m  cubed for a cost of the order of £10,000. The 
obvious limitation is the need for three lines of "sight" to be maintained to avoid 
tangling the cables.
Few systems have been developed that can take full 6 DoF measurements 
instantaneously. Any of the 3D systems described so far which give the position 
of a point could be used to collect orientation information by attaching multiple 
targets to the robot and measuring each in turn.
The simplest 6 DoF device is the corner cube described in many reviews of 
metrology [Ranky, 1984; Jiang, Black, and Duraisamy, 1988; Nowrouzi and 
others, 1988; Van Brussel, 1990]. The device consists of a precisely manufactured 
tool with 3 orthogonal planes forming a convex comer. This fits into a fixture 
with 3 precise planes forming a concave comer. Mounted in the fixture are
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position sensing devices, for instance dial gauges or LVDTs (linear variable 
differential transformers) for contact measurement, or inductive, capacitive or 
optical proximity sensors for non-contact measurement which check the tools 
position as the robot approaches. (The comers can be swapped with the robot 
carrying the 'fixture' but this may create difficulty with trailing wires.) Three 
sensors can measure the position of the tool, six gives its full pose. Individual 
comers are relatively simple to produce — the comers have no moving parts — 
but the range of the sensors is limited. Only small changes in pose are possible 
without the risk of collision. Therefore, this system is most widely used for 
checking robot repeatability, not calibration. For signature calibration multiple 
comers can be m ounted on a fixture at known separations to allow a greater 
range of joint motions but construction and calibration of the fixture is more 
complex.
Going on from the Smart-310 interferometer, spherical-co-ordinate 
measuring device, work is being carried out at Vienna Technical University on a 
system capable of full 6 DoF measurement. Instead of using a very narrow laser 
beam to exactly target the centre of a spherical retro-reflector, a broad beam is 
used with a comer cube retro-reflector. The system tracks the robot by trying to 
servo the beam to hit the centre of the target. When the beam is on target the 
edges of the mirror cast shadows which give a distinctive radial pattern in the 
returned beam depending on the target orientation. This pattern is detected by a 
CCD camera and converted into an orientation measurement. The system shows 
great promise but is still under development after a number of years and has yet 
to be brought to market [Prenninger, Gander, and Vincze, 1991; Vincze, 
Prenninger, and Gander, 1994; Speiss, Vincze, Krautgartner, 1996]. Problems 
arise because the optical path is more complex with the beam having to be split 
into both the interferometer and the CCD camera, image processing is 
computationally more expensive than simple detection of centring in the target 
and there have been problems with the precision of the manufacture of the 
mechanical components of the system and the overall speed of operation. The 
accuracy reported to date is 0.2mm, ultimately the designers hope to achieve an 
accuracy of 0.05mm and 0.002°.
Moving away from lasers and theodolites which can only measure single 
points, CCD cameras have been used directly for calibration. Their increased 
field of view allows multiple points to be measured simultaneously and thus
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orientation can be measured as well as position. A system produced 
commercially by Krypton Electronic Engineering in Belgium is the RODYM 6D 
system which uses three cameras to measure the position of multiple light 
emitting diodes [Van den Bossche and others, 1996] (not to be confused with the 
RODYM system of Van Brussel mentioned previously). The LEDs can be 
mounted on a number of precision targets either attached to the robot for 
signature calibration or to hand held pointers for localisation of other workcell 
features. The cameras are permanently mounted on a single stand that is pre­
calibrated before being placed in the workcell to reduce set-up time. Thus this 
system meets the criteria of fast, non-contact, measurement of the full robot pose. 
Typical robot accuracies of 0.5-1.5mm are reported after calibration of robot 
geometric parameters. However the cost is high: of the order of £10-100,000. 
Similar systems are produced by the Setepot Corp. in the USA under the name 
SELSPOT and by Northern Digital Inc. in Canada as W atsm arf^In these systems 
the cameras are on separate tripods allowing a greater separation between the 
cameras which improves the systems depth perception/m easurem ent accuracy. 
The compromise is that the relative camera positions m ust be calibrated during 
set-up in the workcell — using LEDs on a precision fixture — which increases the 
total downtime for workcell calibration. (An early version of W atsmart was used 
by Hollerbach and Bennett [1988] for robot calibration but at that time the 
measuring accuracy was only about 1mm over a range of 2m which as they 
noted was not really good enough to do more than demonstrate some calibration 
principles.)
Cameras mounted on the end of a robot currently only allow static 
measurements (to accuracies approaching 0.1mm) but with faster image 
processing equipment they might be used dynamically [van Albada, Lagerberg, 
and Visser, 1994]. The calibration relies on looking at targets with known 
dimensions. They might also be used for other processes such as part location 
during processing ' The camera only controls the position of the tool attachment 
point. It does not view the tool centre point. Some other calibration procedure 
m ust be used to find the transformation from the camera co-ordinates to the tool 
point.
Some non-optical, non-contact systems have also been proposed. 
Gyroscopes and acceleration sensors are a new technology in this field and need 
to be made more robust before they can be applied in industrial environments. .
^  : See the list of equipment suppliers at the end of the bibliography
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They offer the possibility of continuous pose feedback which might alleviate the 
need for calibration altogether [von Hinüber and Janocha, 1993].
Of contact systems, one of the most accurate over a large working volume 
is the co-ordinate measuring machine (CMM). The major drawback is that 
CMMs are not generally suited to being used on a factory floor and are best 
suited to clean room environments. A number of researchers have used CMMs 
in their laboratories [Mooring and Padavala, 1989; Driels, Swayze, and Potter,
1993]. Both groups worked on Puma 560 robots and again improved the 
accuracy to the order of about 0.4mm. They also calibrated the tool orientation 
by measuring a number of features on a specially manufactured robot end- 
effector, achieving an accuracy of about 0.2°. The end-effector consisted of five 
precision-ground balls mounted to define an orthogonal set of axes. The position 
of the centre of each ball was calculated from measurements of a number of 
points on their surface and the full pose of the end-effector could then be 
calculated. Repeating the measurement of tool orientation would be more 
difficult if the robot was carrying a production tool such as a weld gun or gripper 
since such devices do not include precision features to be easily measured.
This research used CMMs of a fairly standard prismatic construction. The 
use of prismatic joints means that the accuracy of one joint is fairly independent 
of the position of other joints, but does lead to a heavy structure — another 
drawback to their use within industrial workcells. Recently, the production of a 
small CMM with an anthropomorphic configuration was announced 
[FlexiMeasure-3D, 1996]. It allows measurement over 1.2m but only has a 
footprint of 0.15m square. Unfortunately the accuracy is only quoted as 0.38mm 
which is at the limit for model fitting. If the accuracy can be improved then this 
system would be good not only for the arm calibration but also the localisation of 
fixtures and parts and specifying of paths.
This survey has looked at tools for measuring the robot. The review 
shows that there are a range of tools available for robot metrology. They balance 
cost, accuracy, flexibility, and ease of use. There is still a gap in the market for a . 
fast, cheap, and simple measuring device. Most of the systems described require 
special targets to be attached to the robot. An area of importance that has not 
been investigated widely is the measurement of the TCP offset of p roduction . 
end-effectors. Given the frequency with which the tool must be checked, there
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are potentially significant time savings to be gained from automating this 
calibration task. The remaining chapters discuss work addressing these 
observations, developing a low cost sensor for arm signature and tool calibration 
and testing it in an industrial environment. Once the arm signature and tool 
offset have been calibrated the robot can be used as a measuring system to check 
the pose of other components of a workcell to localise features such as 
positioners and fixtures, parts and paths, although some of the tools mentioned 
above can also be used for this task.
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1.5 IDENTIFICATION
The third step in OLP calibration is the identification of accurate model 
parameters from the set of measured data. The exact form of the procedure will 
depend on the model being used.
Generally a set of N  measurements of value y at positions in space defined 
by input co-ordinates (joint values) x and M model parameters in a matrix A will 
form a set of equations of the form:
and the identification aims to find the best fit parameters for the matrix A 
that gives the least square residual error:
To illustrate some of the factors that influence the accuracy of 
identification, consider the case of fitting a straight line to a set of measured data.
A model for a straight line is completely defined by two independent 
parameters. These parameters can be chosen in a number of ways, for instance 
as the gradient, a, and offset, b:
y= ax+ b  [1.15]
Alternatively, a normal representation can be used:
xcos0+ysin0 = p [1.16]
y = Ax [1.13]
N
SR=X(y/~Ax/)2 [1.14]
Where angle 0 and radius p define a normal to the line being identified 
passing through the origin, as shown in Figure 1.4.
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Figure 1.4: Normal representation of a straight line
Since both these models of a straight line are complete their equivalence 
can also be shown:
a = — -  ; b = —P
tan0 sin0 [1.17]
The normal model has the advantage that the two parameters have finite 
ranges regardless of the orientation of the line, whereas for the other model 
when the line to be identified is approximately parallel to the y axis then the 
gradient, a, and intercept, b, approach infinity. Thus for line fitting in the image 
processing task discussed in Chapter 3 the normal representation is used. This is 
similar to the case of near-parallel joints discussed in the modelling section which 
lead to the development of the modified DH or beta model. In other words the 
formulation of the model can effect the ease with which parameters can be 
identified and hence the rule that a good model will exhibit proportionality.
Once the model has been selected, the next question is how many 
measurements should be made for the identification. The minimum number of 
measurements depends on how many independent equations can be formed 
from each measurement, and how many model parameters are to be found:
Nmin =  No. of independent param 's in model_________  [1.18]
No. of independent equ's formed per measurement 
and rounding up the nearest whole number.
Chapter 1: Identification 38
For the straight line example, each measurement gives 1 equation thus the 
minimum num ber of measurements = 2/1  = 2 points.
For the case of the robot, the fitting compares joint angles and the 
kinematic model to measured tool pose. If the full pose is measured then each 
measurement allows six equations to be formed: three comparing XYZ position, 
and three for the orientation parameters. Thus 30/6 = 5 poses m ust be measured 
as a minimum.
If the minimum number of measurements is taken then the equation, 1.18, 
will have a unique solution. In practice, because measurements will contain 
noise, such a solution may not be very robust and the identified model may 
prove inaccurate when tested with other measurements. So for robustness of 
identification it is better to take more measurements. The model is then over 
determined and some best fit technique can be used to identify parameters. 
Illustrating with the straight line example, 2 points with noise bands suggest a 
wide range of probable lines as shown in Figure 1.5.
Figure 1.5: 2 measurements with noise give a wide spread of probable lines
If more measurements are taken then one can have greater confidence that 
the identified parameters for the line are in fact close to the underlying real 
values (Figure 1.6).
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Figure 1.6: More measurements increase confidence in 
identification of best fit line
This problem can be even more pronounced with more complex models. 
Consider the case of fitting a 5th degree polynomial of the form:
y = a Q+ a lx + a2x2 + a 3x 3 + a4x 4 + a5x5 [119]
This is defined by six parameters and each (x,y) measurement forms a 
single equation. Thus Nmin=6 and six measurements can be exactly fitted.
However, such exact fitting often causes large fluctuations in y between the 
measured data as illustrated in Figure 1.7. If the identified curve is tested with 
more measurements then the residual error is greatly increased. The dashed, 
straight line can be seen to be a better fit giving a smaller error with all the data.
few points fitted exactly but with large 
fluctuations between measurements
more points suggest better overall fit 
with small errors
r  x y
over-fitted curve
better-fit
Figure 1.7: Example of over-fitting model from too few data points
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But there is a law of diminishing returns. As the num ber of 
measurements increases the residual error reduces asymptotically. Collecting 
measurement data takes time. So one factor to be investigated is how few 
measurements are needed to give a robust fitting. Given the complexity of the 
robot kinematic model (30 parameters) this is best found by experiment rather 
than mathematical theory. The effects of measurement noise should also be 
assessed — more accurate measurements give tighter error bands so fewer points 
are needed for a good fitting.
As mentioned in the discussion of measurement systems, identification is 
also more robust if the measurements are widely spaced through the model's 
workspace. Figure 1.8 illustrates this for the straight line example.
Figure 1.8: 2 points widely spaced in workspace (bold lines) offer tighter 
confidence range than identification from points closer together (lighter lines)
Work has gone into finding out how best to spread the points. For 
instance close to configuration singularities, joint axes start to align. Then large 
changes in the joint angles may have little effect on the overall tool pose. A series 
of measurements in this configuration would not lead to good identification. Bay 
[1992; and 1993] constructed an algorithm to suggest the poses to use for a series 
of measurements to maximise the identifiability of the model parameters. But as 
he noted, the time to run the algorithm was considerably longer than the time to 
make measurements. Similarly the use of simulated annealing to select optimal 
measurement configurations has been investigated [Zhuang, Wang, and Roth, .
1994]. This has the advantage over gradient descent searches of being able to 
escape from local minima, but again was found to be computationally expensive.
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Therefore, it is cheaper to measure a large number of randomly spread poses. 
(Another limitation might also be that the algorithms were formulated in terms 
of robot joint space and assumed that an external measuring device was available 
to track the robot through its entire working volume. Including constraints for 
maintaining lines of sight to the measuring device would further extend the 
calculation time.)
Once a large number of measurements have been made, identification can 
be performed with sub-sets of the data. The spread /repeatability of the results 
will indicate the robustness of the fitting. Points not used in the identification 
can then form a validation data set comparing their measured pose to that 
calculated from the fitted model.
The fitting itself involves reducing the residual error from the cost 
function. For the robot kinematic model, some researchers have looked to 
formulate this as a linear problem which simplifies the calculation process, for 
instance Chen and Chao [1986], Zhuang and Roth [1993]. With a linear equation 
singular value decomposition (SVD) can be used to invert a matrix 
representation of the model to find the best fit parameters. This works well if the 
errors are small because the model is then approximately linear. This approach 
is also taken for the new sensor's calibration discussed in the next chapter where 
a linear model is used to represent the optics of the camera. However, the robot 
kinematic model is non-linear so if errors are large then the linear methods do 
not work [Veitschegger and Wu, 1986]. A more complex search m ust be 
performed. A widely used method is the Levenberg-Marquardt algorithm. For 
instance both the commercial simulation packages IGRIP and Workspace use this 
method. The algorithm uses the error cost function and its partial derivatives 
with respect to the model parameters to find the minimum error. The algorithm 
has the advantages of being relatively fast and robust compared to other 
gradient descent techniques. This is achieved by varying the size of steps taken 
in the search depending on the rate of descent towards a minimum.
One problem with gradient descent is the possibility of getting trapped in 
local minima and not reaching the globally optimal solution. To reduce the risk 
of this happening one aims to start the search from a position close to the final 
solution. In the case of robot calibration, the manufacturer should supply - 
nominal values for the robot parameters, the user has to estimate the position of
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the measurement system and tool offset. The sensitivity to start guess is another 
factor to be tested experimentally since error space with respect to model 
parameters is a 30 dimensional mapping. Another feature of such a mapping 
would be the almost flat sections of this error space around joint singularities. 
Mathematically it is this near zero gradient which makes parameter 
identification difficult near joint singularities.
In summary this section points to some of the factors affecting 
identification of model parameters in general. Chapter 4 details experiments to 
test these factors.
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1.6 IMPLEMENTATION
The final stage is to compensate the off-line programming system using the 
identified parameters. This task is case specific. The problem of implementation 
raises a number of interesting topics. The discussion so far has concentrated on 
the identification of parameters for a kinematic model to be used in an off-line 
programming simulation. If one considers the problem of implementation 
further it becomes clear that this is something of a simplification. There are 
many models involved in OLP. Jensen [1993] based most of his thesis on 
enumerating these models and the possible error sources they contain. The 
models are summarised in Figure 1.9.
OLP Nominal 
Command World 
Coordinates
OLP Nominal 
Command Joint 
Values
Inverse
Kinematic
Model
Real
Robot
ArmActual Joint Values
Forward
Kinematic
Model
Figure 1.9: Models used in OLP
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Generally it is not possible to adjust the robot or its controller so the 
identified parameters are incorporated in the simulation of the workcell.
In the simplest implementation the OLP system models the real robot's 
inverse kinematics. Joint angles are downloaded to the robot controller and 
these are used to directly servo the robot. Calibration then involves updating the 
kinematic parameters in the simulation package. This for instance is the solution 
at which IGRIP aims.
In the case where a robot only takes input in the form of command 
Cartesian values, for example many ABB robots and the IBM 7535, an extra level 
of modelling is required to turn the joint values from the calibrated inverse 
kinematics back into nominal Cartesian co-ordinates using an additional model 
of the controllers nominal forward kinematics.
A similar level of conversion is used in the case where the main graphical 
representation in the simulation uses the nominal robot model only, for instance 
RobCad by Technomatix Inc. When commands are downloaded they are passed 
through a filter to convert the nominal commands into calibrated values. There 
are a number of reasons why the system might be constructed in this way. 
Technomatix adopted this form because they do not recommend any particular 
calibration device for their software. They allow the user or measuring system 
supplier to implement their own correction strategy. Filtering is also applicable 
when multiple workcells have been built to the same nominal specification. In 
this case one nominal workcell is simulated and a filter is selected to correspond 
to the specific target cell that will run the task.
The Workspace package from Robot Simulations goes in the opposite 
direction to RobCad. It includes control software for the Robotrak, 3-wire, 
measuring device. Similarly rather than post-processing simulation data and 
translating it into the target robot's native language, the whole package can be 
configured to work in that robot language. Thus the risk of errors in translation 
is eliminated. A final advantage of Workspace over its competitors is that it runs 
on a PC and is priced accordingly. Compared to say IGRIP, a Workspace seat 
costs roughly the same as just the annual maintenance charge of IGRIP ~ £10,000. 
One gets roughly 80% of the functionality of the workstation systems for 20% of
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the cost. Deneb Robotics is addressing this through its Ultra products. These are 
slimmed-down versions of IGRIP tailored to specific task areas: UltraArc, 
UltraSpot, UltraPaint, for arc and spot welding and paint spraying respectively. 
PC based systems also have the advantage that they can easily be carried onto 
the shop floor in portable or ruggedised computers for simpler testing of OLP. 
Workstations tend to be confined to office environments.
Thus implementation of calibrated OLP relies on not only measuring the 
robot but also being able to incorporate the results into the overall programming 
environment. The use case analysis (Chapter 6) shows this can be difficult when 
older devices are to be integrated into an OLP environment.
As a final note on implementation, the cost of OLP packages has generally 
been prohibitive for small and medium sized companies thus limiting the market 
for it and its associated tools. Why buy a workstation based OLP simulation 
package when for the same price one can buy another real robot workcell for 
program development plus getting the extra production capacity? The 
increasing success of Workspace and the introduction of the Deneb Ultras, shows 
the start of a broader market developing and the economies of scale. CAD 
systems have already shown a similar trend over the last two decades. Prices 
have dropped from being affordable only by the major league aerospace and car 
companies to a level where high-functionality PC-based packages cost only a few 
hundred pounds. As OLP packages become cheaper the demand for calibration 
tools will increase.
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1.7 A n  A lternative: O n -line Gu id a n c e
To avoid the problems of implementing compensation of the kinematic models, 
an alternative solution is to use sensor feedback to directly control the robot.
This then avoids any loss of accuracy due to errors from unmodelled sources or 
poor identification. Non-geometric effects are implicitly included in the 
correction without the need for complex modelling. Such sensor guidance is 
another major research area in its own right but a num ber of examples are worth 
considering. For instance various researchers have used cameras to provide 
position feedback to the robot. Wolfe [with Wijesoma, and Richards, 1990; and 
alone, 1991] demonstrated how with vision feedback only nominal models were 
needed. Large errors in, say, the camera to robot base transformation or arm 
geometry were compensated by the feedback. While the robot was off target an 
error signal was produced to servo the arm. Some approximate model is still 
required to transform the error signal into a motion command and this also links 
back to the problem of modelling and non-parametric representations. A 
limitation to non-parametric representations was the large amount of data they 
required to achieve acceptable levels of accuracy but to their credit they can also 
"learn" to improve if such data is collected during repetition of a task. Direct 
feedback then allows this learning on line. Van der Smagt, Jansen, and Groen 
[1992] simulated a camera mounted on a three link robot arm. The novel feature 
of their work was the use of multiple neural networks to learn coarse and fine 
camera co-ordinate to joint value mappings from training data acquired on-line 
at the end of each move. Hesselroth and others [1994] demonstrated on-line 
learning by a neural network with vision feedback for the more complex task of 
control of a pneumatically driven robot. This avoided having to construct even 
an approximate model of the very non-linear transfer functions for the. 
components of the system. Similarly Kim, Etter, and Miller [1992] used neural 
networks with feedback from optical proximity sensors to guide a robot. In this 
case the sensor feedback tended to be noisy and non-linear. The network was 
able to learn how to handle this signal and produce successful grasp strategies.
As part of this general review of off-line programming strategies some 
experiments using Optotrac to provide on-line guidance are w orth mentioning. 
Using Optotrac to provide a direct position feedback signal should result in a 
static position accuracy at the end of a robot move equal to the accuracy of 
Optotrac, about 0.2mm.
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The basic routine to be followed is shown in the flow diagram below 
(Figure 1.10). This performs look-and-move feedback control. Optotrac "looks" 
to see where the robot is and where it should be going. The robot then "moves" 
and the result is inspected.
Define Target in 
Optotrac Coords t0
Measure Current 
Position po
Calculate Vector 
Offset, Vo=to-po
Y es
At Target?
No
Transform Offset into 
Robot Vector, Vr=°TrVo
Figure 1.10: On-line guidance flowchart
Consider the steps in sequence. The target position could be specified 
using Optotrac and the cat's eye pointer described in Appendix A. Measurement 
of the robot's current position is straightforward and so is calculating the current 
offset in Optotrac's co-ordinate frame. The key task is relating the measured 
error in Optotrac co-ordinates to a move command in the robot's co-ordinate 
frame. However, because an iterative search is performed this calibration does 
not have to be highly accurate. If after the move is completed an error remains a. 
new move command is issued. Therefore, all calculations can be made in 
Cartesian co-ordinates with no need to find joint values.
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Tests have shown that a suitable transformation between Optotrac and 
robot co-ordinates can be calculated from say four pairs of O ptotrac/robot 
measurements. A linear homogeneous matrix equation can be set up and solved 
using singular value decomposition (SVD) to relate the co-ordinate frames. For 
instance using a Puma 560 robot, the robot was moved to an initial position 
roughly centred in the robots working volume. It was then commanded to move 
100mm along its x, y, and z axes and its position was measured using Optotrac.
It was noted that the average distance moved as measured by Optotrac was in 
fact 102mm and that the robot's x and y axes were not orthogonal but at only 
about 86° to each other. This highlights the magnitude of the errors in the robot 
controller's nominal kinematic models. SVD gave the approximate relationship 
between the co-ordinate frames, matrix °Tr. For any new move the flowchart
was followed and within two or three iterations the target position was achieved 
to within 0.2mm, the measuring accuracy of Optotrac. This was true for points 
well away from the four calibration points, for instance defining an ISO test cube 
with side 460mm.
The limitation of this work as w ith many other attempts at sensor 
guidance is the sensor bandwidth — the rate at which sensor measurements can 
be made. In the case of Optotrac the system hardware and software was 
designed to stand-alone not to be integrated into a control loop. Manual 
intervention was needed in the tests outlined above to transfer data between the 
various control computers. To be practical, the feedback loop m ust be fully 
automated. The core of the Optotrac system is capable of collecting data at a rate 
of 1kHz. This is fast enough to control most industrial robots that only re­
calculate trajectory points at a rate of 20-50Hz. Compare this w ith common 
camera systems that grab images at a 25Hz rate. There is then the complex 
image processing task to be performed before measurements are available which 
requires very fast (expensive) computers for "real-time" calculation. Thus when 
vision is used for feedback, the robot m ust move slowly to avoid instability. 
However, the existing Optotrac set-up stores measurements in local memory 
before transferring the data over slow serial communication lines to the 
controlling computer for processing. This system was adopted because at the 
time of building computer speeds were not fast enough for real-time processing 
(Optotrac is controlled by a 286 processor). For trajectory control fast on-line 
access to data would be required and this would require the serial
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communications lines to be replaced by parallel lines. The processing software 
would also have to be modified to perform the triangulation calculations in real 
time and allow automatic data transfer to the robot. Current fast 486 or Pentium 
based PCs would have sufficient speed.
Such major re-development lies beyond the scope of this project but some 
further consideration is given in the section on future work. It is worth noting 
that de Smet, Pang, and Rivin [1991] also considered such on-line guidance as an 
application for the CompuGauge system. Within the budget and time 
constraints of this project, development of a sensor for off-line calibration is 
described.
C h a pt e r  2 
O n e -C a m e r a  S e n so r  D e sig n
2.1 D esig n
Section 1.4 highlighted the key features for a good measuring system for robot 
calibration. The prime criterion is a measuring accuracy of the order of 0.1mm 
without which one cannot produce an accurate identification of the robot 
kinematic model. Taking that accuracy requirement as a given, the factors that 
differentiate between possible measurement solutions were summarised in the 
review of measuring systems as follows:
• Non-contact
• Orientation and position measurement
• Large measuring volume
• Measurement of production tool
• Fast set-up and operation
• Low cost
Working from this feature list a design for a new sensor was produced.
The key design factor was taken to be the requirement for non-contact 
measurement of the robot's tool to avoid the risk of additional loading of the 
robot or collision through unexpected arm motion. This is most easily fulfilled 
using optical techniques. Other devices such as capacitive or inductive sensors
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tend not to offer the same level of resolution and accuracy combined with range 
and robustness in an industrial environment.
Systems based around laser devices can give very great accuracy through 
the highly controllable light source. However, they are best suited to taking 
point readings of position, making orientation measurement difficult. They are 
also best used with active tracking to measure over a volume of space which 
leads to high cost systems. Therefore, the new sensor was built around a CCD 
camera (charge coupled device). This works with natural light and by grabbing 
an image of an area of the workspace allows measurements to be made of a 
number of points of interest simultaneously. Thus orientation information can 
be calculated as well as position. CCD cameras are solid state imaging devices 
with the advantages of being small, low power, and robust.
A single image only gives two dimensional information. It does not give 
depth information (distance from the camera). Two images of a scene are 
required to reconstruct depth information. To keep the cost of the sensor low a 
mirror was used to reflect an orthogonal, side view of the robot tool towards half 
the active area of a single camera while the other half captured a direct view.
The co-ordinates of points of interest in the two images are passed 
through a model of the camera optics to calculate their equivalent co-ordinates in 
millimetres relative to an external co-ordinate frame.
A schematic design of the system developed is shown in Figure 2.1. The 
aim is to measure the position and orientation of the robot's tool centre point 
(TCP), for example a weld torch is shown in the Figure. To measure this the 
robot places its end-effector in front of the camera. The camera grabs an image of 
the area in front of it. The position of the robot tool does not have to be exact 
unlike other systems that require the robot to touch a specific point or use active 
guidance to track the robot. So robot poses for measurement can be taught 
quickly with little operator skill. The measured TCP pose can then be compared 
with that calculated by the robot's kinematic model for identification of 
improved kinematic parameters.
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Mirror giving side Weld torch tip
view of torch tip
Low energy lamp 
giving back lighting 
with minimal heat
Camera and lens Mirror to reflect light Screen to give even
onto side view diffuse lighting
Figure 2.1: Key elements of the sensor
Figure 2.2 shows a schematic plan view of the sensor highlighting the 
region in which a tool can be measured. This is the region from which light can 
enter the camera both directly and by reflection off the mirror. The Figure shows 
the rays of light that define the limits of this region.
World mm 
Co-ord’s  Origin 
Y
Mirror
Image Plane 
Width = 2w
Foca
A i
Measurement Region 
Width - W
Object distance - L 
Focal length = f
Pixel Co-ord’s  Origin
Remember camera inverts
Direct | Reflected image: when displayed reflected
View View view is on left, direct view on right
Figure 2.2: Plan view showing sensor's measuring region
Using this pin-hole model of the system, dimensions for the sensor and a 
specification for the optics can be drawn up.
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By similar triangles:
W = E  12.1]
where:
W = w idth of object 
w  = w idth of image 
f = focal length of lens 
L = object distance
The width of the image, w, is set by the choice of camera. A Pulnix TM- 
6 CN was selected balancing image quality, price, and versatility. This has a 0.5 
inch imaging area which corresponds to a total w idth of 6.40mm. So dividing 
this equally between the reflected and direct images, w  is 3.20mm. Using a short 
focal length lens allows for a more compact sensor, for instance an 8 mm lens was 
chosen being a common lens size allowing the distance to the object to be set at 
about 75mm. W is then 30mm which maps onto half the camera's image plane. 
So the resolution of the sensor is approximately 0.1 pixels/m m .
The bright lighting within the sensor allows a small lens aperture to be 
used and thus a good depth of field is achieved. The depth of field can be 
calculated from the following equations:
H= ê  [ 2 - 2 ]
T2  = M l l )
H -B  [2.4]
where:
H  = hyper focal length 
f = focal length
C = circle of least confusion, 0.015mm for 0.5" CCD 
F = aperture
B = object distance = f + L from equation 2.1 
T1 = near limit 
T2 = far limit
The term 0.5 inch to describe the size of an imaging device stems from the days when cameras contained tubes. 
This described the diameter of the tube. The actual active area is then a rectangle within that circle. Thus for a 0.5 inch 
imaging device the active area is 6.4mm by 4.8mm. For the Pulnix camera this is divided into 768 by 576 pixels. This 
description standard is described in many sources as are the standard depth of field equations [2.2-2.4]. For instance in 
the Cosmicar lens catalogue. For a more detailed discussion see Smith [1990].
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For example with F =16, f = 8mm and L = 75mm:
then T1 = 65mm, T2 = 117mm and the depth of field is 52mm.
This depth allows for both the short distance the light travels from the 
direct view of the object and the longer distance travelled from the reflected, side 
view of the object. Both views appear in focus.
A first prototype was built to test the concepts. This is shown in Plates 1
and 2 .
As can be seen its construction matches very closely the schematic in 
Figure 2.1. The components were fixed to a rigid base to allow calibration and 
testing of the sensor's measurement accuracy. No attempt was made to protect 
the sensor for use in a factory environment.
After the concepts were tested a second prototype was made. Internally 
the Mark 2 sensor is very similar to the Mark 1. The biggest change is to the 
precision m irror's mount. In the Mark 1 sensor six screws were included to 
provide a six point location for the mirror allowing fine adjustment of the its 
pose. In the Mark 2 version these were removed because the standard 
manufacturing tolerance of the parts proved to be sufficiently accurate. Software 
adjustments to the calibration of the sensor compensated for any mis-alignment. 
As Plate 3 shows, external changes were made. The whole system is surrounded 
by a strong metal enclosure to protect it in a factory environment. A fan 
provides cooling and ensures a positive pressure inside the case to help keep out 
dust. Metal mesh filters allow the air to circulate while protecting against dust 
and electro-magnetic noise.
The final details of the sensor are bolt- and dowel holes in the base to 
allow quick, repeatable location of the sensor in the workcell. Figure 2.3 shows 
the general assembly drawing for the Mark 2 sensor.
The next section describes how calibration was performed to allow the 
transformation to be calculated from image pixel co-ordinates to a "world" co­
ordinate frame in millimetres. This camera calibration is performed at time of 
manufacture (and then repeated occasionally (annually) to check for any 
changes).
Plate 1: Mark 1 prototype sensor
Plate 2: Mark 1 sensor with a dummy weld torch in the lab
Plate 3: Mark 2 sensor with a real weld torch in a factory
Figure 2.3: General assembly drawing of Mark 2 sensor
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In day to day operation the system set up time is minimal — the system is 
placed in the robot's workcell and it is ready to measure. This is a major 
advantage over systems such as say Optotrac which requires two hours of 
preparation and calibration each time it is set up before any robot data can be 
collected.
To make the measurement process fast, automatic image analysis software 
has been developed to identify points of interest on the robot's tool. This is 
described in more detail in the case study in the next chapter for the example of a 
robot carrying an arc welding torch. The lighting within the sensor is controlled 
to make this automatic analysis easier. Uniform back-lighting of the tool tip 
means the images have a high contrast between the tool and background 
facilitating the first stage of the analysis — identification and segmentation of the 
tool from the image background. A second mirror reflects light onto the side 
view of the tool. The strong lighting also allows a small lens aperture to be used 
which in turn gives a good depth of focus.
Figure 2.4 shows how the sensor is controlled and integrated w ith the 
other components in the workcell. The sensor is controlled by a 6 6 MHz, 486 PC 
fitted with a commercial frame grabber to digitise the images — a VISIONplus- 
AT OFG (overlay frame grabber) produced by Imaging Technology Inc.**' 
Instructions are displayed on the computer's screen, images from the camera are 
displayed on a separate high resolution monitor. Specially written C code was 
combined with a library of standard image processing routines (ITEX OFGfto 
perform the image analysis and conversion from pixels co-ordinates to 
millimetres. The analytical and mathematical aspects of the software are 
described in the following sections. Key features of the menu driven user 
interface that was developed are described in a separate users guide. The system 
is linked via an RS232 serial line to a Silicon Graphics Personal Iris workstation 
running the IGRIP off-line programming simulation which is to be calibrated.
The IGRIP proprietary identification routines could not be altered to test various 
aspects of the sensor. So kinematic identification software to process the 
measurements, described in Chapter 4, was written to run on the workstation 
since that is where the results are to be used by IGRIP. This code was written in 
ANSI C so that it could be ported with few changes to run on the PC controlling 
the sensor. More detail of the integration of the sensor into the OLP 
environment is given in Chapter 5.
See the list of equipment suppliers at the end of the bibliography
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The major limitation of the sensor is the size of the measuring volume 
which ideally would be of the same order of magnitude as the robot's workspace 
for arm signature calibration. For robust identification of the arm signature, the 
robot's joints should be exercised during measuring over the fullest range 
possible. (For tool offset calibration the size of the sensor's measuring volume is 
not critical because the model to be fitted has relatively few parameters.) 
However the sensor's working volume was limited in size in order to give a 
resolution of about O.lmm/pixel. A number of solutions are possible with the 
existing design because the sensor is compact and can be moved around the 
robot workcell.
The simplest solution is to perform a number of robot arm signature 
calibrations with the sensor at different locations. Many robots are required to 
perform accurate tasks in only small areas of their workcell, for instance around 
part feeders and fixtures. Separate calibrations can be performed around these 
areas. This makes the OLP slightly more complex since the appropriate model 
m ust be called at each point.
Another solution is to relate the measurements from the sensor at a 
number of locations in a single identification process. This requires a single, but 
more complex, kinematic model to be applied to the whole workspace. This 
approach is investigated in Chapter 4.
Text Image 
Display Display
Robot
PC with
Frame Grabber rn
Sensor
RS232
Robot
ControllerWorkstation 
with IGRIP 
Simulation
Figure 2.4: Sensor integrated into OLP 
environment
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2.2 CALIBRATION OF THE SENSOR'S OPTICS
It is necessary to calibrate the sensor so that points of interest identified in image 
pixel co-ordinates can be related to positions in world co-ordinates measured in 
millimetres. A number of calibration options are available:
• Develop an explicit model of the camera system and identify the 
significant parameters. Then explicitly calculate the conversions from 
pixels to millimetres.
• Measure a number of positions in pixels and millimetres and 
interpolate the co-ordinates of other points from these reference 
values.
• Use a neural network to implicitly find the m apping/ interpolation 
between pixel and world co-ordinates.
All these options require a set of known world positions to be measured in 
pixel co-ordinates to allow some form of fitting to find model parameters or to 
provide the reference/training data for the interpolation. So it was decided to 
collect a set of reference data and to test how these three options performed.
2.2.1 Reference Data Collection
Theory
The theory for collecting reference data is simple: move a target through a set of 
known positions and note its pixel co-ordinates.
In order to achieve the accurate positions a target was mounted on the 
tool post of a CNC, 3 axis, milling machine (Deckel FP4). This machine has an 
accuracy of about 0 .0 0 2 mm — significantly better than the 0 .1mm expected 
accuracy of the sensor. The target was then moved through a grid of points.
The target used was a black circle printed on a white background. The 
high colour contrast made identifying the target within an image simple. (In 
normal use the tool being measured would be back lit to provide a high contrast 
silhouette. For calibration the target is illuminated from the front.) The position
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to be measured was the centre of the circle. The circle covered a num ber of pixels 
and its centre was identified by calculating its "centre of mass". Such a technique 
is more robust than say simply looking for the tip of a wire (as might be done 
when the sensor is used in a robot welding cell) since that involves identifying 
only a single pixel. When looking for a single pixel if an error occurs say through 
a spot of dirt on the lens the "measured" position would be at least 1 pixel (about 
0.1mm) awry. Looking at a circle involves averaging over a num ber of pixels so 
any individual pixel errors would be reduced. The obvious compromise is that 
the averaging may require slightly more computer processing time.
Practice
For the first prototype sensor the milling machine was programmed to move 
through a cuboid of sides 30x20x30mm, in steps of 5mm. This was the largest 
cuboid that could be fitted into the sensors active region and gave a total of 245 
reference points. The sensor world co-ordinate frame was then defined as being 
aligned to the milling machine's co-ordinate frame with its origin at the first 
position measured.
The milling machine was then programmed to move to a further 50 points 
randomly spread through the sensor space. This data was to be used to test the 
final calibration.
The pixel and millimetre co-ordinates of the calibration and validation 
data are shown in Appendix C.
The whole process took about 6  hours. In future, if many sensors are to be 
calibrated a direct I /O  connection to the milling machine would allow this 
process to be automated.
For the second prototype sensor a grid was programmed of 30x30x40mm 
and data was collected at 10mm intervals. Calibration of the first sensor had 
shown that fewer points were needed and so the overall calibration time was 
greatly reduced. Perspective further reduced the num ber of points that were 
visible in both views so the Mark 2 sensor was calibrated from 64 points.
>
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Figure 2.5 shows a typical image acquired by the camera during 
calibration of the first sensor prototype. The view of the target on the right is 
viewed directly by the camera. The view on the left has been reflected from the 
precision mirror. The top edge of the precision mirror is the line sloping down to 
the right at the top of the picture; its right hand edge is the vertical line at the 
centre of the image. (Note also the edges of the second mirror that can be seen 
just to the left and above the left view of the target. This is the mirror that is used 
to side light the target when a silhouette is required. Its position and size were 
altered in the second prototype to cast light on the whole of the precision mirror. 
Its edges are then not be visible. Similarly, the bolt head visible at the centre of 
the image was designed out in the second prototype allowing a larger working 
volume and reducing the part count.)
2.2.2 Results
Neural Network Mapping
As with the discussion in Chapter 1 of the use of neural networks to implicitly 
model robot kinematics, it should be possible to train a neural network to learn 
the mapping from image pixel co-ordinates back to world millimetre co­
ordinates w ithout having to explicitly calculate any model parameters. To test 
this, the grid of calibration points was used to train a number of multi-layer feed 
forward neural networks using back propagation training. The network was 
then tested on the set of randomly spread validation points. Preliminary results 
gave a mapping accuracy of the order of 1mm (See Appendix C). Therefore 
these tests were stopped. It should be noted that this magnitude of error, about 
3% of the workspace, is approximately equal to that achieved in tests using 
neural nets to perform inverse kinematic mapping for a robot arm.
Interpolation
Like neural network techniques, interpolation offers the possibility of m apping 
one co-ordinate system onto another w ithout the need to formulate an exact 
model. The calibration data are used to form a look-up table of reference points. 
Then for any new input image point, the nearest neighbouring reference points 
are identified in pixel space. The distance to these neighbours in pixel space is 
calculated and the equivalent distance is moved from the corresponding 
reference points in the world co-ordinate frame. This interpolation from the
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nearest neighbours then produces the millimetre equivalent of the input pixel 
point as the output. By spreading reference points throughout the sensor's 
measuring region the interpolation should compensate for any local variations in 
the pixel to millimetre conversion. For instance, lens effects cause increasing 
barrelling of the image towards its edges.
(In the following discussion points in image co-ordinates are labelled as 
lower case bold text: p x, points in world co-ordinates are labelled in uppercase 
bold text: Px. The individual co-ordinates of a point are labelled in plain text: Pxx 
is the x co-ordinate of point PX/ PXy is the y co-ordinate.)
The interpolation program that was developed works as follows:
• A point of interest (POI) is identified in pixel co-ordinates, point pp.
• The reference data are searched to find the grid point nearest to the 
POI pixel co-ordinates, point pG.
• The 3 neighbouring grid points are identified that define an orthogonal 
set of axes in world space relative to po and define a cube enclosing pp, 
points px, py, pz.
• The interpolation process calculates how far along each of the 
orthogonal axes pp must be from p0.
Hence :
X(Px- P 0) + Y (py- p 0) +  Z (pz- p o) = Pp - p o [2.5]
This can be re-arranged as a matrix equation and solved for X, Y, and Z 
using Gauss-Jordan elimination.
(In fact the pixel co-ordinates contain 4 parameters, 2 from the left view 
and 2 from the right, but this equation has only 3 unknowns. The redundancy 
occurs because both views of the target have a pixel y co-ordinate that gives 
information about the world Z co-ordinate. Therefore in the first instance the 
reflected, side view y co-ordinate was not used in the interpolation because it is 
of a slightly lower resolution. In the next implementation of the software it could 
be included to provide a check on the accuracy of the Z interpolation.)
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Figure 2.6: POI and neighbouring reference 
points defining a set of axes
The world co-ordinates of the point of interest are then:
p p=
/ X(Px,-P„x) x
Y(Pyy-P„y)
ZCPzz-Poz)
+P.
[2.6]
Given that the reference grid has points evenly spaced at 5mm intervals 
this becomes:
P p= 5
zX x
Y
vZy
+P.
[2.7]
The system was tested with the 50 random points. The accuracy achieved 
was a maximum error of 0 .1mm in each axis which in the worst case is a 
combined error of 0.17mm. The full results are given in Appendix C.
This method is accurate enough to be used for robot calibration but 
because there is no simple relationship between the pixel and millimetre co­
ordinate systems it makes conversion slow. Therefore a camera model was 
developed.
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Camera Model
There are a number of parameters that can be included in a camera model 
although not all have to be identified separately.
• Perspective
• Lens distortions
• Relative position of camera and mirror
• Relative orientation of camera and mirror
• Camera features such as pixel size
A simple linear model, which treats the optics like a pin-hole camera, was 
found to be sufficiently accurate. This is described below^Non-linear effects 
such as lens distortions might be included in future developments. As ever there 
would be a compromise as more model parameters lead to slower calculations.
The transformation between millimetre co-ordinates and pixel co­
ordinates can be expressed in terms of 3x4 homogeneous matrices. For a single 
camera view:
mm ■ X
u
y
V = C
z
t
1
Where:
Cn Cn c l4
C = the transformation matrix to be found = C21 C22 C23 C24
_Qi C32 C33 C34
u = the homogeneous co-ordinate equivalent of the x pixel co-ordinate 
v = the homogeneous co-ordinate equivalent of the y pixel co-ordinate 
t = the homogeneous co-ordinate perspective scale factor 
Remember that the pixel z co-ordinate is not a meaningful value for a 2 
dimensional image hence C is a 3x4 not a 4x4 transformation matrix as used in 
robot kinematic models.
Expanding:
u = C nx  + C u y  + Cisz + Cm [2.9]
v = C21X + C22y + C23Z + C24 [2 .1 0 ]
t = C31X + Cs2y + C33Z + C34 [2.11]
Now the overall scaling of C is irrelevant since the homogeneous formulation of
X - \/cyA jv\
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the model corrects for this. Therefore, the value of the scaling factor C34 can be 
chosen arbitrarily and will be set equal to 1 .0  for convenience in future 
calculations.
To convert from homogeneous co-ordinates to pixel co-ordinates divide 
the homogeneous co-ordinate by the perspective scale factor, t. Giving the actual 
x and y pixel co-ordinates respectively as U and V in 2.12 and 2.13:
U = u / t  or u  - Ut = 0 [2.12]
V = v / t  or v - Vt = 0 [2.13]
Or re-arranging the equations 2.9-2.13:
C nx  + C i2y + C13Z + C14 + C21O + C22O + C23O + C24O
- UC31X - UC32y - UC33Z = U [2.14]
Cut) + C12O+ C13O + C14O + C21X + C22y + C23Z + C24
- VC31X - VC32y - VC33Z = V [2.15]
Thus there are 2  linear equations in 11  unknowns. Therefore, 6  or more 
sets of millimetre and pixel data are required to produce more equations than 
unknowns for parameter fitting. Singular value decomposition can then be used 
to find best fit parameters of C in a least squares sense.
The sensor in fact captures two views of an object so there will be two sets 
of parameters to be found, one set each for the left and right (reflected and direct) 
views.
Given the C parameters any point in the world millimetre frame can be 
converted into pixel co-ordinates. Testing this by passing the calibration data 
through equations 2.14 and 2.15 gave errors as shown in Table 2 .1 :
Left View Right View
x pixel y pixel x pixel y pixel
Average 0.30 0.35 0.60 0.42
Max 0.81 0.78 1.35 0.84
Min 0.01 0.00 0.00 0.03
Table 2.1: Millimetre to pixel conversion errors 
(All values in pixels)
Chapter 2: One-Camera Sensor Design 68
The errors in the right view are larger than those in the left view probably 
because of lens distortions at the extremes of the field of view. The object 
appears closer to the camera in the direct, right view than in the reflected, left 
view. A real world step change in position therefore causes a larger pixel change 
of position in the right view than in the left. So during calibration the target 
traverses more of the right half of the field of view and goes closer to the edges of 
that view. Non-linear lens distortions increase radially from the centre of the 
field of view hence the linear model is weaker. (Graph 2 .1  shows this trend with 
the spread of residual errors from the calibration data against radial distance 
from the centre of the lens and grouped by axial distance from the front of the 
measurement region.) These effects can be minimised by aiming to keep the tool 
being measured near the centre of the field of view. This is also good practice 
since it keeps the tool away from the edges of the sensor casing so changes in 
TCP will not cause collisions.
More useful is the inverse perspective transform to convert from pixel co­
ordinates back to millimetres.
From the perspective transform equations for a single view substituting 
for t in 2.9-2.13 and re-arranging differently to 2.14 and 2.15 gives:
U (C six + Cs2y + C33Z + C34C11X) = C n x  + Ci2y + C13Z + C14
[2.16]
V(C31X + C32y + C33Z + C34C11X) = C21X + C22y + C23Z + C24
[2.17]
Hence:
(C n - UC3i)x + (C12 - UC32)y + (C13 - UC33)z + (C14 - UC34) = 0
[2.18]
(C21 - VC3i)x + (C22 - VC32)y + (C23 - VC33)z + (Cc4 - VC34) = 0
[2.19]
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Letting: 
ai = Cn  - UC31 
bi = C12 - UC32 
ci = C13 - UC33 
di = C14 - UC34 
and:
&2 = C21 - VC31 
t>2 = C22 - VC32 
C2 = C23 - VC33 
d2 = C24 - VC34
the equations become: 
aix + biy + ciz + di = 0 
a2X +  b 2 y  +  C2Z +  d 2  =  0
Thus for a single image the inverse perspective transform of a point gives 
the equations of 2 planes in millimetre co-ordinates. The intersection of the 
planes defines a line in world co-ordinate space which projects on to the image 
point. Thus because a 2D image gives no depth information a second view is 
necessary to convert from image to world co-ordinates. The second view will 
define another 2 planes giving a total of 4 equations in the 3 unknown world co­
ordinates of the point. Again singular value decomposition can be used to solve 
the equations for best fit co-ordinates in a least squares sense.
Using the previously identified camera parameters and the random test 
points not used in the calibration the following results were achieved comparing 
the calculated world co-ordinates to the known values:
x (/m m ) y (/m m ) z (/m m ) Combined
Average 0.04 0.06 0.03 0.08
Max 0.14 0.15 0.06 0.17
Min 0 .0 0 0 .0 0 0 .0 0 0.03
Stdev 0.03 0.04 0 .0 2 0.03
Table 2.2: Inverse perspective transform errors 
(All values in mm)
[2.20]
[2.21]
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These results are similar to those achieved by interpolation — equivalent 
to a maximum error of about 1 pixel. However, the whole model offers a 
number of significant advantages:
1 /  far fewer points have to be measured to give enough data to calibrate 
the sensor. (Hence for the second prototype calibration data was 
collected at 1 0mm steps.)
2 /  computation time when performing the inverse transform is very 
greatly reduced since there is no need to search a large array for the 
nearest neighbours to a pixel point.
3 /  the explicit equations for the forward and inverse perspective 
transforms are simpler to apply when complex m easurem ents/ 
calculations m ust be made. The significance of this becomes apparent 
in the next section discussing image analysis.
4 /  there is a "crossing error" robustness check, described below.
This last feature, the robustness check comes from the fact that the two 
points in pixel co-ordinates produce an over-determined set of equations for the 
inverse perspective transform. The points project back into two lines in 
millimetre space. If the system were perfect the lines would intersect. Due to 
errors the lines in fact only pass close to each other. The inverse perspective 
transform described above returns the point of closest approach as the millimetre 
co-ordinates of the point of interest. The separation or crossing error at this point 
of nearest approach gives a measure of the accuracy of the measurement. 
Crossing errors might arise from two main sources. First, the points identified in 
the two views may not correspond to the same point on the target perhaps due 
to a failure in the automatic analysis routines. This will tend to lead to a very 
large error of the order of millimetres. The second source is the non-linearities in 
the lens optics. The camera model is not perfect. If the point of interest lies at the 
edge of the field of view the non-linearities will be more pronounced and a larger 
crossing error results. Therefore, this crossing error gives an indication of the 
quality of the measurement and encourages safe operation keeping the tool near 
the centre of the measuring region and away from the edges and casing. Graph
2 .2  shows the crossing errors against radial distance from the centre of the image 
when processing the calibration data set for the Mark 2 sensor. The 
measurements are grouped according to distance from the edge of the 
measurement region nearest the camera (the "front" of the measurement region).
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Note that the errors are small and of a similar order of magnitude to the 
measurement errors shown in Graph 2.1, about 0.1mm. This is to be expected 
when the object being measured is the calibration target. When the crossing 
error is due to a failure to identify the same point in both images then the 
returned value is one or two orders of magnitude bigger, l - 1 0mm.
With these advantages, the model based inverse perspective transform 
was adopted and implemented in the control software.
This section has described the hardware and software involved in 
grabbing images and conversion of points of interest into millimetre 
measurements. The next chapter gives a case study of how those points are 
identified for an arc welding torch. The sensor meets the key criteria set out at 
the start of the chapter, with the exception of the limitation on measuring 
volume. This is addressed in Chapter 4. Overall the cost of such a system would 
be of the order of £1- 1 0 ,0 0 0 : at the lower end of the current range of metrology 
tool prices. The most expensive components are the PC and frame grabber. The 
former is a standard item already available in many factories and used as the 
interface to some robots. The latter in this prototype set-up is a relatively high- 
specification item bought with a view to other development projects. Slower but 
lower cost systems are available.
C h a pter  3
Ca se  S t u d y : 
M e a s u r in g  a n  A rc  W e l d in g  T o r c h
The discussion so far has shown how points of interest in the sensor's field of 
view can be turned into millimetre measurements. This section gives an example 
of how the image is automatically analysed to find those points of interest for the 
case of a robot carrying a weld torch. First the image analysis software is 
described then the results are given of tests carried out in a production workcell. 
In this section "identification" of points in an image refers to the finding of the 
pixel co-ordinates of the points of interest as compared to the mathematical use 
of identification of model parameters discussed in previous sections. The next 
chapter describes the results of calibration tests using these measurements.
3.1 Im ag e  A nalysis
The topic of image analysis is a major research area in its own right hence the 
careful control of the lighting in the sensor to simplify part of the problem — the 
object is easily distinguished from its background. The image analysis aims to 
automatically identify the TCP (tool centre point) position and orientation. The 
routines for this m ust be tailored for the tool being studied in this example a 
weld torch. The key features of a weld torch are shown in Figure 3.1.
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Torch Electrode
Pose of electrode tip 
must be controlled
gas around 
electrode
Gas Cowl: 
Channels inert
v
Weld Wire:
Fed through hole in 
electrode and melts 
to form weld
Figure 3.1: Key features of a weld torch
The quality of the weld is affected to differing extents by the accuracy 
with which the position and orientation of these various features are controlled. 
The complexity of the analysis required to identify the pose of each feature also 
varies. The first question to be decided is: which is the feature that defines the 
TCP and so has to be measured?
The tip of the weld wire is always visible and it is a very simple point to 
identify so the image processing is fast. The pose of the wire tip determines the 
position of the weld. Typically, good weld penetration is achieved to 2 or 3 times 
the diameter of the weld wire. Therefore, if say a 1mm diameter weld wire is 
being used, then the centre of the wire must lie within 0.5-1.5mm of the centre of 
the joint to be formed. On the other hand, the wire tip position varies due to feed 
and bum  back in the welding process. So if the wire tip is measured to define 
the TCP this may cause over frequent program adjustment. A more stable point 
to measure is the torch electrode tip pose. It controls the pose of the weld wire 
while being designed not to change during the welding process. Also, research 
has shown [Quinn, Madigan, and Siewert, 1994] that the distance from the torch 
tip to the workpiece is more important than the distance from the wire tip to the 
workpiece for controlling the metallurgical quality of the weld bead. Therefore 
the torch tip is the more important point to measure. Even then, the exact stand 
off of the torch tip from the parts to be welded is not critical and ± l - 2 mm 
variations are acceptable in a nominal 10mm stickout. In this case, considering
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again a 1mm weld wire, the accuracy with which the electrode orientation m ust 
be controlled to ensure positioning of the weld wire tip across the seam to the 
required 0.5-1.5mm accuracy is of the order 2-5°. But depending on the 
orientation of the torch, the torch tip can be hidden from view by the gas cowl. 
Thus more complex image analysis is required to calculate its position and this 
slows down the measurement process. The following analysis strategy was 
devised to identify the pose of the torch tip.
(Remember that a single camera image in fact gives two views, front and 
side, of the weld torch. Where the discussion below refers to the image, it in fact 
means to one of the views. The analysis routines are then repeated for the 
second view.)
The weld torch is inserted into the measuring region from above. The 
sensor's casing limits the range of orientations at which the tool can be presented 
to the camera. So the tip of the weld wire will be the lowest point of the tool in 
the image. A thresholding operation is first performed on the image to identify 
pixels corresponding to the tool. The tool appears as a dark silhouette against a 
light background — any dark pixel is assumed to be part of the tool. The wire 
tip is then identified by searching each row of the image from the bottom 
upwards until a black pixel is found. The search is repeated for the second view
Start at bottom 
of image
For each row
No: next
column
across
For each column
Yes: next 
row up'  Last x  
column in 
v row? v
NoIs pixel 
black?
Y es
Wire tip at current row 
and column coords.
Figure 3.2: Flow chart for wire tip identification
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of the tool. Using the inverse perspective camera model described in the 
previous chapter, the two pairs of pixel co-ordinates can be transformed into a 
millimetre measurement of the wire tip position.
This routine may give a small error due to the finite diameter of the wire 
causing the points identified in the two views to not correspond to exactly the 
same point on the wire. The error will be approximately the same size as^
that from guiding the wire tip to a point by eye as is done for passive TCP 
measurement.
To reduce this error the edges of the wire are identified and the tip 
estimated as being a point half way between them. The edges of the wire also 
define its orientation which is another piece of information that is required. To 
identify the edge pixels a check is made of the neighbours of each tool pixel. If 
any neighbour is white, the background, then the tool pixel is on the edge of the 
tool.
( Start at wire tip coords
For each row
For each column —
Is pixel \ N o  
black? X No: next
column
across
x  Is an yN  
neighbour 
< white? y
^  Last x  
column in 
v  row? >
Yes: next 
row up
Mark current 
pixel a s  ed ge
Figure 3.3: Flow chart for edge detection
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The flow chart in Figure 3.3 identifies all the edges. It is necessary then to 
identify those corresponding to the wire as distinct from the edges of the gas 
shroud. To do this an algorithm was written to perform a Hough Transform 
[Gonzalez and Woods, 1993]. This transform relates co-ordinates in pixel image 
space to a space array referenced by the parameters of straight lines. Using the 
normal line representation mentioned in Chapter 1 the equation for a straight 
line is:
xcosd+ ysm 6 = p  [3.1]
Each edge pixel is compared to this equation for a range of values of 0 
and p in steps of 0.5° and 1 pixel to cover all possible straight lines in the image. 
For any particular value of (0,p), if the pixel co-ordinates fit the equation then 
that edge point must lie on the corresponding line. The value stored in that 
Hough space array element is increased by one. A range of straight lines can be 
drawn through a point in pixel space. Therefore a point in pixel space will 
transform into a sinusoidal curve in Hough space. Figure 3.4.
Pixel Space Hough Space
X (Column) p (Radius)
Point transforms 
into sine wave
Y (Row) 0 (Angle)
Figure 3.4: Pixel space to Hough space transform
After all edge pixels have been tested, the Hough space array element 
with the largest value corresponds to the line that passes through the most edge 
pixels — the longest straight edge in image space. In practice, there will be two 
roughly equal peaks in Hough space corresponding to the two edges of the weld
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wire. The co-ordinates of the mid point between the peaks corresponds to a line 
through the centre of the wire.
This can be seen in Figures 3.5 and 3.6 which show images of Hough space 
arrays. Each edge pixel has been transformed into a sinusoidal curve. Where 
more than one edge point lies on a straight line the curves intersect and the point 
of intersection is drawn in a darker shade. So the darker a point is in these 
images, the more edge pixels lie on the straight line corresponding to those 
Hough co-ordinates. In Figure 3.5 the torch was approximately vertical, in the 
centre of the field of view. Therefore the darkest points (thus longest lines) occur 
at 0 equals 0° and p about half way across the Hough space. Around these co­
ordinates the two darkest curves are seen separated by about 10 pixels, the width 
of the weld wire. In Figure 3.6 the torch was angled at about 45° so the darkest 
points occur at 0 equals 45°.
Two approaches were then tried to find the torch tip. The first attempted 
to fit an ellipse through the edge of the gas cowl. The intersection of the line of 
the weld wire and the major axis of this ellipse would be used to define the 
position of a point within the tip of the torch. The gas cowl changes only slowly 
with time so this point would remain at a constant position relative to the actual 
tip of the torch. This fitting was performed using a modification to the straight 
line Hough transform. Five parameters define an ellipse: the co-ordinates of the 
foci and the length of the major axis. Instead of a two-dimensional Hough array 
(0,p), a five dimensional array was used.
It was found that although the Hough transform worked well for the wire 
identification, for finding the gas cowl edge this approach failed on two 
accounts. First the search is very slow when looking for ellipses since there are 
five parameters to be found. The size of the Hough space to be searched 
increases by a power of five. Second and more importantly, the ellipse fitting is 
ill conditioned if the axis of the weld wire is nearly parallel to the image plane.
In this case the edge of the cowl appears as almost a straight line and values in 
the Hough space are insensitive to changes in the ellipse parameters being 
searched. Thus rather than finding a sharp peak in the Hough space at the best 
fit parameters there is a plateau. This results in the ellipse parameters that are 
identified being accurate across the line of the wire to the order of 0.1mm but 
with large errors along the wire of the order of 1mm or more.
Schematic torch outline producing Hough space image below
Radius 
p (/pixels)
150
100
Angle 0 (/°)135
Figure 3.5: Image of Hough space array
Schematic torch outline producing Hough space image below
Radius 
p (/pixels)
150
100
Angle 6 (/°)135
Figure 3.6: Image of Hough space array
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The second analysis technique has proved much faster and more reliable. 
Remember that for calibration the TCP position m ust be measured with the robot 
arm at a number of different configurations. As noted the tip of the wire is easily 
identified and other points on the wire can be identified up to the point where 
the view of the wire is obscured by the gas cowl. If the first robot pose for the 
calibration is taught so that the torch is placed approximately vertically into the 
sensor then the cowl will not block the view of the torch tip. Its position can be 
measured directly in both camera views and the length of the weld wire stickout 
can also be measured. (Deviations of a few degrees from vertical will not 
significantly effect the measurements since the radius of the torch tip is small.) 
Then at each subsequent pose the wire tip position and orientation can be 
measured and combined with the first measurement of the stickout length, the 
torch tip position can be calculated as follows.
Referring to Figure 3.7, first the pixel co-ordinates of the wire tip, point 1, 
are identified in both the direct and reflected views. From these two views the 
world millimetre co-ordinates of the wire tip can be calculated as the intersection 
(point of nearest approach plus crossing error) of the two lines 1-1 ' and 1-1".
Then pixel co-ordinates of some point further up the wire, point 2, are 
identified in the direct view only. Using the inverse perspective camera model 
this single image point transforms into a line in world space, 2-2% The exact 
position of point 2 along the line cannot be found but it is known that the line 
must pass through the weld wire.
Similarly another point on the weld wire, point 3, which is not necessarily 
the same point as 2, is identified in the reflected view. Its pixel co-ordinates 
transform into line 3-3" in millimetre space which must also pass through the 
weld wire.
Point 1 and line 2-T define a plane in world space which m ust contain the 
line of the weld wire. Point 1 and line 3-3" define a second plane. The 
intersection of the planes defines the line of the weld wire in world co-ordinates. 
Finally, moving along this line from the wire tip by the previously measured 
wire length gives the co-ordinates of the torch tip.
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Algebraically:
(%o,^o,Zo) wire tip position
R wire length
(Ui ,y,) pixel co-ord's of any point on the wire,
i= l for left view, i=2 for right 
aij, bij, d) ,dij plane parameters as defined for the inverse perspective
transformations, equations 2.16 and 2.17.
Where i = 1 refers to the left view, i=2 the right view 
and j = 1 refers to the pixel x co-ordinate, 
j = 2 the pixel y co-ordinate in that view 
Then the line defined by each pixel point (jJi,Vi) , will be
Xi =
Vi =
Zi(bnCi2~ bi2Cn) + (bndg  ~ bi2dii) 
(anbi2-a i2bii)
Zi(ai2C n - a n  ci2) + ( a i2 dn -  an d i2)
(dnbi2~ diibn) 
Writing:
a i  =  (bn  c i i - b i i c n )  
P j - Q j n d a - b a d n )
Y i =  ( a a c a  — a a c a )
Si  =  { a n d u -  an di i )
£ i  =  (anbi2 -  a i ibn)
Then this becomes:
[3.2]
[3.3]
( P M ' a /
Yi = Si/st + x r,
{ 0 J
[3.4]
Where:
( P M « r
Si/ £/ is a point on the line, and 7/
I 0 J
is a vector along the line
Hence:
(P ]
= y«
\\Z0y
'N e ,
Si/Si 
0
A Yi
v£-v
[3.5]
defines a normal to the plane in which the wire lies
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So the line of the wire in millimetre co-ordinates is:
/  > / A /  >*0 Pi P2
7o + A A 42
A
[3.6]
The wire tip lies a distance R along the line of the wire, hence A can be 
calculated as:
A = ±
R7 [3.7]
^ ( 9 ,  r2 -  q2r ) 2 + (r, P2 -  r2 p $  + (p ,92- ?,<?,)'
The sign of A can be derived from the fact that £ torch > gQ/ the torch tip is 
above the wire tip.
Finally this measurement of the torch tip position and wire orientation can 
be transformed into a single homogeneous matrix representation of the TCP pose 
in terms of position and Euler angles for the kinematic model parameter 
identification. Note that because the wire is rotationally symmetric about its 
length only 5 of the 6 degrees of freedom defining the TCP pose can be 
identified. The final parameter would give the rotation about that line of 
symmetry. This is discussed further in the next chapter.
Software was written to implement this image analysis strategy. To 
identify the pixel co-ordinates of the points on the wire other than the tip, the 
centre line of the wire, as identified by the first Hough Transform, was followed 
up the image from the wire tip. Before the line intersects the torch tip or gas 
cowl silhouette, edge pixels are found within one wire radius distance of the 
centre line. Once no edges are found within that radius the torch tip has been 
encountered. For the first, wire-vertical, measurement this co-ordinate is used to 
calculate the wire length. For other poses it is used as a point on the line.
This algorithm runs much faster than à Hough transform search for the 
gas cowl edge since it requires so few points to be identified.
To test the accuracy of this algorithm, a torch tip was mounted on a 
precision motion stage controlled by manual micrometers. The torch was moved 
to a number of positions and the measured change in position was compared to 
the known distance moved. The results are shown in Table 3.1 below (The full 
experimental data are given in Appendix D). This shows an average error of
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0.08mm which, at the camera resolution given in Chapter 2, corresponds to 
roughly a 1 pixel error in the identification._________
Position 
error (/m m )
Average 0.08
Stdev 0.08
Max 0.19
Table 3.1: Torch tip identification 
position error magnitudes
The orientation measurement was tested by mounting the torch on a 
Puma 560 robot and moving only joint 6, the final joint in the robot's wrist, to 
rotate the torch. The measured change in orientation was compared to the angle 
given by the robot controller. Rotating joint 6 causes the torch to rotate in a 
single plane. To test measurement across the sensor's workspace, the orientation 
of the sensor was changed relative to the axis of the joint rotation and the test 
was repeated. Results are summarised in Table 3.2 (The full experimental data is 
given in Appendix D). Again, note that the average error of 0.5° corresponds to 
approximately a 1 pixel (0.1mm) error in placing one end of the 10mm wire 
stickout, or 0.5 pixel in both ends. The maximum error suggests a little more 
than 1 pixel error in identifying both ends of the wire.
Orientation 
error (/°)
Average 0.50
Stdev 0.49
Max 1.25
Table 3.2: Torch tip identification 
orientation error magnitudes
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3.2 INDUSTRIAL TESTING
The above theory was developed and tested in the laboratory using a mock-up of 
a weld torch (as was seen in Plate 2) constructed to have the same outside 
dimensions as a real torch. This gave clean images looking very much like the 
weld torch schematic in Figure 3.1 against which to develop the automatic image 
analysis software. The sensor was then taken to a factory for testing under 
production conditions (Plate 3).
The major difference observed is that in an industrial environment the 
weld torch gets covered with a spatter of metal drops. The edges to be identified 
are not clean and smooth. Even the tip of the weld wire is harder to identify as 
the wire often ends in a blob of re-solidified metal. An example of the tool 
quality is shown in Figure 3.8 after edge detection has been performed on the 
image. In the image the torch is approximately vertical and the edges 
correspond to the outline of the torch shown in the schematic Figure 3.1. The 
edges of the gas cowl and torch tip are rough from a build up of spatter. The tip 
of the wire has on it a blob of re-solidified metal.
Figure 3.8: Edges detected in image of production weld torch
Therefore, enhancements were made to the image analysis routines to 
make them more robust to these "noisy" images.
Following through the above steps of the ideal analysis routines the 
following features were added. To ensure that the same point was identified as 
the wire tip in both views the magnitude was checked of the crossing error from
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the inverse perspective transform. To speed up the Hough Transform search for 
the wire centre line, only lines that passed near the wire tip were checked. This 
also reduced the risk of the edge of the gas cowl for instance as in Figure 3.8 
being identified as a long (horizontal) line. Once the longest line in the Hough 
array was found two checks were performed: first that a second long line lay 
within one wire diameter of the longest line corresponding to the other edge of 
the wire; and second that both lines were over a certain minimum length. The 
first check ensures that it is the two edges of the wire that have been found, the 
latter that enough wire is visible to make the identification robust. Finally 
following up the wire to find where it intersects the torch, the search started 
above any re-solidified metal blob.
Tests were performed monitoring robot weld torches over a num ber of 
days of production. The sensor was set up to automatically grab and store one 
image of the torch once every ten production cycles (approximately lim a g e /10 
minutes). The robot was nominally presenting the torch at the same pose every 
time. The pixel co-ordinates of the torch position identified by the automatic 
analysis routines were compared to the co-ordinates identified by hum an 
analysis of the images. The latter has far superior processing power and can 
easily distinguish say spatter from the points of interest whereas the computer is 
significantly faster.
Graphs 3.1 and 3.2 show the spread of the identified torch tip co-ordinates 
through the test period as measured automatically and manually. The similar 
shapes of the histograms points to the same feature being identified by the two 
techniques. The fact that there is a spread of readings shows the repeatability of 
the torch tip position. Due to poor maintenance of the TCP offset, over time the 
torch tip position is seen to vary. Although the workcells included an automatic 
cleaning station to scrape away spatter this was not effective because the torch 
tip was not being presented in the correct position. Thus variations along the 
length of the torch and weld wire axis (y pixel direction) are greater than across 
the wire axis (x pixel direction) since spatter builds up more on the end of the 
torch than the sides.
For each individual image, comparing the difference between the results 
of automatic and manual identification of co-ordinates shows that almost 
identical co-ordinates are returned by both analysis methods over 92% of the
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time. Graphs 3.3. The full test data are given in Appendix E. Small differences of 
about 1 pixel occur fairly consistently because of the thresholding operation that 
is performed to segment the dark, foreground pixels (the torch) from the light 
background as the first step in the automatic analysis. For robustness the 
threshold was set at a relatively high level. This successfully countered any 
slight variations in illumination intensity but also tended to shave a layer of 
pixels from the edge of the torch that a hum an operator might otherwise label as 
being part of the torch. Again the variations are seen to be greater along the line 
of the weld wire (y pixel direction) than across the weld wire axis (x pixel 
direction). As was noted earlier the quality of a weld is less sensitive to such 
axial variations, withstanding perhaps 2mm variation in a 10mm stand-off. 
Therefore even differences of 3 or 4 pixels (approximately 0.3-0.4mm) are not 
significant. Where there were significant differences between the automatic and 
manual measurements these cases were automatically flagged as errors by the 
computer and corresponded to occasions such as bum  back making too little 
wire visible or excessive spatter build up causing the edges to be too irregular for 
good measurement. At no time would erroneous measurements have been 
passed on for subsequent robot calibration procedures.
The only advantage from the industrial setting is that the dust gives the 
torch a m att finish so there are no bright reflections in the image. (Images of the 
clean, mock-up torch sometimes suffered from such reflections. They caused 
bright spots in what should have been the dark silhouette causing spurious 
edges to be detected after thresholding. These then caused errors to be flagged 
in images that would otherwise have given good measurements.)
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Graph 3.1: Spread of identified torch tip co-ordinates 
through test period as measured automatically
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Graph 3.2: Spread of identified torch tip co-ordinates 
through test period as measured manually
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Graph 3.3: Spread of differences between automatically and manually 
identified torch tip co-ordinates through test period
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3.3 A pplicatio n  to  other  e n d -effectors
Software for the automatic analysis of weld torch images has been successfully 
implemented. Similar analysis routines could be applied to other robot tools.
A number of other tools have a structure that is similar to a weld gun for 
which the analysis software would require little modification. For instance glue 
and paste dispensers end in nozzles of a similar shape to the tip of a weld torch. 
For these, analysis might involve detecting the tip and edges of a tapering nozzle 
then calculating the orientation by finding its centre line. For laboratory 
demonstrations, if not industrial processes, a robot mounted pen or scribing tool 
would similarly end in a nib or point. Of more industrial use would be the 
measurement of drilling, routing or grinding tools. Depending on the precise 
tool these would show a silhouette with some rotational symmetry and a more 
or less pointed end.
More complex shapes such as grippers could also be addressed. In this 
case the first problem is in specifying the TCP. Is it a clear feature such as the 
comer of the jaws or more complex such as some point on their surface? Either 
way analysis could be based around detecting the edges of the jaws and 
calculating where the lines intersected to find the comers. A second problem 
with gripper analysis is the small working volume of the sensor. The casing may 
have to be redesigned to allow greater access.
An alternative to directly measuring the gripper might alleviate both these 
problems. The robot could pick up some precision artefact that would locate 
repeatably into features cut into the gripper jaws. The other end of the artefact 
could then be made small enough to be easily presented to the sensor for 
measuring. The end to be measured could be produced with easily identifiable 
features, for instance spheres defining an orthogonal set of axes as used with co­
ordinate measuring machines. From the pose of these features the gripper TCP 
could be calculated.
A further refinement of this last approach would be to directly identify the 
pose of parts held in the gripper rather than just finding the gripper TCP. This 
would then allow correction for part tolerances and positioning errors in 
grasping the object.
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3.4 Su m m ar y
This section has described how images of a weld torch are automatically 
analysed. Points of interest, the torch tip and weld wire orientation, are 
identified in image pixel co-ordinates and transformed into world millimetre co­
ordinates.
Tests in the laboratory have shown that an average position and 
orientation measurement accuracy of 0.1mm and 0.5° can be achieved.
Tests in a factory have shown that the automatic routines are robust to the 
conditions in an industrial workcell.
Extension of the analysis and measurement to other tools was also 
discussed.
The next section describes how the sensor can be used in the identification 
of more accurate robot arm kinematic model parameters.
C h a p t e r  4
I m p l e m e n t a t io n  o f  I d e n t if ic a t io n
4.1 M odel  Selection
The third stage in the calibration of a robot workcell for OLP is the identification 
of accurate kinematic model parameters from the measurement data.
The concept of best-fitting in a least-squares sense is straight forward, but 
the practice is more complex. First the form of the kinematic model has to be 
fixed and second the cost function that is to be reduced must be formulated.
The review of modelling in Chapter 1 showed that the modified DH 
model has been widely adopted although there are some constraints caused by 
the model's formulation. As was noted, an important limitation of the DH 
methodology is that the position and orientation of frame n  depends on that of 
frame n-1. One effect of this is that the zero position for each joint variable is pre­
defined by the orientation of the previous co-ordinate frame whereas the zero 
position of the physical joint encoder may not align with this theoretical zero. 
Therefore, an additional parameter was added to the model: the joint zero offset. 
Thus the joint angle becomes:
0„=O„+50„  [4.1]
where 0 n is the encoder angle and 86n is the zero offset.
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However, the magnitude of the joint 1 zero offset and link offset still 
depend on the relative position of the sensor to the robot. This is not a problem if 
all measurements are made relative to a single sensor location, but it is proposed 
to move the sensor around and take measurements at a number of locations to 
increase the exercising of the robot joints. The kinematic parameters to be 
identified for transformation °A1 would then be different for each sensor location 
since the x axis for the frame would need to point back along the common 
normal to the sensor frame as shown in Figure 4.1 below.
Joint 2
B1: another 
sensor location
XB - * — J
B: sensor) 
b ase fram
Figure 4.1: With a DH model the position of the robot's base, frame 0, 
depends on the location of the sensor frame B
As an alternative to this, it is proposed to use six parameters (three 
rotations and three translations) to define the transformation from each sensor 
location to the robot's base:
BA0 = R(z,0)R(j,j3)RU,a)Tte,dy,dz) [4.2]
This allows the robot base frame to be placed without restrictions on axis 
alignment. The parameters are set so that for each sensor location the joint 1 
transformation A, will be the same. Then only two parameters m ust be
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identified to define the joint 1 transformation: the link length and link twist. It 
can then be represented along with the encoder angle as:
°A1 = R(z, ©! )T(/,, 0,0)R(;r, a x ) ^
In DH notation this is equivalent to setting the joint zero offset and link 
offset to zero.
The other links of the arm are then modelled using the standard 
formulation.
For measurements made with the sensor at a single location, then 
mathematically, since eight parameters are used to represent the first two 
transformations, this maintains the completeness of the model (as defined by 
Everett et al.f* If measurements are made with the sensor at a new location then 
another 6 parameters must be identified defining S,'A0 but the 24 parameters in 
°A6 remain the same.
For the joint 6 and tool transformation it was noted in earlier chapters that 
a number of representations could be used for the orientation: roll-pitch-yaw, 
Euler angles etc. Following on from the weld torch measurement of the previous 
section, an Euler angle representation is the most obvious choice. As was noted 
the weld torch is rotationally symmetric about its length. Therefore, the 
orientation about this axis cannot be identified. If ZYZ Euler representation is 
used, the final rotation about the Z axis can be arbitrarily held at a fixed value, 
say zero, without effecting the accuracy of the calibration.
This then completes the kinematic model.
The cost function to be used must compare the measured TCP pose to that 
calculated from the known joint angles returned by the robot controller and the 
kinematic model.
(with the sensor to robot base transform, S' A0, depending on which 
location is being used.)
[4.4]
where:
[4.5]
*  f a n ]  L
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Elements of the left and right matrices m ust be compared but only six of 
the sixteen elements are independent. If this is multiplied by the inverse of the 
right hand side then:
where dx, dy, dz are the errors in position and 8x, 8y, 8z are the errors in 
the orientation.
The cost function is then the sum of the square of these six values. Or for 
the case of the weld wire, 8z is not measured and so not included.
Software was implemented to calculate this cost function and the 
Levenberg-Marquardt fitting function. The fitting also requires the partial 
derivatives of the cost function to be calculated with respect to each parameter. 
For this it is noted that the partial derivative of the product of a series of n 
homogeneous matrices, * ^Aj, with respect to a parameter aj which only appears 
in the matrix, is the same as the partial derivative of the j*  matrix alone 
multiplied by the other n-1 matrices in the series (remembering to preserve the 
order of multiplication):
Thus the cost function and its derivatives can be calculated from a product 
of each of the individual joint transformations. This reduces the amount of 
algebra that m ust be performed when building the model and implementing the 
code. The compromise is the cost of extra matrix multiplications performed 
when the program is run which increases the computation time. But 
identification is performed off-line so the time is not critical. The time to execute 
the identification routine is typically 1-2 minutes.
1 -8 z  Sy dx
8z 1 —8 x d y  
- 8 y  8x 1 dz
0 0 0 1
[4.6]
[4.7]
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4.2 Experimental Results
A number of experiments were performed to test the accuracy of calibration that 
could be achieved using the sensor. As stated in Chapter 1 the factors that effect 
the robustness /accuracy of the identification process include:
• No. of measurements used
• Accuracy of starting guess at parameters
• Level of noise in measurements
• Spread of measurements through the robot workspace
To test these factors a number of sets of measurement data were collected 
using the sensor and a Puma 560 robot carrying a mock-up weld torch. Each 
data set consisted of 40 measurements plus the corresponding joint angles as 
given by the robot controller. The measurements were split equally between the 
arm in a lefty configuration and in a righty configuration. The sensor was then 
moved to a number of other locations and further sets of 40 measurements were 
taken. From various combinations of these measurements signature parameters 
were identified.
To test the accuracy of the calibration and provide a baseline, Optotrac 
was used to collect 100 measurements spread through out the robot's workspace. 
The position that the robot would have achieved using the identified parameters 
was then compared with the Optotrac measured position. The resulting errors 
are shown in the graphs below.
Figure 4.2 shows the approximate layout of the workcell during 
measurement data collection and the limits of the Puma robot's workspace. The 
full measurement data is given in Appendix F and the results data for the graphs 
presented below is in Appendix G.
Chapter 4: Implementation of Identification 100
Wall,
Majority of 
measurements 
made in front 
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sight to both 
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Ml
g
_
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area where the beams from both laser heads can 
overlap: shown bounded by rays
Figure 4.2: Plan view of workcell during collection of calibration data 
(Extent of Puma 560 robot's workspace is shown hatched)
4.2.1 Calibration Baseline
This test was performed to establish how accurately the robot could be calibrated 
using the most accurate measuring device available, Optotrac.
Optotrac gives 3 dimensional position information. Therefore each 
measurement gives 3 independent pieces of information. The robot model 
contains 30 unknown parameters but because no orientation information is 
measured by Optotrac only 27 signature parameters can be identified. The tool
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orientation parameters are held fixed at zero. Therefore the minimum number of 
measurements that are required is 27/3 = 9 points.
Since measurements contain noise, using more than this minimum should 
produce a better result. To test this, groups of n  points were picked at random 
from the set of 100 measurements and the 27 arm parameters were identified for 
n  in the range 9 to 50 points. The accuracy of the identification was tested 
against the remainder of the points not used in the identification. The root mean 
square position error between the measured and calculated positions for the 100- 
n validation points was calculated.
For each group size n, the random picking and identification was repeated 
20 times to test the repeatability of the fitting. Graph 4.1 shows the maximum, 
minimum, and average r.m.s. validation error against the number of 
measurements used in the identification.
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Graph 4.1: Calibration baseline: Minimum-Average-Maximum validation 
error against number of points used in identification from Optotrac data
Note that without calibration, using the manufacturers nominal kinematic 
parameters, the average error was about 30mm.
A number of observations and conclusions can be drawn from this graph:
1 / As the number of measurements used increases then the validation 
error decreases as one would expect.
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2 / As the number of measurements increases the spread of errors 
decreases (maximum to minimum error range). Again this is as one would 
expect. As the identification data set size increases it is more probable that the 
measurements cover most of the workspace so the fitting is tending to converge 
to the same values each time and poor identification is less frequent.
3 /  The minimum validation error remains approximately constant 
regardless of the number of data points used. Since sets of points are chosen at 
random  it is always possible that even a small measurement set is well spread 
through the robot's workspace allowing good fitting.
In general one can conclude that when using Optotrac to calibrate a Puma 
560 robot then 30 randomly spread points should be sufficient to give a 
repeatable calibration. For this number of measurements an average accuracy of 
about 0.9mm is achieved with maximum errors of about 3.0mm.
This is comparable to levels of accuracy shown in Table 4.1 achieved using 
this measurement data with the commercially available IGRIP identification 
routines [IGRIP, 1993].
Model Mean Maximum
Error/(mm) Error/(mm)
No Calibration 45.5 71.3
Joint Zero Offsets 5.9 10.8
DH 0.8 1.2
Delta Vectors 0.3 0.6
Table 4.1: Average and maximum errors using IGRIP calibration routines
These different IGRIP model types correspond to identifying increasing 
numbers of model parameters. No calibration, as the name suggests, means 
using the manufacturers nominal arm kinematic model and only identifying the 
position of the measurement system's co-ordinate frame relative to the robot's 
base frame and the TCP offset of the attached end-effector (Optotrac cat's eye 
target). Joint Zero Offsets allows for one parameter to be identified per joint, the 
encoder zero offset, along with the base and TCP transformations. This limited 
calibration information is useful for many industrial robots which allow the 
encoder zero offsets to be adjusted within their controller software or
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mechanically after say joints are serviced. The DH model and Delta Vector 
model were described in the Chapter 1 modelling review and allow four 
parameters to be identified for each joint. Note that the improvement of the 
Delta Vector model over the DH model is relatively small compared to the 
accuracy of the Optotrac measurement data and may be partly due to the IGRIP 
algorithms being better tuned to their own Delta Vector modelling convention 
rather than the more public DH model.
4.2.2 No. of Sensor Measurements
As with the calibration baseline test above, one would expect the pose errors to 
decrease as more data is used in the identification. This experiment used sub­
sets of measurements from individual data sets to test this hypothesis.
The sensor gives orientation information so the minimum number of 
measurements that can be used is different from the base line test above. For 
measurements of a weld torch TCP there are 5 independent parameters: 3 
position and 2 orientation parameters. (The third orientation parameter would 
give the rotation about the centre of the weld wire. This cannot be measured by 
the sensor because the wire appears rotationally symmetrical about that axis.) 
Thus 29 of the total 30 signature parameters can be identified. The minimum 
number of measurements required for identification is thus 29/5 = 6 rounding 
up to the nearest integer.
As with the baseline test, groups of n  readings were selected from the sets 
of 40 measurements and used to identify the arm signature parameters. Equal 
numbers of points with lefty and righty arm configurations were used so n 
ranges from the minimum, 6 up to 38 in steps of 2. (n=40 is excluded to allow 
multiple sets of each size to be picked.) The identified signature parameters were 
then compared with the Optotrac measurement data to validate the accuracy of 
the identified signature across the robot's workspace. The r.m.s. position error 
was calculated.
For each set size, the sequence of random picking, identification, and 
validation was repeated 20 times. The average validation error against num ber 
of points used in the identification is shown in Graph 4.2a. The graph shows 6 
different lines corresponding to measurements taken with the sensor at 6 
different locations. This indicates the spread of results depending on sensor
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location. Graph 4.2b shows the combined average error from all 6 data sets to 
highlight the trend on a less cluttered graph.
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Graph 4.2a: Average validation error against number of sensor 
measurements for the sensor at each of six different locations
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Graph 4.2b: Average validation error against number of sensor 
measurements across all sensor locations
Graph 4.2a shows that as expected the fitting error decreases as the 
number of measurements used in the identification increases. The quality of the 
parameter identification (size of validation error) varies depending on the 
location at which the data set was collected. Graph 4.2b averaging across all the 
results shows that for 20 or more measurements the average error remains
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approximately constant at 4.5—5mm. This is a distinct improvement over the 
uncalibrated robot accuracy which gives average errors of worse than 30mm.
For industrial robot applications however these errors are still too large to allow 
direct off-line programming but would allow OLP followed by on-line program 
trimming to offer some considerable time savings over purely manual teach-by- 
lead.
Looking at the minimum r.m.s. validation errors for each sized set of 
measurements shows this is approximately constant. Graph 4.3. These best case 
fittings then give errors of the order of 1mm — comparable to the Optotrac 
results and more suitable for industrial OLP.
The approximately constant minimum r.m.s. value shows that regardless 
of set size if a good set of measurements are used in the identification then the 
results will be a more robust fitting giving more accurate OLP during validation. 
But there is a slight increase in the minimum error for large set sizes particularly 
for those measurements sets (sensor locations) having a high average error. This 
might be because a few of the measurements lie away from the norm, so called 
outliers, and these are skewing the identification. (This disproportionate effect of 
outliers on least squares fitting algorithms is one of the drawbacks in what are 
otherwise very useful routines [Press, and others, 1991].) Thus when few points 
are picked from the data set, the outliers might be amongst those points not 
picked and the resultant fitting is good. When large numbers of points are
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Graph 4.3: Minimum r.m.s. validation errors against 
size of data set used in identification
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chosen then not all the outliers can be excluded and a less good identification 
results. Measurements might skew the identification for a num ber of reasons. 
For instance they may contain large errors due to errors in the sensor 
measurement or robot controller joint angles. Alternatively some configurations 
of the robot make parameter identification difficult particularly when joints align 
near a singularity. The reason for this variation in the quality of the 
identification needs further investigation.
4.2.3 Configurations Used in Identification
The quality of the model identification would be expected to improve as 
measurements are spread more fully through the robot arm 's workspace both in 
terms of Cartesian world co-ordinates and the curving joint space. One test for 
this is to see the effect of using measurements with only one arm configuration as 
opposed to the previous test where equal numbers were used of lefty and righty 
configured measurements of the Puma robot. Graph 4.4 shows the results of this 
test.
Config’s  U se d  
Lefty a n d  Righty 
Lefty 
R ighty
Graph 4.4: Comparison of average validation error after identification 
from different measurement configurations
This clearly shows that using righty data alone for the identification is not 
nearly as accurate as using data sets containing both lefty and righty data. The 
effect of lefty data alone differs less from the results of using sets with both lefty 
and righty data. Looking at the minimum r.m.s. errors in Graph 4.5 suggests
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more clearly that both lefty and righty data m ust be used to produce the most 
accurate results.
C onfig’s  U se d  
Lefty a n d  Righty 
Lefty 
Righty
Graph 4.5: Comparison of minimum r.m.s. validation error after identification 
from different measurement configurations
The difference in effect of lefty and righty data may in part stem from the 
spread of Optotrac validation data. The workcell is set up in such a way as to 
make measuring of lefty configurations easier than righty configurations, see 
Figure 4.2. When measured in a righty configuration joint 1 works closer to its 
end stop. It is also possible that there is some underlying mechanical fault 
affecting the Puma when in its righty configuration.
4.2.4 No. of Sensor Locations Used
One way of improving model fitting is to collect data across a wide range of the 
model's workspace. In the case of the sensor, measurements can only be taken in 
a small volume, but the sensor is small enough to be easily moved to different 
locations around the robot's workspace. Therefore, another experiment was to 
use measurements from more than one sensor location. In this case additional 
parameters must be identified for the transformations from each sensor co­
ordinate frame to the common robot base frame as described above.
Referring back to the line fitting example of Chapter 1, although 
measurements at each location only give a view of a small section of the "line" to
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be identified, together the sections might be expected to give a better overall 
fitting as in Figure 4.3:
Figure 4.3: Measurements from 3 locations might give a more robust fitting than
from individual locations
An experiment was performed using the data collected at 6 sensor 
locations. Every combination of the sensor locations was tested: data from 
individual locations, from 2 locations, 3 locations etc. Also the amount of data 
used was varied. Between 6 and 38 points were taken from each data set again 
equally split between lefty and righty configurations. Graph 4.6 shows the 
results. .The long horizontal axis shows the total number of points used in each 
test. The short horizontal axis shows the number of locations the points were 
drawn from. (The same number of points from each location.) Thus for data 
from 1 location the total number of points varies from 6 to 38 in steps of 2; for 2 
locations the range is doubled, 12 to 76 points in steps of 4; and so on up to data 
from 6 locations giving a minimum total number of points of 36 and increasing in 
steps of 12. The vertical axis shows the average r.m.s. validation error for the 
particular combination of location and measurement numbers. (The full data is 
given in Appendix G.)
For any particular number of sensor locations used in the identification 
(1—6 along the Graph s short axis) the general trend is a reduction in error as the 
number of measurements increases. However, there is no clear advantage from 
using data from more than one sensor location. In fact the accuracy of the results 
gets worse as the number of locations is increased. For example using 36 points 
from 1 sensor location in the identification gives an average error of 6.5mm as
ph 
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compared to using 6 points at 6 locations thus a total of 36 points again where 
the error is 12.0mm.
This lack of advantage is probably because the simple analogy with fitting 
a straight line is not in fact a good representation of the problem. The sensor 
does allow a cluster of readings to be collected in a small volume such that the 
separation of the points within any one cluster is known. Moving the sensor 
allows another set of data to be collected in a different part of the workspace.
But the straight line example as set out above indicated that the separation 
between the clusters was known (as well as knowing the separation of points 
within a cluster). Therefore, the number of parameters to be found (gradient and 
intercept of the line) remains constant as the number of locations increases. 
Having such data would indeed improve the line identification. However, the 
separation of the sensor measurement clusters is not accurately known. It is part 
of the parameter set to be identified. In effect, this is similar in the straight line 
example to allowing the clusters to be moved along the horizontal axis during 
the fitting. Then a wide range of lines might result. Figure 4.4. Mathematically, 
the error space becomes an almost flat plateau and there is no clear downward 
gradient to follow to the optimal solution.
Figure 4.4: Allowing horizontal movement of data clusters produces 
many lines with almost equal accuracy of fitting
This problem is returned to in the next chapter.
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4.2.5 Quality of Start Guess
Another factor that can affect the accuracy of the identification is the starting 
value of the parameters that are to be found. Nominal arm model parameters 
are available from the robot manufacturer. But how accurately must one know 
the position of the sensor relative to the robot and the TCP offset before 
identification can proceed? Initially these lengths and orientations were 
estimated using a tape measure. The robot's origin cannot be measured directly 
since it corresponds to a point inside link 1 of the arm, where the joint 1 axis 
intersects the joint 2 axis. The sensor's origin is also not a physical entity but a 
virtual point defined during the initial calibration of its optics. Similarly the joint 
6 position must be measured with the TCP offset and their position is defined 
relative to a point on the joint 5 axis.
To test the effect of start guess on the identification, increasing random 
errors were added to the previously identified sensor and tool offset parameters 
and the identification was repeated. Validating the results against the Optotrac 
data gave the results in Graph 4.7. The Test Number on the horizontal axis of the 
graph relates to the average offset added to the starting guess of the Sensor and 
TCP offset parameters. The offset range was given by the formula:
Offset = (Test Number-l)*X + random(X) [4.8]
Where X = 100mm for the Sensor position parameters 
X = 10mm for the TCP length parameters 
X = 10° for all Sensor and TCP orientation parameters 
and random(X) gives a random value in the range 0-X
Thus for example in test 1, errors in the range 0—10mm were added to the 
TCP starting guess and 0-100mm to the sensor location parameters. For test 6 
errors in the range 50-60mm were added to the TCP and 500-600mm to the 
sensor location parameters. (The different error ranges were chosen because 
estimating the position of the sensor is more difficult than estimating the TCP 
offset.)
For each offset range the identification was repeated 20 times leading to 
the spread of results shown in the graph.
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Graph 4.7: Minimum-Average-Maximum Validation errors for 
different tests with increasing errors in starting guess
As the graph shows the error does tend to increase with increasing error 
in the initial start guess but it is fairly insensitive at starting accuracies that can be 
achieved using a tape measure for estimation as in Test Number 2 (up to 20mm 
in TCP parameters, 200mm in sensor location). The variation is not constant 
because errors in the orientation parameters have a cyclic effect — a start guess 
offset rotation of 360 is equivalent to zero offset. A similar test was performed 
but only adding offsets to the position parameters, not the orientation 
parameters. Now, for start guess errors of up to the level of Test Number 10: 
100mm in TCP parameters, 1000mm for the sensor, the identification converged 
to the same level of accuracy of 2mm validation errors.
Thus with a modicum of care when setting starting parameters, the results 
are not affected by them.
4.2.6 Effect of M easurement Noise
To assess the robustness of the identification to noise in the measurements 
random errors of increasing range were added to the position measurements.
Gaussian noise was added with mean 0.0 and standard deviation given by 
the formula:
Stdev = Test N um ber/10 [4.9]
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The Test Number was in the range 0 to 10 and the results are shown in 
Graph 4.8.
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Graph 4.8: Minimum-Average-Maximum Validation error for 
increasing levels of measurement noise
As expected the validation error increases as the level of noise in the 
measurements increases.
4.3 Co n c lu sio n s
The sensor can be used for arm signature identification. Average errors can be 
reduced from worse than 30mm down to an average of about 4.6mm. In the best 
case the average error is reduced to about 1mm. This represents a clear 
improvement in accuracy. However, this average level of accuracy is not good 
enough to allow off-line programming of industrial tasks w ithout further 
intervention for on-line trimming.
Between different data sets there is considerable variability in the accuracy 
of the results achieved. This suggests that measurement noise may be more 
significant in some sets. Identification errors might also be due to the small 
workspace of the sensor cramping the measurable movements of the robot. This 
would be a significant problem around arm configuration singularities.
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Therefore further work was carried out to investigate the effects of the 
sensor accuracy and the size of its workspace. These experiments are described 
in the next chapter.
More positively, the results have shown that the identification process is 
relatively insensitive to the starting values of the parameters. This allows the 
sensor to be set up quickly without the need for any complicated localisation to 
be performed. Approximate measurement of the distance from the sensor to the 
robot base with say a tape measure will suffice. The work has also shown that 
around 30 data points are enough to perform a robust calibration, more 
measurements do not significantly enhance the results. This sets some of the 
bounds for the experiments described in the following chapter.
Ch a p t e r  5
A  T w o -C a m e r a  S e n s o r
The previous chapters have described two iterations through the design and 
development of a sensor for robot calibration. The sensor addressed some of the 
key needs for robot calibration: non-contact measurement; measurement of 
position and orientation; measurement of the production tool ; fast set-up and 
operation; and relatively low cost. Experiments demonstrated an improvement 
in the accuracy of a Puma 560 robot from worse than 30mm average errors to 
better than 5mm average errors after calibration. However, this improvement is. 
still only on the limit of usefulness for off-line programming. Therefore^ another 
iteration through the sensor design was performed to further enhance the 
accuracy of the robot calibration.
In particular the results in Chapter 4 suggested that either the accuracy or 
the small workspace of the sensor were limiting the overall accuracy of the robot 
calibration. Therefore, the third prototype was designed primarily to test the 
gains in robot accuracy that could be achieved by changing the accuracy and 
workspace of the sensor.
This chapter describes the key features of the two-camera, Mark 3, sensor 
and the further improvements in robot accuracy that were made.
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5.1 M ark 3 D esign
The Mark 3 sensor is shown in Plate 4 and schematically in Figure 5.1. The major 
change is the use of two cameras mounted orthogonally to acquire the images for 
measurement instead of using one camera with a mirror. The design also 
includes a num ber of precision dowel holes: a 3x3 grid used for calibrating the 
cameras, and two large holes used to locate the sensor on a much larger base 
plate. The base plate is shown in Figure 5.3. As is clear by the lack of 
encasement, the design was for laboratory based proof-of-concept work rather 
than industrial application. The modifications were aimed at improving the 
accuracy and workspace of the sensor and are discussed in detail under these 
headings in the subsequent sections.
5.1.1 Sensor Accuracy Enhancements
The accuracy of the sensor is determined by two key factors. First there are the 
physical constraints set by the components used to construct the sensor. Second, 
there is the calibration of the sensor. This sub-section details the physical design 
changes made to improve accuracy. Section 5.2 discusses the calibration of the 
Mark 3 sensor.
The earlier sensor prototypes used one camera to grab images of the robot 
tool. Using a single camera kept the cost of the system relatively low. However, 
the camera's field of view had to be divided into two views to allow three 
dimensional information to be re-constructed from the two dimensional images. 
To maintain a reasonable viewing area for measurements the resolution of the 
images was limited to about 0.1mm/pixel.
To improve upon this resolution two cameras were used in the Mark 3 
sensor doubling the active imaging area available. Where the Mark 2 sensor had 
a resolution of approximately 0.1mm/pixel the new sensor's resolution is 
0.065mm/pixel. The resolution is not quite double because the workspace was 
slightly increased to about 50x50x40mm.
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Plate 4: Mark 3 sensor w ith calibration ball pin and computer
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A second advantage from using two symmetrically placed cameras was 
that the optical path from the target under inspection to the camera is the same 
for both views. In the earlier sensors a mirror was used to enable a second view 
of the target to be seen. The optical path to the side view was then longer than 
for the direct view. Thus the resolution of the side view was slightly lower than 
for the direct view.
"Right"
Camera
Location dowel holes
40mm
"Left"
Camera
2 0 mm
Calibration grid with 
measurement origin 
as shown
2 0 mm
40mm
Figure 5.1: Schematic view of the Mark 3 sensor
To further improve the accuracy of the sensor the focal length of the lenses 
was changed. The Mark 2 sensor used an 8mm lens because a short focal length 
allowed a short front working distance from the lens to the target being viewed. 
The encased sensor could then be very compact. However, short focal length 
lenses tend to lead to increased barrelling of the image and thus a reduction in 
accuracy. Therefore, the Mark 3 sensor used 12mm lenses which allowed a 
reasonably short front working distance but with the degree of barrelling being 
significantly reduced.
The result of this change is illustrated in Figure 5.2. This shows two 
images of a calibration grid superimposed. The images have been thresholded to
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highlight the grid. (Unfortunately uneven lighting in the images of the grid has 
led to the shadowing in the lower right hand comer.) The lighter grid is from the 
shorter focal length lens and exhibits more barrelling than the darker grid from a 
longer focal length lens.
The degree of barrelling from the short focal length lens, of the order of 8- 
10 pixels at the extremes would have a significant effect on the accuracy of the 
linear camera model. This was illustrated by the graphs in Chapter 2 which 
showed how errors increased with distance from the centre of the camera's 
imaging plane. Now with the Mark 3 sensor, not only is the barrelling decreased, 
2-3 pixels at the extremes, but also measurements can be kept closer to the centre 
of the image to avoid the distortions. With the earlier models, the presence of the 
mirror splitting the view forced measurements to be made towards the edges.
Figure 5.2: Image of calibration grid through short and long focal length 
lenses — light and dark lines respectively 
(shading in lower right comer is due to 
uneven illumination in the original images)
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5.1.2 Enlarging the workspace of the sensor
To directly enlarge the workspace of the sensor without affecting the resolution 
of the images would require higher resolution cameras and typical commercially 
available high resolution cameras are still limited to about 1024 by 1024 pixel 
imaging areas. Such cameras are significantly more expensive than the common 
standard of 768 by 576 cameras being used for the this sensor, several thousand 
pounds compared to several hundred, because of their limited production for 
specialist markets. If such high resolution cameras were to be used the working 
volume of the sensor could only be increased to about 66mm cubed if the overall 
pixel resolution was to be maintained. Thus it would not have been a very cost 
effective solution.
Instead the working volume was increased by construction of a large base 
plate on which the sensor could be repeatably located at a number of positions. 
This base plate allowed the sensor measurements from the different locations to 
be referenced to a common co-ordinate frame. There were two large dowel holes 
in the sensor's base, which is referred to as the camera plate. The base plate 
contained a pattern of similar pairs of holes defining 11 locations as shown in 
Figure 5.3. The camera plate was held in place by pushing dowels through the 
holes. Careful manufacture of the dowels and holes gave a repeatability in 
location of the order of 0.002mm. The dimensions shown in Figure 5.3 are 
referenced from a common origin to the centre of the sensor's workspace at each 
location. Overall the spread of holes in the base plate gave the sensor an effective 
measuring area of almost 500mm square. This measurement space is now of a 
similar order of magnitude, for example, to the length of the arm of a Puma 560 
robot.
To increase the height of the working volume a pair of pillars were 
inserted between the camera plate and base plate to raise the sensor. However, 
when using the pillars the repeatability of the location of the camera plate 
relative to the base plate was limited to about 0.1mm because of the relatively 
small contact surfaces between the different components and the limited accuracy 
of the manufacture of the pillars. (For details see the calibration results in the . 
appendix.) Such positioning errors would then lead to significant errors in any 
robot calibration. On the other hand, as the results in Section 5.3 show, robot 
calibration was successful using only measurements in the plane of the base plate 
and so the pillars were not redesigned at this time.
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2 0 0 mm
100mm Sensor's local co-ordinate frame at location 1
450mm
375mm
275mm
2 0 0 mm
175mm
100mm
Origin of common 
reference frame 
used in tests Xb Y, 
fixed at location 5 
(and local sensor 
frame X Y)
■175mm
■275mm
375mm
450mm
Figure 5.3: Sensor base plate schematic 
5.1.3 Other Design Features
There were a few other enhancements to the sensor: to the control computer and 
imaging hardware, and to the lighting.
The control computer was upgraded to a 233MHz Intel MMX Pentium 
processor. This ran almost four times faster than the previous control computer. 
Not only was the sensor controlled from this computer but also the robot model 
fitting algorithm was implemented on it reducing the need to move data between 
machines. It could also be set-up to emulate a dumb terminal to control the 
Puma robot. The processing power of the Pentium was now similar to that of the 
workstation running the IGRIP robot simulation package.
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The frame grabber was replaced with a Matrox Meteor board. The image 
width grabbed was still 768 pixels but this new board allowed a full height image 
of 576 pixels to be grabbed whereas the Imaging Technologies board used with 
the previous sensors could only store data to a height of 512 pixels. So over ten 
percent was added to the height of the sensor's measuring volume. There were 
two drawbacks with this change. First, is was necessary to rewrite parts of the 
control software to use the new board's command library. The second drawback 
was the loss of the overlay frame buffer and separate image display monitor of 
the Imaging Technology's system. This made the Mark 3 user interface more 
cramped and the programming of the visual display of results more complex.
But again there were compensating gains in that the Matrox Imaging Library 
(MIL) allowed multiple image windows displaying live video images to be set up 
on the host computer's screen. The live display made it faster to check the view 
seen by both cameras whereas with the previous system it would have been 
necessary to toggle the view shown on the single display monitor.
The command window and image windows from the two cameras are 
visible on the computer's display in the background of Plate 4.
Unlike the earlier versions of the sensor, the lighting was not built into the 
unit. Separate dichroic halogen spotlights were used for illumination and they 
could be moved to provide front or back lighting as required. The Mark 3 sensor 
included a translucent screen behind the measurement volume through which 
objects could be back lit. The screen could also be replaced with an opaque 
screen when targets were to be front lit. Working with shiny metal components 
in the laboratory, back lighting was most appropriate.
This section has detailed the key enhancements in the Mark 3 sensor's 
design which can be summarised as follows. The new sensor improves the 
quality of images by using two cameras and improved optics. The workspace of 
the sensor has been extended mechanically rather than optically by use of a 
precision base plate to locate the sensor. The control computer has also been 
upgraded which makes the sensor's operation faster.
One major feature of the new design which is visible in Plate 4 and is 
shown in the schematic diagram of the sensor. Figure 5.1, has not yet been
See the list of equipment suppliers at the end of the bibliography
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explained. That feature is the calibration grid. This is discussed in the next 
section which describes the process of calibrating the sensor to convert image 
pixel co-ordinates into a world millimetre frame.
5.2 Calibrating the M ark 3 Sensor
One of the limitations of the earlier versions of the sensor was that all calibration 
was performed using an external device, a milling machine, to move a target 
through the sensors' workspace. There was no built-in method of checking that 
the sensor was still working properly and maintaining its accuracy. Also there 
was no physical reference for the sensor's co-ordinate frame against which to, 
say, align robot motion. Therefore a calibration grid was incorporated into the 
design of the Mark 3 sensor to provide a built-in means of calibration and a 
physical origin for the sensor's measurements. Knowing the dimensions of the 
grid, the pixel co-ordinates of a target located in the grid can be related to 
millimetre co-ordinates and the camera perspective transformations can be 
calculated.
The first step of the calibration process was to check the accuracy of the 
manufacture of the calibration grid: the alignment of the holes in the calibration 
grid relative to each other and their position relative to the dowel holes in the 
camera plate. The second step of the calibration was to check the spacing of the 
dowel holes in the base plate. These physical checks confirmed that the co­
ordinate frame defined by the grid and the off-sets provided by the base plate 
could be relied upon. The dimensions were checked using a co-ordinate 
measuring machine which had an accuracy of about 0.002mm. This showed that 
the holes were spaced as they had been designed to within average errors of 
about 0.009mm. (The details of the CMM measurements are given in the 
appendix.) Therefore, the calibration grid could be used to define the sensor's co­
ordinate frame and sensor measurements at each base plate location could be 
quickly related to a common reference frame by simple translation of the local 
millimetre co-ordinates and the rotation of the axes through 90° or 180°. The 
exact transforms are given in Section 5.3.1, describing gathering data for robot 
calibration.
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Having confirmed the physical dimensions of the calibration grid, the next 
task was to use it to calibrate the cameras to allow image pixel co-ordinates to be 
transformed into a world millimetre frame. Instead of using the motion of a 
milling machine to move a calibration target as for the previous sensor models, a 
precision artefact, a ball pin of known dimensions, was imaged at the various 
grid positions. The calibration grid and ball pin can be seen in Plate 4.
The grid consists of nine holes on a 20mm pitch. To increase the number 
of known positions for the calibration, three spacers were made of length 4,20 
and 36mm. These were used in combination to raise the ball pin through 6 steps: 
0 ,4 ,20 ,24 ,36 ,40mm above the grid. Thus a total of 9x6 = 54 calibration points 
were measured.
Unlike the previous calibration target, a black circle on a white 
background, the centre of the ball could not be calculated by simply finding the 
centre of mass of the imaged blob. Now it was necessary to segment the ball end 
from its conical support. Software was written to automatically perform this task 
and identify the edges of the ball. The co-ordinates of these edge points were 
then fitted to a circle and its centre identified. This then gave a set of measured 
image pixel co-ordinates for the centre of the ball and associated millimetre co­
ordinates with which to fit a camera model. The origin for the sensor's 
millimetre co-ordinate frame was chosen to be the position indicated in Figure 5.1 
at the back comer of the grid.
Figure 5.4 shows a typical back lit image of the ball pin raised up on a 
spacer during calibration. A front lit image is also included in the Figure for 
information as it reveals more detail to the hum an eye than the back lit 
silhouette. The identified edge points and results of circle fitting are shown in 
Graph 5.1.
These measurements were used to fit the same linear inverse perspective 
model as was used with the previous prototypes. This resulted in the Mark 3 
sensor achieving a similar level of accuracy to that of the previous prototypes 
with average errors of 0.11mm. However, it should be remembered that the 
Mark 3 sensor has a larger workspace than the Mark 2. It should also be noted 
that fewer calibration points are now being used so that the speed of calibration 
is increased.
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Figure 5.4: Typical images of ball pin back lit and front lit
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Graph 5.1: Example of circle fitted to edges of calibration ball pin
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There is potential for the accuracy of the camera model to be improved by 
eliminating errors in the measurement data used to fit the model. The major 
source of error is probably from the manufacture of the calibration grid holes and 
the spacers used to raise the ball pin. In the worst case, with two spacers between 
the grid hole and ball pin, there is the tolerance error accumulation from four 
manufactured components.
Another source of error is the effect of perspective when using a sphere as 
the calibration target. Considering a pinhole camera model, the centre of a 
spherical target does not fall at the centre as seen on the image plane. An 
extreme example of this is illustrated in Figure 5.5. The centre of the sphere 
would be calculated to lie at the mid point between the two bounding rays, in the 
diagram, slightly to the right of the actual ray from the centre of the target. From 
the dimensions of the sensor with the 6mm diameter spherical target and 12mm 
focal length lens, by similar triangles, this leads to a maximum error in the 
position of the imaged centre of about 0.010mm. The calculated centre of the 
sphere will appear further towards the edge of the image than the real centre. 
Fortunately this error is in the opposite direction to the error due to lens 
barrelling. The barrelling effect tends to make points near the edges of the image 
appear closer to the centre of the image than they actually are.
Spherical Target
Focal point
target seen on image plane
Figure 5.5: Error when imaging a spherical target
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Two possible solutions to overcome these error sources would be a re­
design of the calibration target a n d /o r a return to the calibration process using 
the motion of a milling machine as described in Chapter 2 for the earlier sensor 
prototypes.
Rather than using a single calibration target w ith spacers, a range of pins 
of different heights should be made. This would then reduce the problem of 
tolerance error accumulation by eliminating the spacers. At the same time when 
re-manufacturing the pins, a new feature could be included as the target shape, 
say, identifying the point of a corner or the centre of a cross to get round the 
perspective problems. Perspective will still distort the image of the edges of the 
target but unlike a sphere where the centre m ust be calculated from the position 
of the edges, the target point for a comer or cross can be identified directly. On 
the other hand, a spherical target has the advantage that its construction and use 
is simpler. The sphere has rotational symmetry so it does not matter at what 
orientation the calibration pin is inserted into a dowel hole. The centre of the 
sphere will always lie on the centre line of the hole. Manufacturing a target 
which allows a robust view of a comer that is situated on the centre line of the 
dowel is more difficult. For instance a simple conical spike, while maintaining 
the rotational symmetry, does not offer a robust target for imaging. Depending 
on lighting and image segmentation, it is possible to fail to repeatably identify its 
tip. Hence a cross is preferred to a comer.
A return to the previous calibration technique, using the precise 
movements of an NC milling machine but with a new target would also avoid 
the problems of tolerance error accumulation and perspective but has two major 
drawbacks. First it would lose the benefits of having a built-in physical reference 
for the sensor's co-ordinate frame: the ability to check and self-calibrate the 
cameras as necessary and against which to align,say robot motions. The second 
and more significant drawback stems from this loss of a physical reference in that 
it would then be more difficult to relate the pose of the sensor's local co-ordinate 
frame to the pose of the dowel holes in the camera plate and so to a reference 
frame on the base plate. This would then make it harder to relate the 
measurements at one location on the base plate to measurements at another 
location.
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An alternative method of avoiding the perspective problems would be to 
use telecentric lenses on the cameras. However this would add significantly to 
the cost of the sensor.
As the results of the experiments detailed in the next section, 5.3, show the 
combination of the two-camera sensor and the base plate for robot measurement 
led to a significant improvement in the accuracy of the calibrated robot model 
compared to the results from using the single-camera sensor described in 
Chapter 4. Therefore, enhancement of the camera model was not progressed at 
this time and the improvement in robot accuracy can be directly attributed to the 
base plate which increases the sensor's working volume since the sensor accuracy 
was not increased.
5.3 Robot Calibration
The proof of the new sensor design is in its application to the task of robot 
calibration. Sensor measurements and the associated robot joint values were 
used to find best fit parameters for the modified DH kinematic model of a Puma 
560 robot. As the results below show, a significant improvement in the accuracy 
of the model was achieved.
5.3.1 Data Gathering
The base plate was set up in the centre of the workspace of the Puma 560 as 
shown in Figure 5.6. The dummy weld torch, as described in the previous 
chapters, was again used as the robot's end-effector. The weld torch was 
manually driven into the sensor's measurement space using a teach pendant. For 
each location across the base plate, sets of 20 random torch poses were measured.
For comparison a pointer was inserted into the centre of the sensor's 
calibration grid and the robot was driven to touch this pointer from 15 different 
orientations. These measurements were used to compare the results of 
calibration with the passive constraint techniques discussed in Chapter 1. This is 
referred to as pin calibration in the discussion below.
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I Wall
Pum a b ase  
fram e origin
Sensor Locations on base plate
Figure 5.6: Location of base plate in Puma 560's workspace 
(Extent of robot's workspace is shown hatched)
Various combinations of the measurement data were used for fitting of the 
robot arm and tool model. Measurements at each sensor location were referred 
to a common co-ordinate frame with its origin chosen as the centre of the sensor's 
calibration grid when at the base plate location number 5 (shown as Frame Xb Yb 
in Figures 5.3 and 5.6). The precision of the base plate allowed this to be done 
using very simple two-dimensional transformations of the measurements as 
shown in Table 5.1.
In this table (Xb, Yb) are the co-ordinates relative to the base plate frame. 
The first offset value, 450,375, etc, is the distance between locations on the base 
plate. (Xs, Ys) are the local sensor measurements. The ±20mm is the offset from 
the centre calibration grid hole used as the base plate origin to the comer hole of 
the calibration grid used as the sensor's local co-ordinate frame origin. The Z co­
ordinate, height above the base plate, is the same in both the sensor and the base 
plate frames.
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Sensor
Location
x b=
(mm) (mm)
1 4 5 0 -X  + 20 4 5 0 -X  + 20
2 375 - Xe + 20 3 7 5 -X  + 20
3 2 7 5 -X  + 20 2 7 5 -X  + 20
4 175 - X, +  20 175-X  + 20
5 Xs - 20 X -2 0
6 200 + X -2 0 4 5 0 - X .  + 20
7 100 + X -2 0 4 5 0 - X .  +  20
8 Y . - 2 0 4 5 0 - X .  +  20
9 4 5 0 -X  + 20 200 + Xe-20
10 4 5 0 -X  + 20 100 + X -2 0
11 4 5 0 -X  + 20 X -2 0
Table 5.1: Transformations from local sensor co-ordinates (Xs/ Ys) 
to common reference frame (Xb, Yb)
During the data gathering, driving the robot's tool in front of the two- 
camera sensor was significantly faster than driving it to touch the calibration pin: 
1 minute per sensor measurement compared to at least 2 minutes per pose for the 
contact measurement. This is a significant advantage from being able to collect 
non-contact measurements across a volume rather than relying on touching (but 
not crashing into) a fixed point.
5.3.2 Calibration Results
The first test was to usé the data groups gathered at each of the base plate 
locations separately. Each individual data group was used to fit the robot 
kinematic model. The model fitting was then validated against the Optotrac 
measurements as was done for the tests in Chapter 4. As expected, this resulted 
in a very similar level of accuracy to that reported in Chapter 4 since the accuracy 
and workspace of the Mark 3 sensor had not changed significantly from that of 
the Mark 2. Average, root mean square, validation errors of 5.38mm were 
achieved from fitting the kinematic model with 20 measurements made at a 
single base plate location. This compares to 5.47mm errors from 20 
measurements with the Mark 2 sensor as was shown in Graph 4.2b. More ' 
interesting was the effect of using data collected at more than one location on the 
base plate to increase the effective working volume of the sensor.
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Larger sets of data were formed by combining groups of measurements 
collected at 4 locations on the base plate. Graph 5.2 shows the results of using 
increasing numbers of measurements taken from 4 such sets to fit the robot 
kinematic model. For each fitting, equal numbers of points were picked at 
random from the 4 groups making up the set (hence the horizontal scale of the 
graph, the number of measurements, increases in steps of 4). The fitted model 
was validated against the Optotrac measurement set and the average error, in a 
root mean square sense, was calculated. The random selection of sensor 
measurements, fitting and validation was repeated twenty times to check the 
robustness of the results as was done in the experiments described in Chapter 4. 
The graph shows the average magnitude of the resulting error.
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Graph 5.2: Average errors using sensor data from 4 base plate 
locations for fitting and Optotrac data for validation
The graph shows two key features. First, the graph shows that as the 
spacing of the measurement groups making up a set increases the accuracy of the 
fitted model also increases. The spacing of the measurements increases from Set 
A through to Set D. This is shown in Figure 5.7. The accuracy of the resultant 
fitting is also seen to improve from Set A to Set D. This indicates that the 
increasing working volume is giving a benefit.
Second, as was found in the previous chapter, the benefits of increasing 
the amount of data above about 30 measurements is small.
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Figure 5.7: Measurement sets used
Overall, the best accuracy achieved is on average of the order of 1.71mm 
from Set D, the most widely spaced data set.
In comparison, the results from using similar data sets made up of groups 
of measurements from the passive calibration pin are shown in Graph 5.3.
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Graph 5.3: Average errors using calibration pin data from 4 base plate 
locations for fitting and Optotrac data for validation
The accuracy achieved for this pin calibration is of a similar level as for the 
sensor. In the best case for Set D average errors are 1.73mm. Graph 5.3 again 
shows the general trend of improving accuracy with the increasing spread of the 
measurement data.
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The level of accuracy from both the Mark 3 sensor and from the pin 
calibration is now similar to that achieved using Optotrac measurements for both 
the calibration and validation of the robot model as was shown in Graph 4.1.
This raises the possibility that the remaining validation error is strongly 
influenced by the accuracy or inaccuracy of the Optotrac data.
To gauge the influence of Optotrac measurement errors on the validation 
error, Mark 3 sensor measurements were used for both the kinematic model 
fitting and the validation. This was a meaningful test now that the base plate 
allowed the measurements to be spread over a wide area. With the Mark 2 
sensor the measurements were confined to a very small volume therefore they 
could only have been used to verify calibration accuracy in the immediate 
vicinity of the sensor. For a Puma 560 robot, the base plate is in fact almost big 
enough to define the comers for the ISO, accuracy standard, test cube. This gave 
the results shown in Graph 5.4.
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Graph 5.4: Average errors using sensor data for fitting and validation
Similarly the results for validating the pin calibration with more pin data 
are shown in Graph 5.5.
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Graph 5.5: Average errors using calibration pin for fitting and validation
Now the average accuracy for the best case sensor calibration is 0.48mm 
compared to 0.66mm for the pin calibration and 0.9mm for Optotrac as reported 
in Chapter 4. Therefore it can be concluded that the Optotrac measurement noise 
does have a significant influence on the validation errors of Graphs 5.2 and 5.3. 
This is not unexpected when one considers that the size of the Mark 3 sensor's 
working volume is now not dissimilar to Optotrac's working volume while the 
new sensor's accuracy is twice as great as Optotrac's rated accuracy.
To further confirm the quality of the model fitting achieved using the new 
sensor, the kinematic model fitted with sensor data was validated with the 
passive pin data and vice-versa. The Optotrac model fitting was also validated 
against the two-camera sensor and pin data. These permutations of one sensor's 
measurements for fitting against another sensor's measurements for validation 
gave the results shown in Graph 5.6. The average validation error for the sensor 
and pin fitted models is significantly better than the accuracy achieved by the 
Optotrac fitted model. The results from the pin calibration with sensor data 
validation are almost unchanged compared to the results in Graph 5.5 which 
used pin measurements for both calibration and validation. Whereas, testing the 
Mark 3 sensor calibration against pin data for validation leads to an increase in 
the average error compared to Graph 5.4, sensor calibration and validation. 
Similarly the Optotrac fitted model validated against pin data shows larger 
inaccuracies than when validated against sensor data. This indicates that the
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Mark 3 sensor data is more accurate than the passive pin measurements and both 
are now more accurate than Optotrac.
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Graph 5.6: Average errors from permutations of calibration using measurements 
from one system and validation data from another
5.4 Conclusions
This chapter aimed at improving the accuracy of robot calibration by enhancing 
the design of the sensor. The accuracy of the robot calibration achieved using the 
Mark 3 sensor and base plate is now of a level that could be used for OLP. For 
instance, as discussed in Chapter 3, arc welding achieves good weld penetration 
to a depth of 2 or 3 times the diameter of the weld wire being used. Therefore for 
a 1mm diameter wire, as used in the robot end-effector in the tests described 
above, the centre of the wire m ust typically be within 0.5 to 1.5mm of the centre 
of the joint to be formed. The results showing an accuracy of 0.48mm lies within 
this tolerance.
This chapter set out to investigate the effects of increasing the sensor's 
accuracy and increasing its workspace by use of a precision base plate. The 
experiments showed that use of the base plate to increase the workspace gave the 
biggest gain in robot accuracy. Therefore despite the potential for increased
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sensor accuracy in the Mark 3 design it was not in fact necessary. The strategy 
adopted for the fast calibration of the cameras was more useful than working to 
enhance their accuracy above that of previous prototypes. Other factors may in 
fact tend to swamp further camera model accuracy gains, for instance: the ability 
to detect key points on a 1mm diameter weld wire.
For static calibration of robot kinematic models both the new sensor and 
the passive fixture approaches to calibration are better than Optotrac. Their 
major advantage is that the accuracy of the calibration achieved is higher. Two 
other advantages are, first, that they are faster to set-up since they can be pre­
calibrated before entering the workcell unlike Optotrac which requires 
considerable time and skill to set up. Second, they can be used to directly 
measure the robot end-effector and do not require special targets.
In the experiments above, the accuracy advantages of the Mark 3 sensor 
over the passive calibration pin are not as marked as the improvement over 
Optotrac. However, for these experiments, the pin measurements were made 
with considerable care to ensure maximum accuracy. It was twice as fast to make 
measurements with the Mark 3 sensor because there is no contact between the 
robot and the measuring device. There is no need to precisely position the 
robot's end-effector to achieve good results.
The two-camera sensor also has a number of other advantages over the 
pin calibration. Most significantly for applications such as welding it can be used 
to measure orientation as well as position. Looking further ahead, the sensor 
could be developed to automatically measure other robot tools which cannot be 
driven to touch a point. For instance a spot welder has a clearly defined TCP 
between its jaws but touching one jaw to a point risks collisions from the other.
Generally the robot arm signature need only be calibrated once or twice 
each year since robots are designed to be robust. What has to be calibrated more 
often is the tool centre point offset. Automatic monitoring and calibration of this 
is discussed in the next chapter: the sensor use-case analysis.
C h a pter  6 
U se-C a se  A n a l y sis: 
M ea su r em en t  S tra teg ies  in  th e  facto ry
6.1 A reas of Calibratio n
There are four areas of calibration that must be performed as shown in Figure 6.1 
(a repeat of Figure 1.1). The previous chapters demonstrated how measurements 
from the new sensor can be used to calibrate the first two of these areas: the arm 
signature and the tool offset. This section describes general strategies for 
collecting the data required in an industrial environment and in particular the 
integration of the sensor into an arc welding workcell. Consideration is also 
given to the task of positioner calibration that has not yet been addressed. Path
Robot Arm Sig 
(1 -2  per Year)
4 ) Part/Path Location 
(1 per Cycle)
2 )  Tool Centre Point Offset 
(1 + per Shift)
nature
3 )  Fixture Position 
(1 per Set-Up)
Figure 6.1: Four areas for modelling and calibration
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and part calibration is too case specific to allow general strategies beyond saying 
that if part tolerances cause significant variation from cycle to cycle then on-line 
sensing is required for error correction, not off-line calibration.
6.1.1 Signature Calibration
The signature calibration need only be performed infrequently. The previous 
chapters showed that this calibration can best be performed by collecting 20-30 
measurements. Additionally, a second data set of a similar size should be 
collected to validate the robustness of the calibration. The sensor and base plate 
should be located centrally in the volume in which the arm works. The 
measurement poses should include all arm configurations that are used during 
production tasks and the poses should be spread randomly through as big a 
range of joint values as is possible. To reduce the time to collect the 
measurements, robot poses could be off-line programmed approximately from 
the nominal workcell model and then edited on-line to ensure they all fell within 
the sensor's active volume. As was noted in Chapter 1, more detailed guidelines 
have not yet been established and calculation of the best poses at which to collect 
measurements is very slow. The constraints placed on the poses by the sensor's 
small active volume also limit the ability to calculate the best poses from a 
nominal model.
6.1.2 TCP Calibration
Once the signature has been calibrated the tool offset has to be checked. For this 
the sensor can be used without the base plate because only a few model 
parameters need to be found. The tool offset check must be performed much 
more often than the signature calibration. Therefore, it is worth more 
consideration so as to minimise interruption of production.
There are two ways in which the sensor could be incorporated into a 
factory with many robot workcells either setting up one sensor as required or 
permanently mounting a sensor in each workcell. The first method, moving one 
sensor from cell to cell as required, reduces the capital cost but increases the time 
for calibration because more poses m ust be measured. For instance in an arc 
welding workcell, the six parameters of the sensor frame to robot base transform 
would have to be calculated along with the five parameters of the TCP offset: a 
total of 11 parameters (remembering that the rotation about the weld wire axis, 
the sixth degree of freedom cannot be identified). Therefore, a minimum of 11 /5
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= 3 measurements would be required for the model identification. To aid this the 
Mark 2 prototype sensor included dowel holes so that it can be accurately 
relocated in the workcell. The starting estimate of the sensor-robot transform 
would then be approximately equal each time it was used so reducing the 
number of identification iterations required. (As was shown with the use of the 
Mark 3 sensor and base plate, with careful re-setting of the sensor it is possible to 
use previously identified sensor-robot parameters and not recalibrate those 
parameters each time.) This approach would be cost effective when the tool is re­
calibrated relatively infrequently.
Alternatively, the sensor could be permanently set-up in a workcell with 
its position calibrated relative to the robot. This initial calibration would require 
the 11 base and tool parameters to be identified. After that, tool calibration 
would require a minimum of 5 /5  = 1 measurement, 2 or 3 poses for robustness.
With the sensor permanently installed in a workcell the proposed usage is 
shown in the flow chart Figure 6.2 providing on-line tool monitoring and 
automatic error correction.
A first point is taught with the tool vertical so that the wire length and 
torch tip position can be measured directly. This point should be at the centre of 
the sensor's measuring volume so that if the TCP changes the tool will not collide 
with the sensor's case. Each time the tool calibration is checked the robot is 
returned to this pose. If no change is detected then the old tool calibration is still 
correct. If a small change is detected, less than say 5mm, then the robot moves to 
a number of other previously taught poses and the analysis routine described in 
the earlier case study is used to identify the torch tip pose. These measurements 
can then be used to calibrate the new tool offset. For this automatic recalibration 
the initial change m ust be small so that there is no risk of collision when the 
robot approaches the sensor at the other orientations that might normally bring it 
closer to the casing. If larger changes have occurred it suggests there is a serious 
fault and a fitter can be summoned to investigate the source, perhaps say a 
collision with a clamp that had not been closed properly. Some manual 
adjustment may be required to bring the torch back to within a few millimetres 
of its initial position and then the automatic re-calibration can proceed as usual. 
An additional check not shown in the flow chart is of the residual errors after re- 
identifying the TCP offset. If these remain high it suggests that the fitting may
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Figure 6.2: TCP sensor application
not be robust and perhaps more than the TCP offset changed in a collision. 
Signature calibration may then be needed, but such an event is rare.
To minimise workcell downtime it is often possible to perform the check 
measurement during a phase of the workcell cycle when the robot is otherwise 
idle. For instance the robot may be idle as a positioner indexes bringing new 
workpieces-into the cell. If re-calibration is required these measurements can be 
collected and processed in a few tens of seconds. (Optimisation of the analysis 
algorithms and a faster computer could reduce this time further.) Compare this 
to -say the most commonly used alternative: manual guidance for TCP 
calibration. For manual guidance the robot is brought to a fixed calibration 
pointer. If the tool does not align with the pointer then it m ust be recalibrated. 
Either its pose is mechanically adjusted to bring it back in line with the pointer or 
the robot must be driven to accurately touch the point from a number of poses 
and the new TCP offset identified. Both these processes require production to 
stop for the order of ten minutes while an operator enters the workcell to check 
the alignment. Thus the automatic monitoring is faster, more accurate, and safer.
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6.1.3 Positioner Calibration
If the fixturing includes no axes of motion then all that is required is to check the 
position of a few key features relative to the robot. This can be done by driving 
the tool attached to the robot to touch the points of interest and noting the pose 
given by the calibrated arm signature and TCP model. The key features will be 
those datum points which define the position of a workpiece when it is clamped 
in the fixture. However, if the fixturing has servoed joints then the task is more 
complex. In this case the measurement principle may be the same: the robot is 
driven to touch points on the positioner as the positioner is exercised [IGRIP, 
1993]. Now a model defining the axes of motion must be identified. Mounting 
the sensor on the positioner could help by giving more accurate measurements 
than can be achieved by hum an guidance alone. Using the sensor also avoids the 
need to drive the robot to a specific point since measurements can be made 
through out its active volume and so collection of measurements would be faster 
and with a reduced risk of collisions. With the sensor mounted on a positioner 
the model to be calibrated is shown in Figure 6.3.
Identification comes from re-arranging the equation:
X = °A /A ,'A ,T „  [6.1]
°A6 is the known calibrated arm signature and tool offset
0 A /A j lA s are the unknown positioner base and joint transformations
Tm is the sensor measurement
For completeness the positioner model m ust include 4R+2P+6 parameters. 
In the example in Figure 6.3, for a positioner with 2 rotary axes, then the model 
should include 14 parameters. These transformations can be modelled using the 
same modified DH parameters as are used for the arm signature:
4 parameters define the positioner base relative to the robot base, °A
4 parameters define joint 1, ^A,
6 parameters define joint 2 and allow unconstrained placing of the 
sensors co-ordinate frame, lA s
Unfortunately this application could not be tested because there was not 
access to a suitable positioner.
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Positioner] 
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Figure 6.3: Workcell with sensor mounted on 2 axis positioner
6.2 INTEGRATION PROBLEMS
Plates 5 and 6 show how integration of the Mark 2 sensor into an industrial 
workcell was envisaged. An IGRIP simulation of the workcell would be linked 
to the robot controller and the sensor. The sensor would then be used for arm 
signature and tool offset calibration. However access could only be gained to 
relatively old robots. The machines had been designed before the needs of OLP 
were fully recognised.
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Plates 5: IGRIP simulation of the sensor in an industrial arc welding workcell
Plate 6: The sensor in an industrial arc welding workcell
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Within the laboratory, integration was successfully performed of an IGRIP 
workcell simulation. Puma 560 robot, and the sensor. The Puma 560 has the 
advantages of a well documented nominal kinematic structure, allowing the 
identification software of the previous chapters to be developed, and a controller 
that can be accessed via a standard RS232 serial communication line. Even so, 
the age of the controller's interface meant that it was designed for connection to a 
manually operated dumb terminal. Thus it is only configured for a relatively 
slow rate of text transfer — comparable to the speed of an operator's typing. The 
design of the operating system also assumes manual intervention. Commands 
are issued as variable length text strings and on completion the controller 
outputs text messages of a variable length. Some commands also require a 
dialogue of several messages to be transferred. Thus when a workstation is to be 
connected to the other end of the RS232 line, software had to be written to take 
account of this and a rudimentary post-processor was implemented to download 
IGRIP generated programs. For instance Figure 6.4 shows the dialogue to down 
load the joint values of a single point.
Workstation Sends Robot Replies
h e r e  #point_name 
Joint values array 
CR (Carriage return)
Current robot joint values
CHANGE?
New joint values
CHANGE?
. (prompt symbol ready for next 
command)
Figure 6.4: Dialogue for downloading data
This takes about 30 seconds per point. A similar dialogue is needed to 
download command text. An interface design for simpler connection might for 
instance have all commands and replies use standard length messages or allow 
direct transfer of ASCII files of commands and position data. A single exchange 
of messages might then be all that was necessary for the whole file rather than a 
line by line exchange.
Communication between the PC controlling the sensor and the 
workstation was more straight forward. Both machines have standard RS232
Chapter 6: Use-Case Analysis 145
ports and since I was developing the code running at both ends of the link I 
could define my own data format.
More serious difficulties were encountered when testing the system on a 
5-axis ABB IRB6 robot in an industrial workcell.
Testing of the image analysis routines as described in the case study in 
Chapter 3 showed that the Mark 2 sensor worked well under the regime 
illustrated in Figure 6.2 for automatic monitoring of the tool condition in the 
industrial workcell. The use of such measurements for robot calibration was 
described in Chapters 4 and 5 for experiments performed in the laboratory on a 
Puma 560 robot. Unfortunately the application of the measurements in the 
factory worked only to highlight the problems of systems integration. Since the 
IRB6 robot was working with an old controller, communication, let alone 
automatic re-programming, was difficult. It was not possible to connect a direct 
communications line between the PC controlling the sensor and the robot's 
controller. Data had to be transferred via floppy disk. Therefore updating of 
data involved manual intervention. The disk drive worked with a non-PC 
compatible format so additional software from ABB had to be installed on the PC 
to write data in the correct format.
Once this communication was established more significant problems were 
caused by the form in which robot commands were issued. It was known from 
early on in the project that the controller only allowed communication of 
nominal Cartesian co-ordinates. The joint values are not directly accessible. It 
had been planned to use the IGRIP nominal model of the robot's inverse 
kinematics to convert the nominal Cartesian co-ordinate information from the 
controller into equivalent joint values. These joint values would then be used 
with the sensor measurements to perform the robot calibration.
However, the Cartesian co-ordinate base of the nominal robot model in 
IGRIP bore no relation to the base frame used by the controller. It was not 
possible to find a transform that would allow the points from the controller's 
frame to be placed within reach of the robot modelled in IGRIP. Thus the 
identification software demonstrated in the laboratory could not be used directly 
and the arm signature could not be calibrated.
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If the Cartesian co-ordinates of the tool attachment point returned by the 
controller are assumed to be accurate then they can be used for the identification 
of the tool centre point offset. In this case the matrix equation to be identified 
becomes:
Tm= A00A 55Ar [6.2]
Tm is the sensor measurement
°A5 is the homogeneous matrix representation of the nominal Cartesian
TAP co-ord's instead of the calibrated signature model
BA0, 5Ar are the unknown sensor-robot and tool transformations to be
identified
(The assumption that the signature nominal model, T m/ is accurate is 
obviously a mistake. The co-ordinates returned by the controller should contain 
five values: XYZ position and ZY Euler angles. The third, Z, Euler angle should 
be a constant zero for a 5-axis robot. Yet the controller often returned values of 
the order of 0.2° for this angle and other angles were only given to two decimal 
places. Hence the need to calibrate the signature.)
Even with this limited tool calibration, off-line programming was not 
possible using the IGRIP simulation package. Again the inability to access joint 
values prevented localisation of workcell features within the simulation. The 
difference between the simulated and real robot base frames would also have 
made the response of the robot to new off-line generated command poses 
unpredictable.
With more m odem  robot controllers a number of these problems have 
been addressed. The Realistic Robot Simulation (RRS) initiative, managed by the 
Fraunhofer Institute of Berlin, is aiming to develop a common standard for robot 
kinematic modelling [Bernhardt, Schreck, and Willnow, 1994]. This will allow 
simulation software houses to purchase or licence the robot controller kinematic 
software direct from the robot manufacturer in a standard form. The inner 
workings of the software may remain a commercial secret but the inputs and 
outputs would be guaranteed to correspond in the simulated and real 
controllers. This would overcome the problem of modelling and access to joint 
values. The newest versions of IGRIP can incorporate RRS modules.
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For communication many robot controllers are now designed to run from 
standard PCs rather than proprietary computers. Thus not only is data transfer 
possible over standard communication lines or floppy disk formats but the 
sensor control software might be built into the robots operating environment 
without the need for a separate computer controlling the sensor. Similarly the 
off-line programming software might run on the same machine. This would also 
reduce the cost of the system hardware.
C h a pter  7 
C o n c l u sio n s  a n d  Futu re  W o r k
7.1 Co n c lu sio n s
This thesis has investigated the problems associated with off-line programming 
of robotic workcells. In particular the task of workcell calibration has been 
addressed and two versions of a new low-cost sensor have been designed and 
tested for calibrating the robot arm signature and tool offset. The first version of 
the sensor, built around a single camera, demonstrated robustness and speed of 
data collection in an industrial environment measuring the position and 
orientation of a robot mounted weld torch. Application of measurements made 
with the single-camera sensor improved the average errors in off-line generated 
programmes for a Puma 560 robot from greater than 30mm to less than 5mm 
after calibration. The second version of the sensor used two cameras and a 
precision base plate to extend its working range. Average errors for the Puma 
560 robot were then reduced by another order of magnitude to less than 0.5mm 
after calibration. This is now a level of robot accuracy that would be suitable for 
off-line programming for tasks such as arc welding. For instance, in the 
industrial workcell in which the tests were performed, an acceptable level of 
accuracy is 0.5 to 1.5mm.
The need for a measuring device and its required characteristics came 
from a review of literature. The task of OLP can be broken down into four steps: 
modelling of the robot workcell kinematics, measurement of the real workcell.
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identification of best fit parameters and implementation of the calibrated model. 
Studying the scope of existing work on these four tasks highlighted that it is the 
lack of suitable measuring devices that is the major limitation to the widespread 
use of OLP. Satisfactory techniques exist for modelling and identification and 
simulation software packages for implementation are becoming cheaper while 
incorporating greater functionality. But of the range of measuring systems that 
have been demonstrated, most are confined to research laboratories and few are 
commercially available. Those that are marketed tend to be very expensive, often 
are slow to use, and require a skilled operator.
The design of the single-camera sensor (Mark 2), described in Chapter 2, 
incorporated a number of the attributes that the literature search had identified 
as being important for a good sensor. The key attribute of measurement accuracy 
better than 0.1mm was achieved. Such accuracy could be achieved using a 
variety of sensing devices but the sensor's other benefits came from the choice of 
a CCD camera as the measurement device. The camera grabs images of an area 
of interest so the measurement technique is non-contact. Not only does this 
mean measurements do not affect the object being examined, the robot end- 
effector, but also it does not rely on the accurate positioning of the end-effector in 
the sensors working volume when making a measurement. So the robot's 
measurement poses can be taught quickly compared to, say driving the robot to 
touch a calibration pin. Viewing of an area rather than measurement of a single 
point allows orientation information can be calculated from the identification of 
multiple points of interest in the field of view. The orientation measurement was 
found to be accurate to 0.5°. The ability to directly measure the orientation of the 
robot end-effector is a significant advantage over many of the techniques 
described in the literature which are only capable of position measurement at a 
single point. The imaging area was designed to be large enough to view the TCP 
of a robot end-effector such as a weld torch for which automatic image analysis 
software was developed. This is an advantage over many other techniques 
which require special tools or targets to be carried by the robot under test to 
allow measurements to be made. Chapter 3 described tests of the robustness of 
the Mark 2 sensor in an industrial workcell. The chapter also showed that in 
principle the sensor could be used to determine the TCP of other end-effectors.
The sensor has a number of other important features. The sensor 
components are solid state devices, with no moving parts beyond a cooling fan
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and this gives two benefits. First, being solid state makes the system 
mechanically robust to withstand factory use. Second, calibration of the sensors 
measuring space can be performed at the time of manufacture so that the sensor 
is ready to start measuring immediately it is placed in a robot workcell. Set-up 
time is minimal compared to, say Optotrac which requires an hour or more of 
preparation within the workcell to be tested. Control of the image processing is 
from a standard personal computer which keeps the cost of the sensor low. PCs 
are often used as the interface to more m odem  robot controllers and in such cases 
integration of the sensor into the workcell would be relatively simple.
Having demonstrated the accuracy of the measurement technique in 
Chapter 3, Chapter 4 went on to discuss the application of the Mark 2 sensor's 
measurement to the task of calibration for OLP. The experiments demonstrated 
an improvement in the accuracy of a Puma 560 robot from worse than 30mm 
average errors to better than 5mm across the robots working volume. In the best 
cases average errors were reduced to l-2m m . These tests demonstrated the 
relative robustness of the kinematic model identification routines to 
measurement noise and to features such as the quality of the initial start guess at 
the model parameters. These tests also indicated that around 30 measurements 
spread randomly through the robot's workspace led to a repeatable model fitting.
However the overall level of robot accuracy achieved from the Mark 2 
sensor was not sufficiently high to allow robust OLP. The tests indicated that the 
workspace of the sensor was too small. This then limited the range of 
movements through which the joints of the robot under test could be exercised. 
Therefore a Mark 3 prototype was developed as described in Chapter 5. The 
Mark 3 design used two cameras to increase the active measuring volume of the 
sensor while also increasing the image resolution and optical distortion was 
reduced by the use of longer focal length lenses. The Mark 3 design incorporated 
a precision base plate which mechanically extended the working volume of the 
sensor far beyond the range that could be achieved optically using even high 
resolution cameras. The base plate allowed sensor measurements from a number 
of locations to be referred back to a common co-ordinate frame and so gave the 
sensor an effective measuring range of about 500mm. This allowed the robot 
under test to be exercised through a much fuller portion of its workspace while 
measurements were gathered. The results achieved using this version of the 
sensor and base plate showed the Puma 560 robot calibrated to better than 0.5mm
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average errors across its working volume. The absolute accuracy of the sensor 
measurements was not in fact increased for these experiments. The tests using 
different portions of the base plate showed that it is the increased size of the base 
plate that led to the biggest gains in the accuracy of the robot arm signature 
calibration. Overall the accuracy achieved is of a level where it can be used for 
OLP.
Chapter 6 investigated the use of the sensor in industrial applications. The 
overall footprint of the encased Mark 2 design is a little larger than an A4 sheet of 
paper so that finding room for it in a cluttered workcell would be relatively easy. 
The robustness of the encased sensor, demonstrated in Chapter 3, would allow it 
to be permanently located in a workcell to perform automatic, on-line monitoring 
and correction of the tool offset. This is a great improvement over the commonly 
used, manual, tool calibration techniques which rely on a skilled operator. 
Typically the automatic sensor calibration of the TCP offset would take a minute 
compared to tens of minutes for manual correction. The practical tests in an 
industrial workcell served to show the problems of trying to integrate new 
technology with legacy systems when trying to apply the measurements for arm 
calibration. Application of the sensor was also considered to aid the calibration 
of positioners and other external robot axes.
Overall this work has shown that the new sensor can be applied to the task 
of measurement collection for robot arm signature and tool calibration. 
Improvements of two orders of magnitude were achieved in the accuracy of off­
line generated programmes — a successful 'proof of concept'. The accuracy 
reaches a level suitable for direct, off-line, programme generation without 
manual intervention for tasks such as arc welding. The work also points to ways 
through which these results may be further improved.
7.1.1 Sensor Accuracy
The sensor design based around two cameras offered the potential for greater 
measurement accuracy. The image resolution was increased which allowed finer 
detail to be seen. However, the technique used for the camera calibration limited 
the accuracy when converting the identified pixel co-ordinates into the world 
millimetre frame. This was because of errors in the setting up of the reference 
points used in to fit the inverse perspective model. The sources of these errors — 
tolerance error accumulation and perspective effects — were discussed in
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Chapter 5. Once these error sources are addressed and accurate calibration 
points can be imaged, then the next significant area for improvement in the 
sensor accuracy to be considered is the choice of the camera model.
The linear perspective transform (pinhole camera) model could be 
replaced with a more complex, non-linear model. This would then compensate 
for errors due to lens barrelling. However, the significance of the barrelling 
problem was reduced by the choice of lenses for the Mark 3 sensor and by the use 
of two cameras. The two camera design, unlike the single camera and mirror 
design of the earlier sensor prototypes, allows measurements to be made near the 
centre of the image plane where the barrelling effect is greatly reduced. In the 
earlier design the mirror was positioned with one edge near the centre of the 
image plane so it forced the measurements to be made towards the edges of the 
image to avoid collisions. Restricting measurements to lie near the centre of the 
image plane would not unduly affect the overall operation of the sensor when 
used with the base plate. As the experiments using the calibration pin technique 
showed, good arm signature calibration can be achieved by driving the robot to 
touch a few individual points. Therefore, implementation of a non-linear model 
may not in fact give great accuracy benefits while the fitting of an increased 
number of parameters for the more complex model would require an increased 
amount of calibration data to be collected.
7.1.2 Robot End-Effectors
The preceding discussion has looked at improving the accuracy with which 
image co-ordinates can be transformed into millimetre values. However, further 
improvement in the accuracy of this transformation may be of limited benefit. As 
the experiments in Chapter 5 showed, it was the increase in the sensor's 
workspace through use of the base plate that led to the biggest improvement to 
the final robot accuracy. The level of robot accuracy achieved is now 
approaching the limit of accuracy with which points of interest can be identified 
on a production end-effector such as a weld torch. To further improve the arm 
signature accuracy it may in fact be necessary to move away from the ideal of 
working only with production end-effectors. Greater accuracy might be achieved 
by attaching some precision artefact to the end of the robot arm. This artefact 
would include a number of easily identified features to allow the full TCP pose to 
be measured. A more accurate robot arm signature model would then be fitted
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from these measurements. Measurements of the production end-effector would 
only be used to calibrate the tool offset not the whole arm model.
Considering the measurement of other end-effectors in general, increases 
the possible market for the sensor. As noted in Chapter 3 the automatic image 
analysis software would require little modification for application to end- 
effectors such as glue and paste dispensers. The two-camera design then has the 
advantage over the single-camera system of having a larger active measuring 
volume and there is not the physical obstruction of a mirror near that volume. 
Therefore, there is the potential, to adapt the system to measure larger end- 
effectors such as grippers and spot-welding tools.
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7.2 FUTURE WORK
This investigation into calibration of the robot kinematic model and more 
specifically the static model has highlighted a number of possible areas that may 
be of increasing importance in the future. Over the course of this project the 
speed of computers has increased by five or six times while their price has fallen. 
The ever increasing computational power now offers the potential for solutions 
to more complex problems. Three such areas, not covered in this thesis, which 
are dependent on significant computational power are the modelling of the 
dynamics of the robot arm, sensors with high bandwidths for on-line guidance 
and the development of more intelligent systems for automatic program 
generation.
7.2.1 Dynamic Modelling
The literature survey in Chapter 1 identified a number of researchers who were 
investigating modelling of robot dynamics. However as was observed, few 
models had actually been implemented in robot controllers because they were 
too complex to run in realtime. The most practical solutions at the time were 
using a look-up table to pick from a number of pre-set models to control for 
instance motor-drive amplifier gains according to the arm configuration. Now 
with faster computers available, realtime solutions might be calculated from a 
single arm model.
Another problem highlighted with implementing dynamic models was the 
difficulty of collecting suitable measurements while the arm was in motion with 
which to calibrate the models. Faster computers make it possible to build sensors 
with a faster response. Such sensors might instead be used for on-line guidance
7.2.2 On-Line Guidance
As indicated in Chapter 1, on-line guidance can avoid many of the problems of 
model calibration. Two main areas of application are envisaged for an on-line 
guidance system. First, in traditional robot applications teach-by-lead 
programming with manual guidance could be replaced by automatic guidance. 
Using, say, Optotrac and the cat's eye pointer or OLP, target positions would be 
specified. Then instead of the human operator leading the robot through the 
task, Optotrac would provide the feedback. As with teach-by-lead, after the task
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had been performed once, the robot repeatability would ensure that it could be 
performed again and again for batch processing and Optotrac could be moved to 
program another workcell. The second application would be in tasks that require 
a greater precision than calibrated OLP or teach-by-lead can achieve, for instance 
in aircraft assembly. To achieve the required accuracy in such assembly high 
precision, and hence costly, fixtures are required to locate parts if they are to be 
riveted together manually. As an alternative, robots have the strength and 
repeatability to hold the parts without fixturing, but the accuracy required is at 
the limit of their capabilities. With on-line guidance the accuracy would be 
achieved without the need for complex modelling and error compensation. For 
example a typical aircraft requires of the order of 100 assembly fixtures costing 
about £10,000 each to build. Replacing 5-10 of these would cover the cost of 
Optotrac. Time savings over manual assembly and the reduction in warehouse 
space required for storing fixtures would give significant yearly savings.
The initial tests of Optotrac for on-line guidance did show major 
limitations of the system that would need to be addressed. In particular the very 
slow serial communication lines used by the existing set-up would need to be 
replaced with fast parallel links. As the current version of Optotrac reaches the 
end of its working life such enhancements should be considered for the next 
generation.
If on-line guidance is adopted then there will still be a need to calibrate the 
offset from the tracked target pose to the TCP of the robot's end-effector. 
Therefore there will still be a need for the new TCP sensor.
On line guidance might also be adopted to control robots in less structured 
working environments where detailed and accurate models are not available. 
Systems will then require more intelligence to understand the environment 
before guiding the robot to the identified targets. A stepping stone on the way to 
developing such intelligence is to find ways of fully utilising the model data that 
is already available for generating programs off-line: automatic program 
generation.
7.2.3 Automatic Program Generation
As a final note, the Finnish tests described in the Introduction pointed to large 
reductions in robot downtime through accurate OLP but showed that
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considerable amounts of time m ust still be spent developing the programs. Now 
that calibration is becoming simpler the next big cost reduction will come 
through automatic program generation. VTT are aiming at 1 hour spent off-line 
producing 1 hour of on-line welding program. Most robot simulation packages 
allow geometric CAD data of devices and workpieces to be imported from other 
design packages. Work is on-going on the STEP interface to allow other design 
information to be imported. For example as well as drawing parts a designer will 
specify the position of welds to join them. Early data transfer systems lost this 
information, STEP should allow this to be imported and then automatic 
generation of robot trajectories should be but a short step. Similarly there can be 
links to factory scheduling and purchasing systems. Then lead times should be 
greatly reduced from the creation of new designs, to programming of 
manufacturing systems, to delivery of finished articles. As Ross [1996] noted a 
number of companies have started to apply such technology to allow mass 
customisation of their products. Items are made tailored to meet individual 
customer orders but at the same price and time scales as mass produced 
products. This flexibility is a powerful way for companies to differentiate 
themselves from competitors and thus maintain their commercial lead.
Entries m a r k e d h a v e  been cited in the text.
Other entries are included for completeness and provide useful further reading. 
Where proprietary products have been described in the text the information has 
often come from sales literature and technical guides written by the manufacturer 
of the product rather than from publicly available printed sources. Therefore a 
list of contact addresses is given at the end of the bibliography.
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Equipm ent Suppliers: Addresses and Products
ABB Flexible Automation Ltd.
Auriga House, Precedent Drive, Rooksley, Milton Keynes. MK13 8PQ 
Bullseye: weld torch measuring device
BYG Systems Ltd
William Lee Building, Highfields Science Park, University Boulevard, Nottingham. NG7 2RQ 
| Grasp: robot simulation package
| Deneb Robotics Inc
3285 Lapeer Road West, P.O. Box 214687, Auburn Hills, MI 48321-4687, USA
IGRIP: robot simulation package I
Imaging Technology Inc UK agents: !
Data Cell Ltd j
Hattori House, Vanwall Business Park, Maidenhead, Berkshire. SL6 4UB j
VISIONplus-AT Overlay Frame Grabber 
ITEX OFG software library
ITP Group |
Butlers Leap, Rugby, Warwicks. CV21 3RQ j
FlexiMeasure-3D: portable measuring system
Matrox (UK) Ltd.
Sefton Park, Stoke Poges, Buckinghamshire. SL24JS j
Matrox Imaging Library (MIL): software
Meteor: frame grabber j
Northern Digital Inc
403 Albert Street, Waterloo, Ontario, N2L 3V2, Canada 
Watsmart: measuring system
Selspot Systems Ltd
1233 Chicago Road, Troy, MI 48083, USA 
Selspot: measuring system
Technomatix Technologies Ltd
Delta House, 16 Hagalim Avenue, Herzeliya 46733, Israel 
RobCad: robot simulation package
University of Bristol
Faculty of Engineering, Queen's Building, Bristol. BS8 1TR 
Repeatability check system
(Note: the robotics group has now been disbanded)
Vision Warehouse
Norbain House, Eskdale Road, Winnersh Triangle, Wokingham, Berkshire. RG415TS I
Optical equipment stockist including Cosmicar lenses j
A p p e n d ic e s
A p p e n d ix  A: Ca t 's Eye Po in t e r
Optotrac is capable of measuring the position of the centre of a target with great 
precision but it is often desirable to be able to measure the position of some other 
feature outside the target. To this end the cat's eye pointer was developed. The 
theory behind it is simple: if one end of a pointer is held on a point of interest 
and the position of the other end is measured as it moves about then all the 
measurements should lie on the surface of a sphere centred at the point of 
interest (Figure Al). Such a device can be made by attaching a cat's eye target to 
a pointer and using Optotrac to perform the measuring.
Specific features of an object can be measured by making the tip of the 
pointer a sharp point so that it can be placed on the exact point of interest. For 
some applications it may be useful to set up fixed reference points within a 
workcell. This can be done by attaching fixed markers with circular holes drilled 
through them and using a pointer with a spherical tip. The circular hole will 
give a ring of contact around its edge into which the sphere can repeatably 
locate. The point of interest would then be the centre of the sphere. It would be 
accurately and repeatably measurable since the "ball-and-socket" joint can be 
easily produced to a high tolerance.
on a sphere abc 
point of interest
Point of 
interest
Centre of cat's eye  m oves 
out the 
Tip of pointer could 
be ball and socket
Figure Al: Cat's eye pointer
Some additional software was written to process the measurements to 
calculate the best fit centre for the sphere and the radius of the pointer. In
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outline the program uses the Levenberg-Marquardt method to minimise the 
residuals in the difference between the length of the pointer and the distance 
from the centre of the sphere to each measured position.
Simulated and practical experiments have shown that this system can be 
used to produce a co-ordinate measuring machine with a working volume of up 
to 3m cubed and an accuracy of better than 1mm. These limits are set by the 
working volume and accuracy of Optotrac. In the simulation random points 
were generated on the surface of a known sphere. The calculated centre and 
radius of the sphere were compared with the actual known values. 
Measurements with and without simulated noise were tested.
An example of a practical experiment involved selecting points of interest 
at regular intervals along a 1 metre rule and checking that the measured values 
lay in a straight line at the same intervals. The position of points away from the 
straight line and their separation proved to differ by less than 1mm.
An advantage of this system is that it has two built in accuracy checks. 
First Optotrac data returns a 'crossing error' with its measurements which gives 
a confidence check on the initial data. Second if a series of points are measured 
using the same pointer then the calculated radius of the pointer should be the 
same for all measurements. If it is not then an error must have occurred.
As noted above, one application of this system is to relate Optotrac 
measurements taken at different times or from different positions around a 
workcell for instance when training and testing neural networks or specifying 
command positions. The pointer is used to measure the position of a num ber of 
fixed calibration marks around the workcell (the ball and socket system 
mentioned above). Given the co-ordinates of a number of calibration points with 
respect to the different measurement co-ordinate frames, the transformation 
from one frame to another can then be calculated.
Another major application for this pointer is in the building of parametric 
workcell models. To calibrate a robot its tool tip position is measured as the 
robot moves about its workspace. Before the parameter identification can 
proceed the robot's approximate base position relative to the measuring device 
must be known to provide a starting guess for the fitting routines. The pointer
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can be used to quickly measure the position of the robot base. Similarly it can be 
used to check the position of other features such as fixtures and positioners 
before detailed calibration is performed.
There are of course many other applications where a portable CMM 
would be useful. In applications where large workpieces are involved such as 
the production of earth moving equipment parts are often produced repeatably 
but do not accurately match the original CAD specification. The pointer could 
then be used to digitise points of interest on an actual part and this information 
could be used to off-line program a robot. Non-robotic applications could 
include the checking of profiles of say car body panels or aeroplane wings.
A pp e n d ix  B: Se n s o r  So ftw a r e  M e n u s
The sensor is controlled by a menu driven application. Key features of this 
program are described below. Menu selections are made by entering the 
appropriate number. The program is set-up for automatic analysis of a weld 
gun. For other end-effectors the user can use the manual analysis options.
The top level menu appears as:
TOP LEVEL MENU
E n t e r  n u m b e r  t o  s e l e c t  i t e m  
0 /  C o n f i g u r e  f r a m e  g r a b b e r  
1 /  S t a r t  c a m e r a  g r a b b i n g  i m a g e s  
2 /  F r e e z e  c u r r e n t  d i s p l a y e d  im a g e  
3 /  S a v e  c u r r e n t  i m a g e  t o  d i s k
4 7  E n t e r  o t h e r  f i l e  o p t i o n s ,  c u r r e n t  p a t h  i s  p a th
5 /  I n t e r a c t i v e l y  a n a l y s e  p i x e l s
6 /  F i n d  w i r e  t i p  a n d  r e t u r n  p i x e l  c o o r d s
7 /  F i n d  t o r c h  t i p  a n d  r e t u r n  p i x e l  c o o r d s
8 /  C o n v e r t  p i x e l  c o o r d s  t o  mm
9 /  AUTOMATIC MONITORING MODE
q  o r  Q t o  Q UIT
C u r r e n t  lo g _ n a m e  i s  : 
log_name
0 /  C o n f i g u r e  f r a m e  g r a b b e r
Enters the OFG SETUP sub-menu allowing various functions of the OFG frame 
grabber board to be configured as described below.
1 /  S t a r t  c a m e r a  g r a b b i n g  i m a g e s
Begins grabbing and displaying a live image from the camera through the frame 
grabber.
2 /  F r e e z e  c u r r e n t  d i s p l a y e d  im a g e
Stops live image display and freezes the current image in the frame grabber. The 
image can then be processed.
3 /  S a v e  c u r r e n t  im a g e  t o  d i s k
Enters a dialogue allowing the user to specify a path and file name to which the 
current frozen image can be stored. The user can also enter a line of text to be 
stored with the image
4 /  E n t e r  o t h e r  f i l e  o p t i o n s ,  c u r r e n t  p a t h  i s  path 
Enters the FILE SERVICES sub-menu described below (list, save, load, images 
and log files), path shows the current file path to the disk directory to which the 
commands will refer.
5 /  I n t e r a c t i v e l y  a n a l y s e  p i x e l s
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Allows manual analysis of images. The user can drive the cursor about the 
screen using the arrow keys. The current pixel co-ordinates of the cursor are 
displayed and can be saved to disk. See below. To convert these pixel co­
ordinates to millimetres use option 8 /  on this Top Level Menu.
6 /  F i n d  w i r e  t i p  a n d  r e t u r n  p i x e l  c o o r d s
Searches for the tip of the weld wire in both views of the weld torch. The pixel 
and millimetre co-ordinates of the point are displayed along with the crossing 
error. In the image a small circle is drawn around the identified points of 
interest. If a log file is currently open the results are stored otherwise the results 
are displayed on the screen and the user is prompted to continue by hitting keys 
when ready.
7 /  F i n d  t o r c h  t i p  a n d  r e t u r n  p i x e l  c o o r d s
This performs a search for the co-ordinates of the point where the wire intersects 
the gas shroud. If the weld gun is vertical this will correspond to the torch tip 
otherwise the torch pose can be calculated from this point and the weld wire 
stickout length as described in Chapter 3
8 /  C o n v e r t  p i x e l  c o o r d s  t o  mm
For manual image analysis this converts pixel co-ordinates to millimetres.
9 /  AUTOMATIC MONITORING MODE
This starts monitoring the torch for changes. Each time the torch is presented to 
the sensor an image is grabbed and analysed to find the wire- and torch tip 
position. The result is stored to a log file.
q  o r  Q t o  Q UIT
Exits the program. Any open log file is closed and its name is displayed.
Control is returned to the DOS prompt.
C u r r e n t  lo g _ n a m e  i s  : 
log_name
Displays the name of the current open log file or displays NULL if there is no file
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OFG SETUP MENU
This is reached from the TOP LEVEL MENU by selecting 0. The following 
options are displayed.
OFG SETUP MENU
E n t e r  n u m b e r  t o  s e l e c t  i t e m  
0 /  S e t  e r r o r  l e v e l  o n  o f g  
1 /  S e t  c a m e r a  c h a n n e l  
2 /
3 /
4 /
5 /
6 /
7 /
8 /
q  o r  Q t o  Q UIT  
0 /  S e t  e r r o r  l e v e l  o n  o f g
When errors occur in the frame grabber, various levels of response can be set. 
From exiting from the program through display of a message to attempting to 
continue with program execution. See the OFG manual for details.
1 /  S e t  c a m e r a  c h a n n e l
The OFG frame grabber has 4 video input channels. This option allows the user 
to select the channel to which the sensor is attached. The default channel is 2.
q  o r  Q t o  QUIT
Returns to the TOP LEVEL MENU.
Other numbers 2-8 have no functions associated with them (yet).
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FILE SERVICES MENU
This allows the user to perform various file handling options.
F IL E  SER V IC ES MENU
E n t e r  n u m b e r  t o  s e l e c t  i t e m
0 /  S e t  d e f a u l t  p a t h  ( C u r r e n t l y :  path)
1 /  L i s t  d i r e c t o r y  c o n t e n t s  
2 /
3 /  S a v e  c u r r e n t  im a g e  t o  d i s k  
4 /  L o a d  i m a g e  f r o m  d i s k  
5 /  O p e n  a  l o g  f i l e  
6 /  C l o s e  a  l o g  f i l e  
7 /
8 /
q  o r  Q t o  Q UIT  
l o g _ n a m e  i s  log_name 
0 /  S e t  d e f a u l t  p a t h  ( C u r r e n t l y :  path)
Lets the user specify the path to the directory in which the other functions will be 
carried out. The current path is displayed as path.
1 /  L i s t  d i r e c t o r y  c o n t e n t s
Displays on screen the contents of the current directory. The user can specify a 
string to search for in the file name to limit the list displayed. Similar to the DOS 
dir command.
3 /  S a v e  c u r r e n t  im a g e  t o  d i s k
Saves the current image to disk like the TOP LEVEL MENU item 3. The user is 
prompted for a name for the file. If the file name already exists the user can 
choose whether to overwrite it or not.
4 /  L o a d  im a g e  f r o m  d i s k
Loads a previously saved image back into the frame grabber.
5 /  O p en  a  l o g  f i l e
The analysis functions return pixel an d /o r millimetre co-ordinates of points of 
interest. These can be saved to a log file for future processing. This function lets 
the user specify the name of that file. The user can also enter a line of text to be 
saved as tire first line in the file.
6 /  C l o s e  a  l o g  f i l e  
Closes the current log file.
q  o r  Q t o  Q UIT  
Return to TOP LEVEL MENU
l o g _ n a m e  i s  log_name
Displays the name of the current log file or NULL if no file is open.
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In ter a c tiv ely  a n a l y se  pixels
This menu is reached from the TOP LEVEL MENU by selecting option 5. It 
allows the user to manually guide the cursor around the screen using the 
keyboard. The following keys are recognised, and the list is displayed if a key 
not on the list is pressed.
a r r o w s  t o  m o v e  a b o u t  im a g e  
C T R L + a rro w  f o r  b i g  s t e p s  
z : t o g g l e  z o o m  i n / o u t
f :  f l a s h  a  c i r c l e  t o  r o u n d  a  l o s t  c u r s o r  s p o t  
1 :  k e e p  c u r r e n t  p i x e l  v a l u e s  a s  LEFT c o o r d s  
r :  k e e p  c u r r e n t  p i x e l  v a l u e s  a s  RIGHT c o o r d s  
f o r  u s e  b y  o t h e r  r o u t i n e s  
S h i f t + S :
s a v e  k e p t  LEFT a n d  RIGHT p a i r  t o  c u r r e n t  l o g  f i l e
b :  f i n d  c e n t r e  o f  c a l i b r a t i o n  t a r g e t  
j : e n t e r  p i x e l  c o o r d s  f o r  c u r s o r  t o  ju m p  t o
a r r o w s  t o  m o v e  a b o u t  im a g e  
C T R L + a rro w  f o r  b i g  s t e p s
The arrow keys move the cursor one pixel at a time. Pressing the CTRL (control) 
key at the same time as an arrow causes a 10 pixel step
z :  t o g g l e  z o o m  i n / o u t
Zooms in or out around the current cursor location to change the magnification 
of the view.
f l a s h  a  c i r c l e  to  ro u n d  a l o s t  c u r s o r  s p o t  
When moving the cursor around the screen it is possible to lose track of its 
position. This key causes a flashing circle to be drawn around the cursor for a 
short time.
1 :  k e e p  c u r r e n t  p i x e l  v a l u e s  a s  LEFT c o o r d s  
r :  k e e p  c u r r e n t  p i x e l  v a l u e s  a s  RIGHT c o o r d s  
f o r  u s e  b y  o t h e r  r o u t i n e s  
S h i f t + S :
sa v e  k e p t  LEFT and  RIGHT p a i r  to  c u r r e n t  lo g  f i l e  
When the cursor has been driven to a point of interest the user can store those co­
ordinates for later use, say conversion to millimetres. Pressing 1 or r keys stores 
the co-ordinates into the computers memory. Pressing SHIFT and s keys 
together writes the co-ordinates into the current log file.
b :  f i n d  c e n t r e  o f  c a l i b r a t i o n  t a r g e t
For (re-)calibrating the sensor this routine finds the centre of a target.
j : e n t e r  p i x e l  c o o rd s  f o r  c u r s o r  to  jump to  
For fast movement across the image the user can enter pixel co-ordinates to 
which to move the cursor as an alternative to holding down the arrow keys for a 
long time.
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Mark 1 Sensor Calibration Data
W orld Co ord's 
(/n u n )
Image Co ord's 
(/p ixel)
Left V iew Right V iew
X Y Z x y x y
Note entries marked "na" are where 
no reading was available because the 
target was outside the camera's field 
of view.
0 0 0 319 339 469 344
0 5 0 320 337 518 343
0 10 0 322 335 567 342
0 15 0 324 334 615 341
0 20 0 325 332 663 341
0 0 5 317 296 469 294
0 5 5 319 296 518 294
0 10 5 321 296 567 293
0 15 5 323 296 615 293
0 20 5 324 296 663 292
0 0 10 316 253 468 245
0 5 10 318 255 518 245
0 10 10 320 256 566 245
0 15 10 321 258 615 244
0 20 10 323 259 663 244
0 0 15 315 211 468 196
0 5 15 317 214 517 196
0 10 15 319 217 566 196
0 15 15 320 220 614 196
0 20 15 322 223 662 196
0 0 20 313 168 467 148
0 5 20 316 173 516 147
0 10 20 317 178 565 147
0 15 20 319 182 613 148
0 20 20 321 186 661 148
0 0 25 312 126 466 99
0 5 25 314 133 515 99
0 10 25 316 139 564 99
0 15 25 318 145 612 100
0 20 25 320 150 660 100
0 0 30 311 84 465 51
0 5 30 313 93 514 51
0 10 30 315 100 563 52
0 15 30 317 107 611 52
0 20 30 319 114 658 53
5 0 0 275 340 474 347
5 5 0 279 338 526 346
5 10 0 282 336 577 346
5 15 0 285 334 628 345
5 20 0 288 333 677 344
5 0 5 274 297 474 296
5 5 5 277 297 526 295
5 10 5 281 297 577 295
5 15 5 284 297 627 294
5 20 5 287 297 677 293
5 0 10 273 254 473 244
5 5 10 276 256 525 244
5 10 10 280 258 576 243
5 15 10 283 259 627 243
5 20 10 286 260 677 243
5 0 15 272 212 473 193
5 5 15 275 215 525 192
5 10 15 279 218 576 192
5 15 15 282 221 626 192
5 20 15 285 224 676 192
C l
W orld Co ord's 
( /m m )
Image Co ord's 
( /  pixel)
Left V iew Right V iew
X Y Z x y x y
5 0 20 270 170 472 142
5 5 20 274 175 524 141
5 10 20 278 179 575 142
5 15 20 281 183 625 142
5 20 20 284 187 675 142
5 0 25 269 128 471 91
5 5 25 273 134 523 91
5 10 25 277 140 574 91
5 15 25 280 146 624 91
5 20 25 283 151 674 92
5 0 30 268 86 470 40
5 5 30 272 94 522 41
5 10 30 276 102 573 41
5 15 30 279 108 623 42
5 20 30 282 115 672 42
10 0 0 232 341 480 351
10 5 0 237 339 535 350
10 10 0 242 337 588 349
10 15 0 247 336 641 348
10 20 0 251 334 693 347
10 0 5 231 298 480 297
10 5 5 236 298 534 296
10 10 5 241 298 588 296
10 15 5 246 298 641 295
10 20 5 250 298 693 295
10 0 10 230 256 479 243
10 5 10 235 258 534 242
10 10 10 240 259 588 242
10 15 10 245 260 641 242
10 20 10 249 261 693 241
10 0 15 229 214 479 189
10 5 15 234 217 533 188
10 10 15 239 220 587 188
10 15 15 244 222 640 188
10 20 15 248 225 692 188
10 0 20 228 171] 478 135
10 5 20 233 176 532 135
10 10 20 238 181 586 135
10 15 20 243 185 639 135
10 20 20 247 189 691 135
10 0 25 227 129 477 81
10 5 25 232 136 531 82
10 10 25 237 142 585 82
10 15 25 242 147 637 82
10 20 25 246 152 689 83
10 0 30 226 88 476 29
10 5 30 231 96 530 29
10 10 30 236 103 583 29
10 15 30 241 110 636 30
10 20 30 245 116 688 31
15 0 0 189 342 487 355
15 5 0 196 340 544 354
15 10 0 203 339 600 354
15 15 0 209 337 656 353
15 20 0 214 336 711 352
15 0 5 192 300 515 298
15 5 5 195 300 543 298
15 10 5 202 299 600 297
15 15 5 208 299 656 296
15 20 5 213 299 711 296
15 0 10 187 257 486 241
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M ark 1 Sensor Calibration Data
W orld Co ord's 
( /m m )
Image Co-ord's 
( /  pixel)
Left V iew Right V iew
X Y Z x y x y
World Co-ord's 
( /m m )
Image Co-ord's 
(/p ixel)
Left V iew Right V iew
X Y Z x y x y
25 10 0 125 341 629 363
25 15 0 133 339 691 362
25 20 0 141 337 752 361
25 0 5 104 302 501 301
25 5 5 114 302 566 301
25 10 5 123 302 629 300
25 15 5 132 301 691 299
25 20 5 140 301 752 298
25 0 10 103 260 501 237
25 5 10 113 261 565 237
25 10 IQ 122 263 628 236
25 15 10 131 264 690 236
25 20 10 139 265 751 236
25 0 15 102 218 500 173
25 5 15 112 221 564 173
25 10 19 121 224 627 173
25 15 15 130 226 689 173
25 20 15 138 229 750 173
25 0 20 101 176 499 109
25 5 20 111 181 563 110
25 10 20 120 185 626 110
25 15 20 129 189 688 111
25 20 20 137 192 748 111
25 0 25 100 135 498 47
25 5 25 110 141 561 47
25 10 25 120 146 624 48
25 15 25 129 152 686 49
25 20 25 137 157 746 50
25 0 30 100 93 na na
25 5 30 110 101 na na
29 10 30 119 108 na na
25 15 30 128 115 na na
25 20 30 136 121 na na
30 0 0 64 345 511 372
30 5 0 75 343 579 370
30 10 0 86 341 646 369
30 15 0 96 340 712 368
30 20 0 105 338 na na
30 0 5 62 303 511 303
30 5 5 74 303 579 303
30 10 5 85 303 646 302
30 15 5 95 302 712 301
30 20 5 104 302 na na
30 0 10 61 261 510 235
30 5 10 73 263 578 234
30 10 10 84 264 646 234
30 15 10 94 265 711 234
30 .20 10 103 266 na na
30 0 15 60 220 509 167
30 5 15 72 222 577 167
30 10 15 83 225 644 167
30 15 15 93 228 710 167
30 20 15 102 230 na na
30 0 20 60 178 508 99
30 5 20 71 182 576 99
30 10 20 82 186 643 100
30 15 20 92 190 708 101
30 20 20 102 194 na na
30 0 25 59 136 506 32
30 5 25 71 143 574 33
30 10 25 82 148 641 34
15 5 10 194 259 543 241
15 10 10 200 260 600 240
15 15 10 206 261 655 240
15 20 10 212 263 710 240
15 0 15 186 215 485 184
15 5 15 193 218 542 184
15 10 15 199 221 599 184
15 15 15 205 224 655 184
15 20 15 211 226 709 184
15 0 20 185 173 484 127
15 5 20 192 178 541 127
15 10 20 198 182 598 127
15 15 20 205 186 654 128
15 20 2Q 210 190 708 128
15 0 25 184 131 483 71
15 5 25 191 137 540 71
15 10 25 198 143 596 72
15 15 25 204 149 652 72
15 20 25 209 154 707 73
15 0 30 183 89 482 16
15 5 30 190 97 539 16
15 10 30 197 105 595 17
15 15 30 203 112 650 17
15 20 30 209 118 705 19
20 0 0 147 343 494 360
20 5 0 156 341 554 359
20 10 0 164 340 614 358
20 15 0 171 338 673 357
20 20 0 178 336 730 356
20 0 5 146 301 493 300
20 5 5 154 301 554 299
20 10 5 162 300 614 298
20 15 5 170 300 672 298
20 20 5 176 300 730 297
20 0 10 145 259 493 239
20 5 10 153 260 553 239
20 1C 10 161 261 613 239
20 15 10 169 263 672 238
20 20 10 175 264 730 238
20 0 15 144 216 492 179
20 5 15 152 219 553 179
20 1C 15 160 222 612 179
20 15 15 168 225 671 179
20 20 15 175 227 729 179
20 0 20 143 174 491 119
20 5 20 151 179 552 119
20 10 20 159 183 611 119
20 15 20 167 187 670 120
20 20 20 174 191 727 120
20 0 25 142 133 490 60
20 5 25 151 139 550 60
20 10 25 159 145 610 60
20 15 25 166 150 668 61
20 20 25 173 155 725 62
20 0 30 141 91 na na
20 5 30 150 99 na na
20 10 30 158 106 na na
20 15 30 165 113 na na
20 20 30 172 119 na na
25 0 0 105 344 502 365
25 5 0 115 342 566 364
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M ark 1 Sensor Calibration Data
W orld Co-ord's 
(/m m )
Image Co-ord's 
( / pixel)
Left V iew Right V iew
X Y Z x y x y
30 15 25 92 153 706 35
30 20 25 101 158 na na
30 0 30 59 95 na na
30 5 30 70 103 na na
30 10 30 81 110 na na
30 15 30 91 116 na na
30 20 . 30 101 123 na na
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Mark 1 Sensor Randomly Spread Validation Data
World Co-ord's 
(/m m )
Image Co-ord's 
(/p ixel)
Left V iew Right V iew
X Y Z x y x y
17 10.4 0.5 187 335 610 350
28.7 16 4.9 106 303 719 30Ï
213 3.1 13.2 139 234 533 199
13.3 3.8 9.2 207 265 526 250
12.4 0.3 10.4 209 253 485 238
24.1 6.7 21.6 121 169 582 92
9.5 0.8 15.8 234 207 487 180
9.2 14.1 25.9 247 139 626 74
2.2 5 17.3 298 196 520 172
15.3 3.3 20 187 176 522 127
26.4 8.3 3 110 318 612 327
16.7 13.7 15 191 223 645 182
15.2 15.2 12.6 205 242 658 211
14.6 19.3 11.9 214 248 701 219
15.1 18.3 20.4 207 186 690 123
1.9 5.4 26 299 126 522 86
15.8 16.2 8.1 202 276 672 261
4.2 18.5 5.1 292 2% 660 292
18.1 0.3 1.3 163 332 494 343
6.5 15.9 22.3 270 167 638 116
28.5 15.1 17.1 104 212 704 141
8.2 3.2 2.1 250 322 512 327
25.6 7.4 22.5 111 163 594 77
3.9 13.6 15.4 289 217 610 189
29.3 7.1 16.8 82 209 603 144
11.4 7.1 5.9 227 291 560 287
2.3 6.2 12.2 299 238 533 222
4.5 1.5 27.8 274 106 486 64
12.2 13.9 28.5 223 120 631 40
15.9 14.5 29.3 196 116 648 23
27.7 3 12.8 86 239 545 199
9 11.5 22.8 247 160 599 107
0.3 6 10.8 316 249 528 237
28.8 0.8 11.1 73 252 518 221
15.5 13.1 8.5 201 273 636 257
27.2 6.6 1.6 100 329 593 346
9.9 1.4 21.7 230 158 493 117
16.7 16.3 20.3 193 185 673 122
28 13.5 8.7 106 274 684 252
10.8 16.2 9.5 240 265 656 247
11.6 17.6 11.3 235 252 673 227
15.9 12.7 6.1 198 291 633 284
1.8 10.8 9.8 306 259 578 246
9.2 18.9 1.1 256 326 679 336
8.4 3.8 24.6 244 137 516 89
13.8 18.8 9.6 220 265 693 245
1.6 8.5 28.3 302 112 552 65
8.8 6.5 25.9 243 130 545 75
10.7 13.3 0.3 240 334 625 346
7.8 8 27.8 252 117 558 57
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Graphs showing the spread of the Mark 1 random  validation points through the 
sensor's measuring volume.
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M ark 2 Sensor Calibration Data
World Co-ord's 
(/m m )
Image Co-ord's 
(/p ixel)
Left V iew Right V iew
X Y Z x y x y
0 0 0 302.2 407.6 412.9 424.8
0 10 0 307.0 394.6 510.7 423.1
0 20 0 310.9 383.8 606.7 420.7
0 30 0 314.6 374.1 700.0 418.0
0 0 10 301.2 320.9 412.3 328.6
0 10 10 305.9 314.6 510.6 327.5
0 20 10 310.1 309.3 607.0 326.0
0 30 10 313.5 304.9 701.1 324.1
0 0 20 300.1 233.5 411.5 231.6
0 10 20 305.2 234.3 510.1 230.8
0 20 20 309.4 234.6 606.7 230.1
0 30 20 313.2 235.0 700.6 229.5
0 0 30 299.4 146.0 410.5 134.6
0 10 30 304.4 153.5 508.8 134.3
0 20 30 308.8 159.8 605.3 134.3
0 30 30 312.5 165.1 699.1 134.9
0 0 40 299.3 59.5 409.4 38.8
0 10 40 304.3 73.6 507.1 39.0
0 20 40 308.4 85.5 603.3 39.9
0 30 40 312.2 95.9 696.9 41.1
10 0 0 213.7 407.6 419.1 443.5
10 10 0 225.3 394.7 526.6 441.4
10 20 0 235.3 383.9 631.8 438.6
10 30 0 243.6 374.5 733.9 435.1
10 0 10 212.3 321.3 418.4 337.8
10 10 10 224.1 315.3 526.8 336.2
10 20 10 234.1 309.9 632.7 334.4
10 30 IQ 242.7 305.2 734.8 332.3
10 0 20 211.5 234.1 417.7 230.7
10 10 20 223.0 234.8 526.3 229.7
10 20 20 233.3 235.3 632.1 229.1
10 30 20 242.0 235.7 734.8 228.5
10 0 30 210.8 147.1 416.3 123.5
10 10 30 222.5 154.5 524.6 123.4
10 20 30 232.7 160.7 630.5 123.6
10 30 30 241.3 166.0 733.1 124.4
10 0 40 211.1 61.0 414.7 18.1
10 10 40 222.7 74.7 522.5 18.5
10 20 40 232.7 86.5 627.7 19.8
10 30 40 241.3 96.8 729.7 21.7
20 0 0 126.7 407.2 426.4 466.2
20 10 0 144.6 394.7 546.0 463.8
20 20 0 160.2 383.9 662.5 460.0
20 30 0 173.5 374.4 na na
20 0 10 125.1 321.4 426.0 348.9
20 10 10 143.1 315.4 546.6 347.0
20 20 10 158.8 310.2 663.6 344.7
20 30 10 172.3 305.6 na na
20 0 20 123.8 234.9 425.1 229.3
20 10 20 142.3 235.4 545.9 228.4
20 20 20 158.1 236.0 663.4 227.7
20 30 20 171.6 236.2 na na
20 0 30 123.5 148.6 423.8 110.1
20 10 30 141.6 155.5 544.4 110.1
20 20 30 157.5 161.6 661.7 110.6
20 30 30 171.1 166.9 na na
20 0 40 124.2 62.8 na na
20 10 40 142.2 76.3 na na
20 20 40 157.9 87.9 na na
20 30 40 171.0 98.0 na na
30 0 0 41.8 406.4 436.0 494.8
W orld Co-ord's 
(/m m )
Image Co-ord's 
(/p ixel)
Left V iew Right V iew
X Y Z x y x y
30 10 0 65.5 394.2 570.4 491.6
30 20 0 86.2 383.5 700.4 486.7
30 30 0 104.5 374.2 na na
30 0 10 39.5 321.4 435.6 362.8
30 10 10 63.9 315.5 571.2 360.5
30 20 10 84.9 310.2 702.4 357.6
30 30 10 103.1 305.6 na na
30 0 20 38.4 235.8 434.6 227.8
30 10 20 62.9 236.2 571.0 226.9
30 20 20 84.0 236.5 702.2 226.0
30 30 20 102.3 236.8 na na
30 0 30 38.0 150.0 433.3 93.1
30 10 30 62.4 156.6 569.0 93.3
30 20 30 83.5 162.9 700.0 94.4
30 30 30 102.0 168.0 na na
30 0 40 38.8 64.9 na na
30 10 40 63.2 78.2 na na
30 20 40 84.1 89.5 na na
30 30 40 102.2 99.5 na na
Note entries marked "na" are where 
no reading was available because the 
target was outside the camera's field 
of view.
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M ark 2 Sensor Random Validation Data
W orld Co-ord's 
(/m m )
Image Co-ord's 
( / pixel)
Left V iew Right V iew
X Y Z x y x y
0.747 16.616 2.925 303.7 365.2 576.0 395.1
28.866 28.87 32.506 107.9 149.9 na na
13.688 10.198 39.894 193.3 76.3 na na
24.893 29.468 35.555 136.2 128.8 na na
19.325 26.995 26.505 172.2 190.1 739.0 152.4
32.375 23.447 6.992 75.1 330.2 na na
28.949 2.049 21.505 52.5 223.0 461.3 208.0
9.066 22.528 29.238 242.1 167.6 654.1 132.9
37.146 12.674 30.282 14.1 157.5 629.7 74.8
31.476 0.1 9.863 27.6 322.7 438.7 367.1
1.707 24.896 30.661 298.1 158.0 656.1 126.7
20.136 3.393 34.214 128.8 115.7 464.6 60.2
31.524 4.359 23.388 37.1 208.0 496.8 180.5
36.549 22.532 25.957 41.9 194.1 na na
25.74 20.649 0.999 118.7 375.9 691.3 462.3
19.941 20.494 20.029 159.3 235.7 668.9 227.3
22.749 2.669 24.993 105.5 193.0 460.4 167.0
0.718 29.828 32.456 307.3 148.1 699.2 110.9
25.544 8.609 21.872 95.2 220.6 541.1 203.9
18.5 7.354 30.924 149.4 146.1 510.0 101.4
12.694 17.001 15.192 209.8 271.8 608.0 281.3
4.594 29.048 22.864 279.7 215.1 706.1 200.8
33.044 11.121 9.167 43.1 321.3 595.7] 376.6
15.583 4.715 29.267 169.4 157.5 474.7 124.7
14.878 15.508 3.176 204.3 355.9 705.9 412.2
25.761 12.439 30.616 100.9 153.1 588.7 93.3
2.907 16.313 33.461 284.4 131.4 575.4 97.5
30.309 19.487 25.144 80.5 198.4 696.2 157.7
3.035 0.441 22.552 273.1 211.6 417.6 205.7
0.271 27.846 27.772 309.7 179.9 680.2 155.8
12.565 28.679 25.522 222.5 196.9 730.2 169.1
15.887 11.349 38.979 177.2 853 na na
24.74 11.8 19.245 108.1 241.8 579.8 237.0
19.287 28.266 9.783 175.3 307.8 na na
18.171 24.039 25.851 177.0 193.7 701.6 160.9
0.105 17.401 32.593 306.6 138.6 580.2 109.7
26.945 4.419 29.984 74.4 152.9 488.4 98.8
5.42 22.228 21.676 269.4 222.8 641.9 212.5
3.339 12.137 39.377 278.5 81.5 533.5 38.8
4.013 13.837 11.084 275.5 304.3 555.5 319.4
25.318 16.527 20.287 112.3 233.9 640.3 223.6
32.22 25.298 34.666 78.0 133.0 na na
30.911 15.902 2.722 70.9 367.2 651.8 456.4
25.692 1.026 32.319 77.2 130.4 442.1 71.6
4.449 6.83 24.783 265.8 194.7 484.1 182.0
16.941 20.486 12.53 182.2 291.0 658.9 312.8
28.848 4.015 18.555 58.4 247.9 488.0 246.8
18.263 6.271 0.319 152.7 396.6 499.0 456.8
29.529 4.231 2.109 55.6 383.8 492.7 465.0
32.433 6.838 18.787 36.5 246.0 534.2 243.5
17.16 16.713 26.892 174.5 183.1 615.7 149.7
10.05 4.713 9.052 217.9 326.3 469.9 347.2
37.725 7.751 28.729 na na 559.8 95.6
28.009 25.597 27.766 108.6 181.2 na na
26.308 11.696 2.109 97.7 376.2 582.6 453.7
30.195 9.168 25.285 59.4 194.0 559.4 155.8
11.487 21.388 36.475 222.8 113.9 648.2 53.5
35.247 19.331 19.641 44.4 239.4 717.8 230.1
14.659 10.828 7.518 187.9 334.6 544.8 368.4
16.864 6.962 28.726 162.5 163.6 503.0 129.0
Note entries marked "na" are where 
no reading was available because the 
target was outside the camera's field 
of view.
Appendix C: Sensor Calibration Data C8
Graphs showing the spread of the Mark 2 random validation points through the 
sensor's measuring volume.
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Appendix C: Sensor Calibration Data C9
M ark 1 results from using a neural network for pixel to mm conversion of 
validation data set
K nown Co-ord's 
(/m m )
Calculated Co-ord's 
(/m m )
Error in each (Combined 
direction ( /  mm) magnitude)
X Y Z X Y Z Idx 1 Idyl 1 dz 1 dm ag
17.0 10.4 0.5 17.5 10.1 1.3 0.5 0.3 0.8 0.9
28.7 16.0 4.9 27.1 16.8 5.1 1.6 0.8 0.2 3.3
21.3 3.1 13.2 22.8 2.4 13.1 1.5 0.7 0.1 2.6
13.3 3.8 9.2 13.0 2.7 8.5 0.3 1.1 0.7 1.7
12.4 0.3 10.4 11.8 0.5 10.1 0.6 0.2 0.3 0.5
24.1 6.7 21.6 25.2 5.9 22.6 1.1 0.8 1.0 2.8
9.5 0.8 15.8 8.5 0.9 16.8 1.0 0.1 1.0 2.0
9.2 14.1 25.9 8.7 14.3 26.4 0.5 0.2 0.5 0.6
2.2 5.0 17.3 2.1 4.4 18.5 0.1 0.6 1.2 1.9
15.3 3.3 20.0 15.7 2.3 21.4 0.4 1.0 1.4 3.2
26.4 8.3 3.0 26.6 8.0 3.1 0.2 0.3 0.1 0.2
16.7 13.7 15.0 17.6 14.3 15.4 0.9 0.6 0.4 1.3
15.2 15.2 12.6 15.6 15.9 12.3 0.4 0.7 0.3 0.7
14.6 19.3 11.9 14.5 19.1 11.7 0.1 0.2 0.2 0.1
15.1 18.3 20.4 15.5 18.5 21.4 0.4 0.2 1.0 1.3
1.9 5.4 26.0 2.0 4.9 26.8 0.1 0.5 0.8 0.9
15.8 162 8.1 16.2 16.8 7.3 0.4 0.6 0.8 1.1
4.2 18.5 5.1 4.0 18.1 5.0 0.2 0.4 0.1 0.2
18.1 0.3 1.3 17.9 0.8 2.2 0.2 0.5 0.9 1.1
6.5 15.9 22.3 5.9 16.1 23.2 0.6 0.2 0.9 1.3
28.5 15.1 17.1 27.3 16.3 18.3 1.2 1.2 1.2 4.3
8.2 3.2 2.1 7.0 2.5 2.4 1.2 0.7 0.3 1.9
25.6 7.4 22.5 26.1 6.8 23.4 0.5 0.6 0.9 1.5
3.9 13.6 15.4 3.5 13.9 15.8 0.4 0.3 0.4 0.4
29.3 7.1 16.8 28.7 6.8 17.2 0.6 0.3 0.4 0.6
11.4 7.1 5.9 10.8 6.0 5.1 0.6 1.1 0.8 2.1
2.3 6.2 122 2.2 5.5 12.3 0.1 0.7 0.1 0.5
4.5 1.5 27.8 3.9 1.8 28.1 0.6 0.3 0.3 0.5
12.2 13.9 28.5 12.1 14.1 28.1 0.1 0.2 0.4 0.2
15.9 14.5 29.3 16.3 15.0 28.5 0.4 0.5 0.8 1.1
27.7 3.0 12.8 27.9 2.8 12.5 0.2 0.2 0.3 0.2
9.0 11.5 22.8 8.3 11.3 24.1 0.7 0.2 1.3 2.2
0.3 6.0 10.8 1.0 5.6 10.7 0.7 0.4 0.1 0.7
28.8 0.8 11.1 28.3 1.5 10.8 0.5 0.7 0.3 0.8
15.5 13.1 8.5 16.0 13.5 7.5 0.5 0.4 1.0 1.3
27.2 6.6 1.6 27.1 6.2 2.4 0.1 0.4 0.8 0.7
9.9 1.4 21.7 8.9 1.2 23.4 1.0 0.2 1.7 3.9
16.7 16.3 20.3 17.4 17.0 21.5 0.7 0.7 1.2 2.4
28.0 13.5 8.7 27.4 14.4 8.4 0.6 0.9 0.3 1.3
10.8 162 9.5 102 16.7 8.7 0.6 0.5 0.8 1.2
11.6 17.6 11.3 11.2 17.9 10.8 0.4 0.3 0.5 0.6
15.9 12.7 6.1 16.4 13.0 5.3 o.d 0.3 0.8 1.0
1.8 10.8 9.8 1.9 10.8 9.4 0.1 O.C 0.4 0.2
9.2 18.9 1.1 8.4 18.4 2.1 0.8 0.5 1.0 1.8
8.4 3.8 24.6 7.4 2.9 25.9 1.0 0.9 1.3 3.5
13.8 18.8 9.6 13.6 18.7 9.0 0.2 0.1 0.6 0.4
1.6 8.5 28.3 2.0 8.0 28.0 0.4 0.5 0.3 0.4
8.9 6.5 25.9 7.9 5.3 26.8 0.9 1.2 0.9 3.0
10.7 13.3 0.3 10.0 13.5 1.3 0.7 0.2 1.0 1.6
• 7.9 8.0 27.8 6.9 6.9 27.9 0.9 1.1 0.1 1.9
Idxl Idyl Idzl dmag
average 0.6 0.5 0.7 1.4
max 1.6 1.2 1.7 4.3
min 0.1 o.d 0.1 0.1
stdev 0.4 0.3 0.4 1.1
Appendix C: Sensor Calibration Data CIO
Mark 1 results from using interpolation for pixel to mm conversion of 
validation data set
K nown Co-ord's 
(/m m )
Calculated Co-ord's 
( /m m )
irror in each  
direction ( /  mm)
(Cc
ma;
imbined
rnitude)
X Y Z X Y Z Idxl Idyl dz 1 dmag
17.0 10.4 0.5 17.1 10.4 0.5 0.10 0.00 0.00 0.10
28.7 16.0 4.9 28.8 15.9 4.8 0.10 0.10 0.10 0.17
21.3 3.1 13.2 21.3 3.1 13.1 0.00 0.00 0.10 0.10
13.3 3.8 9.2 13.2 3.8 9.2 0.10 0.00 0.00 0.10
12.4 0.3 10.4 125 0.2 10.4 0.10 0.10 0.00 0.14
24.1 6.7 21.6 24.1 6.7 21.6 0.00 0.00 0.00 0.00
9.5 0.8 15.8 9.5 0.8 15.8 0.00 0.00 0.00 0.00
9.2 14.1 25.9 9.2 142 25.9 0.00 0.10 0.00 0.10
2.2 5.0 17.3 2.2 5.0 17.2 0.00 0.00 0.10 0.10
15.3 3.3 20.0 15.3 3.3 20.0 0.00 0.00 0.00 0.00
26.4 8.3 3.0 26.4 8.3 3.0 0.00 0.00 0.00 0.00
16.7 13.7 15.0 16.7 13.6 15.1 0.00 0.10 0.10 0.14
15.2 15.2 12.6 15.1 15.2 12.6 0.10 0.00 0.00 0.10
14.6 19.3 11.9 14.6 19.4 120 0.00 0.10 0.10 0.14
15.1 18.3 20.4 15.2 18.3 20.4 0.10 0.00 0.00 0.10
1.9 5.4 26.0 1.8 5.4 26.0 0.10 0.00 0.00 0.10
15.8 16.2 8.1 15.8 16.3 8.1 0.00 0.10 0.00 0.10
4.2 18.5 5.1 4.2 18.5 5.1 0.00 0.00 0.00 0.00
18.1 0.3 1.3 18.1 0.2 1.3 0.00 0.10 0.00 0.10
6.5 15.9 22.3 6.5 15.9 22.3 0.00 0.00 0.00 0.00
28.5 15.1 17.1 28.5 15.1 17.0 0.00 0.00 0.10 0.10
8.2 3.2 2.1 8.2 3.2 2.1 0.00 0.00 0.00 0.00
25.6 7.4 22.5 25.5 7.4 22.5 0.10 0.00 0.00 0.10
3.9 13.6 15.4 4.0 13.7 15.4 0.10 0.10 0.00 0.14
29.3 7.1 16.8 29.3 7.1 16.8 0.00 0.00 0.00 0.00
11.4 7.1 5.9 11.3 7.2 5.9 0.10 0.10 0.00 0.14
2.3 6.2 12.2 2.3 6.2 12.2 0.00 0.00 0.00 0.00
4.5 1.5 27.8 4.5 1.5 27.9 0.00 0.00 0.10 0.10
12.2 13.9 28.5 12.3 13.9 28.6 0.10 0.00 0.10 0.14
15.9 14.5 29.3 15.9 14.6 29.4 0.00 0.10 0.10 0.14
27.7 3.0 12.8 27.8 2.9 12.7 0.10 0.10 0.10 0.17
9.0 11.5 22.8 9.0 11.5 22.8 0.00 0.00 0.00 0.00
0.3 6.0 10.8 0.3 6.0 10.8 0.00 0.00 0.00 0.00
28.8 0.8 11.1 28.8 0.8 11.1 0.00 0.00 0.00 0.00
15.5 13.1 8.5 15.4 13.1 8.4 0.10 0.00 0.10 0.14
27.2 6.6 1.6 27.3 6.7 1.6 0.10 0.10 0.00 0.14
9.9 1.4 21.7 9.9 1.4 21.7 0.00 0.00 0.00 0.00
16.7 16.3 20.3 16.7 16.3 20.3 0.00 0.00 0.00 0.00
28.0 13.5 8.7 28.0 13.5 8.7 0.00 0.00 0.00 0.00
10.8 162 9.5 10.8 16.2 9.4 0.00 0.00 0.10 0.10
11.6 17.6 11.3 11.6 17.6 11.3 0.00 0.00 0.00 0.00
15.9 12.7 6.1 15.9 12.7 6.1 0.00 0.00 0.00 0.00
1.6 10.8 9.8 1.8 10.9 9.8 0.00 0.10 0.00 0.10
9.2 18.9 1.1 9.2 18.9 1.1 0.00 0.00 0.00 0.00
8.4 3.6 24.6 8.4 3.8 24.6 0.00 0.00 0.00 0.00
13.8 18.8 9.6 13.7 18.8 9.6 0.10 0.00 0.00 0.10
1.6 8.5 28.3 1.6 8.5 28.3 0.00 0.00 0.00 0.00
8.8 6.5 25.9 8.8 6.5 25.9 0.00 0.00 0.00 0.00
10.7 13.3 0.3 10.7 13.3 0.3 0.00 0.00 0.00 0.00
7.8 • 8.0 27.8 7.9 7.9 27.7 0.10 0.10 0.10 0.17
1 dx 1 Idy 1 1 dz 1 dm ag
average 0.03 . 0.03 0.03 0.07
max 0.10 0.10 0.10 0.17
min 0.00 0.00 0.00 0.00
stdev 0.05 0.05 0.04 0.06
Appendix C: Sensor Calibration Data C l l
Graphs showing the distribution of errors comparing values calculated by 
interpolation from sensor measurements to actual known co-ordinates. Note the 
resolution of the camera gives 1 pixel ~ 0.1mm. Therefore, in any direction the 
error is equivalent to at most 1 pixel. The combined error graph shows that 
errors in all three directions do not often occur together.
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Appendix C: Sensor Calibration Data 0 2
Inverse Camera M odel Parameters
M ark 1 Sensor M ark 2 Sensor
Parameter
Left View 
(Reflected)
Right View 
(Direct)
Left View 
(Reflected)
Right View 
(Direct)
C ll -8.477282 -3.382060 -8.689838 -3.276000
0 2 2.982355 10.281189 3.027612 10.243828
0 3 -0.163613 -0.026962 -0.102150 -0.108681
0 4 318.399536 469.983795 301.854340 413.268646
C21 0.423746 -2.542565 0.221607 -2.256150
C22 2.400961 0.151682 2.008554 0.143369
C23 -8.466621 -9.763208 -8.726801 -9.690531
C24 338.622314 343.607330 407.717834 425.383057
C31 0.000605 -0.009348 0.000622 -0.009303
C32 0.008122 0.000902 0.008273 0.000913
C33 0.000265 0.000221 -0.000040 -0.000037
C34 1.000000 1.000000 1.000000 1.000000
(Remember C34 can be chosen arbitrarily and so is set to 1.0 for ease of 
calculation)
Appendix C: Sensor Calibration Data C13
M ark 2 results from u sin g  inverse camera m odel for p ixel to m m  conversion o f calibration data
set (data for Graphs 2.1 and 2.2)
Known Co-ord's Radial Distance 
(/m m ) (/m m )
Calculated Errors: Position Crossing 
Co-ord's ( / mm) ( / mm) (/m m )
X Y z r X Y Z dmag Cerr
0.000 0.000 0.000 20.000 -0.043 -0.033 0.038 0.066 0.048
0.000 10.000 0.000 22.361 -0.020 9.973 0.018 0.038 0.088
0.000 20.000 0.000 28.284 0.006 19.965 0.027 0.045 0.089
0.000 30.000 0.000 36.056 0.002 29.863 0.071 0.154 0.120
0.000 0.000 10.000 10.000 -0.028 -0.002 9.978 0.036 0.040
0.000 10.000 10.000 14.142 0.005 10.050 9.973 0.057 0.056
0.000 20.000 10.000 22.361 0.015 20.084 9.980 0.088 0.083
0.000 30.000 10.000 31.623 0.063 30.035 10.012 0.073 0.044
0.000 0.000 20.000 0.000 0.001 0.008 20.005 0.010 0.032
0.000 10.000 20.000 10.000 -0.002 10.091 20.003 0.091 0.049
0.000 20.000 20.000 20.000 0.014 20.138 20.024 0.141 0.006
0.000 30.000 20.000 30.000 0.005 30.093 20.030 0.098 0.006
0.000 0.000 30.000 10.000 -0.030 0.005 30.015 0.034 0.018
0.000 10.000 30.000 14.142 -0.016 10.047 30.040 0.063 0.085
0.000 20.000 30.000 22.361 -0.006 20.087 30.058 0.105 0.083
0.000 30.000 30.000 31.623 -0.006 30.021 30.044 0.049 0.028
0.000 0.000 40.000 20.000 -0.122 -0.010 39.916 0.149 0.009
0.000 10.000 40.000 22.361 -0.095 9.981 39.959 0.105 0.124
0.000 20.000 40.000 28.284 -0.062 19.987 39.972 0.070 0.118
0:000 30.000 40.000 36.056 -0.060 29.894 39.958 0.129 0.100
10.000 0.000 0.000 20.000 9.974 -0.045 0.028 0.059 0.079
10.000 10.000 0.000 22.361 9.989 9.951 0.006 0.051 0.049
10.000 20.000 0.000 28.284 9.980 19.927 0.007 0.076 0.060
10.000 30.000 0.000 36.056 9.995 29.784 0.069 0.227 0.005
10.000 0.000 10.000 10.000 10.037 -0.014 9.955 0.060 0.025
10.000 10.000 10.000 14.142 10.037 10.047 9.951 0.077 0.005
10.000 20.000 10.000 22.361 10.046 20.079 9.967 0.097 0.030
10.000 30.000 10.000 31.623 10.045 29.936 10.005 0.078 0.048
10.000 0.000 20.000 0.000 10.032 0.014 19.997 0.035 0.006
10.000 10.000 20.000 10.000 10.068 10.091 20.010 0.114 0.009
10.000 20.000 20.000 20.000 10.043 20.113 20.008 0.121 0.002
10.000 30.000 20.000 30.000 10.044 30.025 20.003 0.051 0.024
10.000 0.000 30.000 10.000 10.002 -0.012 30.028 0.031 0.011
10.000 10.000 30.000 14.142 10.023 10.033 30.045 0.060 0.047
10.000 20.000 30.000 22.361 10.024 20.055 30.054 0.080 0.051
10.000 30.000 30.000 31.623 10.023 29.946 30.032 0.067 0.005
10.000 0.000 40.000 20.000 9.857 -0.064 39.924 0.175 0.037
10.000 10.000 40.000 22.361 9.885 9.945 39.981 0.129 0.036
10.000 20.000 40.000 28.284 9.894 19.903 39.983 0.145 0.049
10.000 30.000 40.000 36.056 9.903 29.749 39.942 0.275 0.003
20.000 0.000 0.000 20.000 19.954 -0.076 0.037 0.096 0.088
20.000 10.000 0.000 22.361 19.987 9.925 0.000 0.077 0.019
20.000 20.000 0.000 28.284 19.971 19.871 0.031 0.136 0.007
20.000 0.000 10.000 10.000 20.052 -0.011 9.953 0.071 0.001
20.000 10.000 10.000 14.142 20.082 10.045 9.949 0.106 0.032
20.000 20.000 10.000 22.361 20.075 20.026 9.961 0.089 0.023
20.000 0.000 20.000 0.000 20.095 0.005 19.999 0.095 0.007
20.000 10.000 20.000 10.000 20.076 10.081 20.003 0.111 0.004
20.000 20.000 20.000 20.000 20.076 20.093 20.003 0.120 0.003
20.000 0.000 30.000 10.000 20.012 -0.003 30.009 0.015 0.007
20.000 10.000 30.000 14.142 20.057 10.049 30.045 0.087 0.002
20.000 20.000 30.000 22.361 20.034 20.050 30.042 0.074 0.004
30.000 0.000 0.000 20.000 29.819 -0.057 0.056 0.198 0.005
30.000 10.000 0.000 22.361 29.901 9.923 0.018 0.126 0.043
30.000 20.000 0.000 28.284 29.910 19.806 0.071 0.225 0.013
30.000 0.000 10.000 10.000 29.988 -0.005 9.954 0.048 0.044
30.000 10.000 10.000 14.142 30.018 10.044 9.943 0.075 0.073
30.000 20.000 10.000 22.361 30.026 20.010 9.975 0.037 0.066
30.000 0.000 20.000 0.000 30.007 0.018 19.982 0.026 0.007
30.000 10.000 20.000 10.000 30.053 10.110 19.988 0.123 0.009
30.000 20.000 20.000 20.000 30.050 20.072 20.002 0.088 0.032
30.000 0.000 30.000 10.000 29.938 0.019 30.001 0.065 0.011
30.000 10.000 30.000 14.142 29.988 10.067 30.041 0.079 0.000
30.000 20.000 30.000 22.361 29.989 20.010 30.010 0.018 0.018
Appendix C: Sensor Calibration Data C14
M ark 2 results from u sin g  inverse camera m odel for pixel to mm conversion
Known Co-ord's 
(/m m )
Calculated Co-ord's 
(/m m )
Error in each 
direction (/m m )
(Cc
ma
)tnbined
gnitude)
X Y Z X Y Z Idx 1 Idyl 1 dz 1 dmag
0.747 16.616 2.925 0.733 16.621 2.905 0.014 0.005 0.020 0.025
19.325 26.995 26.505 19.365 26.984 26.529 0.040 0.011 0.024 0.048
28.949 2.049 21.505 28.%3 2.093 21.488 0.014 0.044 0.017 0.049
9.066 22.528 29.238 9.078 22.582 29.286 0.012 0.054 0.048 0.073
37.146 12.674 30.282 37.011 12.774 30.293 0.135 0.100 0.011 0.168
31.476 0.100 9.863 31.425 0.104 9.806 0.051 0.004 0.057 0.077
1.707 24.8% 30.661 1.688 24.948 30.698 0.019 0.052 0.037 0.067
20.136 3.393 34.214 20.112 3.400 34.220 0.024 0.007 0.006 0.026
31.524 4.359 23.388 31.500 4.415 23.398 0.024 0.056 0.010 0.062
25.740 20.649 0.999 25.681 20.503 1.025 0.059 0.146 0.026 0.160
19.941 20.494 20.029 20.012 20.586 20.035 0.071 0.092 0.006 0.116
22.749 2.669 24.993 22.810 2.696 25.019 0.061 0.027 0.026 0.072
0.718 29.828 32.456 0.689 29.814 32.482 0.029 0.014 0.026 0.041
25.544 8.609 21.872 25.596 8.695 21.886 0.052 0.086 0.014 0.101
18.500 7.354 30.924 18.529 7.392 30.962 0.029 0.038 0.038 0.061
12.694 17.001 15.192 12.779 17.093 15.175 0.085 0.092 0.017 0.126
4.594 29.048 22.864 4.614 29.116 22.896 0.020 0.068 0.032 0.078
33.044 11.121 9.167 33.007 11.179 9.110 0.037 0.058 0.057 1
15.583 4.715 29.267 15.617 4.719 29.290 0.034 0.004 0.023 0.041
14.878 25.508 3.176 14.881 25.409 3.196 0.003 0.099 0.020 0.101
25.761 12.439 30.616 25.749 12.513 30.654 0.012 0.074 0.038 0.084
2.907 16.313 33.461 2.874 16.377 33.502 0.033 0.064 0.041 0.083
30.309 19.487 25.144 30.330 19.558 25.171 0.021 0.071 0.027 0.079
3.035 0.441 22.552 3.054 0.466 22.561 0.019 0.025 0.009 0.033
0.271 27.846 27.772 0.293 27.892 27.807 0.022 0.046 0.035 0.062
12.565 28.679 25.522 12.576 28.694 25.556 0.011 0.015 0.034 0.039
24.740 11.800 19.245 24.809 11.911 19.242 0.069 0.111 0.003 0.131
18.171 24.039 25.851 18.189 24.094 25.876 0.018 0.055 0.025 0.063
0.105 17.401 32.593 0.107 17.461 32.628 0.002 0.060 0.035 0.069
26.945 4.419 29.984 26.929 4.461 30.010 0.016 0.042 0.026 0.052
5.420 22.228 21.676 5.451 22.347 21.702 0.031 0.119 0.026 0.126
3.339 12.137 39.377 3.230 12.132 39.364 0.109 0.005 0.013 0.110
4.013 13.837 11.084 4.038 13.925 11.052 0.025 0.088 0.032 0.097
25.318 16.527 20.287 25.393 16.639 20.291 0.075 0.112 0.004 0.135
30.911 15.902 2.722 30.843 15.838 2.721 0.068 0.064 0.001 0.093
25.692 1.026 32.319 25.636 1.056 32.320 0.056 0.030 0.001 0.064
4.449 6.830 24.783 4.457 6.903 24.829 0.008 0.073 0.046 0.087
16.941 20.486 12.530 17.009 20.552 12.501 0.068 0.066 0.029 0.099
28.848 4.015 18.555 28.876 4.077 18.538 0.028 0.062 0.017 0.070
18.263 6.271 0.319 18.223 6.214 0.327 0.04C 0.057 0.008 0.070
29.529 4.231 2.109 29.445 4.199 2.102 0.084 0.032 0.007 0.090
32.433 6.838 18.787 32.410 6.939 18.770 0.023 0.101 0.017 0.105
17.160 16.713 26.892 17.202 16.794 26.933 0.042 0.081 0.041 0.100
10.050 4.713 9.052 10.076 4.724 9.000 0.026 0.011 0.052 0.059
26.308 11.696 2.109 26.270 11.653 2.093 0.038 0.043 0.016 0.060
30.195 9.168 25.285 30.191 9.261 25.308 0.004 0.093 0.023 0.096
11.487 21.388 36.475 11.443 21.394 36.507 0.044 0.006 0.032 0.055
35.247 19.331 19.641 35.232 19.426 19.639 0.013 0.093 0.002 0.096
14.659 10.828 7.518 14.681 10.866 7.459 0.022 0.038 0.059 0.074
16.864 6.962 28.726 16.887 7.011 28.769 0.023 0.049 0.043 0.069
Idx 1 Idyl 1 dz 1 dm ag
average 0.037 0.057 0.025 0.081
max 0.133 0.146 0.059 0.168
min 0.002 0.004 0.001 0.025
stdev 0.028 0.033 0.016 0.032
Appendix P : Test of Sensor Measurement Accuracy D1
P osition  o f Torch Tip M easurem ent Accuracy T est 1
M ount dum m y w eld  torch on 2-axis micrometer controlled, positioning stage. 
K nown XY co-ord's from positioning stage are com pared w ith  sensor  
m easurem ents of the torch tip position.
Note: micrometer co-ord frame is not aligned exactly w ith  sensor's frame. 
Therefore com parison is o f distance m agnitudes not vectors.
Known
micrometer
co-ord's
Measured Wire Tip in 
sensor co-ord's
Measured Torch 
Tip in sensor co­
ord's
Distance from 0,0 
position
X y X y z cerr X y z Kno­
wn
Wire
Tip
Wire
Error
Torch
Tip
Torch
Error
20.00 20.00 1.35 24.65 10.08 0.03 1.15 23.28 19.98 28.28 28.37 0.08 28.28 0.00
20.00 15.00 1.71 19.67 10.09 0.01 1.41 18.36 20.00 25.00 24.98 -0.02 25.02 0.02
20.00 10.00 1.76 14.61 10.05 0.05 1.56 13.28 19.96 22.36 22.45 0.09 22.41 0.05
20.00 5.00 2.03 9.58 10.04 0.09 1.79 8.31 19.95 20.62 20.66 0.04 20.67 0.06
20.00 0.00 No measurement - too close to case
15.00 20.00 6.39 24.78 10.20 0.02 6.13 23.51 20.11 25.00 24.98 -0.02 25.00 0.00
15.00 15.00 6.46 19.89 10.09 0.03 6.40 18.52 19.99 21.21 21.38 0.17 21.20 -0.01
15.00 10.00 6.86 14.88 10.12 0.07 6.58 13.53 20.03 18.03 18.05 0.02 18.06 0.03
15.00 5.00 7.08 9.89 10.10 0.01 6.79 8.58 20.01 15.81 15.83 0.01 15.88 0.07
15.00 0.00 7.23 4.88 10.09 0.01 6.99 3.51 19.99 15.00 15.07 0.07 15.09 0.09
10.00 20.00 11.35 24.98 10.28 0.16 11.07 23.74 20.19 22.36 22.33 -0.03 22.39 0.02
10.00 15.00 11.52 20.09 10.22 0.03 11.25 18.82 20.14 18.03 18.13 0.10 18.15 0.13
10.00 10.00 11.87 15.04 10.26 0.06 11.60 13.73 20.17 14.14 14.12 -0.02 14.13 -0.01
10.00 5.00 12.03 10.11 10.19 0.10 11.80 8.77 20.09 11.18 11.23 0.05 11.22 0.04
10.00 0.00 12.24 5.05 10.18 0.06 11.94 3.74 20.09 10.00 10.06 0.06 10.13 0.13
5.00 20.00 16.34 25.17 10.32 0.09 16.15 23.87 20.23 20.62 20.54 -0.08 20.51 -0.11
5.00 15.00 16.62 20.30 10.28 0.19 16.35 19.03 20.20 15.81 15.84 0.03 15.86 0.05
5.00 10.00 16.81 15.35 10.25 0.08 16.56 14.05 20.16 11.18 11.27 0.09 11.25 0.07
lo o 5.00 16.91 10.32 10.23 0.01 16.70 9.00 20.14 7.07 7.22 0.15 7.17 0.10
5.00 0.00 17.29 5.24 10.29 0.07 17.00 3.94 20.21 5.00 5.00 0.00 5.07 0.07
0.00 20.00 21.23 25.37 10.43 0.15 21.07 24.13 20.35 20.00 19.90 -0.10 19.93 -0.07
0.00 15.00 21.48 20.49 10.34 0.08 21.26 19.25 20.26 15.00 15.01 0.01 15.04 0.04
0.00 10.00 21.77 15.52 10.38 0.09 21.55 14.26 20.30 10.00 10.03 0.03 10.04 0.04
0.00 5.00 21.96 10.56 10.32 0.09 21.76 9.24 20.23 5.00 5.07 0.07 5.02 0.02
0.00 0.00 22.28 5.50 10.38 0.14 22.06 4.23 20.29
ave
cerr
0.07 Wire
error
Torch
Error
r.m.s. 0.07 r.m.s. 0.06
max 0.17 max 0.13
stdev 0.07 stdev 0.06
Appendix D: Test of Sensor Measurement Accuracy D2
Position  M easurem ent Accuracy T est 2
Repeat as T est 1 b u t w ith  m icrom eter fram e started at a d ifferent location
Known
micrometer
co-ord's
Wire tip in sensor co­
ord's (/m m )
Torch tip in sensor 
co-ord's (/m m )
Distance from 0,0 
position
X y X y z cerr X y z Kno­
wn
Wire
Tip
Wire
Error
Torch
Tip
Torch
Error
20.00 20.00 2.79 22.74 16.07 0.22 2.32 21.04 25.92 2828 28.23 -0.05 28.32 0.04
20.00 15.00 2.94 17.68 16.03 0.02 2.54 15.97 25.88 25.00 24.95 -0.05 24.98 -0.02
20.00 10.00 3.20 12.77 16.06 0.14 2.77 11.00 25.89 22.36 22.32 -0.04 22.32 -0.04
20.00 5.00 3.41 7.83 15.97 0.03 2.96 6.07 25.80 20.62 20.58 -0.04 20.60 -0.02
20.00 0.00 N o measurement - too close to case
15.00 20.00 7.78 22.93 16.16 0.12 7.32 21.14 25.98 25.00 24.94 -0.06 24.96 -0.04
15.00 15.00 7.91 18.01 16.12 0.12 7.49 16.24 25.95 21.21 21.26 0.04 21.2? 0.06
15.00 10.00 8.24 13.01 16.09 0.13 7.74 11.23 25.91 18.03 17.97 -0.06 18.03 0.00
15.00 5.00 8.37 7.93 16.11 0.05 8.01 6.17 25.95 15.81 15.78 -0.03 15.72 -0.09
15.00 0.00 8.68 2.90 16.09 0.08 8.17 1.16 25.93 15.00 14.89 -0.11 14.95 -0.05
10.00 20.00 12.68 23.18 16.19 0.11 12.30 21.36 26.01 22.36 22.38 0.02 22.34 -0.02
10.00 15.00 12.90 18.18 16.15 0.11 12.50 16.43 25.99 18.03 18.04 0.01 18.07 0.04
10.00 10.00 13.18 13.15 16.23 0.16 12.67 11.38 26.06 14.14 14.09 -0.05 14.16 0.02
10.00 5.00 13.26 8.14 16.15 0.04 12.83 6.42 25.99 11.18 11.24 0.06 11.27 0.09
10.00 0.00 13.64 3.16 16.18 0.19 13.12 1.40 26.01 10.00 9.93 -0.07 10.01 0.01
5.00 20.00 1%63 23.43 16.28 0.25 17.23 21.63 26.11 20.62 20.68 0.06 20.67 0.06
5.00 15.00 17.96 18.46 16.25 0.24 17.40 16.71 26.08 15.81 15.86 0.05 15.95 0.14
5.00 10.00 18.17 13.35 16.27 0.14 17.74 11.62 26.11 11.18 11.12 -0.06 11.19 0.01
5.00 5.00 18.33 8.40 16.24 0.14 17.89 6.60 26.07 7.07 7.08 0.01 7.09 0.01
5.00 0.00 18.64 3.43 16.23 0.15 18.07 1.65 26.05 5.00 4.92 -0.08 5.05 0.05
0.00 20.00 22.58 23.49 16.37 0.14 22.17 21.75 26.21 20.00 19.89 -0.11 19.96 -0.04
0.00 15.00 22.91 18.68 16.29 0.21 22.40 16.87 26.11 15.00 15.07 0.07 15.08 0.08
0.00 10.00 23.08 13.59 16.31 0.11 22.66 11.91 26.16 10.00 9.98 -0.02 10.11 0.11
0.00 5.00 23.32 8.64 16.29 0.11 22.81 6.85 26.12 5.00 5.03 0.03 5.05 0.05
0.00 0.00 23.55 3.62 16.28 0.11 23.11 1.81 26.10
ave
cerr
0.13 Wire
error
Torch
Error
r.m.s. 0.06 r.m.s. 0.06
max 0.11 max 0.14
stdev 0.06 stdev 0.06
Appendix P : Test of Sensor Measurement Accuracy D3
P osition  M easurem ent Accuracy T est 3
N o w  tip o f w e ld  w ire  term inated  w ith  a b lob  to  sim u la te  re-so lid ified  m etal 
foun d  in  real w e ld in g  con d itions.
Known
micrometer
co-ord's
Wire tip in sensor co­
ord's (/m m )
Torch tip in sensor 
co-ord's (/m m )
Distance from 0,0 
position
X y X y z cerr X y z Kno­
wn
Wire
Tip
Wire
Error
Torch
Tip
Torch
Error
20.00 20.00 4.99 26.03 11.20 0.09 4.66 25.02 21.14 28.28 28.01 -028 28.11 -0.17
20.00 15.00 5.23 21.02 11.19 0.09 4.88 20.07 21.14 25.00 24.68 -0.32 24.86 -0.14
20.00 10.00 5.44 16.08 11.19 0.11 5.07 15.03 21.13 22.36 22.07 -0.29 22.23 -0.14
20.00 5.00 5.47 11.14 11.14 0.03 5.23 10.09 21.08 20.62 20.51 -0.10 20.58 -0.03
20.00 0.00 N o measurement - too close to case
15.00 20.00 9.72 26.39 11.22 0.05 9.51 25.35 21.17 25.00 25.02 0.02 25.00 0.00
15.00 15.00 9.93 21.30 11.22 0.04 9.71 20.31 21.17 21.21 21.17 -0.04 21.20 -0.01
15.00 10.00 10.23 16.36 11.23 0.05 9.98 15.29 21.17 18.03 17.95 -0.08 17.99 -0.04
15.00 5.00 10.58 11.30 11.25 0.07 10.23 10.28 21.19 15.81 15.58 -023 15.76 -0.05
15.00 0.00 10.62 6.36 11.21 0.00 10.39 5.28 21.15 15.00 14.95 -0.05 15.04 0.04
10.00 20.00 14.86 26.42 11.36 0.10 14.55 25.46 21.30 22.36 22.16 -0.20 22.23 -0.13
10.00 15.00 15.16 21.28 11.36 0.08 14.86 20.44 21.32 18.03 17.65 -0.38 17.84 -0.19
10.00 10.00 15.41 16.33 11.37 0.08 15.08 15.44 21.32 14.14 13.77 -0.37 13.95 -0.19
10.00 5.00 15.39 11.68 11.25 0.06 15.23 10.61 21.19 11.18 11.19 0.01 11.15 -0.03
10.00 0.00 15.69 6.41 11.34 0.01 15.52 5.48 21.29 10.00 9.89 -0.11 9.91 -0.09
5.00 20.00 19.61 26.50 11.42 0.00 19.50 25.61 21.38 20.62 20.36 -0.25 20.43 -0.19
5.00 15.00 19.95 21.67 11.37 0.05 19.80 20.73 21.33 15.81 15.68 -0.13 15.70 -0.11
5.00 10.00 20.17 16.70 11.38 0.04 19.98 15.77 21.34 11.18 11.07 -0.11 11.12 -0.06
5.00 5.00 20.54 11.61 11.41 0.04 20.30 10.74 21.37 7.07 6.80 -0.27 6.93 -0.14
5.00 0.00 20.80 6.54 11.44 0.07 20.52 5.70 21.40 5.00 4.78 -0.22 4.90 -0.10
0.00 20.00 No measurement - too close to case
0.00 15.00 25.00 21.78 11.49 0.12 24.73 21.00 21.46 15.00 14.76 -0.24 14.95 -0.05
0.00 10.00 25.31 16.80 11.50 0.09 25.02 15.96 21.47 10.00 9.78 -0.22 9.91 -0.09
0.00 5.00 25.33 12.06 11.40 0.04 25.14 11.10 21.36 5.00 5.04 0.04 5.05 0.05
0.00 0.00 25.56 7.02 11.44 0.06 25.41 6.06 21.39
ave
cerr
0.06 Wire
error
Torch
Error
r.m.s. 0.21 r.m.s. 0.11
max 0.38 max 0.19
stdev 0.13 stdev 0.07
Note accuracy of wire tip position measurement has been effected by attached blob 
but torch tip accuracy is relatively uneffected
Com bined Results
r.m.s. 0.13 r.m.s. 0.08
max 0.38 max 0.19
stdev 0.12 stdev 0.08
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Appendix E: Automatic and Manual Image Analysis Comparison El
Pixel co-ordinates o f torch tip  m easured autom atically and m anually  from sensor im ages
Image stored on control 
PC in:
Directory File
AUTOMATIC
IDENTIFICATION
Pixel Co-ord's of torch tip in the 2 
camera views
MANUAL
IDENTIFICATION
Spatter 
on Tip
Light*
Heavy
(ral_tstN) | (autoimM) auto Ix lau to ly  (autorx |auto ry man Ix |m an ly  (man rx |m anry
N= M=1
2
3
4
5
139
137
137
138 
138
240
241 
241 
240 
240
587 
586
586
588
587
234 
236
235
233
234
140
139
140 
140 
140
241
241
241
241
241
588
588 
586
589 
588
234 
236
235 
234 
234
6 138 239 587 233 139 239 588 233
7 137 241 586 235 139 241 587 235
8 137 240 588 238 139 241 589 234
9 137 241 587 235 139 241 588 236
10 138 241 587 236 139 242 588 237
11 136 241 587 233 139 242 588 235 *
12 138 240 587 234 139 241 587 235
13 139 241 587 235 139 242 588 238 *
14 137 241 586 237 139 242 587 238 *
15 137 239 587 233 139 241 588 234
16 139 240 587 234 139 242 588 235
17 136 241 587 235 139 242 588 236
18 136 241 587 235 138 241 588 235
19 138 241 589 234 138 242 588 236 *
20 137 239 589 233 138 240 589 234
21 137 240 587 235 138 242 588 235
22 138 241 587 235 138 242 587 236
23 138 239 586 233 138 241 587 234
24 138 240 587 234 138 241 587 235
25 137 241 587 234 139 241 587 235
2 1 136 241 586 235 138 244 587 236 *
3 1 137 240 586 234 138 241 587 235
3 2 138 239 589 232 139 240 589 233
3 3 138 240 587 234 139 240 588 234
3 4 137 241 586 235 138 241 586 236
3 5 137 240 587 235 138 241 588 235
3 6 136 239 587 233 138 240 587 233
3 7 138 240 586 233 139 241 588 236 *
3 8 139 240 586 235 139 241 587 238 *
3 9 138 239 586 235 138 241 587 235
3 10 137 239 588 234 138 241 589 234 *
3 11 136 240 587 233 • 138 240 588 235
3 12 136 240 588 234 138 241 588 234
3 13 137 240 587 234 139 241 587 235
3 14 136 240 587 233 138 241 588 235 *
3 15 140 240 587 234 139 242 588 235
3 16 137 241 587 234 138 241 587 236
3 17 137 240 587 233 139 241 588 234
3 18 136 240 587 233 138 241 588 234
3 19 137 239 587 232 139 240 589 233
3 20 138 239 586 233 139 240 587 235
4 1 137 240 588 234 139 241 587 234
• 4 2 137 241 585 235 139 241 587 235
4 3 138 240 586 235 139 . 242 588 235
4 4 138 242 586 235 139 242 587 236
4 5 138 242 587 240 139 242 587 236 *
4 6 140 240 586 235 140 242 587 235 *
4 7 137 242 587 234 140 242 587 235 *
4 8 138 242 586 238 140 243 588 241 *
4 9 139 240 587 235 140 242 588 235
4 10 138 242 587 238 140 243 587 238 *
4 11 138 241 588 236 139 242 588 236
4 12 139 241 587 234 140 242 588 235 *
4 13 139 241 588 235 139 241 588 235
4 14 140 242 587 235 140 242 588 236 *
4 15 137 241 587 235 140 241 587 236 *
Appendix E: Automatic and Manual Image Analysis Comparison E2
Pixel co-ordinates o f torch tip  m easured autom atically and m anually  from  sensor im ages
Image stored on control 
PC in:
Directory File
AUTOMATIC
IDENTIFICATION
Pixel Co-ord's of torch tip in the 2 
camera views
MANUAL
IDENTIFICATION
Spatter 
on Tipl
l
(ral_tstN) | (autoimM) auto Ix jautoly |auto rx |autory man Ix |man ly  (man rx (man ry
I 16 137 243 586 238 139 243 587 238 ?----------
4 17 137 243 587 240 140 243 587 236
4 18 137 242 588 238 139 243 588 239
4 19 137 240 587 234 139 241 588 235
4 20 137 241 586 235 140 242 587 235
4 21 138 243 586 236 140 243 5È8 238
4 22 139 242 588 243 139 242 588 237
4 23 138 242 587 236 140 243 588 238 *
4 24 137 242 588 235 139 243 589 236 *
4 25 138 242 588 236 140 242 589 236
4 26 138 241 588 234 140 242 589 235
4 27 137 242 587 236 139 242 589 237 *
4 28 138 241 588 234 139 241 589 235
4 29 139 241 587 238 139 242 588 238
4 30 137 240 588 232 139 241 588 233
4 31 139 241 587 240 139 242 587 237 *
4 32 139 241 587 235 140 243 588 236
4 33 138 244 588 239 140 244 588 239
4 34 137 243 587 237 140 243 588 238
4 35 137 242 586 236 139 243 587 237
4 36 138 243 587 236 140 242 587 237
4 37 140 252 587 235 140 242 588 251
4 38 138 242 587 235 139 242 588 235
4 39 138 241 588 235 139 241 589 235
4 40 139 244 585 238 139 244 588 239
4 41 137 242 588 239 140 242 588 235
4 42 139 260 587 238 142 259 589 239
4 43 138 242 587 236 140 243 587 236
4 44 139 242 588 239 140 242 588 239
4 45 138 242 587 239 140 243 588 239
4 46 137 242 587 235 140 242 588 235
4 47 139 242 588 257 140 242 588 258
4 48 139 240 587 232 140 240 588 233
4 49 139 241 589 235 139 241 588 235
4 50 138 241 588 234 140 241 588 234
5 1 147 315 585 340 148 320 586 346
5 2 140 241 589 237 140 243 588 240 *
5 3 139 241 589 235 140 242 589 236
images \autoim l 141 238 588 231 142 239 589 232
average 137.9 241.9 587.1 236.4 139.3 242.6 587.8 237.2
max 147 315 589 340 148 320 589 346
min 136 238 585 231 138 239 586 232
stdev 1.4 7.8 0.9 10.9 1.2 8.1 0.7 11.4
Appendix E: Automatic and Manual Image Analysis Comparison E3
Data for Histograms
auto Ix auto ly auto rx autory man Ix manly man rx manry
Bin Freq. Bin Freq. Bin Freq. Bin Freq. Bin Freq. Bin Freq. Bin Freq. Bin Freq.
136 9 238 1 585 3 231 1 136 0 238 0 585 0 231 0
137 34 239 10 586 20 232 4 137^ 0 239 2 586 3 232 1
138 32 240 27 587 50 233 13 138 19 240 8 587 30 233 6
139 18 241 32 588 21 234 21 139 45 241 37 588 52 234 14
140 5 242 20 589 6 235 30 140 33 242 34 589 15 235 33
141 1 243 5 590 0 236 10 141 0 243 14 590 0 236 20
142 0 244 2 591 0 237 3 142 2 244 3 591 0 237 6
143 0 245 0 592 0 238 8 143 0 245 0 592 0 238 9
144 0 246 0 593 0 239 4 144 0 246 0 593 0 239 6
145 0 247 0 594 0 240 3 145 0 247 0 594 0 240 1
146 0 248 0 595 0 241 0 146 0 248 0 595 0 241 1
147 1 249 0 596 0 242 0 147 0 249 0 596 0 242 0
148 0 250 0 597 0 243 1 148 1 250 0 597 0 243 0
149 0 251 0 598 0 244 0 149 0 251 0 598 0 244 0
150 0 252 3 599 0 245 2 150 0 252 2 599 0 245 3
Total 100 100 100 100 100 100 100 100
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Appendix E: Automatic and Manual Image Analysis Comparison E6
Difference Between Automatically and M anually Identified Torch Tip 
Position in  Pixel Co-ordinates From Sensor Images
Image stored on control 
PC in:
Directory
(ral_tstN)
File
(autoimM)
Left V iew  Differences 
( / pixel)
Right V iew  Differences Spatter on  
(/p ixel) Tip_______
dix j%T drx
Light* 
dry [Heavy
N=1
1
1
M=1
2
3
4
5
-1
-2
-3
-2
-2 ►L 
hL
 o 
o 
tL -1
-2
0
-1
-1 o 
4* 
o 
o 
o
6 -1 0 -1 0
1 7 -2 0 -1 0
1 8 -2 -1 -1 4
1 9 -2 0 -1 -1
10 -1 -1 -1 -1
1 11 -3 -1 -1 -2
1 12 -1 -1 0 -1
13 0 -1 -1 -3
14 -2 -1 -1 -1
15 -2 -2 -1 -1
1 16 0 -2 -1 -1
17 -3 -1 -1 -1
1 18 -2 0 -1 0
1 19 0 -1 1 -2
1 20 -1 -1 0 -1
1 21 -1 -2 -1 0
1 22 0 -1 0 -1
1 23 0 -2 -1 -1
1 24 0 -1 0 4
1 25 -2 0 0 4
2 1 -2 -3 -1 4
3 1 -1 -1 -1 4
3 2 -1 -1 0 4
3 3 -1 0 -1 0
3 4 -1 0 0 4
3 5 -1 -1 -1 0
3 6 -2 -1 0 0
3 7 -1 -1 -2 -3
3 8 0 -1 -1 -3
3 9 0 -2 -1 0
3 10 -1 -2 -1 0
3 11 -2 0 -1 -2
3 12 -2 -1 0 0
3 13 -2 -1 0 4
3 14 -2 -1 -1 -2
3 15 1 -2 -1 4
3 16 -1 0 0 -2
3 17 -2 -1 -1 4
3 18 -2 -1 -1 4
3 19 -2 -1 -2 4
3 20 -1 -1 -1 -2
Appendix E: Automatic and Manual Image Analysis Comparison E7
Difference Between Automatically and M anually Identified Torch Tip 
Position in  Pixel Co-ordinates From Sensor Images
Image stored on  control 
PC in:
Left V iew  Differences Right V iew  Differences 
(/p ixel) (/p ixel)
Spatter on  
Tip
Directory File Light*
(ral_tstN) (autoimM) dix 9rx dry H eavy ***
4 1 -2 -1 1 0
4 2 -2 0 -2 0
4 3 -1 -2 -2 0
4 4 -1 0 -1 -1
4 5 -1 0 0 4 *
4 6 0 -2 -1 0
4 7 -3 0 0 -1
4 8 -2 -1 -2 -3
4 9 -1 -2 -1 0
4 10 -2 -1 0 0
4 11 -1 -1 0 0
4 12 -1 -1 -1 -1
4 13 0 0 0 0
4 14 0 0 -1 -1
4 15 -3 0 0 -1
4 16 -2 0 -1 0
4 17 -3 0 0 4
4 18 -2 -1 0 -1
4 19 -2 -1 -1 -1
4 20 -3 -1 -1 0
4 21 -2 0 -2 -2
4 22 0 0 0 6
4 23 -2 -1 -1 -2
4 24 -2 -1 -1 -1
4 25 -2 0 -1 0
4 26 -2 -1 -1 -1
4 27 -2 0 -2 -1
4 28 -1 0 -1 -1
4 29 0 -1 -1 0
4 30 -2 -1 0 -1
4 31 0 -1 0 3 *
4 32 -1 -2 -1 -1
4 33 -2 0 0 0
4 34 -3 0 -1 -1
4 35 -2 -1 -1 -1
4 36 -2 1 0 -1
4 37 0 10 -1 -16 **
4 38 -1 0 -1 0
4 39 -1 0 -1 0
4 40 0 0 -3 -1
4 41 -3 0 0 4
4 42 -3 1 -2 -1 **
4 43 -2 -1 0 0
4 44 -1 0 0 0
4 45 -2 -1 -1 0
Appendix E: Automatic and Manual Image Analysis Comparison E8
Difference Between Automatically and M anually Identified Torch Tip 
Position in  Pixel Co-ordinates From Sensor Images
Image stored on control 
PC in:
Left View Differences Right View Differences 
(/pixel) (/pixel)
Spatter on 
Tip
Directory File Light*
(ral_tstN) (autoimM) dix dlyj drx dry Heavy ***
4 46 -3 0 -1 0
4 47 -1 0 0 -1
4 48 -1 0 -1 -1
4 49 0 0 1 0
4 50 -2 0 0 0
5 1 -1 -5 -1 -6
5 2 0 -2 1 -3 *
5 3 -1 -1 0 -1
images \ autoiml -1 -1 -1 -1
average -1.41 -0.66 -0.72 -0.72
max 1 10 1 6
min -3 -5 -3 -16
stdev 0.943826 1.372309 0.725857 2.179241
Data for His 
Between Au 
Position in 1
tograms Showing Spreac 
tomatically and Manual! 
5ixel Co-ordinates From
1 of Differences 
y Identified Torch Tip 
Sensor Images
Histogram
Ranges
Left View Differences 
(/pixel)
Right View Differences 
(/pixel)
dix Sly drx dry
Bin Frequency. Frequency Frequency Frequenci/
<-4 0 1 0 2
-4 0 0 0 0
-3 11 1 1 5
-2 39 12 9 8
-1 31 46 55 44
0 18 37 31 35
1 1 2 4 0
2 0 0 0 0
3 0 0 0 1
4 0 0 0 4
2:5 0 1 0 . 1
Total 100 100 100 100
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Difference (/pixels)
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Appendix G: Arm Calibration Results G1
Data for Graph 4.1: Calibration baseline 
Minimum-Average-Maximum validation error against 
num ber of points used in  identification from Optotrac data
Validation Error
No. Pts. min r.m.s. ave r.m.s. max r.m.s.
9 2.05 6.45 32.86
10 1.17 2.94 4.56
11 1.18 2.41 8.68
12 1.04 1.84 3.85
13 0.97 1.49 2.34
14 0.92 1.34 2.53
15 0.94 1.49 3.95
16 0.99 1.23 2.01
17 0.93 1.25 1.80
18 0.89 1.15 1.94
19 0.85 1.10 2.27
20 0.85 1.07 1.72
21 0.83 1.08 2.58
22 0.86 0.99 1.27
.23 0.81 0.95 1.25
24 0.77 1.02 1.67
25 0.77 0.95 1.22
26 0.81 0.91 1.06
27 0.76 0.87 1.06
28 0.81 0.93 1.44
29 0.75 0.89 1.13
30 0.73 0.86 1.28
31 0.75 0.84 0.92
32 0.72 0.83 1.00
33 0.74 0.87 1.39
34 0.76 0.88 1.06
35 0.72 0.84 0.99
36 0.73 0.83 1.01
37 0.73 0.83 0.97
38 0.75 0.82 0.97
39 0.74 0.82 0.96
40 0.74 0.83 0.94
41 0.72 0.80 0.90
42 0.72 0.81 1.07
43 0.68 0.80 0.91
44 0.70 0.79 0.91
45 0.75 0.80 0.93
46 0.71 0.78 0.90
47 0.74 0.80 0.90
48 0.72 0.78 0.88
49 0.72 0.79 0.93
50 0.71 0.78 0.85
Appendix G: Arm Calibration Results G2
Data for G raph 4.2a: Average validation error against num ber of sensor 
measurements for the sensor at each of six different locations 
and for G raph 4.3: M inimum  r.m.s. validation errors against size of data set 
used in  identification
Location
No. Pts. Imin 1 r.m.s. 1 max 2 min 2 r.m.s. 2 max 3 min 3 r.m.s. 3 max
6 7.82 36.59 81.41 18.40 39.32 111.26 10.50 31.07 68.00
8 8.07 25.20 58.08 10.78 32.98 75.23 9.79 28.94 61.58
10 3.19 14.68 32.66 2.20 16.36 30.20 3.86 19.65 66.59
12 2.12 10.76 25.45 2.22 12.20 23.78 2.83 14.95 38.94
14 1.32 6.86 25.84 1.41 10.57 20.82 2.44 14.25 24.96
16 1.30 6.01 13.86 3.13 9.76 17.69 2.18 9.79 21.68
18 1.84 7.91 23.23 2.20 10.58 22.62 1.39 9.86 19.49
20 1.68 4.49 8.87 0.95 9.04 23.53 1.48 9.73 28.41
22 1.33 4.73 15.07 1.11 7.84 13.26 1.24 9.54 23.04
24 1.23 4.42 9.16 0.96 7.52 18.21 2.03 8.88 17.12
26 2.07 4.63 8.51 4.31 8.79 18.44 1.84 9.77 18.96
28 1.58 3.66 9.46 3.65 8.24 12.95 2.60 8.33 13.00
30 1.40 3.25 8.61 4.55 9.01 12.87 1.31 8.20 16.49
32 1.48 3.67 7.57 4.00 8.22 12.44 4.40 9.35 15.99
34 1.45 2.87 6.50 5.64 9.63 12.97 5.00 9.10 14.43
36 1.47 2.65 5.96 5.42 8.85 13.16 6.87 9.73 13.75
38 1.35 2.15 3.16 7.18 8.95 9.83 7.08 8.85 11.02
Location
No. Pts. 4 min 4 r.m.s. 4 max 5 min 5 r.m.s. 5 max 6 min 6 r.m.s. 6 max
6 16.80 50.11 181.78 15.56 33.91 95.09 13.41 40.24 92.32
8 12.41 35.27 57.11 8.82 41.65 119.62 7.58 26.10 77.57
10 2.67 22.22 51.47 2.65 18.72 58.19 2.39 14.34 65.13
12 1.57 10.33 52.49 0.95 9.69 22.12 2.52 11.12 ' 36.26
14 1.62 6.70 15.98 2.05 8.75 22.87 1.42 8.51 21.71
16 1.32 6.51 30.58 1.47 7.04 20.68 1.62 6.31 15.04
18 0.97 3.93 9.87 1.01 5.73 15.20 1.18 6.59 14.85
20 1.17 4.99 13.69 1.18 5.97 22.38 1.76 7.67 15.39
22 1.22 3.52 7.49 2.17 5.56 9.99 1.84 7.91 24.35
24 1.24 5.70 17.80 1.16 6.04 12.39 1.77 5.52 16.23
26 1.03 3.51 7.58 1.14 5.99 11.15 1.12 7.35 14.21
28 0.97 3.62 8.55 2.34 6.22 11.13 1.42 6.70 10.47
30 0.96 2.89 7.84 1.07 5.32 10.13 4.11 6.95 10.82
32 1.10 3.20 6.24 2.87 5.84 9.95 4.10 6.94 11.77
34 • 1.16 3.04 5.68 3.47 6.30 9.18 1.72 6.31 10.13
36 2.02 3.49 5.42 4.60 6.43 8.98 4.48 7.09 10.21
38 2.37 3.31 4.03 5.54 6.38 8.38 4.34 6.78 8.15
Appendix G: Arm Calibration Results G3
Data for Graph 4.2b: Average validation error against number of sensor 
measurements across all sensor locations
Combined Results 
from all locations
No. Pts. Min Average Max
6 10.68 31.99 86.43
8 7.78 26.19 62.33
10 2.46 14.94 45.67
12 1.67 9.48 29.21
14 1.48 7.51 18.56
16 1.32 5.94 16.98
18 1.06 5.67 13.77
20 1.21 5.47 14.79
22 1.30 5.21 13.33
24 1.24 5.09 12.12
26 1.20 5.21 10.07
28 1.48 4.76 8.77
30 1.48 4.43 8.98
32 2.33 4.83 8.59
34 2.14 4.60 7.65
36 3.24 4.90 7.39
38 3.45 4.58 5.79
Appendix G: Arm Calibration Results G4
Data for Graph 4.4: Comparison of average validation error after identification 
from different measurement configurations 
and for Graph 4.5: Comparison of minimum r.m.s. validation error after 
identification from different measurement configurations
Configuration U s e d
Lefty Data Only Righty Data Only Both Lefty & Righty Data
No. Pts. min r.ma. max min r.m.s. max min r.m.s. max
6 4.10 32.17 56.35 16.49 47.61 94.57 7.82 36.59 81.41
7 6.81 26.68 45.27 19.35 54.83 120.54
8 9.09 27.33 75.41 4.50 41.34 85.35 8.07 25.20 58.08
9 6.65 29.33 86.92 8.80 20.27 46.86
10 6.70 15.37 23.37 7.64 21.34 52.42 3.19 14.68 32.66
11 3.03 14.07 36.84 7.77 21.38 95.32
12 3.93 9.52 24.38 3.42 21.19 45.46 2.12 10.76 25.45
13 2.87 8.36 23.48 6.15 21.90 38.49
14 2.89 7.99 13.68 4.91 17.29 27.04 1.32 6.86 25.84
15 2.76 7.19 15.54 9.25 17.91 31.63
16 4.19 6.79 12.21 8.13 17.13 29.49 1.30 6.01 13.86
17 2.50 6.75 12.48 8.93 13.94 22.98
18 3.97 5.73 9.19 7.04 13.83 27.89 1.84 7.91 23.23
19 3.83 5.68 7.34 10.06 13.70 19.82
20 1.68 4.49 8.87
21
22 1.33 4.73 15.07
23
24 1.23 4.42 9.16
25
26 2.07 4.63 8.51
27
28 1.58 3.66 9.46
29
30 1.40 3.25 8.61
31
32 1.48 3.67 7.57
33
34 1.45 2.87 6.50
35
36 1.47 2.65 5.96
37
.38 1.35 2.15 3.16
Appendix G: Arm Calibration Results G5
Data for Graph 4.6: Validation error against total number of measurements 
used for identification and number of locations across which data was spread
No. No ocs
ts. 1 2| | 4 | 5| 6
No. N o
Pts. 11 2| 3| 4| 5| 6
6 36.24
8 29.86
10 19.27
12 12.28 23.16
14 7.86
16 8.15 12.87
18 8.21 15.04
20 7.31 8.16
22 7.42
24 7.08 7.50 9.87 13.44
26 6.56
28 6.52 7.28
30 6.67 8.04 15.25
32 6.50 6.70 8.91
34 6.32
36 6.57 6.64 727 11.98
38 6.52
40 638 8.11 9.30
42 6.96
44 5.76
46
48 6.04 6.40 7.29 9.08
50 8.39
52 5.75
54 6.54
56 5.40 7.08
58
60 5.69 5.84 7.90 9.50
62
64 5.39 6.77
66 5.70
68 5.47
70 6.82
72 5.28 6.14 6.59 7.76
74
76 5.35
78 5.75
80 6.16 6.79
82
84 5.73 7.55
86
88 6.31
90 5.76 6.88
92
94
96 5.50 6.03 7.96
98
. 100 6.36
102 5.37
104 6.08
106
108 5.44 7.38
110 6.37
112 5.89
114 5.60
116
118
120 5.90 6.37 7.69
122
124
126
128 5.87
130 6.15
132 7.43
134
136 5.93
138
140 6.19
142
144 5.88 6.62
146
148
150 6.51
152 5.91
154
156 6.79
158
160 5.87
162
164
166
168 6.65
170 6.09
172
174
176
178
180 6.17 6.14
182
184
186
188
190 6.09
192 6.16
194
196
198
200
202
204 6.76
206
208
210
212
214
216 6.42
218
220
222
224
226
228 6.54
Appendix G: Arm Calibration Results G6
Data for Graph 4.7: Minimum-Average-Maximum 
Validation errors for different tests w ith increasing 
errors in starting guess
Validation Results
Test min r.m.s. max
1 1.84 2.01 2.20
2 1.82 1.96 2.18
3 1.84 4.09 5.58
4 1.89 4.83 6.09
5 1.98 4.64 6.04
6 1.83 2.03 2.42
7 1.66 4.96 20.11
8 1.68 2.94 10.30
9 1.64 4.91 12.84
10 1.57 8.22 25.52
Data for Graph 4.8: Minimum-Average-Maximum 
Validation error for increasing levels of m easurement noise
Validation Results
Test min r.m.s. max
0 1.84 1.99 2.23
1 1.47 2.26 3.77
2 1.42 2.28 5.22
3 1.42 2.78 5.36
4 1.98 4.13 10.90
5 1.92 5.51 12.66
6 1.55 4.67 13.13
7 1.82 5.54 12.52
8 1.19 8.32 23.47
9 1.47 5.16 26.04
10 1.80 7.71 21.91
A p p en d ix  H: CMM D a t a  C h e c k in g  T h e  M a n u f a c t u r in g  T o le r a n c e s  o f  
T h e  M a r k  3 S e n s o r
The following pages show copies of the print-outs from the co-ordinate 
measuring machine (CMM). The following data is shown:
Camera Plate Checks:
1. The orientation of the holes used to locate the camera plate on the base plate
2. The orientation of the calibration grid holes relative to the camera plate 
location holes
3. The position of the holes in the calibration grid relative to each other
Base Plate Checks:
1. The base plate flatness
2. The relative position of the holes in the base plate used to locate the camera 
plate
3. The position of the holes in the calibration grid relative to each other 
Check on Use of Pillars to Raise Camera Plate:
1. The twist between the camera plate and base plate assuming the planes 
remain parallel
2. The height above the base plate of 10 random points on the surface of the 
camera plate camera plate to test if the plates have remained parallel
These tests on the use of the pillars were repeated three times at different 
locations on the base plate.
Appendix H: CMM Data Checking Mark 3 Sensor H2
i t # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
#     #
#  MECHAISIXGAX, AMD MATERIALS ENGIMEEING #
#  UNIVERSITY OF SURREY #
#  GUILDFORD #
#  SURREY #
#  GU2 5XH #
#  #
#  T e l  : C 0 1 4 8 3 )  3 0 0 8 0 0  EXT 9 6 7 4  #
#  F s l X  :  < 0 1 4 8 3 )  3 0 6 0 3 9  #
#  #
# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
1 3D-GE0PAK-
in> 30 Learn : CAMERA PLATE 1l-Dec-97 14 :lOh 1
1 Ooerator : 1
1 Drawina no. 1 11 Part no. : CAMERA PLATE 1
1 Issue no. 1 11 Serial no. : 1 1
1 Operation HOLE POSITIONINGS 11 Remarks 1
Tolerance Ref Nomina1++Ud /Lo Toi Actual Dev/Error mm
** HOLE 1
3 N0015 Pos. X 0.000 0.020 
-0.020
0.000 0.000
** HOLE 2
4 N0018 Pos. X 75.000 0.020
-0.020
74.995 -0.005
4 N0019 Pos. Y 75.000 0 .020 
-0.020
74 . 978 -0.022 
-0.002
** POSITIONING OF HOLES IN MATRIX **
** HOLE 1
5 N0023 Pos. X 95.000 0.020
-0.020
95.055 0.055
0.035
5 N0024 Pos. Y 20.000 0.020
-0.020
19.916 -0.084
-0.064
** HOLE 2 **
6 N0027 Pos. X 75.000 0.020
-0.020
75.054 0.054
0.034
6 N0028 Pos. Y 20.000 0.020
-0.020
19.948 -0.052
-0.032
** HOLE 3
7 N0031 Pos. X 55.000 0.020
-0.020
55.033 0.033
0.013
7 N0032 Pos. Y 20.000 0.020
-0.020
19.947 -0.053
-0.033
** HOLE 4
8 N0035 Pos. X 95.000 0.020
-0.020
95.041 0.041
0.021
8 N0036 Pos. Y 0.000 0.020
-0.020
0.040 0.040
0.020
** HOLE 5
9 N0039 Pos. X 75.000 0.020
-0.020
75.044 0.044
0.024
Appendix H: CMM Data Checking Mark 3 Sensor H3
___________ Tolerance Ref Nominal-f+Up/Lo Toi Actual Dev/Error________
9 N0040 Pos. Y 0.000 0.020 0.044 0.044------+---
-0.020 0.024
** HOLE 6 **
10 N0043 P O S .  X 55.000 0.020 55.027 0.027------+---
-0.020 0.007
10 N0044 Pos. Y 0.000 0.020 0.050 0.050------+---
-0.020 0.030
** HOLE7 **
** HOLE 7 **
11 N0047 Pos. X 95.000 0.020 95.040 0.040------+-■
- 0 . 0 2 0  0 . 0 2 0
11 N0048 Pos. Y 20.000 0.020 20.050 0.050------+-■
-0.020 0.030
** HOLE 8 **
12 N0051 Pos. X 75.000 0.020 75.047 0.047------+—
-0.020 0.027
12 N0052 Pos. Y 20.000 0.020 20.050 0.050------+—
-0.020 0.030
** HOLE 9 **
13 N0055 Pos. X 55.000 0.020 55.040 0.040------+--
- 0 . 0 2 0  0 . 0 2 0
13 N0056 Pos. Y 20.000 0.020 20.050 0.050------+--
-0.020 0.030
3D-GEOPAK-3 V5.30
Appendix H: CMM Data Checking Mark 3 Sensor ______________________ H4
Mem.Line Element Pts X-Coord. Y-Coord. Z-Coord. Diameter Max.Diff
No. No. X-Angle Y-Angle Z-Angle Dist/Ang
__________Tolerance Ref Nominal++Up/Lo Toi_____ Actual Dev/Error__________ mm
1 N0004 CIRCLE 4 -20.012 -19.958 0.000 6.013 0.0020
2 N0005 CIRCLE 4 -0.012 -19.990 0.000 6.009 0.0022
3 N0006 CIRCLE 4 20.008 -19.997 0.000 6.005 0.0023
4 N0007 CIRCLE 4 -19.996 -0.003 0.000 6.009 0.0010
5 N0008 CIRCLE 4 0.002 -0.003 0.000 6.013 0.0042
6 N0009 CIRCLE 4 20.018 -0.001 0.000 6.011 0.0008
7 N0010 CIRCLE 4 -19.996 20.012 0.000 6.006 0.0007
8 N0011 CIRCLE 4 0.005 20.004 0.000 6.010 0.0047
9 N0012 CIRCLE 
3D-GEOPAK-3 v5.30
4 20.010 20.001 0.000 6.007 0.0006
Appendix H: CMM Data Checking Mark 3 Sensor_________________________H5
a # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
#
&  JMEGHZVNIGAX. AMD MATERIA3L.S ENGIMEEINGS #
f t  UNIVERSITY OF SURREY #
f t  GUILDFORD -m
f t  SURREY 2
#  C3U2 5XH X
#  2
#  T e l  : < 0 1 4 8 3 )  3 0 0 8 0 0  E X I 9 6 7 4  #
#  Faute s ( 0 1 4 8 3 )  3 0 6 0 3 9  m
  %
1 3D-GEOPAK-3 v5 .30 Repeat BASE PLATE 1l-Dec-97 12 :22h 1
1 1 Operator : |
1 Drawina no. 1 11 Part no : BASE PLATE 1
1 Issue no. 1 11 Serial no. : 1 |
1 Operation MEASUREMENT 11 Remarks : |
Tolerance Ref Nominal++Up/Lo Toi Actual Dev/Error mm
** PLATE FLATNESS
1 N0018 Flatness 0.020 0.133 0.113 I ———> y
** HOLE 2 **
5 N0021 Pos. X 75.000 0.020
-0.020
74.995 — 0 . 005 — ’—— — ^———■——
5 N0022 Pos. Y 75.000 0.020
-0.020
74.996 —0 * 004 ———* *—————
** HOLE 3 **
6 N0025 Pos. X 75.000 0.020
-0.020
74.984 -0.016 -*****- --
6 N0026 Pos. Y 375.000 0.020
-0.020
375.002 0.002 ————— *  * ————
** HOLE 4  * *
7 N0029 Pos. X 25.000 0.020
-0.020
25.026 iii+iiiiioo
o
o
7 N0030 Pos. Y 375.000 0.020
-0.020
375.001 0 . 0 0 1 -----*-----------------
** HOLE 5 **
8 N0033 Pos. X 125.000 0.020
-0.020
125.024 0.024 -----+---------->>
0.004
8 N0034 Pos. Y 375.000 0.020
-0.020
375.000 0 . 0 0 0  -----* ------------------
** HOLE 6 **
9 N0037 Pos. X 225.000 0.020
-0.020
225.033
o
o
o
o
M
U
)
U
)U
> 1 1 1 1 1 + 1 1 1
9 N0038 Pos. Y 375.000 0.020
-0.020
375.003 0*003
** HOLE 7 **
10 N0041 Pos. X 375.000 0.020
-0.020
375.034 0*034 ■  ^y 
0.014
10 N0042 Pos. Y 375.000 0.020
-0.020
375.009 0*009 _ —
Appendix H: CMM Data Checking Mark 3 Sensor_________________________H6
Tolerance Ref Nominal++Up/Lo Toi Actual Dev/Error
** HOLE 8 **
11 N0045 Pos. X 375.000 0.020
-0.020
375.022 0.022
0.002
11 N0046 Pos. Y 275.000 0.020
-0.020
275.001 0.001
** HOLE 9 **
12 N0049 POS. X 375.000 0.020
-0.020
375.013 0.013
12 N0050 POS. Y 175.000 0.020
-0.020
174.990 -0.010 -****_____
** HOLE 10 **
13 N0053 Pos. X 375.000 0.020
-0.020
375.001 0.001
13 N0054 Pos. Y 75.000 0.020
-0.020
74.997 -0.003
** HOLE 11 **
14 N0057 POS. X 300.000 0.020
-0.020
299.994 -0.006 — — — —■ — ■
14 N0058 Pos. Y 0.000 0.020
-0.020
0.002 0.002 -----**----
** HOLE 12 **
15 N0061 Pos. X 100.000 0.020
-0.020
99.996 -0.004
15 N0062 Pos. Y 100.000 0.020
-0.020
100.000 0.000
** HOLE 13 **
16 N0065 Pos. X 300.000 0 .020 
-0.020
300.006 0 . 006
16 N0066 Pos. Y 100.000 0.020
-0.020
99.992 -0.008
** HOLE 14 **
17 N0069 Pos. X 25.000 0.020
-0.020
25.005 0.005
17 N0070 Pos. Y 175.000 0.020
-0.020
175.000 0.000
** HOLE 15 **
18 N0073 Pos. X 200.000 0.020
-0.020
200.011 0.011
18 N0074 Pos. Y 200.000 0.020
-0.020
200.000 0.000
** HOLE 16 **
19 N0077 Pos. X 300.000 0.020
-0.020
300.023 0.023
0.003
19 N0078 Pos. Y 200.000 0.020
-0.020
199.999 -0.001
1 Page 3
Tolerance Ref Nominal++UD/Lo Toi Actual Dev/Error mm
** HOLE 17 **
20 N0081 Pos. X 125.000 0.020
-0.020
125.018 0.018 -----*****_
20 N0082 Pos. Y 275.000 0.020
-0.020
274.996 -0.004
** HOLE 18 **
21 N0085 Pos. X 300.000 0.020
-0.020
300.025 0.025
0.005
21 N0086 Pos. Y 300.000 0.020
-0.020
299.998 -0.002
Appendix H: CMM Data Checking Mark 3 Sensor H7
# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
#  ##  MEGHAlSriCZAX. AND MATERIALS EnSTGINEEING #
#  UNIVERSITY OF SUFEŒTxT #
#  CSUXLJDFOFD #
# SURREY #
#  C3U2 SXH #
#  #
#  T e l  s C 0 1 4 8 3 )  3 0 0 8 0 0  EXT 9 6T 4  #
#  F a x  = C 0 1 4 8 3 )  3 0 6 0 3 9  #
#  ## # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
1 3D-GEOPAK-3 v5.30 Reoeat PILLAR ALIGNMENT ll-Dec-97 16 :30h 1
1 1 Onerator : 1
1 Drawina no. si 11 Part no. PILLAR CHECK 1
1 Issue no. : 1 11 Serial no. 1 1
1 ©Deration : ALIGNMENT CHECK 11 Remarks
Tolerance Ref Nomina 1++Up /Lo Toi Actual Dev/Error__________ mm
** ALIGNMENT OF PLATE IN X/Y AXIS
' 11 N0024 Angle 14 90:00:00 0:05:00 89:58:12 -0:01:48
-0:05:00
Mem.Line Element Pts X-Coord. Y-Coord. Z-Coord. Diameter Max.Diff
No. No. X-Angle Y-Angle Z-Angle Dist/Ang
Tolerance Ref Nomina1++UD/LO Toi Actual Dev/Error mm
** ALIGNMENT OF TOP PLANE **
** 10 RANDOM POINTS HAVE BEEN TAKENALONG TOP CAMERA PLATE **
15 N0030 SIDE 1 212.155
16 N0031 SIDE 1 212.150
17 N0032 SIDE 1 212.156
18 N0033 SIDE 1 212.162
19 N0034 SIDE 1 212.178
20 N0035 SIDE 1 212.190
21 N0036 SIDE 1 212.202
22 N0037 SIDE 1 212.215
23 N0038 SIDE 1 212.208
24 N0039 SIDE 1 212.195
Appendix H: CMM Data Checking Mark 3 Sensor_________________________ H8
a # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
MECHAISOIC^ VL AND MATEE^XADS EHSTGHSTEIEUNG 
UNXVEX?SIXY OF SURREY 
OUI T.DFOFD 
SURREY 
<3U2 5XH
#
#
##
#
#
#
T e l  : C0 1 4 8 3 )  3 0 0 8 0 0  EXT 9 6 7 4  
Fsoc; C 0 1 4 8 3  ) 3 0 6 0 3 9
#
. A'
1 3D-GEOPAK-3 v5.30 Repeat PILLAR ALIGNMENT 12—Den-P? A.Si H 1
J— -------------------------- ----  1 OnpratnT- , i
1 Drawina no. : i 11 Part no. PILLAR CHECK 11 Issue no. : 1 11 Serial no. 1 |
1 Operation : ALIGNMENT CHECK 11 Remarks
.Tolerance Ref Nominalf+Up/Lo Toi Actual Dev/Error
** ALIGNMENT OF PLATE IN X/Y AXIS ** 
11 N0024 Angle 14 90:00:00 0:05:00
-0:05:00
90:03:22 0•03•2 2
J g m.une Ele^ent^ Pts 
** ALIGNMENT OF TOP PLANE **
** 10 RANDOM POINTS HAVE BEEN TAKENALONG TOP CAMERA PLATE **
212.01915 N0030 SIDE
16 N0031 SIDE
17 N0032 SIDE
18 N0033 SIDE
19 N0034 SIDE
20 N0035 SIDE
21 N0036 SIDE
22 N0037 SIDE
23 N0038 SIDE
24 N0039 SIDE
212.019 
2 1 2 . 0 1 0  
2 1 2 . 0 1 2  
212.013
2 1 2 . 0 2 0  
2 1 2 . 0 1 2  
212.017 
2 1 2 .0 1 2  
212.016
Appendix H: CMM Data Checking Mark 3 Sensor_________________________ H9
f t # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
##
#
M E C H A JS T X C IA X . A M D  M A T E 2 E tX A I ,S  E 3 S T G IM E IE IM G
U I S r r V E R S X T Y  O F  S U R R E Y
< 3 U X  X .D F O R D
S U R R E Y
<3U2 5XH
T e e l  :  < 0 X 4 8 3 )  3 0 0 8 0 0  E X T  9 6 7 4
F a x :  < 0 X 4 8 3 )  3 0 6 0 3 9
I ? # ? # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
J 3D-GEOPAK-3 v5.30 Reneat : PTT.T.ap ai.TCMMPMT i . not. i■----- r--  ? , «■ X ^.-Vt5U-3 / y ! UOil 1
■i—----------------------------  1 Onarat nr , 1
1 Drawina no. : 1 11 Part no. PILLAR CHECK 1
1 Issue no. : 1 11 Serial no. 1 |
1 Operation : ALIGNMENT CHECK 11 Remarks
_____________Tolerance Ref Nominal-f+Up/Lo Toi
** ALIGNMENT OF PLATE IN X/Y AXIS **
Actual Dev/Error mm
11 N0024 Angle 14 90:00:00 0:05:00
-0:05:00
89:59:06 — 0:00:54 ————* *————-—
Heir..Line Element Pts X-Coord. Y-Coord.
No. No. X-Angle Y-Angle
__________ Tolerance Ref Nominalf+Uo/Lo Toi
Z-uoora. Diameter Max.Diff
Z-Angle Dist/Ang 
Actual Dev/Error__________ mm
** ALIGNMENT OF TOP PLANE **
** 10 RANDOM POINTS HAVE BEEN TAKENALONG TOP CAMERA PLATE **
211 .99515 N0030 SIDE
16 N0031 SIDE
17 N0032 SIDE
18 N0033 SIDE
19 N0034 SIDE
20 N0035 SIDE
21 N0036 SIDE
22 N0037 SIDE
23 N0038 SIDE
24 N0039 SIDE
211.994 
211.990 
211.985
211.988
211.988
211.994
211.994 
211.992 
211.982
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A ppendix  L: Tw o -Ca m era  Sen so r  a n d  Calibra tio n  Pin  Results of A rm  
Calibra tio n
Data from 4 locations on the base plate is arranged into Sets A-D. The sets are 
then used for the arm signature calibration.
Set Base plate locations
A 1 2 6 9
B 1 3 6 9
C 1 4 7 10
D 1 5 8 11
Data for G raph 5.2: Average errors using sensor data from 4 base plate 
locations for fitting and Optotrac data for validation
5.2 Average Error in mm
No. Pts Set A Set B SetC SetD
12 5.83 6.26 4.55 4.46
16 4.95 4.78 3.17 3.81
20 3.03 3.40 2.26 2.63
24 3.20 2.45 3.00 2.54
28 2.51 2.60 2.30 1.86
32 2.66 2.27 2.38 1.87
36 2.79 2.38 1.83 1.71
40 2.45 2.24 2.21 1.72
Data for G raph 5.3: Average errors using calibration pin  data from 4 base plate
5.3 Average Error in mm
No. Pts Set A SetB SetC SetD
12 6.04 8.11 4.86 5.10
16 4.10 3.77 3.52 3.67
20 3.55 3.83 2.45 2.34
24 3.28 2.91 2.26 2.57
28 2.87 2.60 2.16 1.89
32 2.49 2.37 2.15 2.00
36 2.27 2.36 2.13 1.82
40 1.88 2.07 2.00 1.73
Appendix L: Results of Arm Calibration L2
Graph 5.4: Average errors using sensor data for fitting and validation
5.4 Average Error in mm
No. Pts Set A SetB SetC SetD
12 1.03 1.08 1.00 0.91
16 0.82 0.79 0.67 0.66
20 0.68 0.70 0.59 0.60
24 0.67 0.64 0.56 0.57
28 0.61 0.58 0.54 0.53
32 0.63 0.55 0.53 0.51
36 0.64 0.55 0.50 0.50
40 0.62 0.53 0.50 0.48
Graph 5.5: Average errors using calibration pin data for fitting and validation
5.5 Average Error in mm
No. Pts Set A SetB SetC SetD
12 1.43 1.35 1.24 1.12
16 1.13 1.07 0.90 0.86
20 0.96 0.88 0.87 0.81
24 0.83 0.84 0.80 0.73
28 0.80 0.76 0.76 0.70
32 0.76 0.76 0.73 0.68
36 0.75 0.72 0.72 0.67
40 0.70 0.70 0.70 0.66
Graph 5.6: Average errors from permutations of calibration using
measurements from one system and validation data from another
5.6 Average Error in mm
No. Pts
Cal: Opto 
Val: Pin
Cal: Opto 
Val: Sens
Cal: Pin 
Val: Opto
Cal: Pin 
Val: Sens
Cal: Sens 
Val: Opto
Cal: Sens 
Val: Pin
12 6.10 4.94 5.10 0.99 5.75 1.18
16 3.80 3.60 3.67 0.79 2.85 0.87
20 2.87 2.69 2.34 0.73 3.31 0.83
24 2.69 2.67 2.57 0.66 2.32 0.77
28 2.48 2.43 1.89 0.64 2.39 0.76
32 2.35 1.89 2.00 0.62 2.05 0.75
36 2.26 1.80 1.82 0.61 1.76 0.75
40 2.11 1.89 1.73 0.62 1.82 0.73
Cal: Tool used for measurement collection for calibration of arm signature 
Val: Tool used for measurement collection for validation of arm signature
Opto: Optotrac data
Sens: Two-camera sensor (Mark 3)
Pin: Calibration pin
