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Abstract
In a seminal work, B. Simon provided a classification of nonnegative Schro¨dinger op-
erators −∆+ V into subcritical and critical operators based on the long-term behaviour
of the associated heat kernel. Later works by others developed an alternative subcriti-
cal/critical classification based on whether or not the operator admits a weighted spectral
gap. All these works dealt only with potentials that ensured the validity of Harnack’s
inequality, typically potentials in Lploc for some p >
N
2
.
This paper extends such a weighted spectral gap classification to a large class of locally
integrable potentials V called balanced potentials here. Harnack’s inequality will not hold
in general for such potentials. In addition to the standard potentials in the space Lploc
for some p > N
2
, this class contains potentials which are locally bounded above or more
generally, those for which the positive and negative singularities are separated as well
as those for which the interaction of the positive and negative singularities is not “too
strong”.
We also establish for such potentials, under the additional assumption that V + ∈ Lploc
for some p > N
2
, versions of the Agmon-Allegretto-Piepenbrink Principle characterising
the subcritical/critical operators in terms of the cone of positive distributional super-
solutions (or solutions).
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1 Introduction
1.1 A brief review of the literature
Understanding the nature of critical points of functionals has been one of the principal aims
in the calculus of variations. Jacobi [15] was probably the first one to realise that the non-
negativity of the second variation of a functional is closely related to the existence of nontrivial
nonnegative solutions to the associated linear equation. This led to his well-known “non-
conjugacy” condition valid for one-dimensional functionals of the type J(u) =
∫ 1
0 f(t, u, u
′)dt.
Since then, analogous results in higher dimensions for linear second order symmetric elliptic
operators with a potential term have been investigated by many authors. When the potential
is well behaved, it has been shown that the oscillatory properties of solutions to such operators
are closely related to the Morse index of the associated quadratic form (see for instance [3],
[20] and [21]).
In this work, we consider Schro¨dinger operators of the type −∆ + V in a domain Ω of RN ,
N ≥ 1 with a potential V ∈ L1loc(Ω). The properties of this operator will be related to the
following associated quadratic form:
QV (ξ) =
∫
Ω
{|∇ξ|2 + V ξ2} , ξ ∈W 1,∞c (Ω),
where W 1,∞c (Ω) stands for the space of Lipschitz continuous functions with compact support
in Ω. To avoid any confusions, we introduce some basic definitions.
Definition 1.1. We shall call −∆ + V a nonnegative operator in Ω if QV (ξ) ≥ 0 for all
ξ ∈W 1,∞c (Ω).
Definition 1.2. We say that u ∈ L1loc(Ω) is a distributional supersolution to −∆+ V in Ω if
(1.1) V u ∈ L1loc(Ω) and
∫
Ω
u
{−∆ξ + V ξ} dx ≥ 0, ∀ 0 ≤ ξ ∈ C2c (Ω).
A distributional solution is a function u ∈ L1loc(Ω) such that (1.1) holds for all ξ ∈ C2c (Ω).
We shall say that u ∈ L1loc(Ω) is a strict distributional supersolution to −∆+ V in Ω if it is
a distributional supersolution but not a distributional solution.
We define the following cone of all non-negative super-solutions to −∆+ V :
Definition 1.3. Let
CV (Ω) :=
{
u ∈ L1loc(Ω) : u 6≡ 0, u ≥ 0 and u a distributional supersolution to −∆+V in Ω
}
.
It is easy to see that if u ∈ CV (Ω), then −∆u+ V u is a non-negative Radon measure µ.
Definition 1.4. Given u ∈ CV (Ω), the measure µ := −∆u + V u will be called the Riesz
measure associated to u. We let MV (Ω) := {µ : µ is the Riesz measure of some u ∈ CV (Ω)}.
In this work, we shall label as the “AAP Principle” (“Agmon-Allegretto-Piepenbrink Prin-
ciple”) any statement asserting the equivalence between the strength of “non-negativity” of
the Schro¨dinger operator −∆+ V and the cone CV (Ω) (or the Riesz measure space MV (Ω)).
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The contributions of Agmon [1], Allegretto [3], Gesztesy-Zhao [12], Piepenbrink [21], Pinchover-
Tintaraev [25], and the regularity relaxations on V brought by them have led to the following
version of the “AAP principle” (see Simon [29, Thm. C.8.1]):
Assume that
(1.2) V + is in the local Kato class and V − in Kato class in Ω.
Then, the quadratic form QV is non-negative in Ω if and only if the equation (−∆+V )u = 0
admits a positive distributional solution in Ω i.e., iff 0 ∈MV (Ω).
Using the well-known Picone’s identity, one can easily show that the existence of a positive
distributional solution implies that QV must be non-negative. The converse is slightly more
difficult, and relies on the Harnack’s principle which holds if V satisfies (1.2). As pointed
out by Fischer-Colbrie and Schoen, this principle extends to a complete manifold (see [11,
Thm. 1]), and they used it to classify stable minimal surfaces in 3-manifolds of non-negative
scalar curvature. For analytical applications, AAP type principles can be used to show various
integral inequalities in Sobolev spaces.
Simons [28] also introduced a classification of non-negative operators −∆+V into subcritical
and critical operators according to the long-time behavior of the associated heat kernel.
In [19], Murata rephrased Simon’s idea from a different perspective. He considered potentials
(1.3) V ∈ Lploc(Ω) with
{
p > N/2 for N ≥ 2,
p = 1 for N = 1,
and classified non-negative operators −∆ + V by the sign of their fundamental solutions.
He defined any such operator to be subcritical in Ω if its fundamental solution at any point
in Ω is positive in Ω, and defined it to be critical in Ω otherwise. The Laplacian in RN
provides a very simple example to illustrate this classification: it is critical for N = 1, 2 (all
fundamental solutions are of the type −|x| and − log |x| which are not positive), whereas it
is subcritical for N ≥ 3 (since it has a positive fundamental solution of the type |x− y|2−N ).
On Riemannian manifolds this classification has led to the notions of parabolic manifold
(versus non-parabolic manifold), depending on whether the Laplace-Beltrami operator admits
a positive fundamental solution at every point or not (see [13]).
A key feature of the classification of Murata is that subcritical/critical operator can be char-
acterized in terms of the quadratic form QV as follows (see [19, Thm 2.4]):
A nonnegative operator −∆+V is subcritical in Ω if and only if for any nonnegative function
w 6≡ 0 with compact support satisfying (1.3), there exists ε > 0 such that QV (ξ) ≥ ε
∫
Ωwξ
2
for all ξ ∈ C2c (Ω).
Furthermore, Murata also showed that this dichotomy is reflected in a very interesting way
in the structure of positive solutions:
A nonnegative operator −∆+ V is critical in Ω if and only if the set of all positive solutions
to (−∆+ V )u = 0 in Ω is given by positive scalar multiples of a fixed positive solution.
Namely, in this case the equation (−∆+V )u = 0 admits up to scalar multiplication a unique
positive solution which is usually called the “ground state”. In other words, for subcritical
operators the associated quadratic form satisfies a weighted Poincare´ inequality, or possesses
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a “spectral gap”, whereas critical operators are the ones for which the non-negativity of the
quadratic form cannot be improved at all. In particular, to show that QV can be improved,
it is enough to find two positive linearly independent solutions to (−∆ + V )u = 0 (see for
instance lemma 10.19). This yields a strategy to see how far some well-known inequalities,
for example classical “Hardy inequality” on a bounded domain Ω∗ of R
N , N ≥ 3,∫
Ω∗
|∇ξ|2 −HN |x|−2ξ2 ≥ 0 ∀ ξ ∈ C2c (Ω∗)
where HN = (
N−2
2 )
2, can be improved (a question raised by Brezis and Vazquez).
Murata’s classification has been extended to non-symmetric elliptic operators with Ho¨lder
continuous coefficients by Pinchover [22]. Extension to the p-Laplace operators have been
studied by Pinchover-Tintarev [26] and [24].
We remark that in one dimension, a rather exhaustive analysis of nonnegative operators
−d2/dx2 + V has been done by Gesztesy and Zhao [12] under the only assumption that V
is locally integrable; see theorems 3.1 and 3.6 there. Therefore, in this work we will mainly
restrict our attention to dimensions bigger than one.
All the above works have one common feature: they impose regularity assumptions on the
potential V (and the coefficients of the operator) that allow the application of Harnack’s
inequality, which in particular guarantees that the solutions to (−∆ + V )u = 0 are positive
and continuous.
One maybe interested in frameworks that allow a study of operators which fail to satisfy the
Harnack’s inequality or do not admit a fundamental solution at every point. More specifically,
it will be interesting to extend the subritical/critical classification and obtain the correspond-
ing AAP Principle to the operator −∆ + V for a larger class of locally integrable functions
than previously considered.
In this context we summarise a part of recent work of Jaye, Mazya and Verbitsy [16] which
treats potentials that are in the space H−1loc . Given a distribution σ on Ω, we can define the
following quadratic form
Qσ(ξ) =
∫
Ω
|∇ξ|2 + 〈σ, ξ2〉 ∀ξ ∈ C∞c (Ω).
Definition 1.5. We say that a distribution σ ∈ D′(Ω) is
(i) form-bounded if there exist constants β1, β2 > 0 such that
−β1
∫
Ω
|∇ξ|2 ≤ 〈σ, ξ2〉 ≤ β2
∫
Ω
|∇ξ|2 ∀ξ ∈ C∞c (Ω);
(ii) upper (lower) bounded if the upper (lower) bound above holds.
We straightaway remark that if σ is form bounded, then in fact σ ∈ H−1loc (Ω) (see [16, Lemma
2.6]). We note that the quadratic form Qσ is non-negative if and only if σ is lower bounded
with the constant β1 ≤ 1. The work [16] deals with the problem of finding equivalent and
easier to verify conditions for the form-boundedness of a distributional potential σ. They
prove the following AAP-Principle :
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Theorem 1.6. If σ ∈ D′(Ω) is form-bounded with β1 < 1, then there exists an a.e. positive
solution u ∈ H1loc(Ω) to the following problem
−∆u+ σu = 0 in D′(Ω).
If σ is a negative Borel measure, then σ is lower bounded (and hence form-bounded) with
β1 = 1 iff there exists a positive superharmonic supersolution to the above equation.
More generally, they prove the equivalence of form boundedness of σ to the existence of a
solution to the Riccati-type equation −∆u = |∇u|2 − σ in D′(Ω) which additionally satisfies
a Caccioppoli-type inequality (see [16, Thm. 3.14]). But the subcritical/critical classification
of nonnegative operators −∆+ σ is not treated in this work.
We remark that in theorem 1.6, the assumption β1 < 1 implies a strong form of positivity,
namely, that the pre-Hilbert space (C∞c (Ω),
√
Qσ) is continuously imbedded in H
1
loc(Ω).
In this work, as we said before, our aim is to provide a subcritical/critical classification for
nonnegative operators with locally integrable potentials V as well as show the corresponding
AAP-Principle. Using the above terminology, our main assumption is that V is a “balanced”
potential in Ω (see definition 6.3, 6.11) which in particular requires that V is lower bounded
with β1 ≤ 1 but not necessarily that it is upper bounded. In the latter half of the work we
assume additionally that V + satisfies the stronger local integrability property : V + ∈ Lploc(Ω)
for some p > N2 ; that is, V is “locally” upper bounded in Ω. In fact, in our setting V
will be form-bounded in dimensions bigger than 2, and hence will belong to H−1loc (Ω), if for
instance V + ∈ LN2 (Ω). More importantly, in contrast to [16], for subcritical operators we
only demand that the pre-Hilbert space (W 1,∞c (Ω),
√
QV ) imbeds continuously into L
1
loc(Ω).
A typical example is the critical Hardy operator
−∆−HN |x|−2
in a ball B ⊂ RN , N ≥ 3, containing the origin. In fact, we base all our development on this
weak assumption about the pre-Hilbert space which necessitates a restriction to balanced
potentials as mentioned above. Nevertheless, we will find that almost all the well studied
potentials fall into this category.
Another motivation to consider potentials V which are at least locally integrable (and not
more irregular) is the fact that in dimensions N ≥ 3, the study of form bounded distributional
potentials can be reduced to that of nonnegative quadratic forms QV with V nonpositive and
locally integrable; see theorem 4.1 in [16].
Notations:
(i) For a set A, we write A ⋐ Ω if A¯ is a compact subset of Ω,
(ii) The space of distributions on Ω will be denoted as D′(Ω),
(iii) For a function w ∈ L1loc(Ω), we will write “QV  w in Ω” to express the condition:
QV (ξ) ≥
∫
Ω
wξ2, ∀ξ ∈W 1,∞c (Ω).
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(iv) For a function f its support {f 6= 0} will be denoted as supp(f), and given a space X of
functions on Ω, we let Xc denote its subspace consisting of those with compact support
in Ω.
(v) “ inf ”, “ sup ” will denote respectively the essential infimum and supremum.
(vi) ‖ · ‖p,A will denote the Lp-norm on a set A.
(vii) For N ≥ 3 and 1 ≤ p <∞, the space D1,p0 (Ω) is the completion of C∞c (Ω) with respect
to the norm:
(∫
Ω
|∇ · |p
) 1
p
.
(viii) Given two topological spaces X,Y , we write X →֒ Y to mean that X ⊂ Y and the
inclusion map is continuous.
1.2 Contents of the paper
In §2 we recall some preliminary results required in the rest of the paper.
In §3 we show how the energy space HV (Ω) can be constructed from a given nonnegative
quadratic form QV on Ω under the only assumption that V ∈ L1loc(Ω). Some results relating
the singularities of V to the “size” of the energy space are proved, and we also introduce the
concept of an “energy solution in HV (Ω)” to the equation −∆u+ V u = f .
We introduce in §4 two types of subcritical/critical classification for nonnegative operators
−∆ + V on Ω based on whether the energy space imbeds into L1loc or L2loc space. The
former imbedding leads to the L1-subcritical/critical set of operators and the latter into
feebly and globally L2- subcritical/critical set of operators. Given that we work with V
whose negative part V − is especially unrestricted, it is nontrivial to show that these three
notions of criticalities coincide (see §9).
In §5 we explore the various imbeddings of the energy space HV (Ω) when −∆ + V is L1-
subcritical in Ω. In this a special reference can be made to (5.1) which resembles a statement
of continuity for the map ξ 7→ ∫K V ξ, K ⋐ Ω on the energy space HV (Ω) with a correction
term.
We introduce the notion of “balanced” and “tame” potentials V in §6 which are central to
the paper. We show that the concept of balanced potentials covers well-known ones as well as
many that are not usually considered. We show that for balanced potentials V that are also
L1-subcritical, the concept of energy solutions is equivalent to that of distributional solutions.
§7 deals with AAP principle for a general nonnegative operator −∆ + V . Assuming V ∈
L1loc(Ω), we show that existence of a nonnegative (distributional) super solution to this oper-
ator implies that the associated quadratic form QV is nonnegative. The converse is proved
under the additional condition that V + ∈ Lploc(Ω) for some p > N2 (N ≥ 2), and relies on the
L1-theory developed by Stampacchia for the operator −∆+ V +.
We exploit the result on equivalence of energy and distribution solutions to develop an AAP
principle in §8 for L1-subcritical operators with balanced potentials.
Using the results from the previous sections, in subsection §9.1 we show that the notions of
L1- and globally L2-criticalities (introduced in §4) coincide for nonnegative operators with
balanced potentials. In subsection §9.2 we show that notions of L1- and feebly L2-criticalities
too coincide for the class of tame potentials.
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In §10, we exploit this equivalence between the two notions of criticality for tame potentials
and provide characterisations (in the spirit of the AAP principle) of nonnegative subcriti-
cal operators in terms of their Riesz measures (see theorems 10.5 and 10.7) as well as the
dimension of the cone of nonnegative (distributional) super solutions (see theorem 10.22).
Finally in §11 we give applications and examples of our results.
2 Some Preliminaries
We first recall the concept of harmonic capacity (called here as “Cap”):
Definition 2.1. For a compact set K ⊂ Ω, the harmonic capacity of K with respect to Ω is
defined as:
Cap(K; Ω) := inf
{∫
Ω
|∇ξ|2 : ξ ∈ C∞c (Ω), ξ ≥ 1 on K
}
.
The above definition can be used to define the capacity Cap(A; Ω) of any subset A of Ω. In
particular, the following fact is well known:
If Cap(A; Ω) = 0 for any bounded subset A of Ω then Cap(A ∩ U ;U) = 0 for any open set
U ⊂ RN . In such a situation, we will simply say Cap(A) = 0.
We have then the following characterisation for the validity of QV  0 when V is non-positive
(see chapter 2 in [18]):
Theorem 2.2. Let V ∈ L1loc(Ω) with V + ≡ 0. Then QV  0 in Ω if and only if the following
inequality holds:
1
4
≤ sup
K∈N
1
Cap(K; Ω)
∫
K
V − ≤ 1
where N := {K : K is a compact subset of Ω with Cap(K; Ω) > 0}.
The main trouble in using the above characterisation is that the calculation of capacity of
sets is hard. In this context, we cite the following more concrete characterisation:
Theorem 2.3. [16, theorem 5.1]{
V ∈ L1loc(Ω) : QV  0 in Ω
}
=
{
V ∈ L1loc(Ω) : V ≥ div ~f+|~f |2 for some ~f ∈ (L2loc(Ω))N
}
.
The inequality above should be understood in the sense of distributions.
Definition 2.4. Let V ∈ L1loc(Ω). Given f ∈ L1loc(Ω), we say that a function u ∈ L1loc(Ω) is
a distribution solution of −∆u+ V u = f in Ω if
V u ∈ L1loc(Ω) and
∫
Ω
u (−∆ξ + V ξ) =
∫
Ω
fξ, for all ξ ∈ C∞c (Ω).
In the following lemma we recall results on the solvability for a Schrodinger operator with a
non-negative potential and the right-hand side data given in H−1.
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Lemma 2.5. Let Ω∗ be a bounded open set, W ∈ L1loc(Ω∗), W ≥ 0, and f ∈ H−1(Ω∗). Then
the problem
(2.1) −∆u+Wu = f
admits a unique distribution solution u ∈ H10 (Ω∗). Furthermore, for any compact set K ⊂ Ω∗,
(2.2) ‖Wu‖L1(K) ≤ 2‖W‖
1
2
L1(K)
‖f‖H−1(Ω∗).
If in addition f ≥ 0, the solution is nonnegative.
Proof. Let 〈·, ·〉 denote the duality pairing between H−1(Ω∗) and H10 (Ω∗). Consider the func-
tional
J : H10 (Ω∗)→ R ∪ {∞}, J(w) =
1
2
∫
Ω∗
{
|∇w|2 +W (x)w2
}
dx− 〈f,w〉.
Since this functional is coercive and strictly convex, it admits a unique minimizer u in the
subspace X :=
{
u ∈ H10 (Ω∗) : J(u) < ∞
}
. For each ξ ∈ C1c (Ω∗), and t ∈ R we have
u+ tξ ∈ X and hence
d
dt
J(u+ tξ)
∣∣∣
t=0
= 0.
This implies ∫
Ω∗
{∇u · ∇ξ +Wuξ} = 〈f, ξ〉, ∀ξ ∈ C1c (Ω∗).
Furthermore, since J(u) ≤ J(0) = 0 we deduce∫
Ω∗
{
|∇u|2 +W (x)u2
}
dx ≤ 2‖f‖H−1(Ω∗)‖u‖H10 (Ω∗).
Therefore, ‖u‖H1
0
(Ω∗) ≤ 2‖f‖H−1(Ω∗) and hence, ‖Wu2‖L1(Ω∗) ≤ 4‖f‖2H−1(Ω∗). So, on each
K ⋐ Ω∗ we get,∫
K
W |u| ≤
(∫
K
W
)1/2(∫
K
W |u|2
)1/2
≤ 2‖W‖
1
2
L1(K)
‖f‖H−1(Ω∗).
Under the further assumption that 〈f, ξ〉 ≥ 0 for all nonnegative ξ ∈ H10 (Ω∗), we have
〈f, |u|−u〉 ≥ 0. In this case we deduce J(u) ≥ J(|u|), which proves that the unique minimizer
is a nonnegative function.
Using the imbedding L∞(Ω∗) →֒ H−1(Ω∗), as a particular case of Lemma 2.5 we have
Corollary 2.6. Let Ω∗ be a bounded open set, W ∈ L1loc(Ω∗), W ≥ 0, and f ∈ L∞(Ω∗).
Then the problem (2.1) admits a unique distribution solution u ∈ H10 (Ω∗). Furthermore, for
any compact set K ⊂ Ω∗,
(2.3) ‖Wu‖L1(K) ≤ 2‖W‖
1
2
L1(K)
‖f‖L∞(Ω∗).
If in addition f ≥ 0, the solution is nonnegative.
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In order to solve with a general measure as the right-hand side data, we need to go out of the
space H10 (Ω). Indeed, we require the following concept of “very weak” solutions:
Definition 2.7. Let V ∈ L1loc(Ω) and µ be a finite Borel measure on Ω. Then, u ∈ L1(Ω)
is said to be a very weak solution of the problem −∆u + V u = µ in Ω, u = 0 on ∂Ω if
V u ∈ L1(Ω) and ∫
Ω
u(−∆ξ + V ξ) =
∫
Ω
ξdµ for all ξ ∈ C2(Ω) ∩ C0(Ω).
Remark 2.8. This notion of solution is equivalent to asking that u ∈ W 1,10 (Ω) solve the
above equation in the sense of distributions (see [27, Corollary 4.5]).
We then have the following fundamental result due to Stampacchia based on the duality
method (see [30, the´ore`me 9.1]):
Proposition 2.9. Let µ be a finite Borel measure on a bounded smooth domain Ω∗ and
W ∈ Lp(Ω∗) for some p > N/2 be a nonnegative function. Then there exists a very weak
solution u ∈ L1(Ω∗) of the problem −∆u +Wu = µ in Ω∗, u = 0 on ∂Ω∗. Furthermore,
u ∈W 1,p0 (Ω∗) for any p ∈ [1, NN−1) and the following estimate holds:
(2.4) ‖u‖W 1,p
0
(Ω∗)
≤ C(p,Ω∗)|µ|(Ω∗), ∀ 1 ≤ p < N
N − 1 .
A very weak solution satisfying the above properties will be identical to u.
The following is a local version of regularity for solutions with measure data :
Proposition 2.10. Let u be a distributional solution of −∆u = µ for some Radon measure
µ in Ω.Then u ∈W 1,qloc (Ω) for any q ∈ [1, NN−1).
Proof. Fix any ball B ⋐ Ω. Let B1, B2 be balls with B ⋐ B1 ⋐ B2 ⋐ Ω. Define µ1 := µxB1.
Consider the problem
−∆v = µ1 in B2, v = 0 on ∂B2.
Then by proposition 2.9 above, there exists a unique very weak solution v of the above problem
with v ∈W 1,q0 (B2) for all 1 ≤ q < NN−1 . Let ψ := u− v. Then ψ is harmonic in B1 and hence
is locally smooth there. Thus u ∈W 1,q(B) for any q ∈ [1, NN−1).
The following weak maximum principle for distributional supersolutions is well known (see
[8, proposition B.1]):
Lemma 2.11. Let Ω∗ be a bounded smooth open set. If u ∈ W 1,10 (Ω∗) satisfies −∆u ≥ 0 in
D′(Ω∗), then u ≥ 0 a.e. in Ω∗.
The following is a version of the strong maximum principle due to Ancona [4] and Brezis,
Ponce [6](see theorem 1), but in a distributional setting:
Theorem 2.12. (Strong Maximum Principle)
Let U ⊂ RN be a non-empty open connected bounded set and W ∈ L1loc(U) with W ≥ 0.
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Assume u ∈ L1loc(U) is an a.e. nonnegative quasi-continuous function such that ∆u is a
Radon measure on U and Wu ∈ L1loc(U). If u satisfies the differential inequality
−∆u+Wu ≥ 0 in D′(U),
then either u ≡ 0 a.e., or else Cap({u = 0}) = 0. If the latter holds, we say u > 0 q.a.e.
(quasi almost everywhere).
We note that, since Wu ∈ L1loc(U), from Remark 3 of [6] indeed we have ∆u ≤ Wu in the
sense of measures and theorem 1 of [6] applies.
3 Energy space HV (Ω)
Throughout this section we only assume V ∈ L1loc(Ω).
Definition 3.1. Let W 1,∞c (Ω) be the vector space of Lipschitz continuous functions with
compact support in Ω. We define the quadratic form
QV (u) :=
∫
Ω
{
|∇u|2 + V u2
}
, u ∈W 1,∞c (Ω).
Lemma 3.2. (i) QV is non-negative in W
1,∞
c (Ω) whenever QV is non-negative in C
1
c (Ω).
(ii) Given u ∈W 1,∞c (Ω), we have |u| ∈W 1,∞c (Ω) and QV (u) = QV (|u|).
(iii) Assume QV is non-negative in C
1
c (Ω). Then, QV is positive definite on W
1,∞
c (Ω) and
in particular on C1c (Ω).
Proof. (i) Let u ∈ W 1,∞c (Ω). Let ρε ∈ C∞c (Ω) be an approximation of the unity and define
uε := u ⋆ ρε. Since u has compact support, we have uε ∈ C∞c (Ω) with all their supports
contained in a fixed compact set in Ω for all ε > 0 sufficiently small. Furthermore, uε
converges uniformly to u in Ω and ∇uε → ∇u in (L2(Ω))N . We therefore conclude that
QV (uε)→ QV (u). Non-negativity of QV inW 1,∞c (Ω) follows from its nonnegativity in C1c (Ω).
From the identity,
QV (u− w) = QV (u) +QV (w)− 2
∫
Ω
{
∇u · ∇w + V uw
}
we infact obtain that QV (u− uε)→ 0 as ε→ 0.
(ii) Well known.
(iii) Assume that QV (u0) = 0 for some u0 ∈ W 1,∞c (Ω). Then, u0 is a minimizer for QV on
W 1,∞c (Ω). Since |u0| ∈ W 1,∞c (Ω) and QV (u0) = QV (|u0|), we may assume that u0 ≥ 0 and
the following Euler-Lagrange equation holds:∫
Ω
∇u0 · ∇ξ + V u0ξ = 0, ∀ξ ∈ C1c (Ω).
Therefore, ∫
Ω
∇u0 · ∇ξ + V +u0ξ ≥ 0, ∀ξ ∈ C1c (Ω), ξ ≥ 0.
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By applying the strong maximum principle as stated in Theorem 2.12, we have the alternative:
either u0 > 0 a.e. or u0 ≡ 0. Since u0 has compact support, we conclude that indeed u0 ≡ 0.
Definition 3.3. Suppose QV  0 in Ω, i.e., QV is non-negative onW 1,∞c (Ω). From the above
lemma we deduce that
xV (ξ, φ) :=
∫
Ω
∇ξ · ∇φ+ V ξφ
defines an inner product on W 1,∞c (Ω)×W 1,∞c (Ω) with the associated norm
√
QV .
The pre-Hilbert space (W 1,∞c (Ω),
√
QV ) will be denoted LV (Ω) and its closure under the
√
QV
norm will be called the energy space HV (Ω) associated to the Schro¨dinger operator −∆+ V .
We denote the resulting inner-product on HV (Ω) as aV,Ω, and the associated norm as ‖ · ‖V,Ω.
Lemma 3.4. C∞c (Ω) is a dense subspace of HV (Ω).
Proof. From (i) in the proof of lemma 3.2 we obtain that C∞c (Ω) is dense in LV (Ω). Density
in HV (Ω) now follows from the fact that LV (Ω) is a dense subspace of HV (Ω).
In the following proposition, we state some relations between the singularities of V and the
“size” of the corresponding HV (Ω) space.
Proposition 3.5. Let U be an open set in RN , N ≥ 2 which is restricted to be bounded if
N = 2. Assume V ∈ L1loc(U) to be such that QV  0 in U .
(i) Let V + ∈ LN2 (U) if N ≥ 3 and V + ∈ Lq(U) for some q > 1 when N = 2. Then
(3.1) (W 1,∞c (U), ‖ · ‖D1,2
0
(U)) →֒ LV (U).
(ii) If for some 1 ≤ p < 2,
(3.2) (W 1,∞c (U), ‖ · ‖D1,p
0
(U)) →֒ LV (U)
then V − 6∈ LN2 (B) for any ball B ⋐ U . In particular, if N = 2, the above imbedding is
impossible.
Proof. (i) Let N ≥ 3. Using Sobolev imbedding we note that for any ξ ∈W 1,∞c (U),
0 ≤ QV (ξ) ≤
∫
U
{
|∇ξ|2 + V +ξ2
}
≤ C
(
1 + ‖V +‖
L
N
2 (U)
)
‖ξ‖2
D
1,2
0
(U)
.
A similar proof holds when N = 2.
(ii) We prove the contrapositive statement. Assume V − ∈ LN2 (B) for some ball B ⋐ U with
center x0. Choose the sequence {ξk} :
ξk(x) := (1− k|x− x0|)χ{|x−x0|≤ 1k },
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and note that {ξk} ⊂ W 1,∞c (B) for k large. A straightforward computation and Ho¨lder’s
inequality give∫
U
|∇ξk|p ∼ kp−N
∫
U
V −ξ2k ≤ Ok(1)k2−N‖V −‖LN/2({|x−x0|≤ 1k }).
Hence, for some constant c > 0,
QV (ξk)
‖ξk‖2
D
1,p
0
(U)
≥ c
k2(1−N/p)
∫
U
{
|∇ξk|2 − V −ξ2k
}
≥ ckN(2−p)/p.
Since p ∈ [1, 2), it follows that the imbedding (3.2) cannot hold.
Corollary 3.6. Let V + ∈ L
N
2
loc(Ω) if N ≥ 3 and V + ∈ Lqloc(Ω) for some q > 1 when N = 2.
Then, for each open set U ⋐ Ω the imbedding (3.1) holds and denoting by T : D1,20 (U) →
HV (U) the continuous linear extension of this imbedding, we have
‖T (u)‖2V,U =
∫
U
{
|∇u|2 + V u2
}
∀ u ∈ H1c (U) ∩Cc(U).
Proof. Consider the approximating sequence {uǫ := u ⋆ ρǫ} considered in (i) of lemma 3.2
above. Clearly, uǫ → u in H10 (U). Hence, we have that {uǫ} is a Cauchy sequence in LV (U).
Necessarily, uǫ → T (u) in HV (U); that is, QV (uǫ) → ‖T (u)‖V,U . Since uǫ → u in C(U) and
∇uǫ → ∇u in (L2(U))N , we get
QV (uǫ)→
∫
U
{
|∇u|2 + V u2
}
.
In the energy space, we can consider the notions of solution and supersolutions in the following
sense:
Definition 3.7. Let V ∈ L1loc(Ω) and f ∈ L1loc(Ω). We say that u∗ ∈ HV (Ω) is an “energy
supersolution” to −∆u+ V u = f if
aV,Ω(u∗, ξ) ≥
∫
Ω
fξ, ∀ ξ ∈W 1,∞c (Ω), ξ ≥ 0.
(u∗ ∈ HV (Ω) will be called an “energy subsolution” if the inequality above is reversed.)
We say that u∗ ∈ HV (Ω) is an “energy solution” to −∆u+ V u = f if
aV,Ω(u∗, ξ) =
∫
Ω
fξ, ∀ξ ∈W 1,∞c (Ω).
4 Classification of Schro¨dinger operators : Two notions of
Criticality
Definition 4.1. We call the quadratic form QV to be supercritical in Ω, if QV 6 0 in Ω; that
is, QV (ξ) < 0 for some ξ ∈W 1,∞c (Ω).
12
We introduce the following classification of criticality to Schro¨dinger operators with only
locally integrable potential V. We can use the pre-energy space LV (Ω) to define the following
L1-version of criticality:
Definition 4.2 (L1− criticality). Let V ∈ L1loc(Ω). We say that the operator −∆+ V is:
(i) L1-subcritical in Ω, if QV  0 in Ω and LV (Ω) →֒ L1loc(Ω);
(ii) L1-critical in Ω, if QV  0 in Ω but −∆+ V is not L1-subcritical in Ω;
Definition 4.3. If LV (Ω) →֒ L1loc(Ω), we can uniquely extend this inclusion map to a con-
tinuous linear map
J : HV (Ω)→ L1loc(Ω).
In particular, for any compact set K ⊂ Ω, we have∫
K
|J(u)| ≤ CK‖u‖V,Ω for all u ∈ HV (Ω).
The map J may not be injective in general. For a large class of potentials called balanced
potentials (see definition 6.3) we can show the injectivity; see corollary 6.8.
We now define two notions of criticality based on weighted L2−spaces, one notion global in
Ω and the other local.
Definition 4.4 (Global L2- criticality). Let V ∈ L1loc(Ω). The operator −∆+ V is said:
(i) globally L2-subcritical in Ω, if QV  0 in Ω and LV (Ω) →֒ L2(Ω;w dx) for some non-
negative weight w ∈ L1loc(Ω) satisfying 1/w ∈ L1loc(Ω).
(ii) globally L2-critical in Ω if QV  0 in Ω, but it is not globally L2-subcritical in Ω.
Definition 4.5 (Feeble L2- criticality). Let V ∈ L1loc(Ω). The operator −∆+ V is said:
(i) feebly L2-subcritical in Ω, if QV  0 in Ω and LV (Ω) →֒ L2(K) for some compact set
K ⊂ Ω with positive measure;
(ii) feebly L2-critical in Ω if QV  0 in Ω, but it is not feebly L2-subcritical in Ω.
The following implications are easy to show:
global L2-subcriticality =⇒ feeble L2-subcriticality
global L2-subcriticality =⇒ L1-subcriticality.
We refer to proposition 9.7 (see definition 6.34) for a large class of potentials V for which all
the three definitions of criticality are equivalent.
Note that our definitions differ from the ones given in the literature for more “regular”
potentials V (see for instance, [19] and [25]) in two respects. Firstly, in our setting the
operator −∆ + V does not necessarily admit a Green’s function. Secondly, in the global
L2-subcriticality definition, we allow weights w that may vanish in a null set and in the feeble
L2-criticality definition, the quadratic form is assumed to be “coercive” only on a compact
set with positive measure.
The following proposition justifies the use of weights like w and χK in our definitions of L
2
-subcriticality.
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Proposition 4.6. Let N ≥ 3 and V ∈ L1loc(Ω). Assume that QV  0 in Ω and
(W 1,∞c (Ω), ‖ · ‖W 1,p
0
(Ω)
) →֒ LV (Ω) for some 1 ≤ p < 2N
N + 2
.
Then any nonnegative weight w ∈ L1loc(Ω) such that
LV (Ω) →֒ L2(Ω;w dx)
must satisfy infB w = 0 on any ball B ⋐ Ω. In particular, if w ∈ C(Ω) then w ≡ 0.
Proof. Let B ⋐ Ω be a ball. With our assumption on p, we note that W 1,p0 (B) 6⊂ L2(B).
Choose a sequence {ξn} ⊂ C∞c (B) such that
sup
n
‖ξn‖W 1,p
0
(B)
<∞ and ‖ξn‖L2(B) →∞ as n→∞.
By the assumed imbedding, we note that {ξn} is a bounded sequence in LV (Ω). Therefore,∫
Ω
w|ξn|2 ≤ QV (ξn) ≤ C <∞.
This shows that inf
B
w = 0.
5 Various embeddings of the space LV (Ω)
Recall from definition 3.3 that LV (Ω) := (W
1,∞
c (Ω),
√
QV ).
Proposition 5.1. Let Vi ∈ L1loc(Ω) be such that QVi  0 in Ω, i = 1, 2 and V1 ≥ V2.
(i) Then, the identity map id : LV1(Ω) → LV2(Ω) is continuous and it admits a unique
continuous linear extension id∗ : HV1(Ω)→ HV2(Ω);
(ii) If furthermore −∆+Vi is an L1-subcritical operator in Ω (i = 1, 2) with the correspond-
ing extensions Ji, then J1 = J2 ◦ id∗ and id∗ is injective whenever J1 is injective.
Proof. (i) Follows from the fact : 0 ≤ QV2(ξ) ≤ QV1(ξ) for all ξ ∈W 1,∞c (Ω).
(ii) Let u ∈ HV1(Ω) and {ξn} ⊂ C∞c (Ω) be such that ξn → u in HV1(Ω). Then, ξn → J1(u) in
L1loc(Ω). Note that {ξn} is a Cauchy sequence inHV2(Ω). Let u˜ be the limit of {ξn} inHV2(Ω).
This means that id∗(u) = u˜ and ξn → J2(u˜) in L1loc(Ω). Therefore, J2(id∗(u)) = J1(u).
Injectivity of id∗ follows easily.
Lemma 5.2. Assume QV  0 in Ω. Then, the following properties hold:
(i) LV +(Ω) →֒ L1loc(Ω), LV +(Ω) →֒ L2(Ω, V −dx) and LV +(Ω) →֒ L2(Ω, V +dx).
(ii) Fix ϕ ∈ C2c (Ω). Then, there exists a constant C :=
√
QV (ϕ) + ‖∆ϕ‖L∞(supp(ϕ)) such
that
(5.1)
∣∣∣∣
∫
Ω
V ϕξ
∣∣∣∣ ≤ C
(√
QV (ξ) +
∫
supp(ϕ)
|ξ|
)
, ∀ξ ∈W 1,∞c (Ω).
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(iii) Suppose LV (Ω) →֒ L1loc(Ω). Fix ϕ ∈ C2c (Ω), ϕ ≥ 0. Consider the linear maps
(5.2) Φ± : LV (Ω)→ L1(Ω), given by Φ±(ξ) = V ±ϕξ.
Then Φ+ is continuous iff Φ− is continuous.
(iv) Suppose LV (Ω) →֒ L1loc(Ω). Then,
LV (Ω) →֒ L1loc(Ω, V +dx) iff LV (Ω) →֒ L1loc(Ω, V −dx).
Proof. (i) Note that QV +  0 in Ω. Then, the embedding LV +(Ω) →֒ LV (Ω) is a special case
of proposition 5.1. The other two imbeddings follow from the inequalities∫
Ω
V −ξ2 ≤ QV +(ξ),
∫
Ω
V +ξ2 ≤
∫
Ω
{|∇ξ|2 + V +ξ2} for all ξ ∈W 1,∞c (Ω).
(ii) Noting that aV,Ω(ϕ, ξ) ≤
√
QV (ϕ)
√
QV (ξ) we deduce that∫
Ω
V ϕξ = aV,Ω(ϕ, ξ)−
∫
Ω
∇ϕ · ∇ξ
≤
√
QV (ϕ)
√
QV (ξ) +
∫
Ω
(∆ϕ)ξ
≤ C(V, ϕ)
(√
QV (ξ) +
∫
supp(ϕ)
|ξ|
)
∀ξ ∈W 1,∞c (Ω),
where C(V, ϕ) :=
√
QV (ϕ) + ‖∆ϕ‖L∞(supp(ϕ)). Replacing ξ by −ξ in the above calculation,
we obtain (5.1).
(iii) Using LV →֒ L1loc(Ω), we rewrite (5.1) as the following (replacing ξ by |ξ|):∣∣∣ ∫
Ω
V +ϕ|ξ| −
∫
Ω
V −ϕ|ξ|
∣∣∣ ≤ Cϕ√QV (ξ), ∀ξ ∈W 1,∞c (Ω).
We conclude that ∫
Ω
V ±ϕ|ξ| ≤ Cϕ
√
QV (ξ) +
∫
Ω
V ∓ϕ|ξ|.
It follows now that Φ+ is continuous iff Φ− is continuous.
(iv) follows from (iii) by noting that Φ± is continuous for any ϕ ∈ C2c (Ω), ϕ ≥ 0, iff LV (Ω) →֒
L1loc(Ω, V
±dx).
Lemma 5.3. Assume −∆+ V is an L1− subcritical operator in Ω. Then
(i) QV (ξ
±) ≤ QV (ξ) for each ξ ∈W 1,∞c (Ω);
(ii) Given u ∈ HV (Ω), we can find u± ∈ HV (Ω) such that
u = u+ − u− and J(u±) = (J(u))± ≥ 0.
(iii) Given u ∈ HV (Ω), choose u± ∈ HV (Ω) as in (ii) above. Then,
‖ u± ‖V,Ω ≤ ‖u‖V,Ω, ‖ u+ + u− ‖V,Ω ≤ ‖u‖V,Ω.
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(iv) Given u ∈ HV (Ω), choose u± ∈ HV (Ω) as in (ii) above. Then,
aV,Ω(u+, u−) ≤ 0.
Proof. (i) For each ξ ∈W 1,∞c (Ω) we have
ξ+, ξ− ∈W 1,∞c (Ω) and QV (ξ) = QV (ξ+) +QV (ξ−) ≥ QV (ξ±).
(ii) Let {ξn} ⊂ W 1,∞c (Ω) be such that ξn → u in HV (Ω). From part (i) we get that QV (ξ±n )
is also bounded. Therefore, there exists u± ∈ HV (Ω) such that (up to a subsequence)
(5.3) ξ±n −→ u± weakly in HV (Ω).
Clearly, u = u+−u−. Recalling from definition 4.3 that J : HV (Ω)→ L1loc(Ω) is a continuous
linear map, we have
(a) ξn
L1loc(Ω)−−−−−→ J(u), which implies (up to subsequence) ξn a.e−−→ J(u), and hence ξ±n a.e−−→
J(u)±;
(b) ξ±n −→ J(u±) in the weak topology on L1loc(Ω) (recall that L∞c (Ω) is the dual of L1loc(Ω);
refer Thm. 4, p.182 of Horvath [14]).
Let B ⋐ Ω be a ball. By property (b) above, we have
(5.4) ξ±n −→ J(u±) weakly in L1(B).
This is equivalent to {ξ±n } being an equi-integrable family in L1(B) (see lemma 12.1 in the
appendix). By Vitali’s convergence Theorem (ξ±n
a.e−−→ J(u)± and is equi-integrable) we
conclude that ξ±n
L1(B)−−−−→ J(u)±. Hence in (5.4) we have strong convergence, and furthermore
J(u±) = J(u)
± ≥ 0.
(iii) Let u ∈ HV (Ω), and as in part (ii), consider a sequence {ξn} ⊂ W 1,∞c (Ω) such that
ξn → u in HV (Ω) as well as
ξ+n → u+ and ξ−n → u− weakly in HV (Ω).
Hence, |ξn| → u+ + u− weakly in HV (Ω). Since a norm is sequentially weakly lower semi-
continuous and QV (|ξ|) = QV (ξ) for any ξ ∈W 1,∞c (Ω) we deduce that
‖ u+ + u− ‖V,Ω ≤ lim inf
n→∞
QV (|ξn|) = lim inf
n→∞
QV (ξn) = ‖u‖V,Ω.
In a similar manner, using (i), we can show that ‖ u± ‖V,Ω ≤ ‖u‖V,Ω.
(iv) The parallelogram law and part (iii) imply the following
4aV,Ω(u+, u−) = ‖u+ + u−‖2V,Ω − ‖u+ − u−‖2V,Ω ≤ 0.
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6 Balanced potentials, Energy and Distribution Solutions
6.1 Balanced potentials: definition and properties
Let V ∈ L1loc(Ω) and QV  0 in Ω. For U ⋐ Ω a non-empty open set, we consider the space
LV (Ω;U) :=
(
W 1,∞c (Ω), ‖ · ‖UV,Ω
)
with the norm
‖ξ‖UV,Ω :=
√
QV (ξ) +
∫
U
|ξ|, ξ ∈W 1,∞c (Ω),
and let BV (Ω;U) denote the completion of this space.
Remark 6.1. (i) In general, the norms ‖ · ‖UV,Ω are not equivalent as U varies over Ω. For
a general nonnegative operator equivalence of these norms seems to require a further
restriction on V + (see corollary 9.6 and also [25, Theorem 1.4]).
(ii) When −∆+ V is an L1-subcritical operator in Ω or if LV (Ω;U) →֒ L1loc(Ω) for any U ,
it is easy to see that the norms ‖ · ‖UV,Ω are equivalent as U varies over Ω. In the former
case all the spaces BV (Ω;U) are equivalent to HV (Ω).
The inclusion map LV (Ω;U) → L1(U) being continuous, it admits a unique continuous
extension to BV (Ω;U) that will be denoted as JU . If −∆ + V is an L1-subcritical operator
in Ω, we can identify BV (Ω;U) with HV (Ω), and we will let JU (u) := J(u)|U .
Given a closed ball B ⊂ Ω, let XB denote the completion of the space C2c (B) under the C2(B)
norm and X∗B denote its dual space. Based on (5.1), we have the following result.
Proposition 6.2. Let V ∈ L1loc(Ω) be such that QV  0 in Ω. Then for any closed ball
B ⊂ Ω, and any open set U ⋐ Ω containing B, the linear map
(6.1) LV (Ω;U) ∋ ξ 7→ V ξ ∈ X∗B
is continuous. In particular, if −∆+ V is an L1-subcritical operator in Ω, then the map in
(6.1) is continuous from LV (Ω) to X
∗
B for any such ball B.
Proof. From (5.1), we easily obtain that
‖V ξ‖X∗B := sup
‖ϕ‖XB≤1
∣∣∣ ∫
Ω
V ξϕ
∣∣∣ ≤ C‖ξ‖UV,Ω, ∀ξ ∈W 1,∞c (Ω).
Denote by VB,U the unique continuous linear extension of the map given in (6.1) to BV (Ω;U).
Consider the following “multiplication by V ” map
MB :
{
w ∈ L1(B) : V w ∈ L1(B)}→ L1(B) given by MB(w) := V w.
We consider situations where we can recover VB,U as the composition of JU and the map MB .
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Definition 6.3. A potential V ∈ L1loc(Ω) is called balanced in Ω if
(i) QV  0 in Ω,
and for any closed ball B ⊂ Ω there exists an open set U ⋐ Ω containing B such that
(ii) V JU (u) ∈ L1(B) for any u ∈ BV (Ω;U),
(iii) VB,U = MB ◦ JU on BV (Ω;U).
That is, for a balanced potential, the following diagram commutes:
(6.2)
L1(B) L1(B) X∗B
BV (Ω;U)
LV (Ω;U)
MB i
JU VB,U
i
In the subsections 6.5 and 6.6 we will give examples of both balanced and non-balanced
potentials.
Proposition 6.4. Let (i) and (ii) of definition 6.3 be satisfied. Then the following are
equivalent:
(i) V is balanced in Ω,
(ii) the map MB ◦ JU : BV (Ω;U)→ L1(B) ⊂ X∗B is continuous (in the X∗B norm),
(iii) for any sequence {ξn} ⊂W 1,∞c (Ω) such that ξn → u in BV (Ω;U), we have∫
B
V ξnϕ→
∫
B
V JU (u)ϕ, ∀ϕ ∈ C2c (B).
Proof. (i) =⇒ (ii): follows from the continuity of VB,U .
(ii) =⇒ (iii): is trivial.
(iii) =⇒ (i): Note that {V ξn} is a sequence converging to VB,U (u) in X∗B by proposition 6.2.
Since C2c (B) is dense in XB , assumption (iii) implies that VB,U (u) = V JU (u) = (MB ◦JU )(u).
Thus, condition (iii) of definition 6.3 holds.
Remark 6.5. (i) If V is balanced in Ω, then Range(VB,U ) ⊂ L1(B).
(ii) One can easily check that the graph of the map MB is always closed in L
1(B)×L1(B),
but not necessarily so in L1(B)×X∗B . But, if definition 6.3 (i)-(ii) are satisfied and the
graph of the map MB is closed in L
1(B) ×X∗B , then V is balanced in Ω. This follows
from proposition 6.2.
(iii) When LV (Ω) →֒ L1loc(Ω) (i.e. −∆ + V is an L1-subcritical operator in Ω), we can
identify BV (Ω;U) with HV (Ω). In this case, for each ϕ ∈ C2c (Ω) consider the linear
form
(6.3) LV (Ω) ∋ ξ 7→
∫
Ω
V ξϕ
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which is continuous by (5.1), and let J be as given in definition 4.3. Hence, in the
subcritical case, the potential V is balanced iff V J(u) ∈ L1loc(Ω) for all u ∈ HV (Ω) and
the unique continuous extension of (6.3) to HV (Ω) is given by
HV (Ω) ∋ u 7→
∫
Ω
V J(u)ϕ.
Proposition 6.6. (i) The class of balanced potentials form a convex set in L1loc(Ω).
(ii) Let V ∈ L1loc(Ω) be balanced in Ω and W ∈ L1loc(Ω) be nonnegative. Then V +W is
balanced in Ω.
Proof. (i) Let V1, V2 be balanced in Ω and let V := tV1 + (1 − t)V2, t ∈ (0, 1). It is easy to
see that QV  0 in Ω. Fix a ball B ⋐ Ω and choose U1, U2 corresponding to V1, V2 from
definition 6.3. Let U := U1 ∪ U2. To avoid confusion we denote the maps JUi associated to
the potentials Vi and the open set Ui by J
i
Ui
for i = 1, 2.
Using the concavity of the square root function, we get for t ∈ (0, 1), ξ ∈W 1,∞c (Ω),
t
(√
QV1(ξ) +
∫
U1
|ξ|
)
+ (1− t)
(√
QV2(ξ) +
∫
U2
|ξ|
)
≤
√
QV (ξ) +
∫
U
|ξ|.
From the above inequality, it follows that if ξn → u in BV (Ω;U), then ξn → ui (for some
ui) in BVi(Ω;Ui) for i = 1, 2. We note that for such a sequence {ξn}, we obtain also that
ξn → JU (u) in L1(U) as well as ξn → JiUi(ui) in L1(Ui) for i = 1, 2. Therefore,
JU (u) = J
1
U1(u1) = J
2
U2(u2) on B for any u ∈ BV (Ω;U).
It follows that (ii) of definition 6.3 holds for this U . Similarly, it also follows that (iii) of
definition 6.3 holds since
V ξn → tV1J1U1(u1) + (1− t)V2J2U2(u2) = V JU (u) in X∗B .
(ii) Clearly QV+W  0 in Ω. Fix a ball B ⋐ Ω and choose U corresponding to B from
definition 6.3 applied to V . We note that
1
2
(√
QV (ξ) +
∫
U
|ξ|
)
+
1
2
( ∫
Ω
W |ξ|2
) 1
2 ≤
√
QV+W (ξ) +
∫
U
|ξ|.
We denote the maps associated to the potentials V, V +W and the open set U by JU and
J˜U respectively. As above, if ξn → u in BV+W (Ω;U), then ξn → v for some v ∈ BV (Ω;U),
ξn → J˜U (u), ξn → JU (v) in L1(U) and ξn → w in L1(U ;Wdx) for some w. Arguing as before,
we can verify (ii) and (iii) of definition 6.3 hold for V +W .
6.2 Distribution Vs Energy solution
Distributional solutions to −∆u+V u = h (see definition 2.4) do not necessarily belong to the
energy space HV (Ω) associated to the Schro¨dinger operator −∆+ V . For instance, non-zero
constants are distributional solutions to ∆u = 0 in Ω; however, non-zero constants do not lie
in H0(Ω) = D
1,2
0 (Ω) for dimensions larger than two.
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When LV (Ω) →֒ L1loc(Ω), it is natural to ask if for an element in HV (Ω), the notions of distri-
butional solutions and energy solutions (see definition 3.7) are equivalent. This equivalence
is not obvious since the energy solution u may not have the property that V u ∈ L1loc(Ω). But
this equivalence is true under the restriction that V is balanced as shown by the following
proposition.
Proposition 6.7. Assume V ∈ L1loc(Ω) is balanced in Ω and −∆+ V is an L1− subcritical
operator in Ω. Given f ∈ L1loc(Ω), an element u ∈ HV (Ω) is an energy solution (see definition
3.7) to −∆u+ V u = f iff J(u) is a distributional solution.
Proof. Assume first u ∈ HV (Ω) is an energy solution and consider a sequence {ξn} ⊂W 1,∞c (Ω)
such that ξn → u in HV (Ω). Since
aV,Ω(ξn, ϕ) =
∫
Ω
fϕ+ aV,Ω(ξn − u, ϕ) ∀ϕ ∈W 1,∞c (Ω),
we get
∫
Ω
ξn(−∆ϕ) +
∫
Ω
V ξnϕ =
∫
Ω
fϕ+ on(1), ∀ϕ ∈ C2c (Ω).
Remark 6.5 (iii) implies,∫
Ω
J(u)(−∆ϕ) +
∫
Ω
V J(u)ϕ =
∫
Ω
fϕ, ∀ϕ ∈ C2c (Ω).
Conversely, let u ∈ HV (Ω) be such that J(u) is a distributional solution; in particular,
V J(u) ∈ L1loc(Ω). Tracing back the steps given above, we conclude that u is an energy
solution as well.
Corollary 6.8. Let V ∈ L1loc(Ω) be balanced in Ω and −∆+ V an L1− subcritical operator
in Ω. Then J is injective.
Proof. Let u∗ ∈ HV (Ω) be such that J(u∗) = 0. We note that, since 0 is a distributional
solution to −∆u + V u = 0, by the above proposition u∗ is an energy solution to this same
equation. Since an energy solution is unique in HV (Ω), we get u∗ = 0.
Lemma 6.9 (Comparison principle for energy solutions). Let V ∈ L1loc(Ω) be such that
−∆+ V is an L1− subcritical operator in Ω. Let f ∈ L1loc(Ω) and u ∈ HV (Ω) be an energy
super solution :
aV,Ω(u, ξ) ≥
∫
Ω
fξ, ∀ 0 ≤ ξ ∈W 1,∞c (Ω).
If f ≥ 0, then J(u) ≥ 0.
Proof. Using the equation satisfied by u we get
aV,Ω(u, ξ) ≥ 0, ∀ 0 ≤ ξ ∈W 1,∞c (Ω).
By Lemma 5.3 (ii), we can find a sequence {ξn} ⊂W 1,∞c (Ω) such that
(6.4) ξn → u in HV (Ω), ξ±n → u± weakly in HV (Ω), ξ±n → J(u)± in L1loc(Ω).
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Recalling u = u+ − u−, we can now argue as follows:
0 ≤ lim
n→∞
aV,Ω
(
u, ξ−n
)
= aV,Ω
(
u, u−
)
(by (6.4))
= aV,Ω
(
u+, u−
)− aV,Ω(u−, u−)
≤ −aV,Ω
(
u−, u−
)
. (Lemma 5.3 (iv))
Hence u− = 0 and thus, J(u) = J(u+) = J(u)
+ ≥ 0.
Proposition 6.10 (Strong Maximum principle for energy solution). Assume V ∈ L1loc(Ω) is
balanced in Ω and −∆+V is an L1− subcritical operator in Ω. Given a non-negative function
f ∈ L1loc(Ω), f 6≡ 0, let u ∈ HV (Ω) be the energy solution of −∆u+ V u = f . That is,
aV,Ω(u, ξ) =
∫
Ω
fξ, ∀ ξ ∈W 1,∞c (Ω).
Then, J(u) (a distributional solution of −∆u+V u = f) has a quasi-continuous representative
u˜ which satisfies
(6.5) Cap
({u˜ = 0}) = 0.
Proof. By corollary 6.8 and lemma 6.9, we have J(u) 6≡ 0 and J(u) ≥ 0. Furthermore, J(u)
is also a distributional solution of the corresponding equation from proposition 6.7. From
proposition 2.10, we conclude that J(u) ∈ W 1,1loc (Ω) and hence admits a quasicontinuous
representative u˜ in this space. Now the strong maximum principle in theorem 2.12 can be
applied to u˜ showing that Cap({u˜ = 0}) = 0.
6.3 Strongly Balanced Potentials
We note that any non-negative operator −∆ + V leads to an estimate like (5.1) but not to
similar estimates involving only the positive or negative parts of V . We are therefore led to
introduce the following more concrete formulation:
Definition 6.11. A function V ∈ L1loc(Ω) is called strongly balanced in Ω if QV  0 in Ω and
for any compact K ⊂ Ω there exists an open set U ⋐ Ω containing K for which the linear
map:
LV (Ω;U) ∋ ξ 7→ V +ξ ∈ L1(K)
is continuous. That is, there exists a constant c > 0 (depending on K,U) satisfying
(6.6) c
∫
K
V +|ξ| ≤ ‖ξ‖UV,Ω :=
√
QV (ξ) +
∫
U
|ξ| ∀ξ ∈W 1,∞c (Ω).
Remark 6.12. (i) If all the norms ‖ · ‖UV,Ω are equivalent as U varies over Ω, we can easily
see that the definition 6.11 is the same as requiring that (6.6) holds for any pair K,U .
(ii) Indeed, for the class of strongly balanced potentials in V(Ω) (see definition 6.28 and
proof of proposition 6.31) given the compact set K we cannot ensure that (6.6) holds
for an arbitrary open set U containing K.
21
Proposition 6.13. Let V ∈ L1loc(Ω) be such that QV  0 in Ω. Then, the following state-
ments are equivalent:
(i) V is strongly balanced in Ω;
(ii) for any compact set K ⊂ Ω, there exists an open set U ⋐ Ω containing K for which the
following linear map is continuous
(6.7) LV (Ω;U) ∋ ξ 7→ V −ξ ∈ L1(K);
(iii) for any compact set K ⊂ Ω, there exists an open set U ⋐ Ω containing K for which the
following linear map is continuous
(6.8) LV (Ω;U) ∋ ξ 7→ V ξ ∈ L1(K).
Proof. (i) ⇐⇒ (ii): Let V be strongly balanced in Ω and a compact K be given. Corre-
sponding to K choose an open set U1 from definition 6.11. Following a similar argument
using (5.1) as in lemma 5.2 (iii) there exists an open set U ⋐ Ω containing K such that (6.7)
is continuous. Converse is similar.
(i) ⇐⇒ (iii): Follows from the equivalence (i) and (ii).
Proposition 6.14. Let V ∈ L1loc(Ω) be a strongly balanced potential in Ω. Then,
(i) for any compact K ⊂ Ω we may find an open set U ⋐ Ω containing K such that
V JU (u) ∈ L1(K) ∀u ∈ BV (Ω;U),
(ii) for K,U as in (i), it holds
ξn → u in BV (Ω;U) =⇒ V ξn → V JU (u) in L1(K).
Proof. (i) Given compact K choose open set U as in (i) above. Let u ∈ BV (Ω;U). Choose
a sequence {ξn} ⊂ LV (Ω;U) converging to u. Then, it follows from (6.7) that {V ±ξn} is
Cauchy in L1(K) and hence converges there. Noting that ξn → JU (u) in L1(U) and hence
pointwise a.e. in U for a subsequence, we get that V ±JU (u) ∈ L1(K).
(ii) From (i) above, we obtain that {V ξn} is Cauchy in L1(K). Noting that (up to a subse-
quence) ξn → JU (u) pointwise a.e. in K, the result follows.
Finally, we can justify our terminology :
Corollary 6.15. V ∈ L1loc(Ω) is a strongly balanced potential in Ω iff it is balanced in Ω and
the map
VB,U : BV (Ω;U)→ L1(B)
is continuous in the norm.
Proof. Follows from both statements proposition 6.14 (i) and (ii) along with a simple covering
argument.
Remark 6.16. Let V ∈ L1loc(Ω) such that QV  0 in Ω. Then, the proofs given in proposition
above shows that (6.6) holds
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(i) for any pair (K,U) iff the linear maps
(6.9) LV (Ω;U) ∋ ξ 7→ V ±ξ ∈ L1loc(Ω)
are continuous for any U .
(ii) for any pair (K,U) such that K ⊂ U iff the linear maps
(6.10) LV (Ω;U) ∋ ξ 7→ V ±ξ ∈ L1loc(U).
are continuous for any U .
Next result provides an abstract result for ensuring strong balancedness.
Proposition 6.17. Let V ∈ L1loc(Ω) be such that QV  0 in Ω. Suppose for any ball B ⋐ Ω
there exists an open set U ⋐ Ω containing B and a reflexive space (ZB , ‖ · ‖B) consisting of
L1(B) functions closed under the | · | operation such that
(i)
∥∥|z|∥∥
B
≤ ‖z‖B for all z ∈ ZB,
(ii) LV (Ω;U) →֒ ZB →֒ L1(B),
(iii) V z ∈ L1(B) for all z ∈ ZB.
Then V is strongly balanced in Ω.
The above proposition uses the following basic result, whose proof is recalled in the appendix.
Lemma 6.18. Let K ⊂ RN be a compact set (with positive measure) and (Z, ‖ · ‖) a reflexive
space consisting of L1(K) functions closed under the | · | operation such that
Z →֒ L1(K) and ∥∥|z|∥∥ ≤ ‖z‖ ∀z ∈ Z.
Then given any sequence {zn} ⊂ Z converging to some z ∈ Z, we may find a subsequence
{znk} and z∗ ∈ Z such that
|znk | ≤ z∗ in K ∀k, and znk converges pointwise to z.
Proof of Proposition 6.17: Take any ball B ⋐ Ω along with the corresponding U and a
sequence ξn → 0 in LV (Ω;U). It follows that ξn → 0 in ZB (and hence in L1(B)). We claim
that V ξn → 0 in L1(B). Consider any subsequence {V ξnk}. From Lemma 6.18, we may find
a further subsequence {ξnkj } and a function z∗ ∈ ZB such that
|ξnkj | ≤ z
∗ in B ∀j and ξnkj converges pointwise to 0.
Since V z∗ ∈ L1(B) (by assumption), we have V ξnkj
L1(B)−−−−→ 0 (by Lebesgue dominated con-
vergence theorem) and hence the claim follows. Proposition 6.13 (iii) shows V is strongly
balanced in Ω.
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Proposition 6.19. (i) The class of strongly balanced potentials form a convex set in L1loc(Ω).
(ii) Let V ∈ L1loc(Ω) be a strongly balanced potential in Ω and W ∈ L1loc(Ω) be nonnegative.
Then V +W is strongly balanced in Ω.
Proof. (i) Let V1, V2 be strongly balanced potentials in Ω. Fix a compact set K ⊂ Ω and
choose c1, c2 and U1, U2 corresponding to V1, V2 from definition 6.11. Let c := min{c1, c2} and
U := U1 ∪ U2. Using the convexity of the map x 7→ x+ and the concavity of the square root
function, we get for t ∈ (0, 1),
c
∫
K
(tV1 + (1− t)V2)+|ξ| ≤ c1t
∫
K
V +1 |ξ|+ c2(1− t)
∫
K
V +2 |ξ|
≤ t
√
QV1(ξ) + (1− t)
√
QV2(ξ) +
∫
U
|ξ|
≤
√
QtV1+(1−t)V2(ξ) +
∫
U
|ξ|.
(ii) Fix a compact K ⊂ Ω and choose c, U corresponding to K from definition 6.11. Using
the convexity of the map x 7→ x+ again,
c
2
∫
K
(V +W )+|ξ| ≤ 1
2
√
QV (ξ) +
1
2
∫
U
|ξ|+ c∗K
(∫
Ω
W |ξ|2
) 1
2
≤ cK
(√
QV (ξ) +
√
QV+W (ξ)
)
+
1
2
∫
U
|ξ|
≤ 2cK
√
QV+W (ξ) +
1
2
∫
U
|ξ|.
6.4 Balanced condition for L1-subcritical operators
In this subsection we show that for L1-subcritical operators the balanced condition in defini-
tion 6.3 can be simplified and that the concepts of balanced and strongly balanced potentials
coincide. We first restate some of the previous results for an L1-subcritical operator. Recall
that for these operators the space LV (Ω;U) is equivalent to LV (Ω) for any open set U ⋐ Ω.
Proposition 6.20. Let V ∈ L1loc(Ω) be such that LV (Ω) →֒ L1loc(Ω) (i.e. −∆ + V is an
L1-subcritical operator in Ω). Then,
(i) V is strongly balanced in Ω ⇐⇒ LV (Ω) →֒ L1loc(Ω, V ±dx).
(ii) Let J be as in definition 4.3, and denote by J±, the unique continuous extensions to
HV (Ω) of the two imbeddings given in (i). Then, J
±(u) = J(u) a.e. in supp(V ±).
Proof. (i) follows from proposition 6.13 (i).
(ii) Let {ξn} ⊂ W 1,∞c (Ω) be a sequence converging to u ∈ HV (Ω). Then, {ξn} converges to
J(u) in L1loc(Ω) and to J
±(u) respectively in L1loc(Ω, V
±dx) as n → ∞. The result follows
from a.e. pointwise convergence (up to a subsequence) of L1− convergent sequences.
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For L1-subcritical potentials of the form V0 := div ~f+|~f |2 we show injectivity of the associated
J0 map by connecting it to the closability of the “magnetic operator”.
Lemma 6.21. Let ~f ∈ (L2loc(Ω))N and denote V0 := div ~f + |~f |2. Assume V0 ∈ L1loc(Ω) is
such that −∆+ V0 is an L1-subcritical operator in Ω with the associated map J0.
Then J0 is injective iff the magnetic operator
(6.11) T~f (ξ) := ∇ξ −~fξ, ξ ∈ C1c (Ω)
is closable with domain (C1c (Ω), ‖ · ‖1) to (L2(Ω))N .
Proof. By a straightforward integration by parts, we get
(6.12) QV0(ξ) :=
∫
Ω
|∇ξ|2 + V0ξ2 =
∫
Ω
|∇ξ −~fξ|2 ∀ξ ∈ C1c (Ω).
Let T~f be closable. Take {ξn} ⊂ C1c (Ω) such that {ξn} is a Cauchy sequence in HV (Ω)
and ξn → 0 in L1loc(Ω). Then, it follows from (6.12) that {T~f (ξn)} is a Cauchy sequence in
(L2(Ω))N and hence converges to 0 by the closability property. From (6.12) again, ξn → 0 in
HV0(Ω) and hence J0 is injective.
For the converse, let {ξn} ⊂ C1c (Ω) be such that
ξn → 0 in L1loc(Ω) and T~f (ξn)→ ~g in (L2(Ω))N .
Then from (6.12) we get {ξn} is a Cauchy sequence in HV0(Ω) and hence by injectivity of J0,
ξn → 0 in HV0(Ω). By (6.12) again, we get ~g = 0.
Lemma 6.22. T~f is a closable operator from L
1
loc(Ω) to (L
1(Ω))N for any ~f ∈ (L1loc(Ω))N .
Proof. Let {ξn} ⊂ C1c (Ω) be such that
(6.13) ξn → 0 in L1loc(Ω) and T~f (ξn) := ~gn → ~g in (L1(Ω))N .
Let us denote ~f = (f1, · · · , fN ), ~g = (g1, · · · , gN ) and ~gn = (gn1 , · · · , gnN ). Fix a cube E :=
ΠNi=1(ai, bi) and choose any ϕ ∈ C1c (E). Consider the modified sequence {ξ˜n := ϕξn}. Then,
from (6.13),
(6.14) ξ˜n → 0 in L1loc(Ω) and T~f (ξ˜n) = ϕT~f (ξn) +∇ϕξn := ~˜gn → ϕ~g in (L1(Ω))N .
We note that fi is locally integrable on a.e. line parallel to the i-th co-ordinate axis. We can
hence define for a.e. (x1, · · · , xi−1, xi+1, · · · , xN ) ∈ Πj 6=i(aj , bj),
Fi(x) := −
∫ xi
ai
fi(x1, · · · , xi−1, s, xi+1, · · · , xN ) ds.
We note that Fi is absolutely continuous on [ai, bi] for a.e. (x1, · · · , xi−1, xi+1, · · · , xN ) ∈
Πj 6=i(aj , bj). Denoting ~˜gn = (g˜
n
1 , · · · , g˜nN ), we can then write (6.14) as
(6.15) ∂i(ξ˜ne
Fi) = g˜ni e
Fi a.e. in (ai, bi) for i = 1, · · · , N.
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In the above equation ∂i stands for pointwise i-th partial derivative. For any i we note that
(x1, · · · , xi−1, ai, xi+1, · · · , xN ) 6∈ supp(ϕ). For any x ∈ E, integrating along i-th coordinate
direction in (6.15),
(eFi ξ˜n)(x) = (e
Fi ξ˜n)(x)− (eFi ξ˜n)(x1, · · · , xi−1, ai, xi+1, · · · , xN )
=
∫ xi
ai
(g˜ni e
Fi)(x1, · · · , xi−1, s, xi+1, · · · , xN ) ds.(6.16)
Since ξ˜n → 0 and g˜ni → gi in L1loc(Ω), we obtain for a.e. (x1, · · · , xi−1, xi+1, · · · , xN ) ∈
Πj 6=i(aj , bj) :
ξ˜n → 0 and g˜ni → ϕgi in L1((ai, bi)).
Taking subsequential limit in (6.16), for a.e. (x1, · · · , xi−1, xi+1, · · · , xN ) ∈ Πj 6=i(aj , bj) and
a.e. xi ∈ (ai, bi) we get,∫ xi
ai
(ϕgie
Fi)(x1, · · · , xi−1, s, xi+1, · · · , xN )ds = 0, i = 1, 2, · · · , N.
Hence ϕ~g ≡ 0 in E.
Corollary 6.23. Let ~f ∈ (L2loc(Ω))N and assume V0 := div ~f + |~f |2 ∈ L1loc(Ω) is such that
−∆+ V0 is an L1-subcritical operator in Ω. Then the associated map J0 is injective.
Proof. Follows from lemmas 6.21 and 6.22.
Finally, we characterise balanced potentials in the L1-subcritical operator context.
Lemma 6.24. Let V ∈ L1loc(Ω) be such that −∆+V is an L1-subcritical operator in Ω. Then
the following are equivalent:
(i) V is balanced in Ω,
(ii) J is injective and V J(u) ∈ L1loc(Ω) for any u ∈ HV (Ω),
(iii) V is strongly balanced in Ω.
Proof. (i) =⇒ (ii): follows from definition 6.3. and corollary 6.8.
(ii) =⇒ (iii): Let Z := J(HV (Ω)) ⊂ L1loc(Ω) with the norm
‖z‖ := ‖u‖V,Ω where z = J(u), u ∈ HV (Ω).
Therefore, Z and HV (Ω) are isometric. Given any z = J(u), we write u = u+ − u− as in
lemma 5.3. Then, again as in that lemma,
J(u±) = (J(u))
±.
Therefore, |z| = J(u+ + u−) ∈ Z and
‖|z|‖ := ‖u+ + u−‖V,Ω ≤ ‖u‖V,Ω := ‖z‖.
Thus, V,Z satisfy assumptions of proposition 6.17 and hence V is strongly balanced in Ω.
(iii) =⇒ (i): follows from corollary 6.15.
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Remark 6.25. If V := V0 is as in corollary 6.23, then we have that the statements (i) and
(iii) of lemma 6.24 are equivalent to the following
(ii)′ : V0J0(u) ∈ L1loc(Ω) for any u ∈ HV0(Ω).
6.5 Examples of Strongly Balanced Potentials
We now give examples of large class of strongly balanced potentials.
6.5.1 Some very general examples
Remark 6.26. Assume QV  0 in Ω.
(i) If either V − ∈ L∞loc(Ω), or V + ∈ L∞loc(Ω), then V is strongly balanced in Ω. This follows
from proposition 6.13.
(ii) Let V + ∈ Lqloc(Ω) for some q > 1. If LV (Ω) →֒ Lq
′
loc(Ω) (where q
′ = qq−1), then V is
strongly balanced in Ω.
Lemma 6.27. Let V ∈ L1loc(Ω) be such that QV  0 in Ω.
(i) Vǫ := (1 + ǫ)V
+ − V − is a strongly balanced potential for any ǫ > 0.
(ii) V˜ǫ := V
+ − (1− ǫ)V − is a strongly balanced potential for any ǫ > 0.
(iii) Define Vn := min{V, n}. Then V is strongly balanced in Ω if QVn  0 in Ω for some n.
Proof. (i) Clearly QVǫ  0 in Ω. Now, for any compact set K ⊂ Ω and ξ ∈W 1,∞c (Ω),
1
1 + ǫ
∫
K
V +ǫ |ξ| =
∫
K
V +|ξ| ≤ cK
(∫
K
V +|ξ|2
) 1
2 ≤ cK√
ǫ
(∫
K
ǫV +|ξ|2
) 1
2 ≤ cK√
ǫ
√
QVǫ(ξ).
(ii) We note that
ǫ
∫
Ω
V −|ξ|2 ≤ QV˜ǫ(ξ), ∀ξ ∈W 1,∞c (Ω).
We may assume ǫ < 1 as otherwise the result is obvious by remark 6.26(i). As above,
1
1− ǫ
∫
K
V˜ −ǫ |ξ| =
∫
K
V −|ξ| ≤ cK√
ǫ
( ∫
K
ǫV −|ξ|2
) 1
2 ≤ cK√
ǫ
√
QV˜ǫ(ξ).
That V˜ǫ is strongly balanced in Ω follows from proposition 6.13.
(iii) Noting that Vn is a strongly balanced potential (since it is bounded above), the result
follows from the identity
V = min{V, n}+ (V − n)χ{V≥n}
and proposition 6.19(ii).
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6.5.2 Balanced potentials whose positive and negative singularities are separated
We now define a class of potentials whose positive and negative singularities are separated.
Definition 6.28. Let V(Ω) denote the class of functions V ∈ L1loc(Ω) for which we can find
a cover of Ω by open sets {Uj} , Uj ⋐ Ω, such that either V + is bounded on Uj or else there
exists an open set Oj satisfying Uj ⋐ Oj ⋐ Ω and V
− is bounded on Oj .
Proposition 6.29. Let V ∈ V(Ω).
(i) If h1, h2 ∈ L∞loc(Ω) and h1 nonnegative, then h1V + h2 ∈ V(Ω).
(ii) tV + − sV − ∈ V(Ω) for all t, s > 0.
Proof. We take the cover {Uj} for V . The same cover works for h1V + h2 and tV + − sV −,
t, s > 0.
Example 6.30. (i) If V + or V − ∈ L∞loc(Ω), then clearly V ∈ V(Ω) (we simply take {Uj}
to be any countable collection of open balls covering Ω).
(ii) If there exists a compact set K and an open set O ⋐ Ω such that
K ⊂ O, sup
Ω\K
V < +∞ and inf
O
V > −∞,
then V ∈ V(Ω). In this case we take any open set U such that K ⊂ U ⋐ O to be a
member of the open cover and note that V is bounded from above outside K.
(iii) Let S := {xi} be a discrete set of points in Ω contained in an open set U ⊂ RN such that
U ⊂ Ω. Associated to each xi we choose αi ∈ (−N, 0) and ai ≥ 0 such that
∑
i ai <∞.
Then, any V ∈ L1loc(Ω) such that
0 ≤ V ≤
∑
i
ai|x− xi|αi a.e. in U and V ≤ 0 a.e. in Ω \ U
is in V(Ω). Indeed, we choose open balls Bi ⋐ U centered at the singularity xi and
excluding other singularities. Noting that V is locally bounded above outside the union
of these balls, it is easy to construct the cover {Uj} as required by the definition 6.28
by enlarging the collection {Bj}. We can easily generalise this example by replacing
the point singularities {xi} by a disjoint sequence of compact sets {Ki} containing the
positive singularities of V .
(iv) Let U and {ai} be as in (iii). Let S := {xi} be any countable set such that S ⋐ U
(S maybe even dense in a portion of U). Choose α ∈ (−N, 0). Then any V ∈ L1loc(Ω)
satisfying
0 ≤ V ≤
∑
i
ai|x− xi|α a.e. in U and V ≤ 0 a.e. in Ω \ U
will be in V(Ω) as it satisfies conditions in example (ii).
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(v) Suppose there exist x0 ∈ Ω and a sequence of open balls Bǫn(x0), ǫn > 0, contained in
Ω such that
sup
Bǫn
V = +∞ and inf
Bǫ
V = −∞ for all n.
Then V is not in V(Ω).
Proposition 6.31. Let V ∈ V(Ω) be such that QV  0 in Ω. Then V is strongly balanced in
Ω.
Proof. Let ξ ∈ W 1,∞c (Ω). Let the cover {Uj} be as given in the definition 6.28. If V + is
bounded on Uj then clearly
(6.17)
∫
Uj
V +|ξ| ≤ (sup
Uj
V +)
∫
Uj
|ξ|.
If not, we can obtain open set Oj as in definition 6.28 on which V
− is bounded. Choose
ϕ ∈ C2c (Oj), 0 ≤ ϕ ≤ 1 and ϕ ≡ 1 on Uj . Then, by (5.1),
(6.18)
∫
Uj
V +|ξ| ≤ Cj
(∫
Oj
V −|ξ|ϕ+
√
QV (ξ)
)
≤ C˜j
(∫
Oj
|ξ|+
√
QV (ξ)
)
.
From (6.17) and (6.18) we get that for any Uj ,∫
Uj
V +|ξ| ≤ Cj
(∫
Oj
|ξ|+
√
QV (ξ)
)
.
Given a compact setK ⊂ Ω we can cover K by finitely many Uj ’s and use the above inequality
to verify the inequality in (6.6) holds.
Example 6.32. Let N ≥ 3, ai ∈ Ω, αi ∈ (1, N/2) and ci ∈ R for i = 1, · · · , N . We choose
|ci| ≥ 1 if αi = 1. Define
~Γ := (c1|x− a1|−α1 , · · · , cN |x− aN |−αN ), V0 := div ~Γ+ |~Γ|2.
Using the proposition 6.31, we can check that V0 (and hence any locally integrable V ≥ V0)
is strongly balanced in Ω.
For more examples of potentials satisfying the conditions in the proposition 6.31, see corollary
11.6 and remark 11.7.
6.5.3 Balanced potentials whose energy space imbeds in H1loc
The following result shows that a large class of locally integrable functions that fall in the
framework of [16] are balanced potentials. We also remark that this result allows a balanced
potential to oscillate infinitely often near a singularity, but not in a “wild” manner; see remark
6.45 in this context. Example 6.44 (see again remark 6.45) shows that the assumption on V +
made in the following lemma is sharp.
Lemma 6.33. Let V ∈ L1loc(Ω) be such that V + ∈ L
2N
N+2
loc (Ω) when N ≥ 3 and V + ∈ Lploc(Ω)
for some p > 1 when N = 2. If QV  0 in Ω and LV (Ω) →֒ H1loc(Ω), then V is strongly
balanced in Ω. Same conclusion holds if above conditions are imposed on V − instead of V +.
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Proof. Let N ≥ 3. We estimate for any ball B ⋐ Ω and ξ ∈W 1,∞c (Ω),∫
B
V +|ξ| ≤
(∫
B
(V +)
2N
N+2
)N+2
2N
(∫
B
|ξ| 2NN−2
)N−2
2N
≤ c˜B‖ξ‖H1(B)
≤ c∗B
√
QV (ξ).
A simple covering argument shows that V is strongly balanced in Ω. A similar proof holds
for N = 1, 2. The case of V − can be shown using proposition 6.13(i).
Next, we make the following definition which plays a main role in showing the equivalence of
L1 and feeble L2 criticalities (see proposition 9.7):
Definition 6.34. We call V ∈ L1loc(Ω) a tame potential in Ω if V is balanced in Ω and
V + ∈ Lploc(Ω) for some p > N2 (N ≥ 2).
Lemma 6.35. Let V ∈ Lploc(Ω) for some p > N2 when N ≥ 2 and V ∈ L1loc(Ω) when N = 1.
If QV  0 in Ω, then V is strongly balanced (infact, tame) in Ω.
Proof. We shall use some results from [25] to show the lemma. If −∆ + V is L1-critical in
Ω, let Φ > 0 denote the ground state solution of this operator. Fix a ball B ⋐ Ω and a
ψ ∈ C∞c (B) such that
∫
Ω ψ Φ 6= 0. Consider the quadratic form
Q˜(ξ) := QV (ξ) +
∣∣∣ ∫
Ω
ψ ξ
∣∣∣2, ξ ∈W 1,∞c (Ω).
Let H˜(Ω) denote the Hilbert space obtained by completing the space L˜(Ω) := (W 1,∞c (Ω), (Q˜)
1
2 ).
It can be shown (see theorem 1.4 in [25]) that the above quadratic forms generate equivalent
norms on H˜(Ω) as such ψ ∈ C∞c (Ω) is varied. Then from proposition 3.1 in [25] we obtain
that if −∆ + V is L1-subcritical in Ω, then LV (Ω) →֒ H1loc(Ω) and if −∆ + V is L1-critical
in Ω, then L˜(Ω) →֒ H1loc(Ω). We can proceed as in the proof of the last lemma to conclude
noting that ∣∣∣ ∫
Ω
ψ ξ
∣∣∣ ≤ cB
∫
B
|ξ|.
Remark 6.36. Since all our results beginning from section 8, except those in subsection 10.3,
are valid for any tame potential, it follows that they generalise (in view of the above lemma)
the corresponding results in Murata [19] and Pinchover-Tintaraev [25].
We provide examples of potentials for which a strengthened version of assumption (ii) of
definition 6.3 is enough to ensure that it is strongly balanced.
Proposition 6.37. Let N ≥ 3 and V0 := div ~f + |~f |2 where ~f := (f1, · · · , fN ) satisfies the
following conditions (for i = 1, · · · , N):
(i) fi ∈ L
4N
N+2
loc (Ω)
(ii) (∂ifi) w ∈ L1loc(Ω) for any w ∈ H1loc(Ω).
If V ∈ L1loc(Ω) is such that V ≥ tV0 in Ω for some t ∈ (0, 1), then V is strongly balanced in
Ω.
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Proof. From theorem 2.3, it follows that QV0  0 in Ω. Fix any t ∈ (0, 1). Then, LtV0(Ω) →֒
H1loc(Ω). We note that for any w ∈ H1loc(Ω) and any ball B ⋐ Ω,∫
B
|~f |2|w| ≤ ‖|~f |2‖
L
2N
N+2 (B)
‖w‖
L
2N
N−2 (B)
< +∞.
Therefore, from Proposition 6.17 we obtain that tV0 is strongly balanced in Ω. That V is also
strongly balanced follows from proposition 6.19 (ii).
Let ∂i and ∂
p
i stand respectively for the i-th distributional and pointwise derivatives. In what
follows we fix a generic cube E := ΠNi=1[ai, bi] ⋐ Ω. First we state the following standard
result :
Proposition 6.38. Let f ∈ L1(E). If ∂1f ∈ L1(E), then for a.e. x˜ ∈ ΠNi=2[ai, bi] the
function f(·, x˜) is absolutely continuous on [a1, b1] and ∂1f(·, x˜) = ∂p1f(·, x˜) a.e. in [a1, b1].
Corresponding statement holds for any i = 2, · · · , N .
We now provide easier to verify sufficient conditions ensuring assumption (ii) of proposition
6.37 holds.
Proposition 6.39. (i) Let fi ∈ L2loc(Ω). Suppose that for any cube E ⋐ Ω, we can write
∂ifi as
(6.19) ∂ifi = ∂ig+ − ∂ig− where g± ∈ L2(E), ∂ig± ∈ L1(E) and ∂ig± ≥ 0.
Then ∂ifi satisfies condition (ii) in proposition 6.37.
(ii) Let f1 ∈ L2loc(Ω) and ∂1f1 ∈ L1loc(Ω). Suppose that for any cube E ⋐ Ω,∫
ΠNi=2[ai,bi]
(∫ b1
a1
|∂1f1|dx1
)2
dx˜ <∞.
Then (6.19) holds for f1. A corresponding statement is true for any i = 2, · · ·N .
(iii) If fi ∈ L2loc(Ω), ∂ifi ∈ L1loc(Ω) and ∂ifi is locally bounded above (or below), then fi
satisfies condition (ii) in proposition 6.37.
Proof. (i) For convenience, we may take i = 1. For w ∈ H1loc(Ω) and any ϕ ∈ C1c (E)
nonnegative, by Tonelli’s theorem and proposition 6.38,∫
E
(∂1g±)|w|ϕ =
∫
ΠNi=2[ai,bi]
dx2 · · · dxN
∫ b1
a1
(∂1g±)|w|ϕ dx1
= −
∫
ΠNi=2[ai,bi]
dx2 · · · dxN
∫ b1
a1
g±∂1(|w|ϕ) dx1
= −
∫
E
g±∂1(|w|ϕ) < +∞.
(ii) We define
g±(x1, x˜) :=
∫ x1
a1
(∂1f1)
±(t, x˜) dt, x1 ∈ [a1, b1] for a.e. x˜ ∈ ΠNi=2[ai, bi].
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We also have g± ∈ L2(E), ∂1g± = (∂1f1)± ∈ L1(E) and hence ∂1f1 = ∂1g+ − ∂1g−.
(iii) We note that on any cube E ⋐ Ω, we have ∂i(Cxi ± fi) ≥ 0 for some constant CE > 0
and can apply Tonelli’s theorem as above.
Corollary 6.40. If f1(x) = ρ(x1)η(x2, x3, ···, xN ) for some ρ ∈W 1,1loc (R) and η ∈ L2loc(RN−1),
then f1 satisfies the assumptions of proposition 6.39 (ii) and hence (6.19) holds.
See also example 11.3 and theorem 4.1 in [16] in the context of the above two results.
Remark 6.41. From the construction of g± in proposition 6.39 (ii) it is clear that (6.19)
always holds if we relax the requirement g± ∈ L2loc(Ω) to g± ∈ L1loc(Ω).
6.5.4 Some well-known potentials are balanced
We provide some examples of strongly balanced potentials not in Lploc for some p >
N
2 and as
well as not in the class V.
Example 6.42. (i) Let N ≥ 3 and 1/SN denote the norm of the imbedding D1,20 (RN ) →֒
L
2N
N−2 (RN ). Assume V ∈ L1loc(Ω) satisfies ‖V −‖LN2 (Ω) ≤ S
2
N . Then Q−V −  0 in Ω and
hence −V − is strongly balanced in Ω by remark 6.26 (i). Thus V is strongly balanced
in Ω by proposition 6.19 (ii). Using example 6.30 (v), we can choose V +, V − such that
V is not in V(Ω).
(ii) Let V,W be as in proposition 6.19(ii). Suppose that
c˜B :=
∫
B
1
W
< +∞ for any ball B ⋐ Ω.
Then
1√
c˜B
∫
B
|ξ| ≤ 1√
c˜B
( ∫
B
1
W
) 1
2
( ∫
B
W |ξ|2
) 1
2 ≤
√
QV+W (ξ).
That is, we additionally have that −∆+ V +W is an L1− subcritical operator in Ω.
We now give some examples that involve Hardy type potentials.
Example 6.43. Let N ≥ 3 and consider the Hardy constant HN := (N−2)
2
4 .
(i) Let {xi}ki=1 ⊂ RN and choose {ai}ki=1 ⊂ R \ {0} such that
α :=
k∑
i=1
max{ai, 0} ≤ HN .
Define
V (x) := −
k∑
1
ai|x− xi|−2, x 6∈ {x1, x2, · · ·, xk}.
Then, we can write V = V0+V1 by summing all the poles with ai < 0 to get V0 and those
with ai > 0 to get V1. It can be shown that QV1  0 in RN (and LV (RN ) →֒ D1,2loc(RN )
if α < HN); see proposition 1.2 in [10]. Since V1 ≤ 0, it is strongly balanced in Ω. Thus,
by proposition 6.19(ii), V is a strongly balanced potential in RN .
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(ii) If {ai}ki=1 in the previous example are chosen so that
ai < HN and
k∑
1
ai < HN ,
then we can find atleast one configuration of poles {xi}ki=1 ⊂ RN so that QV  0 in
R
N and LV (R
N ) →֒ D1,20 (RN ) (see theorem 1.1 in [9]). We see that V ∈ V(RN ) from
example 6.30 (iii) and hence is strongly balanced in RN .
(iii) We take S := {xi} ⊂ RN to be a countable dense set and {ai} be a sequence of positive
numbers whose sum is not bigger than HN . Consider the Hardy potential with poles
on the dense set S:
V (x) := −
∑
i
ai|x− xi|−2.
Recalling that −∆ − HN |x|−2 is a non-negative operator in RN , we obtain for any
ξ ∈ C∞c (RN ),∫
RN
|∇ξ|2 ≥ 1
HN
∑
i
ai
∫
RN
|∇ξ(·+ xi)|2 ≥
∑
i
ai
∫
RN
|x|−2ξ2(·+ xi) = −
∫
RN
V ξ2.
Thus QV  0 in RN and since V ≤ 0 it is a strongly balanced (infact a tame) potential
in RN . Indeed, V 6∈ LN2 (B) for any ball B.
(iv) Consider the critical Hardy operator −∆+V , V := −HN |x|−2, on any bounded domain
U ⊂ RN , N ≥ 3. Then it is well known that the operator is L1-subcritical in U and
LV (U) 6 →֒ H10 (U). Clearly, V is tame in U .
For more examples of strongly balanced potentials see corollaries 11.5 and 11.6 in §11.2. These
examples require some further results than presented so far.
6.6 Examples of non balanced potentials
The previous discussion shows that if the negative and positive parts of the potential V do
not interact too much, then the potential is balanced. We describe below a non balanced
potential that oscillates infinitely often near its point singularity. We also point out that
these oscillations are “wild” in the sense of remark 6.45 below.
Example 6.44. Denote B := B1(0) ⊂ RN , N ≥ 3 and fix any t ∈ (0, 1). Let HN := (N−22 )2
denote the critical Hardy constant. We take any c ∈ (0,HN/4 ], α < 0 and consider the
potential
Vα(x) := −c sin2(|x|α)|x|−2, x ∈ B.
Define then the vectorfield ~Γα := (
√−Vα, 0, · · · , 0). Thanks to Hardy’s inequality we have
Q−4|~Γα|2 = Q4Vα  0 in B.
By setting σα := div ~Γα, an explicit computation gives,
σα(x) =
√
c x1
(
α|x|α−3 cos(|x|α)− sin(|x|α)|x|−3
)
,
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We choose α > 2−N and check that σα ∈ L1(B). Now, by theorem 4.1 (iii) in [16],∣∣∣ ∫
B
σαξ
2
∣∣∣ ≤ ∫
B
|∇ξ|2 ∀ ξ ∈W 1,∞c (B).
In particular, σα ∈ H−1loc (B). It is easy to see from the above inequality that we can identify
Htσα(B) with H
1
0 (B). If we choose β ∈ (2−N2 , 0), then
wβ(x) := |x|β − 1 ∈ H10 (B).
A straightforward consideration involving radial-angular coordinates shows that
(6.20) σαwβ 6∈ L1(Bǫ(0)) for any ǫ ∈ (0, 1] if α+ β ≤ 2−N.
Therefore, for any α ∈ (2−N, 2−N2 ) we may find β ∈ (2−N2 , 0) such that (6.20) holds. Hence
tσα is not balanced in B for any α ∈ (2−N, 2−N2 ).
Remark 6.45. We note that σ+α 6∈ L
2N
N+2
loc (B) if α ≤ 2−N2 and hence for such α the potential
tσα for t ∈ (0, 1) does not satisfy the assumptions of lemma 6.33. Conversely, if α > 2−N2 ,
then σα ∈ L
2N
N+2 (B) and lemma 6.33 ensures that tσα is balanced in B for t ∈ (0, 1). Thus,
balanced potentials are allowed to oscillate infinitely often near a singularity as long as these
oscillations are not “wild”.
7 AAP principle in the space of Distributions for general non-
negative operators
In theorems 7.2 and 7.7 below, we will show that given a non-negative quadratic form QV in
Ω with V ∈ Lploc(Ω) for some p > N2 (N ≥ 2), the set CV (Ω) is non-empty and the converse
for any V ∈ L1loc(Ω).
7.1 CV (Ω) 6= ∅ implies QV  0 in Ω
We recall the following well-known result (whose proof is given in the appendix 12.2):
Proposition 7.1. Let Ω∗ be a bounded open set, W ∈ L1loc(Ω∗),W ≥ 0, f ∈ L∞(Ω∗), f ≥ 0.
If u ∈ H10 (Ω∗) is a non-negative nonzero weak solution of −∆u+Wu = f in Ω∗, then∫
Ω∗
|∇ξ|2 dx+
∫
Ω∗
Wξ2 ≥
∫
Ω∗
(
f
u
)
ξ2, ∀ξ ∈ C∞c (Ω∗).
In particular, f/u ∈ L1loc(Ω∗).
We extend the above result to the distributional framework for any V ∈ L1loc(Ω).
Theorem 7.2. Let V ∈ L1loc(Ω) and Φ ∈ CV (Ω) (i.e., Φ 6≡ 0, Φ ≥ 0 satisfies −∆Φ+ V Φ ≥ h
in D′(Ω) for some non-negative h ∈ L1loc(Ω)). Then,
(7.1) QV (ξ) ≥
∫
Ω
(
h
Φ
)
ξ2 dx, ∀ξ ∈W 1,∞c (Ω).
In particular, h/Φ ∈ L1loc(Ω).
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Proof. From theorem 2.12 we obtain that Φ > 0 a.e. in Ω. Now if both h ≡ 0 and V − ≡ 0,
then the result follows immediately. Therefore, we may assume h + V −Φ 6≡ 0 in Ω. Define
the truncation function
Tk(s) :=


k if s > k,
s if 0 < s ≤ k
0 if s ≤ 0.
For each k ∈ N define
Hk := Tk(h+ V
−Φ) ∈ L∞(Ω).
Note that
0 ≤ Hk ≤ Hk+1 ≤ · · · ≤ h+ V −Φ ∈ L1loc(Ω).
Fix a ξ ∈ W 1,∞c (Ω) and choose an open bounded set Ω∗ ⋐ Ω with smooth boundary which
contains the support of ξ as well as so that h + V −Φ 6≡ 0 in Ω∗. In particular, we have that
Hk 6≡ 0 in Ω∗ for all large k.
Consider then the unique nonnegative (distributional) solution wk of the Dirichlet problem
(7.2) −∆wk + V +wk = Hk, wk ∈ H10 (Ω∗),
whose existence is ensured by corollary 2.6. It is also the case that wk > 0 a.e. in Ω∗ for all
large k since we have Hk 6≡ 0 in Ω∗ for all large k.
Claim: wk ≤ Φ a.e. in Ω∗.
Proof of claim: Let Ω∗∗ be a bounded open subset of Ω with Ω∗ ⋐ Ω∗∗ ⋐ Ω. Since V Φ ∈
L1loc(Ω), by proposition 2.10, we get Φ ∈ W 1,1loc (Ω). We use the following version of Kato’s
inequality (see proof of proposition B.5 in [5]):
Kato: Let u, f ∈ L1(Ω∗) solve −∆u ≤ f in D′(Ω∗). Then, −∆(u+) ≤ χ{u≥0}f in D′(Ω∗).
We note that
−∆(wk − Φ) ≤ −V +(wk − Φ) in D′(Ω∗).
Therefore, by the above Kato’s inequality,
−∆(wk −Φ)+ ≤ −χ{wk−Φ≥0}V +(wk − Φ) ≤ 0 in D′(Ω∗).
Further, since Φ ≥ 0 and Φ ∈ W 1,1loc (Ω), we get that (wk − Φ)+ = 0 on ∂Ω∗. From lemma
2.11, we get (wk − Φ)+ ≤ 0 a.e. This proves the claim.
By similar arguments as in the claim above, but applied to wk − wk+1, we conclude that
0 ≤ wk ≤ wk+1 in Ω∗.
Let wk → w∞ a.e. Note that 0 ≤ w∞ ≤ Φ and w∞ 6≡ 0. By dominated convergence theorem,
wk → w∞ in L1loc(Ω∗) and hence w∞ is a distributional solution of −∆w∞+V +w∞ = h+V −Φ
in Ω∗. From theorem 2.12 we conclude that w∞ > 0 a.e. in Ω∗.
From (7.2) and proposition 7.1 we conclude that for all large k,
(7.3)
∫
Ω∗
|∇ξ|2 dx+
∫
Ω∗
V +ξ2 ≥
∫
Ω∗
(
Hk
wk
)
ξ2.
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Noting that pointwise we have
0 ≤ Hk
wk
=
Tk(h+ V
−Φ)
wk
→ h+ V
−Φ
w∞
a.e. in Ω∗,
and applying Fatou Lemma, we conclude
lim inf
k→∞
∫
Ω∗
(
Hk
wk
)
ξ2 ≥
∫
Ω∗
(
h+ V −Φ
w∞
)
ξ2.
Finally, since w∞ ≤ Φ, from (7.3) and the above inequality we obtain,∫
Ω∗
|∇ξ|2 +
∫
Ω∗
V ξ2 ≥
∫
Ω∗
|∇ξ|2 +
∫
Ω∗
V +ξ2 −
∫
Ω∗
V −
(
Φ
w∞
)
ξ2 ≥
∫
Ω∗
(
h
Φ
)
ξ2.
Since ξ was any test function with support in Ω, the theorem follows.
Remark 7.3. If in the above theorem
inf
B
h
Φ
> 0 for any B ⋐ Ω
then in fact we obtain that LV (Ω) →֒ L2loc(Ω). This is a situation one encounters when V is
regular (say in Lploc(Ω) for some p >
N
2 ).
We can now state a version of the above theorem for the energy supersolution.
Proposition 7.4. Assume V ∈ L1loc(Ω), V is balanced and −∆ + V is L1−subcritical (i.e.,
LV (Ω) →֒ L1loc(Ω)). Given a non-negative non-zero function f ∈ L1loc(Ω), let u ∈ HV (Ω) be
an energy supersolution of −∆u+ V u = f . That is,
aV,Ω(u, ξ) ≥
∫
Ω
fξ, ∀ 0 ≤ ξ ∈W 1,∞c (Ω).
Then,
(7.4) QV (ξ) ≥
∫
Ω
(
f
J(u)
)
ξ2dx ∀ξ ∈W 1,∞c (Ω).
Proof. It follows from lemma 6.9 and proposition 6.7 that J(u) is a non-negative non-zero
distributional supersolution. In particular, from theorem 2.12, J(u) > 0 a.e. in Ω. The result
now follows from theorem 7.2.
7.2 V + ∈ Lploc(Ω) for some p > N2 and QV  0 in Ω imply CV (Ω) 6= ∅
From standard existence results for Green’s function (see, for instance, [32]), we have :
Proposition 7.5. Let V + ∈ Lploc(Ω) for some p > N2 (N ≥ 2) and Ω∗ ⋐ Ω be a domain with
smooth boundary. Then, there exists a Green’s function G for −∆+ V + in Ω∗ satisfying the
following properties:
(i) G : Ω∗ × Ω∗ → R, G > 0 in Ω∗, G(x, y) = G(y, x),
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(ii) G(x, y) ∼ δ(x) (the distance to the boundary function) uniformly for x near ∂Ω∗ and y
restricted to a compact subset of Ω∗ and
(iii) for a given f ∈ L∞(Ω∗), the very weak solution of the boundary value problem
(−∆+ V +)u = f in Ω∗, u = 0 on ∂Ω∗
is given by the Green’s representation formula u(x) =
∫
Ω∗
G(x, y)f(y)dy.
Remark 7.6. The existence of Green’s function, Green’s representation formula as well as
Harnack inequality can be ensured under weaker assumptions on V +, for example, member-
ship in the local Morrey spaces or the local Kato class. Consequently, the analysis done here
can be modified to handle these more general situations without changing the final results.
Theorem 7.7. Let N ≥ 2. Assume V ∈ L1loc(Ω), V + ∈ Lploc(Ω) for some p > N2 (N ≥ 2)
and QV  0 in Ω. Then there exists a non-negative Radon measure µ and an a.e. positive
function u ∈W 1,qloc (Ω) for any 1 ≤ q < NN−1 which is a distributional solution of −∆u+V u = µ
in Ω. In particular, CV (Ω) 6= ∅.
Proof. Consider an exhaustion {Ωm}∞m=1 of Ω by open bounded sets Ωm with smooth bound-
ary such that Ωm ⋐ Ωm+1 ⋐ Ω. Let V
−
n = min{V −, n}, n ∈ N. Define
(7.5) λn,m := inf
φ∈H1
0
(Ωm)\{0}
∫
Ωm
|∇φ|2 + (V + − V −n )φ2∫
Ωm
φ2
.
Using the assumption QV  0 in Ω, we obtain that λn,m ≥ 0. Since V + ∈ LN2 (Ωm), there
exists a non-negative function un,m ∈ H10 (Ωm) that achieves the above infimum. Clearly un,m
solves the following equation in the H1− weak sense:
(7.6)


−∆un,m + V +un,m = (V −n + λn,m)un,m in Ωm,
un,m ≥ 0 in Ωm;
un,m = 0 on ∂Ωm.
Again by the assumption on V +, we note that un,m is continuous in Ωm. Fix a ball B0 ⋐ Ω1.
Let xn,m ∈ B0 denote a point at which un,m achieves its minimum in B0, that is:
(7.7) un,m(xn,m) ≤ un,m(x) for all x ∈ B0.
Let Gm be the (positive) Green’s function for −∆+ V + on Ωm. We now normalise un,m as:
wn,m := un,m/ρn,m where
ρn,m :=
∫
Ωm
(V −n (y) + λn,m)un,m(y)Gm(xn,m, y)dy > 0.(7.8)
Define
(7.9) fn,m := (V
−
n + λn,m)wn,m.
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Clearly wn,m ∈ H10 (Ωm) satisfies in the H1−weak sense:
(7.10)
{ −∆wn,m + V +wn,m = fn,m in Ωm, wn,m ≥ 0 in Ωm,∫
Ωm
fn,m(y)Gm(xn,m, y)dy = 1.
From Green’s function representation,
wn,m(x) =
∫
Ωm
Gm(x, y)fn,m(y)dy.
We note from the above expression and the normalisation in (7.10) that wn,m(xn,m) = 1 for
all n,m. Clearly, from (7.7) and the above normalisation,
(7.11) 1 = wn,m(xn,m) ≤ wn,m(x) for all x ∈ B0.
Fix m0 ≥ 1. We note that Gm ≥ Gm0 on Ωm0 for all m ≥ m0 (proof similar to that of the
claim in theorem 7.2) and hence,
γ(m0) := min
x∈B0,y∈Ωm0
Gm0+1(x, y) > 0.
Therefore,
Gm(xn,m, y) ≥ γ(m0) ∀n ≥ 1,m ≥ m0 + 1, y ∈ Ωm0 .
Consequently,
(7.12) ∀n ≥ 1,m ≥ m0 + 1 : γ(m0)
∫
Ωm0
fn,m ≤
∫
Ωm0
fn,m(y)Gm(xn,m, y)dy ≤ 1.
Thus, we get that,
(7.13) ‖fn,m‖L1(Ωm0 ) ≤
1
γ(m0)
for all n ≥ 1,m ≥ m0 + 1 and m0 ≥ 1.
Consider the very weak solution ψn,m of the following problem for n ≥ 1,m ≥ m0 + 2:

−∆ψn,m + V +ψn,m = fn,m in Ωm0+2,
ψn,m ≥ 0 in Ωm0+2;
ψn,m = 0 on ∂Ωm0+2.
In what follows q will denote any number in the interval [1, NN−1). By the estimate in (2.4)
in proposition 2.9 and (7.12),
(7.14)
‖ψn,m‖W 1,q
0
(Ωm0+2)
≤ C(q,m0)‖fn,m‖L1(Ωm0+2)
≤ C(q,m0)γ(m0+2) , ∀n ≥ 1,m ≥ m0 + 3.
We note that hn,m := wn,m − ψn,m solves the following equation for all n ≥ 1,m ≥ m0 + 2 :{ −∆hn,m + V +hn,m = 0 in Ωm0+2,
hn,m ≥ 0 on ∂Ωm0+2.
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By the weak comparison principle, hn,m ≥ 0 in Ωm0+2. By using Harnack’s inequality we
obtain that
sup
Ωm0+1
hn,m ≤ C(m0) inf
Ωm0+1
hn,m ≤ C(m0) inf
B0
hn,m ≤ C(m0)hn,m(xn,m)
≤ C(m0)wn,m(xn,m) = C(m0), ∀n ≥ 1,m ≥ m0 + 2.(7.15)
Therefore, {−∆hn,m} is a bounded sequence in Lp(Ωm0+1). Therefore, by standard elliptic
regularity and (7.15) we obtain that (for different constants C(m0)),
‖hn,m‖W 2,p(Ωm0 ) ≤ C(m0)
(
‖hn,m‖Lp(Ωm0+1) + ‖V
+hn,m‖Lp(Ωm0+1)
)
≤ C(m0)
(
1 + ‖V +‖Lp(Ωm0+1)
)
‖hn,m‖L∞(Ωm0+1)
≤ C(m0)
(
1 + ‖V +‖Lp(Ωm0+1)
)
∀n ≥ 1,m ≥ m0 + 2.(7.16)
From the above estimates (7.14) and (7.16) we obtain
‖wn,m‖W 1,q(Ωm0 ) ≤ C(q,m0), ∀n ≥ 1,m ≥ m0 + 3.
In what follows, we fix r to be the Ho¨lder conjugate of p, and we note that r ∈ [1, NN−2). The
last inequality together with Sobolev imbedding means that
(7.17)
{
wn,m : n ≥ 1,m ≥ m0 + 3
}
is relatively compact in Lr(Ωm0), ∀m0 ≥ 1.
Consider the diagonal sequence {wn,n} which we will denote by {vn}. By (7.17), there exists a
subsequence of {vn}, which we will denote by {vnj(1)} and a non-negative function u1 ∈ Lr(Ω1)
such that
vnj(1) → u1 in Lr(Ω1) as j →∞.
Considering now the sequence {vnj(1)} and again applying (7.17) to it, we obtain a subse-
quence of {vnj(1)}, which we will denote by {vnj(2)}, and a non-negative function u2 ∈ Lr(Ω2)
such that
vnj(2) → u2 in Lr(Ω2) as j →∞.
It is easy to see that u1 ≡ u2 in Ω1. Proceeding inductively, we obtain subsequences {vnj(m)}
and non-negative functions um ∈ Lr(Ωm) such that
(7.18)


{vnj(m+1)}j ⊂ {vnj(m)}j for all m;
vnj(m) → um in Lr(Ωm) as j →∞, for each m ∈ N;
um ≡ um+1 in Ωm.
Define
(7.19) u ∈ Lrloc(Ω) as: u ≡ um on Ωm,m = 1, 2, 3, · · ·.
We note that each vnj(m) solves :
(7.20)
∫
Ω
vnj(m)(−∆ξ + V +ξ) =
∫
Ω
(V −nj(m) + λnj(m),nj (m))vnj(m)ξ, ∀ξ ∈ C
∞
c (Ωm).
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Take any ξ ∈ C∞c (Ω), ξ ≥ 0. Choose m such that support of ξ is contained in Ωm. Letting
j →∞ in the above equation with such a ξ, using (7.18)-(7.19), the assumption V + ∈ Lploc(Ω)
and Fatou’s lemma on the right hand side, we get,∫
Ω
u(−∆ξ + V +ξ) ≥
∫
Ω
V −uξ.
Since ξ ≥ 0 was arbitrary, we obtain that −∆u+V u ≥ 0 in the sense of distributions. Define
the non-negative Radon measure µ := −∆u + V u. Then, we get that u is a distribution
solution of −∆u+ V u = µ in Ω. From (7.19) and (7.11) we get that u is non-negative in Ω
and infB0 u ≥ 1. Appealing to theorem 2.12 we obtain that u > 0 a.e. in Ω. That u ∈W 1,qloc (Ω)
for q ∈ [1, NN−1) follows from proposition 2.10.
Theorem 7.8 (AAP Principle in D′(Ω)). Assume V ∈ L1loc(Ω).
(i) If CV (Ω) 6= ∅ then QV  0 in Ω.
(ii) Conversely, if N ≥ 2, V + ∈ Lploc(Ω) for some p > N2 and QV  0 in Ω, then CV (Ω) 6= ∅.
(iii) When N = 1, we have QV  0 in Ω iff CV (Ω) 6= ∅.
Proof. The case N ≥ 2 follows from theorems 7.2 and 7.7. When N = 1 we refer to theorem
3.1 in [12].
8 AAP principle for L1-subcritical operators with balanced
potential
Our assumptions on V are rather weak and may prevent the existence of a Green’s function
for the operator −∆ + V in Ω. Nevertheless, if the operator is L1-subcritical, within the
energy space HV (Ω) it continues to retain the unique solvability and monotonicity properties
that are usually implied by the existence of a nonnegative Green’s function.
Lemma 8.1. Let V ∈ L1loc(Ω) and QV  0 in Ω. Then, −∆ + V is L1-subcritical in Ω if
and only if there exists a (unique) energy solution (see definition 3.7) u ∈ HV (Ω) solving
−∆u+ V u = f for any f ∈ L∞c (Ω). Indeed, if f is nonnegative, then so is J(u).
Proof. Let −∆ + V be L1-subcritical, i.e., LV (Ω) →֒ L1loc(Ω). Take any f ∈ L∞c (Ω). Define
the continuous linear map
Φf : L
1
loc(Ω)→ R by Φf (h) :=
∫
Ω
fh.
Then Φf is continuous on LV (Ω), and can therefore be uniquely extended to a continuous
linear map on HV (Ω). Using Riesz representation theorem, we can find a unique u ∈ HV (Ω)
satisfying
(8.1) aV,Ω(u, h) = Φf (h), ∀h ∈W 1,∞c (Ω).
Conversely, assume that the operator equation is solvable in HV (Ω) (in the energy sense) for
each given f ∈ L∞c (Ω). By density of W 1,∞c (Ω) in HV (Ω) such a solution is unique. Suppose
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that LV (Ω) 6 →֒ L1loc(Ω). Then, we may find a ball B ⋐ Ω and a sequence {ξn} ⊂W 1,∞c (Ω) such
that ξn → 0 in HV (Ω), but infn
∫
B |ξn| > 0. By considering |ξn| in place of ξn and noting that
QV (ξn) = QV (|ξn|), we may assume without loss of generality that ξn ≥ 0. Let u ∈ HV (Ω) be
the energy solution of −∆u+ V u = χB . It then follows that
∫
B ξn = aV,Ω(u, ξn)→ 0 as n→
∞. This gives a contradiction, thereby showing the imbedding LV (Ω) →֒ L1loc(Ω).
The assertion that J(u) ≥ 0 whenever f ≥ 0 follows from lemma 6.9.
The following corollary shows that L1−subcritical operators with balanced potentials possess
a hidden nonnegative Green’s function.
Corollary 8.2. Let V ∈ L1loc(Ω) be such that QV  0 in Ω. Then,
(i) If V is balanced in Ω and −∆ + V is L1-subcritical in Ω, then given any f ∈ L∞c (Ω),
there exists a unique distributional solution u∗ ∈ L1loc(Ω) obtained as u∗ = J(u) for
some u ∈ HV (Ω), solving −∆u∗ + V u∗ = f . Indeed, if f is nonnegative, then so is the
corresponding solution u∗.
(ii) Conversely, if for any compact subset K of Ω with positive measure, the problem −∆u+
V u = χK admits a nonnegative distributional solution u, then −∆+V is L1-subcritical
in Ω.
Proof. (i) Follows from the above lemma and proposition 6.7.
(ii) We take any such compact K and the coresponding solution u. From theorem 2.12 we
have u > 0 a.e. in Ω and from theorem 7.2 we obtain that QV  w := χK/u in Ω. Therefore,
(∫
K
1/w
) 1
2
√
QV (ξ) ≥
( ∫
K
1/w
) 1
2
(∫
K
w|ξ|2
) 1
2 ≥
∫
K
|ξ|, ∀ξ ∈W 1,∞c (Ω).
Remark 8.3. From the above results, it is clear that if V is balanced and −∆ + V is
L1−subcritical in Ω, there exists no nonzero u ∈ HV (Ω) such that u∗ = J(u) solves in
the distributional sense −∆u∗ + V u∗ = 0 in Ω. In other words, in this situation, the only
distributional solution u∗ ∈ J(HV (Ω)) to −∆u+ V u = 0 in Ω is the trivial solution.
Corollary 8.4. Let V ∈ L1loc(Ω) and QV  0 in Ω. Suppose for some ǫ0 chosen to be positive
if −∆ + V is L1-critical in Ω and zero otherwise, there exists f0 ∈ L∞c (Ω) such that the
problem −∆u+ (V + ǫ0)u = f0 has no distribution solution in Ω. Then V is not a balanced
potential in Ω.
Proof. Suppose V is balanced in Ω. Then by proposition 6.6(ii), V + ǫ0 is balanced in Ω. We
note that the operator −∆+V + ǫ0 is L1-subcritical in Ω and apply corollary 8.2 to conclude
that for any f ∈ L∞c (Ω) we obtain a distributional solution of −∆u+(V + ǫ0)u = f in Ω.
Corollary 8.5. Let V ∈ L1loc(Ω) and QV  0 in Ω. Suppose for some ǫ0 chosen to be positive
if −∆+ V is L1-critical in Ω and zero otherwise, we have CV+ǫ0(Ω) = ∅ (see definition 1.3).
Then, V is not balanced in Ω.
41
Proof. Follows by the contrapositive argument as above and noting that if f ∈ L∞c (Ω), f 6≡ 0
is chosen nonnegative, the corresponding distributional solution will be positive a.e. in Ω
from corollary 8.2 and theorem 2.12.
But, we can show that the above results imply the existence of a positive distributional
solution to the equation −∆u+ V u = 0 on any “strict” sub-domain of Ω.
Proposition 8.6. Assume V ∈ L1loc(Ω), V is balanced in Ω and −∆+V is L1−subcritical in
Ω. Then, given any compact set K ⋐ Ω with positive measure, there exists an a.e. positive
distribution solution u satisfying (−∆+ V )u = 0 in Ω \K .
Proof. Since −∆ + V is L1-subcritical, by corollary 8.2 we can solve (−∆ + V )u = χK in
D′(Ω) with u ≥ 0. From proposition 2.10 we can find a quasicontinuous representative of u,
which solves the same PDE as u in the distributional sense, and from theorem 2.12, we get
u > 0 a.e. in Ω.
Corollary 8.7. Assume V ∈ L1loc(Ω), V is balanced in Ω and −∆ + V is L1−subcritical in
Ω. Then, CV (Ω) contains an infinite set of linearly independent functions.
Proposition 8.8. Assume that V ∈ L1loc(Ω) is a balanced potential and −∆ + V is L1−
subcritical in Ω. Suppose additionally that for some compact submanifold Σ contained in Ω,
the restriction map
LV (Ω)→ L1(Σ), ξ 7→ ξ|Σ
is continuous. Then there exists an a.e. positive distributional solution u ∈ L1loc(Ω) solving
−∆u+ V u = 0 in Ω \ Σ.
Proof. By Riesz representation argument, for any h ∈ L∞(Σ), h ≥ 0, h 6≡ 0, we obtain an
Energy solution u∗ ∈ HV (Ω) such that
aV (u∗, ξ) =
∫
Σ
hξdν, ∀ξ ∈W 1,∞c (Ω).
For simplicity we let h ≡ 1 on Σ. We can then proceed as in proposition 6.7 to show that
u := J(u∗) is a nonnegative distribution solution of −∆u + V u = ν in Ω. Therefore, u 6≡ 0
and −∆u+ V u = 0 in Ω \Σ.
Remark 8.9. The main point of the above results is that Harnack inequality may fail for
the operator −∆+ V . It seems natural to push the arguments in proposition 8.6 further by
taking a sequence {Kn} of compact sets approaching the boundary (or point at infinity) of Ω
and show that the corresponding sequence of solutions {un} converges (up to a subsequence)
locally to an a.e. positive function u solving (−∆ + V )u = 0 in the distributional sense in
the full domain Ω. Such an argument seems to require Harnack-type inequality for its success
(see [2], and [26] for further generalisations).
This motivates the following
Open problem : Assume V ∈ L1loc(Ω), V is balanced and −∆ + V is L1−subcritical in Ω.
Does 0 ∈MV (Ω) ?
Corollary 8.10. Assume V ∈ L1loc(Ω), V is balanced and −∆ + V is L1−subcritical in Ω.
Then, there exists an open dense subset U of Ω and an a.e. positive distribution solution u
satisfying (−∆+ V )u = 0 in U .
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Proof. Take a compact K ⊂ Ω to be any “Cantor-like” set with positive measure and empty
interior. Then U := Ω\K is an open dense subset of Ω and then we apply proposition 8.6.
Proposition 8.11 (AAP Principle in HV (Ω) for L
1−subcritical operator). Let V ∈ L1loc(Ω)
be such that QV  0 in Ω. Then −∆ + V is L1-subcritical in Ω iff there exists u ∈ HV (Ω)
and f ∈ L1loc(Ω) with infB f > 0 for any ball B ⋐ Ω such that −∆u+ V u = f in the energy
sense in Ω.
Proof. Let −∆+ V be L1-subcritical. Consider an exhaustion {Ωn} of Ω by open sets such
that
Ωn ⋐ Ω, Ωn ⊂ Ωn+1.
Set K1 := Ω1 and Kn+1 := Ωn+1 \Ωn (for n ≥ 1). Note that given a compact set K ⊂ Ω,
(8.2) {n ∈ N : K ∩Kn 6= ∅} is a finite set.
By lemma 8.1, there exists un ∈ HV (Ω), un 6= 0 such that
aV,Ω(un, ξ) =
∫
Ω
χKnξ, ∀ξ ∈W 1,∞c (Ω).
Setting
ρn :=
n∑
j=1
1
j2
uj
‖uj‖V,Ω , fn :=
n∑
j=1
1
j2
χKj
‖uj‖V,Ω ,
we have also
aV,Ω(ρn, ξ) =
∫
Ω
fnξ, ∀ξ ∈W 1,∞c (Ω).
We easily see that
ρn → u :=
∞∑
j=1
1
j2
uj
‖uj‖V,Ω in HV (Ω).
Concerning the sequence {fn}, from the observation (8.2) we see that
n∑
j=1
1
j2
χKj
‖uj‖V → f :=
∞∑
j=1
1
j2
χKj
‖uj‖V in L
1
loc(Ω).
Note that infB f > 0 for any ball B ⋐ Ω. Therefore, for each ξ ∈ W 1,∞c (Ω) we have
aV,Ω(ρn, ξ)→ aV,Ω(u, ξ) and
∫
Ω fnξ →
∫
Ω fξ. Hence, we get in the limit:
aV,Ω(u, ξ) =
∫
Ω
fξ ∀ξ ∈W 1,∞c (Ω).
Conversely, let u ∈ HV (Ω) be an energy solution of (−∆+V )u = f for some f ∈ L1loc(Ω) with
infB f > 0 for any ball B ⋐ Ω . Suppose that LV (Ω) 6 →֒ L1loc(Ω). Then, we may find a ball
B ⋐ Ω and a sequence {ξn} ⊂W 1,∞c (Ω) such that ξn → 0 in HV (Ω), but infn
∫
B |ξn| > 0. By
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considering |ξn| in place of ξn and noting that QV (ξn) = QV (|ξn|), we may assume without
loss of generality that ξn ≥ 0. It then follows that
inf
n
∫
Ω
fξn ≥ (inf
B
f) inf
n
∫
B
ξn > 0 and aV,Ω(u, ξn)→ 0 as n→∞.
This gives a contradiction to the assumption that u is the energy solution of −∆u+ V u = f ,
thereby showing the imbedding LV (Ω) →֒ L1loc(Ω).
Theorem 8.12 (AAP Principle in D′(Ω) for L1−subcritical operator). Let V ∈ L1loc(Ω) be
such that QV  0 in Ω.
(i) Let V be balanced in Ω. If −∆ + V is L1-subcritical in Ω, then there exists an a.e.
positive function u∗ ∈ L1loc(Ω) (obtained as u∗ = J(u) for some u ∈ HV (Ω)) and
f ∈ L1loc(Ω) with infB f > 0 for any ball B ⋐ Ω, solving −∆u∗ + V u∗ = f in the sense
of distributions in Ω.
(ii) Conversely, if there exists a nonnegative function u ∈ L1loc(Ω) and f ∈ L1loc(Ω) with
infB f > 0 for any ball B ⋐ Ω, solving −∆u+ V u = f in the sense of distributions in
Ω, then −∆+ V is L1-subcritical in Ω.
Proof. (i) follows from proposition 8.11, proposition 6.7, lemma 6.9 and theorem 2.12.
(ii) follows in the same way as the proof of corollary 8.2 (ii) by noting that w := f/u satisfies
1/w ∈ L1loc(Ω).
9 Equivalence of L1 and L2-subcriticality notions
9.1 Equivalence of L1- and global L2-subcriticality when V is balanced
When V is balanced, it is a rather straightforward affair to prove the equivalence of the
notions of L1- and global L2- subcriticalities as the following result shows:
Proposition 9.1. Assume V ∈ L1loc(Ω) is such that QV  0 in Ω.
(i) Let V be balanced in Ω. Then −∆+V is globally L2-subcritical in Ω if it is L1-subcritical
in Ω.
(ii) −∆+ V is L1-subcritical in Ω if it is globally L2-subcritical in Ω.
Proof. (i) By theorem 8.12, there exists u∗ ∈ L1loc(Ω) obtained as u∗ = J(u) for some u ∈
HV (Ω) and f ∈ L1loc(Ω) with infB f > 0 for any ball B ⋐ Ω, solving −∆u∗ + V u∗ = f in the
distribution sense. Indeed, u∗ > 0 a.e.. By theorem 7.2, we get QV  f/u∗ in Ω. This in
particular shows that w := f/u∗ ∈ L1loc(Ω). It is easy to see that 1/w ∈ L1loc(Ω). Therefore,
−∆+ V is globally L2-subcritical.
(ii) Conversely, let −∆ + V be globally L2-subcritical with the weight w. Then given any
compact set K ⊂ Ω, by an application of Ho¨lder’s inequality,(∫
K
1/w
) 1
2
√
QV (ξ) ≥
( ∫
K
1/w
) 1
2
(∫
K
w|ξ|2
) 1
2 ≥
∫
K
|ξ|, ∀ξ ∈W 1,∞c (Ω).
This shows that −∆+ V is L1-subcritical.
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9.2 Equivalence of L1 and feeble L2-subcriticality when V is tame in Ω
In this subsection we assume V + ∈ Lploc(Ω) for some p > N2 (N ≥ 2). Mainly, we show that
the validity of the imbedding LV (Ω) →֒ L1loc(Ω) is determined (somewhat surprisingly) by
whether or not LV (Ω) →֒ L1(K) for some compact set K ⊂ Ω with positive measure. From
this, we deduce the equivalence between the notions of L1- and feeble L2- subcriticality.
Proposition 9.2. Let Ω∗ be a bounded domain with smooth boundary and let K1, K2 be two
disjoint compact sets with positive measure contained in Ω∗. Assume that V
+ ∈ Lp(Ω∗) for
some p > N2 (N ≥ 2). Then, the unique weak solution ψα to the problem
(9.1) −∆u+ V +u = αχK1 − χK2 , u ∈ H10 (Ω∗), α ∈ R,
is in the space W 2,p(Ω∗) for all α and is positive a.e. in Ω for all α > 0 large enough. In
particular, ψα ∈ C0(Ω∗) and satisfies the equation (9.1) pointwise a.e. in Ω∗.
Proof. Let G,G0 be the Green’s functions of the operators −∆+ V + and −∆ respectively in
Ω∗. It is well known that there exists a constant c > 0 such that
c−1 G0(x, y) ≤ G(x, y) ≤ c G0(x, y) for all x, y ∈ Ω∗.
The solution ψα to (9.1) can be represented as follows
ψα(x) = α
∫
K1
G(x, y)dy −
∫
K2
G(x, y)dy.
Hence, we deduce
(α
c
) ∫
K1
G0(x, y)dy − c
∫
K2
G0(x, y)dy ≤ ψα(x) ≤ c α
∫
K1
G0(x, y)dy.
Therefore,
(9.2)
(α
c
)
u1(x)− c u2(x) ≤ ψα(x) ≤ αc u1(x) in Ω∗
where u1, u2 ∈ H10 (Ω∗) solve the following problems:
−∆u1 = χK1 and −∆u2 = −χK2 .
We note that u1, u2 ∈ C1(Ω∗) and that by Hopf lemma, ∂u1∂ν < 0 on ∂Ω∗. Therefore, we
obtain from (9.2) that ψα is bounded in Ω∗ for all α and can be made positive by choosing
α > 0 large enough. By elliptic regularity, ψα ∈W 2,p(Ω∗) ⊂ C(Ω∗) for all α.
Lemma 9.3. Assume that p > N2 (N ≥ 2) and Ω∗ ⋐ Ω be a bounded domain with smooth
boundary, u ∈W 2,p(Ω∗)∩H10 (Ω∗)∩C0(Ω∗) be a nonnegative function. Consider the extension
u˜ =
{
u in Ω∗,
0 in Ω \Ω∗.
Then, γ(u˜) ∈W 2,1c (Ω) for any function γ ∈ C2(R) with γ(t) = 0 for all t ≤ 0.
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Proof. Note that γ(u), γ ′(u) ∈ H10 (Ω∗) and hence γ(u˜) ∈ H1c (Ω). Fix 1 ≤ i, j ≤ N . Choose
now a sequence {φn} ⊂ C∞(Ω∗) such that
φn → u in W 2,p(Ω∗).
Since W 2,p(Ω∗) →֒ H1(Ω∗) and W 2,p(Ω∗) →֒ C(Ω∗), we additionally have
φn → u in H1(Ω∗) ∩C(Ω∗).
It is a simple calculation to check that
γ(φn) → γ(u) in H1(Ω∗) ∩ C(Ω∗),
γ ′(φn) → γ ′(u) in H1(Ω∗) ∩ C(Ω∗) and
γ ′(φn)∂iφn → γ ′(u)∂iu in W 1,1(Ω∗).(9.3)
From the facts that φn → 0 uniformly on ∂Ω∗ and ∂iφn → ∂iu in W 1,p(Ω∗) we obtain using
the Trace embedding that∫
∂Ω∗
|γ ′(φn)∂iφn| ≤ max
∂Ω∗
|γ ′(φn)|
∫
∂Ω∗
|∂iφn| = on(1).
From (9.3), the above estimate and the Trace embedding, we obtain that γ ′(u)∂iu = 0 on
∂Ω∗. That is,
γ(u) ∈ H10 (Ω) and ∂iγ(u) = γ ′(u)∂iu ∈W 1,10 (Ω∗).
Therefore, for a test function ξ ∈ C∞c (Ω),∫
Ω
γ(u˜) ∂ijξ =
∫
Ω∗
γ(u) ∂ijξ = −
∫
Ω∗
γ ′(u)∂iu∂jξ =
∫
Ω∗
∂j(γ
′(u)∂iu) ξ.
This shows that the second distributional derivative of γ(u˜) is clearly an L1(Ω) function with
support in Ω∗.
Proposition 9.4. Assume V + ∈ Lploc(Ω) for some p > N2 (N ≥ 2). Let K1,K2 be two
disjoint compact subsets of Ω. Then, there exists a nonnegative function Ψ ∈ W 2,1c (Ω) ∩
H1c (Ω) ∩ Cc(Ω) and a constant C > 0 such that the following inequality is satisfied pointwise
a.e. in Ω:
−∆Ψ+ V +Ψ ≤ CχK1 − χK2 .
Proof. Choose a bounded domain Ω∗ ⋐ Ω with smooth boundary such that K1, K2 are
compactly contained in Ω∗. Applying proposition 9.2, we choose a positive function ψ :=
ψα ∈ W 2,p(Ω∗) ∩ H10 (Ω∗) ∩ C0(Ω∗) solving problem (9.1), and extend it by zero on Ω \ Ω∗
(while still referring to this extension as ψ).
Let γ(s) = χ(0,∞)s
3. Then γ ∈ C2(R) and
γ ′′ ≥ 0 for all s ∈ R; γ ′(s) > 0 and γ(s)− γ ′(s)s < 0 for s > 0.
Define ψ := γ(ψ). Clearly ψ ≥ 0 and by Lemma 9.3, ψ ∈W 2,1c (Ω). Hence, for a.e. in Ω∗,
−∆ψ + V +ψ = −γ ′′(ψ)|∇ψ|2 − γ ′(ψ)∆ψ + V +γ(ψ)
= −γ ′′(ψ)|∇ψ|2 + γ ′(ψ)( −∆ψ + V +ψ) + V +(γ(ψ) − γ ′(ψ)ψ)
≤ γ ′(ψ)( −∆ψ + V +ψ).(9.4)
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Since ψ is continuous in Ω∗ and positive in Ω∗, we have for some positive constant c,
γ ′(ψ) ≤ c in K1 and γ ′(ψ) ≥ 1
c
in K2.
Since ψ solves (9.1), we obtain from (9.4),
−∆ψ + V + ψ ≤ αc χK1 −
(1
c
)
χK2 a.e. in Ω∗.
Hence, Ψ := c ψ is the required function.
Lemma 9.5 (Non-Vanishing of null sequences). Assume V + ∈ Lploc(Ω) for some p > N2
(N ≥ 2), V − ∈ L1loc(Ω) and QV (Ω)  0. Then, for any sequence {ξn} ⊂ W 1,∞c (Ω) such that
QV (ξn)→ 0 we have the following alternative
(i) either
∫
K
|ξn| → 0 for any compact set K with positive measure,
(ii) or, inf
n
∫
K
|ξn| > 0 for any compact set K with positive measure.
Proof. We argue by contradiction. Let K1,K2 be two disjoint compact subsets of Ω with
positive measure such that we can find a sequence {ξn} satisfying
QV (ξn)→ 0,
∫
K1
|ξn| → 0 and inf
n
∫
K2
|ξn| > 0.
Since QV (ξn) = QV (|ξn|), without loss of generality we may assume that ξn is nonnegative
for all n. Consider the function Ψ given by the previous proposition for the pair K1,K2. Let
Ωn ⋐ Ω contain K1,K2 and the supports of Ψ and ξn. Then, by corollary 3.6 we can expand
for any t ∈ R,
‖T (ξn + tΨ)‖V,Ωn =
∫
Ω
{
|∇(ξn + tΨ)|2 + V (ξn + tΨ)2
}
= QV (ξn) + t
2‖T (Ψ)‖V,Ωn + 2t
∫
Ω
ξn(−∆Ψ+ VΨ)
≤ on(1) + t2‖T (Ψ)‖V,Ωn + 2t
∫
Ωn
ξn(−∆Ψ+ V +Ψ)(9.5)
By the property of Ψ, we note that:∫
K1
ξn(−∆Ψ+ V +Ψ) ≤ on(1), sup
n
∫
K2
ξn(−∆Ψ+ V +Ψ) < 0,
and ∫
Ω∗\(K1∪K2)
ξn(−∆Ψ+ V +Ψ) ≤ 0.
Hence, for t > 0 small enough and a fixed large n, we deduce that the right-hand side of (9.5)
is strictly negative, a contradiction.
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The above proposition implies the following alternative.
Corollary 9.6. Let V + ∈ Lploc(Ω) for some p > N2 (N ≥ 2), V − ∈ L1loc(Ω) and QV  0 in
Ω. Then,
(i) either LV (Ω) →֒ L1loc(Ω),
(ii) or, the restriction map LV (Ω) → L1(K) is discontinuous for any compact set K with
positive measure.
Finally, we can show the equivalence of the two notions of criticality when V is tame:
Proposition 9.7. Assume V ∈ L1loc(Ω) and QV  0 in Ω.
(i) Let V + ∈ Lploc(Ω) for some p > N2 (N ≥ 2). Then, −∆ + V is L1-subcritical if it is
feebly L2-subcritical.
(ii) Suppose V is tame in Ω. Then, −∆+V is globally L2-subcritical in Ω if and only if the
restriction map LV (Ω) → L1(K) is continuous for some compact set K with positive
measure.
(iii) Suppose V is tame in Ω. Then, −∆ + V is globally L2-subcritical in Ω if and only if
−∆+ V is feebly L2-subcritical in Ω.
Proof. (i) Let QV  cχK in Ω for some constant c > 0 and some compact set K ⊂ Ω with
positive measure. By an application of Ho¨lder’s inequality,
c−
1
2 |K| 12
√
QV (ξ) ≥ |K|
1
2
( ∫
K
ξ2
) 1
2 ≥
∫
K
|ξ|, ∀ξ ∈W 1,∞c (Ω).
Appealing to corollary 9.6, we obtain that LV (Ω) →֒ L1loc(Ω).
(ii) follows from corollary 9.6 and proposition 9.1.
(iii) follows from (i) and (ii) above.
10 AAP Principle for subcritical and critical operators with
tame potentials
Remark 10.1. In view of the proposition 9.7 we will simply use the terminology “subcritical”
(“critical”) instead of L1, globally L2 or feebly L2-subcritical (critical) whenever V is tame.
We can make more precise the distributional AAP Principle given in theorem 7.8 by consid-
ering separately the two subclasses of non-negative operators, namely the class of sub-critical
and the critical operators. Indeed, we formulate this in lemmas 10.4 and 10.6 in terms of
the Riesz measures. For tame potentials, a neat version is given in theorems 10.5 and 10.7.
Since we will use the equivalence between the two criticalities stated in proposition 9.7, we
will often restrict V to be tame in Ω.
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10.1 Distributional AAP Principle for subcritical operators in terms of
Riesz measures
In the light of proposition 9.7, we first restate the results in section 8 when V is tame in Ω:
Theorem 10.2. Assume V ∈ L1loc(Ω), V is tame in Ω. Then −∆+V is subcritical in Ω if and
only if there exists a non-negative distribution solution u∗ of the equation −∆u+V u = f where
f is some nonnegative locally integrable function satisfying infK f > 0 for some compact set
K ⊂ Ω with positive measure.
Proof. The “only if” part follows from propositions 9.1, 9.7 and theorem 8.12.
Conversely, if such u∗ and f exist, by theorem 7.2, we get QV  f/u∗ in Ω. In particular
f/u∗ ∈ L1loc(Ω). Since f/u∗ 6≡ 0 in K, for some c > 0 we also have that {f/u∗ ≥ c} ∩K has
positive measure. Then, QV  cχK˜ in Ω for any compact K˜ ⊂ {f/u∗ ≥ c} ∩K with positive
measure. Therefore, −∆+ V is subcritical by proposition 9.7.
Next, we show the following “solvability” property for a subcritical operator based on propo-
sition 9.7.
Lemma 10.3. Let V ∈ L1loc(Ω) and V tame in Ω. If the problem −∆u + V u = χK admits
a nonnegative distribution solution for some compact K ⊂ Ω with positive measure, then the
problem −∆u+ V u = f admits a distribution solution for any f ∈ L∞c (Ω).
Proof. By theorem 10.2, −∆ + V is subcritical in Ω and the solvability for any f ∈ L∞c (Ω)
follows from corollary 8.2.
Finally, we show an AAP Principle for subcritical operators in terms of the Riesz measures.
We note that, in contrast with results in section 8, the solutions need not lie in the space
HV (Ω).
Lemma 10.4. Let V ∈ L1loc(Ω) and QV  0 in Ω.
(i) Assume V + ∈ Lploc(Ω) for some p > N2 (N ≥ 2). Then, −∆+V is feebly L2-subcritical
in Ω if MV (Ω) 6= {0} (see definition 1.4).
(ii) Conversely, assume V is balanced. Then MV (Ω) 6= {0} if −∆+ V is L1-subcritical in
Ω.
Proof. (i) We recall that MV (Ω) 6= ∅ by theorem 7.7. Let µ ∈ MV (Ω), µ 6≡ 0 and u ∈
L1loc(Ω) be a nonnegative function solving −∆u+ V u = µ in D′(Ω). From proposition 2.10,
u ∈ W 1,1loc (Ω) and from theorem 2.12, u > 0 a.e. in Ω. Take an exhaustion {Ωn}∞n=1 of Ω as
follows:
Ωn an open bounded set, Ω1 ⋐ Ωn ⋐ Ωn+1 ⋐ Ω and µ(Ω1) > 0.
Choose balls B ⋐ B1 ⋐ Ω1 such that µ(Ω1\B1) > 0. Let µ˜ = µx(Ω1 \B1). Let θn ∈W 1,10 (Ωn)
be a very weak solution (refer proposition 2.9) of
−∆θn + (V + + χB)θn = µ˜ in Ωn, θn = 0 on ∂Ωn.
49
Then, by remark 2.8, θn solves the above equation in the distributional sense. By using the
distributional Kato’s inequality as in the claim of theorem 7.2, we obtain that θn ≥ 0 in Ωn
for all n as well as
θn ≤ θn+1 ≤ u in Ωn for all n ≥ 1.
Since θn ∈W 1,10 (Ωn) is nontrivial, we may find a quasi-continuous representative of θn (which
we denote again by θn) that is positive q.a.e. by theorem 2.12. By elliptic regularity and
Harnack principle, θn is continuous and positive outside the support of µ˜ and in particular
on B. Define zn := u− θn. Then,
−∆zn + V zn ≥ (V − + χB)θn in D′(Ωn), 0 ≤ zn+1 ≤ zn in Ωn.
Clearly zn is nontrivial and from theorem 2.12 again, we get zn > 0 a.e. in Ωn, n ≥ 1.
Appealing to theorem 7.2, we get
(10.1) QV  (V − + χB)(θn/zn) in Ωn.
We see that w := (V − + χB)(θ1/z1) is an a.e. positive function on B. Therefore, for some
c > 0, we have that the set {w ≥ c} ∩ B has positive measure. We choose a compact set
K˜ ⊂ {w ≥ c} ∩B with positive measure.
We note from the monotonicity of θn and zn that
(10.2) (V − + χB)(θn/zn) ≥ (V − + χB)(θ1/z1)χΩ1 in Ωn, ∀n ≥ 1.
Then, from (10.1), (10.2) and the choice of K˜ we get that,
QV  cχK˜ in Ωn, ∀ n ≥ 1.
Therefore, −∆+ V is feebly L2-subcritical in Ω.
(ii) follows from corollary 8.2.
As a consequence of the above lemma, we have the following result for tame potentials.
Theorem 10.5 (AAP principle in D′(Ω) for subcritical operators). Suppose that V ∈ L1loc(Ω)
is tame in Ω. Then −∆+ V is subcritical in Ω if and only if MV (Ω) 6= {0}.
10.2 Distributional AAP Principle for Critical operators in terms of Riesz
measures
We state the following AAP Principle for critical operators, which follows directly from lemma
10.4 and using the fact MV (Ω) 6= ∅ (see theorem 7.7):
Lemma 10.6 (AAP Principle in D′(Ω) for Critical Operators). Let V ∈ L1loc(Ω) such that
QV  0 in Ω.
(i) Assume V + ∈ Lploc(Ω) for some p > N2 (N ≥ 2). Then, MV (Ω) = {0} if −∆ + V is
feebly L2-critical in Ω.
(ii) Conversely, assume V is balanced. Then −∆+ V is L1-critical in Ω if MV (Ω) = {0}.
The above lemma implies the following result for tame potentials.
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Theorem 10.7 (AAP principle in D′(Ω) for critical operators). Suppose that V ∈ L1loc(Ω)
is tame in Ω. Then −∆ + V is critical in Ω if and only if MV (Ω) = {0}. That is, any
nonnegative super solution of −∆+ V in Ω is infact a solution.
By applying theorems 7.7, 10.7 and 2.12, we obtain
Corollary 10.8. Assume V ∈ L1loc(Ω) is tame in Ω and −∆+V is critical in Ω. Then there
exists an a.e. positive distribution solution u satisfying (−∆+ V )u = 0 in Ω.
The above corollary should be viewed together with the proposition 8.6. We have then the
following result for those nonnegative operators which extend as nonnegative operators to a
bigger domain:
Proposition 10.9. Assume that Ω 6= RN . Let V ∈ L1loc(Ω) be tame in Ω. If −∆ + V is
subcritical in Ω we assume additionally that there exist an open set Ω˜ and V˜ ∈ L1loc(Ω˜) such
that
(i) Ω˜ \ Ω contains a compact set K with positive measure
(ii) V˜ extends V and V˜ is tame in Ω˜ (in particular QV˜  0 in Ω˜).
Then there exists an a.e. positive distribution solution u satisfying (−∆+ V )u = 0 in Ω.
Proof. If −∆+V is critical in Ω, by the above corollary, we are done. Otherwise, we consider
the extended operator −∆+ V˜ . If −∆+ V˜ is subcritical in Ω˜ we apply proposition 8.6 with
the compact set K. If it is critical, then the result follows again from the above corollary.
Remark 10.10. There are well-known examples where the above assumptions don’t hold,
for example the boundary Hardy operator on a ball can’t be extended to a bigger domain as
any such extension will not be locally integrable in the bigger domain.
Remark 10.11. To obtain the above conclusion for any nonnegative operator under the
assumptions that V is locally bounded or V ∈ Lploc(Ω) for p > N2 (N ≥ 2), see for example
theorem 2.3 in [26] and [25].
The following is a restatement of the results given in proposition 8.6, corollary 10.8 and
theorem 7.2.
Corollary 10.12. Assume V ∈ L1loc(Ω) and V tame in Ω. Then QV  0 in Ω iff for any
compact K ⊂ Ω with positive measure, there exists an a.e. positive distribution solution u to
the problem −∆u+ V u = 0 in Ω \K.
Proof. The “only if” part follows from corollaries 8.2 and 10.8. To show the converse, let
ξ ∈W 1,∞c (Ω). Choose a compact set K ⊂ Ω with positive measure disjoint from the support
of ξ. Then, by assumption, there exists an a.e. positive distribution solution u to the problem
−∆u+V u = 0 in Ω\K. Hence by theorem 7.2, QV  0 on Ω\K. In particular, QV (ξ) ≥ 0.
We recall here the definition of a “null” sequence:
Definition 10.13. Let QV  0 in Ω. A sequence {ξn} ⊂ W 1,∞c (Ω) is called a null sequence
for QV if QV (ξn)→ 0 and there exists a compact set K ⊂ Ω with positive measure such that∫
K |ξn| = 1 for all n.
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The following proposition just restates the result in proposition 9.7.
Proposition 10.14. Let V ∈ L1loc(Ω) be tame in Ω and QV  0 in Ω. Then −∆ + V is
critical in Ω iff QV has a null sequence.
The following results show that being a critical operator is an “unstable” state:
Lemma 10.15. Let U ⊂ Ω ⊂ Ω˜ be open sets such that Ω˜ \ Ω and Ω \ U contain a compact
set with positive measure. Let V ∈ L1loc(Ω˜) and V + ∈ Lploc(Ω˜) for some p > N2 (N ≥ 2). If
QV  0 in Ω, then −∆ + V is L1-subcritical in U . If −∆ + V is L1-critical in Ω then it is
supercritical in Ω˜.
Proof. Fix a compact set K ⊂ Ω \ U of positive measure. We obviously have QV+χK  χK
in Ω. By proposition 9.7(i) we have that −∆+ V + χK is L1-subcritical in Ω and hence we
obtain that −∆+ V is L1-subcritical in U .
Suppose QV  0 in Ω˜. If −∆ + V is L1-critical in Ω˜, by the same arguments as above we
obtain that −∆+ V is L1-subcritical in Ω, a contradiction. If −∆+ V is L1-subcritical in Ω˜
so will it be in Ω, again the same contradiction. Thus, −∆+ V is supercritical in Ω˜.
Corollary 10.16. Let V,U,Ω, Ω˜ be as in the above lemma. If V is balanced in Ω, then −∆+V
is subcritical in U . If additionally −∆+ V is critical in Ω then it is supercritical in Ω˜.
Proof. Follows from the above lemma and proposition 9.7.
Proposition 10.17. Assume V ∈ L1loc(Ω) is such that QV  0 in Ω.
(i) Take any nonnegative w ∈ L1loc(Ω) such that w 6≡ 0. Then −∆ + V + w is a feebly
L2-subcritical operator in Ω. If −∆ + V is a feebly L2-critical operator in Ω, then
−∆+ V − w is supercritical in Ω.
(ii) If V is tame in Ω and w ∈ L∞loc(Ω), w 6≡ 0 and is nonnegative, in the statement (i) above
we can replace “feebly L2-critical (subcritical)” by critical (subcritical).
Proof. (i) We note that we may find a compact set K of positive measure and a c > 0 such
that K ⊂ {w ≥ c}. We then see that,
QV+w(ξ) = QV (ξ) +
∫
Ω
wξ2 ≥ c
∫
Ω
χKξ
2 ∀ ξ ∈W 1,∞c (Ω).
Hence, −∆+ V is feebly L2-subcritical.
If the operator −∆+ V is feebly L2-critical, there exists ξ0 ∈W 1,∞c (Ω) such that∫
Ω
|∇ξ0|2 + V ξ20 < c
∫
Ω
χKξ
2
0 ≤
∫
Ω
wξ20 .
That is, QV−w(ξ0) < 0.
(ii) follows from the fact that V + w is tame in Ω (by proposition 6.6(ii)) and proposition
9.7.
52
10.3 Characterisation of subcritical/critical operators in terms of dimen-
sion of CV (Ω) when V
+ ∈ L∞loc(Ω)
Proposition 10.18. Let φ1, φ2 ∈ C2(Ω) be positive in Ω, and set Φ :=
√
φ1φ2. Then,
Φ ∈ C2(Ω) satisfies
−∆Φ = 1
4Φ3
∣∣∣φ2∇φ1 − φ1∇φ2∣∣∣2 − 1
2Φ
(φ2∆φ1 + φ1∆φ2) in Ω.(10.3)
Proof. Follows by direct calculation.
Lemma 10.19. Let V + ∈ L∞loc(Ω) and u1, u2 ∈ CV (Ω). Then QV  w in Ω where
w :=
1
4
∣∣∣∣∣∇u1u1 −
∇u2
u2
∣∣∣∣∣
2
∈ L1loc(Ω).
Proof. The main idea of the proof is adapted from theorem 3.1 of Pinchover [23]. In view of
proposition 2.10 we also obtain that ui ∈W 1,1loc (Ω), i = 1, 2. Let ρn ∈ C∞c (RN ) be a sequence
of standard mollifiers such that supp(ρn) = {|x| ≤ 1/n}. Define
Ωn := {x ∈ Ω : d(x, ∂Ω) > 1/n}; φi,n := ui ⋆ ρn in Ωn, i = 1, 2.
Then {φi,n} is a sequence of functions in C∞(Ωn) such that
(10.4) φi,n > 0 and φi,n → ui in W 1,1loc (Ω).
Define
Φn :=
√
φ1,nφ2,n , Φ :=
√
u1u2.
By (10.4) and Vitali’s convergence theorem we note that (upto a subsequence),
(10.5) Φn → Φ in L1loc(Ω).
Applying proposition 10.18 we get
−∆Φn = 1
4Φ3n
∣∣∣φ2,n∇φ1,n − φ1,n∇φ2,n∣∣∣2 − 1
2Φn
(φ2,n∆φ1,n + φ1,n∆φ2,n) in Ωn.(10.6)
We consider the second term on the right of the last equation:
− 1
2Φn
(φ2,n∆φ1,n + φ1,n∆φ2,n) = −1
2
√
φ2,n
φ1,n
(u1 ⋆∆ρn)− 1
2
√
φ1,n
φ2,n
(u2 ⋆∆ρn)
≥ −1
2
√
φ2,n
φ1,n
(
(V u1) ⋆ ρn
)
− 1
2
√
φ1,n
φ2,n
(
(V u2) ⋆ ρn
)
= −1
2
(√
φ2,n
φ1,n
(
(V +u1) ⋆ ρn
)
+
√
φ1,n
φ2,n
(
(V +u2) ⋆ ρn
))
+
1
2
(√
φ2,n
φ1,n
(
(V −u1) ⋆ ρn
)
+
√
φ1,n
φ2,n
(
(V −u2) ⋆ ρn
))
:= fn + gn.(10.7)
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We now estimate fn. Using the fact that V
+ is locally bounded, for any ball B ⋐ Ω there
exists a CB > 0 such that
sup
B
|fn| ≤ CB
√
φ1,nφ2,n = CBΦn for all n.
As before, by Vitaly’s convergence theorem, (10.4) and (10.5), we conclude that (upto a
subsequence),
(10.8) fn → −V +Φ in L1loc(Ω).
From (10.4) and (10.5), using the fact that gn ≥ 0 and Fatou’s lemma, we can pass to the
limit along a subsequence to obtain that for any nonnegative ξ ∈ C∞c (Ω),
(10.9) lim inf
n→∞
∫
Ω
gnξ ≥
∫
Ω
V −Φξ.
Thus, using (10.8)-(10.9) in (10.7), we obtain from (10.6),
(10.10) −∆Φ ≥ 1
4Φ3
∣∣∣u2∇u1 − u1∇u2∣∣∣2 − V Φ in D′(Ω).
Therefore, from theorem 7.2 we conclude that QV  w in Ω.
Remark 10.20. (i) We required V + ∈ L∞loc(Ω) only to converge in (10.8). A more careful
estimate may relax this condition on V +.
(ii) If V ∈ Lploc(Ω) for some p > N2 (N ≥ 2) and u1, u2 are nonnegative nontrivial distribu-
tional solutions, then again the conclusion of the above lemma holds. We can pass to
the limit in (10.8) by noting that u1, u2 are positive continuous functions in Ω.
(iii) In the literature, results like the above lemma are applied to a pair of linearly inde-
pendent elements in CV (Ω) in order to improve the quadratic form, typically for the
Hardy-type inequalities.
Corollary 10.21. If u1 and u2 as in the above lemma are linearly independent, then w 6≡ 0
in Ω.
Proof. Assume w ≡ 0 in Ω. We consider the quasi-continuous representatives of u1, u2 whose
zero sets are known to have Capacity zero (see theorem 2.12). Then we can follow the
arguments in [17] (see proof of theorem 1.3) to show that necessarily u1 and u2 are linearly
dependent.
As a consequence, we have the following characterisation for subcritical and critical operators:
Theorem 10.22. Let V + ∈ L∞loc(Ω). Then
(i) −∆ + V is subcritical in Ω iff CV (Ω) contains an infinite set of linearly independent
functions.
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(ii) −∆+ V is critical in Ω iff
CV (Ω) = {tu0 : t > 0}
for some nonnegative nontrivial u0 ∈ L1loc(Ω) solving −∆u0 + V u0 = 0 in D′(Ω).
Proof. (i) The “only if” part follows from corollary 8.7. For the converse, suppose u1, u2 are
two linearly independent functions in CV (Ω). Then, from corollary 10.21, we get w 6≡ 0 in
Ω. Thus from lemma 10.19 we obtain that −∆ + V is feebly L2-subcritical in Ω and hence
subcritical in Ω.
(ii) The “if” part follows from the above theorem. For the converse (that is assuming −∆+V
is critical in Ω), we note that CV (Ω) 6= ∅ by theorem 7.7 and by theorem 10.7 any element of
CV (Ω) is a distributional solution of −∆u+ V u = 0 in Ω. Conclusion follows again from the
above theorem.
11 Examples and applications
11.1 Non-negative operators
Lemma 11.1. Let u ∈W 2,1loc (Ω) be such that infB u > 0 for any ball B ⋐ Ω and f ∈ L1loc(Ω)
be a nonnegative function. Let V := (∆u+ f)/u. Then, −∆+ V is a non-negative operator.
Proof. Clearly, V is locally integrable in Ω and u solves −∆u+ V u = f in D′(Ω). Thus, the
associated quadratic form satisfies QV  0 in Ω by theorem 7.2.
In the following example we show that it is possible to choose in this manner V ∈ L1(Ω) but
V 6∈ Lp(Ω) for any p > 1.
Example 11.2. Denote by I the unit interval [0, 1] and by IN the cube [0, 1]N . Let f ∈
L∞(IN ) be a nonnegative function. Choose a function ρ on I such that ρ ∈ L1(I). Define
w : IN → R by
w(x) = w(x1, x2, · · ·, xN ) :=
∫ x1
0
(∫ t
0
ρ(s)ds
)
dt.
Clearly w ∈W 2,1(IN ) ∩C(IN ) and
∆w(x) =
∂2w
∂x21
(x) = ρ(x1) a.e. in I
N .
Choosing k > 0 large enough so that w + k > 0 in IN and letting u := w + k, we see that
u ∈W 2,1(IN ) is a positive continuous function which solves −∆u+ V u = f in D′(IN ) where
(11.1) V (x1, x2, · · ·, xN ) := (ρ(x1) + f(x))/(w(x) + k).
Clearly, if we further choose ρ 6∈ Lp(I) for any p > 1, we get that V ∈ L1(IN ) but V 6∈ Lp(IN )
for any p > 1. By the above lemma QV  0 in Ω.
Example 11.3. Let Ω := IN , N ≥ 3. Choose f ≡ 1 and ρ ∈W 1,1(I) such that
(i) ρ+ 1 < 0,
55
(ii) ρ ′ 6∈ Lp(I) for any p > 1.
Let V be the negative singular potential as given in (11.1). Thus, QV  0 in Ω. We choose
the vector field
~Γ :=
1
2
√
N
(
√−V ,√−V , · · ·,√−V ).
Let σ := div ~Γ. We note that
σ(x1, x2, · · ·, xN ) =
√−V (x)
4
√
N(ρ(x1) + 1)
(
V
∫ x1
0
ρ(t)dt− ρ ′(x1)
)
.
From the above equation and the properties of ρ, we see that σ has the same integrability as
ρ ′ i.e., σ ∈ Lp(IN ) only for p = 1. We check that Q−4|~Γ|2 = QV  0 in Ω. Therefore, from
theorem 4.1 (iii) in [16] we obtain that
(11.2)
∣∣∣ ∫
Ω
σξ2
∣∣∣ ≤ ∫
Ω
|∇ξ|2, ∀ξ ∈W 1,∞c (Ω).
That is, σ is form bounded, Qσ  0 in Ω and the identity map
id :
(
W 1,∞c (Ω), ‖ · ‖H1
0
(Ω)
)
→ Lσ(Ω) is continuous.
Fix t ∈ (0, 1). If we consider the potential tσ, we obtain from (11.2) that the above map
is a homeomorphism onto Ltσ(Ω). That is, the corresponding energy space Htσ(Ω) can be
identified with H10 (Ω). By corollary 6.40, we obtain that ρ
′w ∈ L1loc(Ω) for any w ∈ H1loc(Ω)
and hence from proposition 6.17 we obtain that tσ is a balanced potential in Ω.
11.2 Subcritical operators
Lemma 11.4. Let Φ ∈W 2,1loc (Ω) be such that infB Φ > 0 for any ball B ⋐ Ω and f ∈ L1loc(Ω) be
a nonnegative function such that infK f > 0 for some compact K ⋐ Ω with positive measure.
Let V := (∆Φ + f)/Φ. Then, −∆+ V is a feebly L2− subcritical operator.
Proof. We note that −∆Φ + V Φ = f in D′(Ω). Since Φ, f are nonnegative, by theorem 7.2
we obtain that QV  f/Φ in Ω. The conclusion follows by noting that f/Φ 6≡ 0 in K.
Corollary 11.5. Let Φ, f be as in the above lemma with the additional assumptions: (∆Φ)+
and f belong to L∞loc(Ω). Take V as in the above lemma. Then, V is a tame potential in Ω
and given any g ∈ L∞c (Ω), there exists a unique u ∈ HV (Ω) solving −∆u+V u = g in D′(Ω).
Proof. We note that V is tame in Ω by the above lemma and remark 6.26 (i). The proof of
rest of the assertions follows from the above lemma, proposition 9.7 and corollary 8.2.
Corollary 11.6. Take any Φ ∈W 2,1loc (Ω) and f ∈ L∞loc(Ω) satisfying
inf
B
Φ, inf
B
f > 0 for any ball B ⋐ Ω and ∆Φ ∈ V(Ω) (see definition 6.28).
Define V := (∆Φ+ f)/Φ. Then, V is balanced in Ω and given any g ∈ L∞c (Ω), there exists a
unique u ∈ HV (Ω) solving −∆u+ V u = g in D′(Ω).
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Proof. We note that −∆+ V is globally L2-subcritical in Ω by following the proof of lemma
11.4. Thus, the operator is L1-subcritical in Ω. Since ∆Φ ∈ V(Ω) we get that V ∈ V(Ω)
by proposition 6.29(i). Thus V is strongly balanced in Ω by proposition 6.31. The proof of
solvability follows from corollary 8.2.
Remark 11.7. Let Ω be a bounded domain in RN , N ≥ 3 and ΓN denote the fundamental
solution of −∆ in RN . Assume g ∈ L1(Ω) ∩ Lrloc(Ω) ∩ V(Ω) for some r > 1 and satisfies
Ψ(x) := −
∫
RN
ΓN (y − x)g(y)χΩ(y)dy is bounded below in Ω.
This can be achieved for example, by taking g+ ∈ Lp(Ω) for some p > N2 . Then letting
Φ = Ψ− infΩΨ+ 1 we can satisfy the conditions in the last corollary.
Lemma 11.8. Let W ∈ L1loc(RN ) be a nonnegative function.
(i) Let K ⊂ RN be a compact set with positive measure. Then, −∆ +W is subcritical in
R
N \K, N ≥ 1.
(ii) −∆+W is subcritical in RN if N ≥ 3.
Proof. We remark that QW  Q0 in any Ω ⊂ RN . Therefore, both L1 and L2 subcriticality
of −∆+W in Ω follow from the subcriticality of −∆ there.
(i) Since Q0  0 in RN , from corollary 10.16 we obtain that −∆ is subcritical in RN \ K,
N ≥ 1.
(ii) It is enough to show −∆ is L2− subcritical in RN if N ≥ 3. Choose
ΦN (x) = (N(N − 2))
N−2
4 (1 + |x|2) 2−N2 .
Then ΦN is a non-negative locally integrable function solving −∆ΦN = (ΦN )
N+2
N−2 in D′(RN ).
The assertion now follows from theorem 10.2.
Corollary 11.9. Let N ≥ 1 and W ∈ L1loc(RN ) be a nonnegative function. Then, given any
compact set K ⊂ RN of positve measure, there exists an a.e. positive distribution solution u
of −∆u+Wu = χK in RN .
Proof. Follows from the above lemma, remark 6.26(i) and corollary 8.6.
In the following proposition, we generalise the example 6.43 (iii).
Proposition 11.10. Let V0 be a potential in Ω such that
− C|x|−β ≤ V0(x) ≤ C for some C > 0, β ∈ (0, N).
Assume QV0  0 in Ω. Let S := {xi} ⊂ Ω be a countable set and αi be nonnegative numbers
such that
0 < α :=
∑
i
αi ≤ 1.
57
Define
V (x) =
∑
i
αiV0(x− xi).
(i) V is tame in Ω and there exists an a.e. positive distributional super solution to −∆+V
in Ω.
(ii) Let V1 be a tame potential in Ω such that
V ≤ V1, V1 6≡ V.
Then, given any f ∈ L∞c (Ω), there exists a distribution solution u of
−∆u+ V1u = f in Ω.
In fact, given any compact set K in Ω with positive measure, there exists an a.e. positive
distribution solution u of
−∆u+ V1u = 0 in Ω \K.
(iii) If α < 1, both the assertions in (ii) above hold for V .
(iv) If α = 1, given any compact set K in Ω of positive measure and any f ∈ L∞c (Ω \K),
there exists a distribution solution u of
−∆u+ V u = f in Ω \K.
As before, there exists an a.e. positive distribution solution u of −∆u + V u = 0 in
Ω \K.
Proof. (i) We note that V is bounded above in Ω and by the pointwise estimate on V0, it
is also locally integrable in Ω. Let {βi} be any sequence of nonnegative numbers such that∑
i βi ≤ 1. Since QV0  0 in Ω, we obtain forall ξ ∈ C∞c (Ω),∫
Ω
|∇ξ|2 ≥
∑
i
βi
∫
Ω
|∇ξ(·+ xi)|2 ≥ −
∑
i
βi
∫
Ω
V0 ξ
2(·+ xi).(11.3)
Taking βi = αi in the above inequality, we get that QV  0 in Ω and hence by remark 6.26(i),
V is tame in Ω. Existence of a positive super solution follows from theorem 7.7.
(ii) From proposition 10.17(i), we get that −∆+V1 is feebly L2-subcritical in Ω and since V1
is tame in Ω, it is subcritical in Ω. We can appeal to corollary 8.2 and proposition 8.6.
(iii) Let α < 1. Now, by the equation (11.3) above,∫
Ω
|∇ξ|2 + V ξ2 = (1− α)
∫
Ω
|∇ξ|2 + α
( ∫
Ω
|∇ξ|2 + 1
α
∑
i
αiV0(· − xi)ξ2
)
≥ (1− α)
∫
Ω
|∇ξ|2.
Thus, LV (Ω) →֒ D1,20 (Ω). By Sobolev imbedding, −∆+ V is subcritical in Ω. The assertions
about the existence of distribution solutions follow again from corollary 8.2 and proposition
8.6.
(iv) follows from corollaries 10.16, 8.2 and proposition 8.6.
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Remark 11.11. (i) By taking N ≥ 3, Ω = RN and V0 = − (N−2)
2
4 |x|−2 (or any of its
radial improvements in bounded domains), we see that the above proposition gives
corresponding statements about the multi-polar Hardy operator with poles in the set
S. These poles are allowed to be dense in some portion or all of Ω.
(ii) For the multi-polar Hardy potential having only finitely many poles but where αi can
be any real number less than (N−2)
2
4 , the problem of whether LV (Ω) →֒ D1,20 (RN ) is
more involved and is treated in [9].
(iii) A similar construction can be made when the “mother potential” V0 has a higher di-
mensional singular set on a plane by a weighted sum of countable translations of V0
perpendicular to the plane.
11.3 Critical operators
Let Ω be a bounded domain and V ∈ L1loc(Ω). Define the subspace and the functional
H(V,Ω) := {u ∈ H10 (Ω) : V u2 ∈ L1(Ω)};
IV : H(V,Ω)→ R by IV (u) :=
∫
Ω
{
|∇u|2 + V u2
}
.
Consider the corresponding “first eigenvalue”
λ1 := inf
{
IV (u) : u ∈ H(V,Ω) and
∫
Ω
u2 = 1
}
.
The following are well-known examples of critical Schro¨dinger operators:
Lemma 11.12. Let V + ∈ LN2 (Ω) (N ≥ 3). Assume that λ1 > −∞ and is achieved by some
element in H(V,Ω). Then, −∆+ V − λ1 is both feebly L2−critical and L1− critical in Ω.
Proof. Let Φ ∈ H(V,Ω) attain the infimum for λ1. Considering |Φ| instead of Φ, we may
assume Φ is nonnegative. By the assumptions, we obtain that
(11.4) IV (u)− λ1
∫
Ω
u2 ≥ 0 ∀u ∈ H(V,Ω) and IV (Φ)− λ1
∫
Ω
Φ2 = 0.
Therefore, Φ solves
−∆Φ+ V Φ = λ1Φ in D′(Ω).
From theorem 2.12 we obtain that Φ > 0 a.e. in Ω. Suppose there exists a compact set
K ⊂ Ω with positive measure and cK > 0 such that∫
Ω
{
|∇ξ|2 + (V − λ1)ξ2
}
≥ cK
∫
K
ξ2, ∀ξ ∈ C1c (Ω).
We now choose a sequence {ξn} ⊂ C1c (Ω) such that ξn → Φ in H10 (Ω). Then, from the above
inequality, using Sobolev imbedding and Fatou’s lemma we get∫
Ω
{
|∇Φ|2 + (V + − λ1)Φ2
}
≥
∫
Ω
V −Φ2 + cK
∫
K
Φ2.
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From (11.4) we obtain that Φ ≡ 0 in K a contradiction to its positivity a.e. This shows
that −∆+ V − λ1 is feebly L2−critical in Ω. A similar argument shows that the operator is
L1−critical in Ω as well.
Lemma 11.13. The operator −∆ is critical in RN when N = 1, 2.
Proof. Let u ∈ L1loc(Ω) be a non-negative distribution solution of −∆u = f for some nonneg-
ative locally integrable function f . If N = 2, by the Louville property of nonnegative super
harmonic functions we get u is identically constant and hence f ≡ 0. If N = 1, we note that u
becomes a nonnegative concave function in R and hence must be constant. Therefore, again
f ≡ 0. Criticality follows from theorem 10.2.
11.4 Supercritical operators
The following results provide a way of constructing supercritical operators using a wide class
of singular potentials. To state the result in full generality, given a continous function φ :
[0,∞)→ [0,∞) with φ(0) = 0, we introduce the Orlicz class
Lφ(Ω) :=
{
u : Ω→ R measurable :
∫
Ω
φ(|u|) <∞
}
.
We denote by 2∗ the critical Sobolev exponent 2NN−2 .
Proposition 11.14. Let Ω be a bounded domain in RN , N ≥ 3. Let α : [0,∞) → [0,∞) be
a continuous function such that
(i) β(t) := t−2α(t) is a continuous function in [0,∞) with β(0) = 0
(ii) H10 (Ω) \ Lα(Ω) 6= ∅ and L2
∗
(Ω) j Lβ(Ω).
For any w ∈ H10 (Ω) \ Lα(Ω) define the potential Vw := −β(w). Then, the operator −∆+ Vw
is supercritical.
Proof. Let w ∈ H10 (Ω) \ Lα(Ω). Since w ∈ L2
∗
(Ω) and by assumption L2
∗
(Ω) ⊆ Lβ(Ω), we
obtain that Vw := −β(w) ∈ L1(Ω). Therefore w ∈ H10 (Ω), but∫
Ω
Vww
2 = −
∫
Ω
α(w) = −∞.
Let now {φn} ⊂ C∞c (Ω) be a sequence converging in H10 (Ω) to w. From Fatou’s lemma we
obtain that lim
n→∞
QVw(φn) = −∞.
Corollary 11.15. Let Ω ⊂ RN , N ≥ 3 be a bounded domain and p ∈ (2∗, 2∗ + 2). If for each
w ∈ H10 (Ω) \ Lp(Ω), we define the potential Vw = −|w|p−2, then the operator −∆ + Vw is
supercritical. Note that Vw 6∈ Lq(Ω) for some 2(N − 1)/N < q < N/2.
Proof. Consider α(t) := |t|p and β(t) := |t|p−2 which is continuous (note that p > 2). Since
H10 (Ω) 6⊂ Lp(Ω) and L2
∗
(Ω) ⊂ Lp−2(Ω), the conclusion follows from the above proposition.
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Corollary 11.16. Let V be any of the potentials considered in proposition 11.14. Then there
exists no non-trivial non-negative distributional supersolution to the operator −∆+ V .
Proof. For V as in proposition 11.14, we have that QV 6 0 in Ω. Therefore, in view of
theorem 7.2, there cannot exist a non-trivial non-negative distributional supersolution to the
operator −∆+ V in Ω.
12 Appendix
12.1 Weak compactness in L1loc
The space L1loc(Ω) is a locally convex topological space with a countable family of seminorms
defined by | · |n :=
∫
Ωn
|u| where {Ωn} is an exhaustion of Ω by bounded open sets. Its dual
can be identified with L∞c (Ω) (see [14], Thm. 4, p.182). Weakly compact sets in L
1
loc(Ω) are
characterized as follows:
Lemma 12.1. Let K ⊂ L1loc(Ω) and define KB := {f |B : f ∈ K}. Then the following
statements are equivalent.
(i) K is compact in the weak topology σ(L1loc(Ω), L
∞
c (Ω));
(ii) for each ball B ⋐ Ω, KB ⊂ L1(B) is compact in the weak topology σ(L1(B), L∞(B));
(iii) K is weakly closed and for each ball B ⋐ Ω, the set KB is equi-integrable in L
1(B);
(iv) K is sequentially compact in the weak topology σ(L1loc(Ω), L
∞
c (Ω));
(v) for each ball B ⋐ Ω, KB is sequentially compact in the weak topology σ(L
1(B), L∞(B)).
Proof. (i) =⇒ (iv) Since L1loc(Ω) with weak topology is a locally convex topological vec-
tor space with a countable family of semi-norms that separate points, its weak topology is
metrisable. The equivalence follows immediately.
(ii) ⇐⇒ (iii) This equivalence is the Dunford-Pettis Theorem.
(ii) ⇐⇒ (v) This is the Eberlein-Smulian Theorem.
(iv) ⇐⇒ (v) Since the dual of L1loc(Ω) is L∞c (Ω), the conclusion follows from the following
equivalences:
fn → f weakly in L1loc(Ω) ⇐⇒
∫
Ω
(fn − f)ξ → 0 ∀ξ ∈ L∞c (Ω)
⇐⇒
∫
Ω
(fn − f)(χBξ)→ 0 ∀ξ ∈ L∞(Ω), ∀B ⋐ Ω
⇐⇒
∫
B
(fn − f)ξ → 0 ∀ξ ∈ L∞(B), ∀B ⋐ Ω
⇐⇒ fn → f weakly in L1(B), ∀B ⋐ Ω.
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12.2 Proof of proposition 7.1
Fix ε > 0. Let ξ ∈ C∞c (Ω∗) and take ξ
2
u+ǫ as test function in the weak formulation for u. We
then get ∫
Ω∗
∇u · ∇
( ξ2
u+ ε
)
+
∫
Ω∗
Wu
( ξ2
u+ ǫ
)
=
∫
Ω∗
f
( ξ2
u+ ǫ
)
.
So,
−
∫
Ω∗
∣∣∣∣∇ξ − ( ξu+ ε
)
∇u
∣∣∣∣
2
+
∫
Ω∗
{
|∇ξ|2 +Wu
( ξ2
u+ ǫ
)}
=
∫
Ω∗
f
( ξ2
u+ ǫ
)
.
That is,
∫
Ω∗
{
|∇ξ|2 +Wu
( ξ2
u+ ǫ
)}
=
∫
Ω∗
f
( ξ2
u+ ǫ
)
+
∫
Ω∗
∣∣∣∣∇ξ − ( ξu+ ε
)
∇u
∣∣∣∣
2
.
Since the set {u = 0} has measure zero, Lebesgue theorem and Fatou’s Lemma yield
∫
Ω∗
{|∇ξ|2 +Wξ2} ≥ ∫
Ω∗
(f
u
)
ξ2 +
∫
Ω∗
∣∣∣∣∇ξ − ( ξu
)
∇u
∣∣∣∣
2
.
12.3 Proof of Lemma 6.18
Choose the subsequence {znk} such that
‖znk+1 − znk‖ ≤
1
2k
, k = 1, 2, · · ·
Let
zˆm := Σ
m
k=1|znk+1 − znk |.
Then ‖zˆm‖ ≤ 1 and hence {zˆm} converges weakly (up to a subsequence, again denoted by
{zˆm}) to some zˆ ∈ Z. Since Z →֒ L1(K), we have that {zˆm} is also bounded in L1(K). We also
note that, by monotone convergence theorem, {zˆm} converges in L1(K). Hence necessarily
zˆm ≤ zˆ. By a telescoping series,
|znm+1 | ≤ zˆm + |zn1 | ≤ zˆ + |zn1 | := z∗ ∀m.
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