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El trabajo se centra en el desarrollo de un sistema de realidad aumentada controlado 
por voz para visualizar diferentes planos anatómicos con el objeto de entrenar e 
interpretar las imágenes médicas de manera intuitiva y otorgar una mejor percepción a 
estudiantes de medicina. Asimismo, se eligió el método de realidad aumentada con 
marcadores para el reconocimiento del target. 
Para el desarrollo de la imagen 3D se utiliza la información del archivo tipo DICOM 
adquirida por tomografía computarizada (TC), se realiza las etapas que incluyen pasar 
por una reconstrucción, procesado y segmentación a fin de obtener una buena 
apreciación de esta. En esta oportunidad se muestra la TC de un paciente con severo 
trauma a nivel mandibular. Por otro lado, una vez obtenida la imagen en 3D se procede 
a realizar la aplicación de realidad aumentada que obedezca por orden de voz.  
Posterior a la realización de la aplicación, se desarrolla el prototipo con los módulos 
bluetooth HC-05, módulo de reconocimiento de voz Elechouse v3 y microcontrolador 
Atmega 2560 para brindar la comunicación entre la tarjeta electrónica y el aplicativo 
(celular) a través de un código desarrollado. Se obtiene un prototipo de tarjeta 
electrónica con autonomía de 6 horas y comunicación bluetooth.  
Finalmente, se demuestra la funcionalidad del sistema y su control por orden de voz 
para la visualización de la segmentación del cráneo en la aplicación. Otorgando así las 
características suficientes para la diferenciación de las estructuras anatómicas y 
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En las últimas décadas, el progreso tecnológico se ha incrementado de manera acelerada 
lo cual ha favorecido su aplicación en varios campos. Un claro ejemplo es en la medicina 
ya que, en vista de su complejidad precisa de una constante innovación tanto en técnicas 
como herramientas y gracias al trabajo conjunto con la ingeniería logran incrementar la 
eficiencia en tratamientos, diagnóstico y rehabilitación para los pacientes. De igual manera 
sucede en el sector educativo, donde la incorporación de nuevas tecnologías resulta 
imprescindible para promover, mejorar y facilitar el aprendizaje.  
El término realidad aumentada (RA) indica la visualización de un objeto virtual en el mundo 
real a través de un dispositivo electrónico donde el usuario es consciente de su entorno 
físico. Su aplicación en la enseñanza de medicina destaca, debido que brinda una opción 
para realizar actividades de menor riesgo, mayor ventaja en percepción, costos en 
entrenamiento de diagnóstico, enseñanza de anatomía, realización y entrenamiento 
quirúrgico. Además, en el sector educativo ha obtenido resultados positivos en mejorar la 
motivación, percepción, aprendizaje y entendimiento de nuevos conceptos. Sin embargo, 
en Perú existen pocas referencias de su estudio o utilización en general. 
En este presente informe se hace una breve referencia de los países donde se ha aplicado 
la RA en medicina, propone desarrollar un sistema controlado por voz que interactúe y sea 
amigable para los estudiantes de medicina usando módulos y componentes fácilmente 
comerciales de bajo costo. Asimismo, muestra una imagen 3D del cráneo de un paciente 
con traumatismo severo a nivel mandibular el cual ha sido reconstruido a partir de un 
archivo tipo DICOM utilizando softwares libres para el estudio, interpretación, diferenciación 










1.1. Definición del problema 
1.1.1. Descripción del problema 
 
En Perú, la Revista Peruana de Medicina Experimental y Salud Pública (2013) 
menciona que en los años 2005-2010 las denuncias penales por responsabilidad 
médica han aumentado; con un total de 821 casos estudiados, el 65.8% fueron por 
asistencia médica, siendo predominante en las especialidades quirúrgicas y clínicas 
con el 31.3% y 31.6% correspondientemente; encontrándose dentro de las mayores 
causas el diagnóstico errado por parte de los profesionales de la salud y tratamiento 
inadecuado para el paciente. Asimismo, en 2018 se presentaron 226 casos por 
responsabilidad médica; según SUSALUD de un total de 620 casos presentados el 
89.8% fueron solucionados por medio de conciliación.   
Según SUNEDU (2017) existían 40 escuelas de Medicina Humana en 
funcionamiento a nivel nacional de las cuales 13 están en Lima y 27 repartidas en 
diferentes departamentos del Perú. Además, la Asociación Peruana de Facultades 
de Medicina (ASPEFAM) señala que en el Sistema Nacional de evaluación, 
acreditación y certificación de la calidad educativa (2017), SINEACE, existen 5 
escuelas de medicina certificadas a nivel nacional y 2 universidades en proceso de 
acreditación de la carrera de Medicina Humana. Teniendo el SINEACE como 
finalidad asegurar la calidad educativa en el país y tiene carácter obligatorio para 
las universidades que cuenten con la carrera de Medicina Humana.  
La UNSA (2017) informa que se invirtió 8,574,810.89 en equipamientos de 
laboratorios, siendo la mayor inversión en la facultad de medicina con 1,950,263.34 





“Informativo virtual de la Universidad Nacional San Agustín de Arequipa diciembre 
2018” informa que la facultad de medicina cuenta con 12 simuladores de alta 
fidelidad y 3 mesas de disección virtual para el entrenamiento de diagnóstico y 
enseñanza para estudiantes de medicina.  
Por todo lo descrito, se puede observar que a pesar de haber gran demanda por 
estudiar medicina humana en el país; existen muchas universidades que no cuentan 
con la certificación del SINEACE, lo cual indica que no hay seguridad de la calidad 
educativa que se brinda en las universidades. Además, las denuncias por 
responsabilidad médica han ido en aumento, teniendo como una de las principales 
causales el diagnóstico errado a pesar de contar con los múltiples equipos que se 
usan para brindar información al médico. Por otro lado, la UNSA cuenta con 
laboratorio de simulación y simuladores médicos. Sin embargo, no cuentan con un 
simulador o equipamiento que permita entrenar en la interpretación y diagnóstico a 
partir de imágenes médicas. Por último, es importante resaltar que actualmente en 
Perú no se usa RA para la educación de medicina en ninguna institución.  
 
1.2. Definición de objetivos 
 
1.2.1. Objetivo general 
 
El objetivo del presente trabajo es desarrollar un sistema de realidad aumentada 
usando comando de voz para el entrenamiento e interpretación de imágenes 
médicas en estudiantes de medicina con el fin de brindar una herramienta 







1.2.2. Objetivos específicos 
 
• Desarrollar un sistema de realidad aumentada de bajo costo, que obedezca 
por orden de voz las instrucciones del usuario. 
• Desarrollar un algoritmo que permita la comunicación entre la tarjeta 
electrónica del prototipo y el celular para la superposición de la imagen 
virtual reconstruida.  
• Identificar y realizar el procesamiento de la imagen obtenida por tomografía 
computarizada (TC) a partir de un archivo tipo DICOM. Es decir, reconstruir 
la imagen 3D que se visualizará en el aplicativo para diferenciar las 
estructuras anatómicas. 
• Adquirir la señal de voz a través de un sensor de reconocimiento, 
seleccionar los componentes adecuados para el sistema e implementar la 
tarjeta electrónica. Asimismo, seleccionar los marcadores adecuados para 
el sistema.  
 
1.3. Alcances y limitaciones 
El alcance del presente trabajo que tiene por nombre “Desarrollo de un sistema de 
realidad aumentada y comando de voz para el entrenamiento e interpretación de 
imágenes médicas en estudiantes de medicina” se encuentra ubicado en área 
geográfica en la ciudad de Arequipa – Perú y como centro a la “Universidad Nacional 
San Agustín de Arequipa” teniendo como público objetivo a estudiantes de medicina 
de esta institución y abarca el desarrollo del algoritmo, del prototipo de la tarjeta 
electrónica, la reconstrucción de la imagen 3D a partir de un archivo tipo DICOM y la 





Se plantea limitaciones para el desarrollo del proyecto, se tomará como punto de inicio 
en el mes de enero del año 2018 y culminará en junio del mismo año; además en el 
país no existen muchas investigaciones sobre el uso de la realidad aumentada 
aplicado al área educativa lo cual dificulta encontrar información sobre investigaciones 




Este presente informe tiene como finalidad desarrollar un software amigable para el 
usuario e implementar un sistema que permita manipular la imagen 3D reconstruida de 
un cráneo humano, esto se considera importante en el área de instrumentación 
biomédica y procesamiento de imágenes médicas de la especialidad de ingeniería 
biomédica, ya que servirá como base fundamental para un estudio futuro de 
implementación o mejora de un sistema de reconstrucción 3D con imágenes 
tomográficas. Además, en el área de investigación de procesamiento de imágenes 
médicas generará interés en integrar nuevas tecnologías en los diferentes sectores del 
Perú usando realidad aumentada, mejorará el entrenamiento médico para el 
diagnóstico, identificación y comparación de la estructura estudiada, brindar una 
alternativa para el estudio del cuerpo humano en 3D de menor presupuesto a 
comparación de otros sistemas existentes. La cual beneficiará a los estudiantes de 
medicina humana de la UNSA, las universidades que dictan las carreras de medicina 
en el Perú y a la empresa insertándolo en el mercado del sector educativo. Generará 
gran interés para la aplicación de nuevos conocimientos, conceptos y dispositivos para 
poder utilizarlos en futuros proyectos de investigación en el área de procesamiento de 
imágenes médicas e instrumentación biomédica. Asimismo, se debe acotar que se 





componentes y softwares elegidos para tener un mejor resultado y hacerlo más 
asequible. 
 
1.5. Estudios de viabilidad 
 
La persona que colaborará en la investigación tiene los conocimientos necesarios 
adecuado basándose de los estudios previos en ingeniería biomédica y experiencia 
laboral en la rama de procesamiento de imágenes para materializar la presente 
investigación. 
La empresa cuenta con las tecnologías adecuadas y suficientes para desarrollar este 
proyecto. Entre los cuales están: los softwares disponibles en computadoras 
pertenecientes a la empresa con adecuadas características para el uso de la realidad 
aumentada, impresoras 3D para realizar las pruebas, velocidad de internet adecuada, 
laboratorio de electrónica con instrumentos adecuados para la creación del prototipo. 
Además, el tema de investigación cuenta con suficiente información por medio de 
internet, libros online y consulta por medio de expertos en el tema.  
Se cuenta con los recursos económicos suficientes para el desarrollo del prototipo y la 
interfaz. La empresa cuenta con los medios económicos suficientes para financiar el 
proyecto. Por otro lado, el proyecto se considera viable socialmente ya que colaborará 
a mejorar a la enseñanza de estudiantes de medicina y por ende a generar mejores 
médicos. Insertará una nueva tecnología en beneficio del país para posteriores 
estudios y desarrollos en diferentes sectores. También, el proyecto insertará a la 
empresa en el mercado, lo cual genera ingresos y beneficios a la empresa. Asimismo, 
como se puede apreciar en la sección “Presupuesto” el costo para la realización 
propuesta es menor debido que se centra principalmente en la parte del software y los 





realización del hardware. Por todo lo expuesto anteriormente, se puede decir que el 
































2.1.1. Antecedentes internacionales 
 
En Alemania, Pontus Orraryd (2017) en su tesis de maestría “Exploring the 
potencial use of augmented reality in medical education”; estudió el potencial de la 
RA aplicada en la enseñanza de anatomía humana con el propósito de probar tanto 
la interactividad como la funcionalidad. El estudio fue testeado por 6 estudiantes de 
que cursan el segundo año de medicina en Linköping University, en el cual solo uno 
realiza residencia en Linköping University Hospital. Se presentaron dos prototipos 
para su uso con Microsoft Hololens de manera que permita interactuar de formas 
diferentes. Los resultados mostraron que la RA mejora la percepción espacial y 
promueve la interactividad intuitiva, la participación y colaboración en grupos de los 
estudiantes. Debido a las limitantes tecnológicas existentes en la actualidad, se 
afirma que no es posible reemplazar los métodos tradicionales. Por lo que, la RA 
debe usarse como complemento para el aprendizaje en anatomía.   
 
En Francia, Bauer et al. (2017) en su investigación “Anatomical augmented reality 
with 3D commodity tracking and image-space alignment”; propusieron un sistema 
de RA similar a un espejo que permite al usuario visualizar la anatomía interna en 
tiempo real mediante la técnica de superposición. El sistema fue diseñado como 
herramienta para el aprendizaje de anatomía en estudiantes de medicina y 
deportes. Mediante un estudio de usuario se realizó la calificación según 8 criterios 
para evaluar la credibilidad del sistema. El sistema fue probado en 20 individuos 





resultados indicaron buena aceptación con respecto al rango de posición del 
cuerpo, fluidez y retraso del movimiento, consistencia del movimiento, realismo 
anatómico y en general el criterio de realidad aumentada fueron de buen nivel.  
 
En Polonia, Gierwialo et al. (2019) en su investigación “Medical Augmented – 
Reality visualizer for surgical training and education in medicine”; presentaron un 
visualizador médico de RA sin gafas de bajo costo, basado en proyección 
denominado MARVIS con el propósito de otorgar apoyo al entrenamiento médico 
quirúrgico. El sistema consistió en superponer imágenes de las estructuras internas 
en la superficie de un órgano fantasma; para este caso se eligen estructuras en el 
hígado fantasma. La muestra estuvo constituida por 25 estudiantes de medicina de 
Medical University of Warsaw, de los cuales fueron 12 varones y 13 mujeres, y 3 
cirujanos experimentados. Los resultados señalaron que el sistema AR puede influir 
en el rendimiento de procedimientos quirúrgicos. Además, mostraron la mejora de 
la percepción espacial del cirujano y los usuarios.  
 
En Argentina, Analía Millapi y Michael Tardon (2015) en su investigación “Uso de la 
realidad aumentada en el ámbito educativo para el desarrollo de aplicaciones que 
enseñen y entretengan (Edutainment)”; desarrollaron una aplicación de RA 
nombrada ARA para el estudio de los sistemas del cuerpo humano con el fin de su 
utilización en la pedagogía. La aplicación estuvo compuesta por dos modos de uso, 
el modo APP y el modo ARBook. En el modo APP, se visualiza los modelos usando 
un solo patrón y seleccionándolo desde el menú principal. Por otro lado, en el modo 
ARBook cada modelo se asocia a específicos patrones que no se repiten en el libro; 
de manera que el libro se utiliza como soporte con información útil. Los resultados 
indicaron gran aceptación como complemento a la enseñanza en estudiantes 






En Colombia, Sergio Prada (2017) en “Development of a cardiac auscultation virtual 
reality app” desarrolló una aplicación móvil basado en sonidos cardiacos como 
herramienta de apoyo para el entrenamiento a estudiantes de medicina. Se realizó 
una revisión para identificar las fases de la auscultación, se diseñó la arquitectura 
del sistema y a través de un test se evalúa la usabilidad de la app. La muestra 
estuvo compuesta por participantes de entre 18 y 24 años con 10 estudiantes del 
programa de desarrollo de juegos y emprendimiento; ciencias de la computación 
del Instituto de la Universidad de Ontario de Tecnología; y 10 estudiantes del 
programa de Medicina de la Universidad Militar Nueva Granada. Los resultados 
indicaron buenos términos de usabilidad en los estudiantes de medicina y baja 
usabilidad por parte de los otros estudiantes testeados de otras áreas.  
 
 
En Chile, los autores Rubilar, Gonzáles, Lizana y Pino (2017) en su investigación 
“Contracción cardiaca y la promoción de la visualización a través de una secuencia 
con realidad aumentada”; tuvo como propósito incentivar la visualización y de la 
anatomía y fisiología de la contracción cardiaca, por lo que se desarrolló SPECTO. 
La metodología estuvo constituida por un guion para el docente y un cuadernillo 
para el estudiante junto con la aplicación previamente descargada. De manera que 
el estudiante pudiese visualizar videos, animaciones, modelos 3D del corazón al 
apuntar el celular hacia el cuadernillo entregado. La muestra estuvo compuesta por 
16 estudiantes del curso de fisiología para la carrera de bioquímica en el tercer año 
de pregrado. El estudio mostró resultados positivos para el uso de RA como 







2.1.2. Antecedentes nacionales 
 
En Chincha, Henry Alejos y Katherine Lazo (2015) en su proyecto de grado 
denominado “Implementación de un sistema informático basado en realidad 
aumentada; para el área de ciencia y ambiente, como alternativa a los métodos 
tradicionales, en la I.E.P. María Inmaculada-Chincha 2015”; tuvo como propósito 
implementar un sistema utilizando RA de manera que mejore el rendimiento 
académico, plantearon a la RA como método alternativo para la enseñanza y 
aprendizaje para niños. Asimismo, la muestra estuvo compuesta por los alumnos 
de quinto y sexto grado de primaria para el curso ciencias y ambiente de I.E.P. 
María Inmaculada; utilizando la metodología SCRUM se desarrolló un sistema con 
una interfaz amigable y capaz de dar información de interés. Los resultados 
mostraron respuestas positivas con respecto a la aceptación e interés para el 
aprendizaje en los estudiantes.  
 
Los autores Córdova, Barrios y Loya (2015) en su investigación “Aplicaciones de 
realidad aumentada para mejorar las capacidades cognitivas en estudiantes en un 
colegio en Perú”; tuvo como propósito determinar la influencia de la RA para mejorar 
las capacidades cognitivas en estudiantes. Mediante una encuesta se evaluó la 
aplicación en los grupos con pre-prueba y post-prueba. La muestra estuvo 
constituida por alumnas de segundo grado de secundaria de las secciones “B” como 
grupo experimental y “F” como grupo control, del curso de ciencia, tecnología y 
ambiente de la Institución Educativa Nuestra Señora del Carmen; el promedio de 
estudiantes en cada sección es 30 alumnas. Los resultados señalaron que la 
aplicación con RA mejora las capacidades cognitivas, mejora la participación en 






En Lima, Luis Cuadrao (2016) en su tesis de doctorado “El método de enseñanza 
virtual y su influencia en el aprendizaje de histopatología”; tuvo como propósito 
estudiar la influencia del método de enseñanza virtual Blended-Learning con 
respecto al aumento del aprendizaje de histopatología. El estudio estuvo enfocado 
en estudiantes de Odontología del cuarto ciclo de pregrado del curso de patología 
general de la Universidad Nacional Mayor de San Marcos; la muestra estuvo 
constituida por 58 alumnos de los cuales 29 pertenecieron al grupo experimental y 
29 al grupo control. Siendo el último al que se empleó el método virtual Blended-
Learning. Los resultados indicaron un aumento de aprendizaje a nivel cognitivo y 
procedimental en el grupo experimental, también mostraron un elevado incremento 
de aprendizaje a nivel actitudinal.  
 
En Lima, Pedro Carrión (2016) en su tesis de grado “Visualización de puntos de 
interés en un campus universitario usando realidad aumentada”; tuvo como objetivo 
desarrollar una aplicación de RA que permite visualizar puntos de interés, brindando 
información sobre lugares y eventos en el campus universitario de la Pontificia 
Universidad Católica del Perú. Se utilizaron herramientas como geolocalización, 
mapas, acceso web y videos; también se realizó un profundo análisis de los 
sistemas operativos y los frameworks para la visualización del aplicativo. Se obtuvo 
como resultado una interfaz que reconoce los puntos de interés en el campus. 
Además, mediante estadísticas obtenidas por Google Play de octubre del 2012 
hasta abril del 2015; los resultados señalaron una gran aceptación entre los 
estudiantes universitarios para la utilización del aplicativo Descubre PUCP. 
 
En Chiclayo, José Delgado y Moisés Salazar (2016) en su tesis de grado “Sistema 
informático para la enseñanza interactiva utilizando realidad aumentada aplicado a 





Institución Educativa “Sagrado Ignacio de Loyola””; tuvo el objetivo de aumentar el 
rendimiento académico en el curso de ciencia y ambiente acerca del cuerpo 
humano y sus sistemas. La muestra consistió en alumnos de cuarto grado de 
primaria de la Institución Educativa Sagrado Ignacio de Loyola. El proyecto estaba 
desarrollado de manera que los alumnos pudieran interactuar con la RA a través de 
imágenes. Los resultados señalaron mejorías en el rendimiento académico 
respecto al tema mencionado anteriormente; capacidad de problematizar y 
establecer relaciones; registro, análisis y evaluación de información; comunicación 
y comprensión de conocimientos. 
 
En Chiclayo, Oscar Heras (2018) en su tesis de grado “Aplicación móvil para el 
apoyo en el aprendizaje de la anatomía dental en los estudiantes de estomatología 
de una universidad privada”; estudió la influencia del uso de objetos virtuales, 
creando una aplicación con RA como apoyo al aprendizaje de anatomía donde 
evaluó los resultados a nivel cognitivo y procedimental. La población estuvo 
constituida por 32 estudiantes de estomatología de segundo ciclo; 16 alumnos 
constituían el grupo experimental y 16 alumnos del grupo control llamados grupo A 
y B respectivamente. Se hizo uso de la metodología SCRUM para el desarrollo del 
proyecto. Los resultados mostraron que la aplicación proporcionó una mejoría a 
nivel cognitivo y procedimental en estudiantes de estomatología que utilizan la 






2.2. Tecnologías/técnicas de sustento 
Para brindar mayor sustento a esta sección, es necesario realizar una breve 
descripción de las bases teóricas. 
2.2.1. Bases teóricas 
 
2.2.1.1.  Terminología médica 
 
a) Posición anatómica 
 
Se usa las posiciones anatómicas para describir la relación de la posición y 
asegurar que no existan ambigüedades en la comunicación del personal de 
la salud. Para Moore, Dalley & Agur (2013) es importante resaltar que la 
posición anatómica se toma como referencia a una persona en 
bipedestación erecta, presentando las siguientes características: 
- Cabeza, ojos y dedos de los pies dirigidos hacia adelante 
- Los miembros superiores y las palmas al costado, mirando anteriormente 
- Los miembros inferiores unidos, los pies dirigidos en orientación hacia 
adelante. 
 
b) Planos anatómicos 
 
Con propósito de divulgación y generalizar el vocabulario médico para un 
mejor entendimiento, se crea la terminología Anatómica Internacional en 
1998. Los planos anatómicos atraviesan imaginariamente el cuerpo humano 
para poder realizar las descripciones anatómicas y las relaciones de cortes 





Se puede concluir que los planos anatómicos son los que dan una ubicación 
en el espacio, como lo hacen los ejes X, Y, Z. Sin embargo, el objetivo 
principal es orientar y relacionar las descripciones de las estructuras 
anatómicas. A continuación, se describe brevemente los principales planos. 
- Plano sagital: Es aquel plano que cruza el cuerpo humano de manera 
vertical, también es conocido como plano medio.  
- Plano coronal: Llamado también plano frontal, es aquel plano que 
atraviesa el cuerpo de manera vertical, pero formando un ángulo de 90 
grados con el plano medio. Es decir, que se encuentra de manera 
perpendicular con el plano medio. En consecuencia, se divide en anterior 
o conocida como ventral y posterior llamada también como dorsal.  
- Plano transversal: A este plano se le conoce comúnmente como plano 
horizontal, pasan de manera perpendicular con el plano sagital y el plano 
coronal, dividiendo el cuerpo como parte superior e inferior.  
Lo descrito anteriormente se muestra en la figura 1. 
 
Figura 1. Planos anatómicos 
Fuente: (Moore K., Dalley A. & Agur A., 2013)     
 






- Proximal y distal 
Son términos muy usados de manera direccional, describe las direcciones 
de las posiciones de las estructuras. Se usa el término proximal cuando es 
más próximo a una referencia y distal cuando está más alejado a la 
estructura anatómica de referencia.  
- Craneal y caudal 
Son términos direccionales que orientan la posición más cercana (craneal) 
o lejana (caudal) con respecto al cráneo. 
En la figura 2, se puede observar los términos anteriormente descrito, 







Figura 2. Posición anatómica y relaciones 
Fuente: (Moore K., Dalley A. & Agur A., 2013) 
 
2.2.1.2.  Anatomía del cráneo 
 
El cráneo está conformado por 22 huesos, sin contar los huesecillos del oído 
interno. Generalmente los huesos del cráneo se encuentran unidos mediante 
suturas, articulaciones fibrosas que no poseen movimiento, como se muestra en 
la Figura 3.  
 
 
Figura 3. Suturas del cráneo  
Fuente: (Drake R., Vogl W. & Mitchel A., 2015)  
 
Según Moore K., Dalley A. & Agur A. (2013), el cráneo se divide en Neurocráneo y 
Viscerocráneo. El primero está conformado por la caja encefálica donde se 
encuentra ubicada el encéfalo, la meningues, nervios craneales y vasos 





El neurocráneo contiene 8 huesos; dentro de los cuales encontramos: el hueso 
frontal, hueso occipital, hueso esfenoides, hueso etmoides, 1 par de huesos 
parietales y temporales. Lo anteriormente descrito se muestra en la Figura 4. 
Además, el neurocráneo posee un techo llamado calvaria y una base del cráneo.  
 
Figura 4. Componentes del Neurocráneo 
Fuente: Elaboración propia 
 
Por otro lado, el viscerocráneo está compuesto por 14 huesos: 1 par de huesos 
lagrimales, 1 par de huesos nasales, 1 par de huesos maxilares, 1 par de huesos 
cigomáticos, 1 par de huesos palatinos, 2 cornetes nasales inferiores, una 






Figura 5. Componentes del Viscerocráneo 
Fuente: Elaboración propia 
 
En la figura 6 se muestra la vista anterior del cráneo. 
 
Figura 6. Vista anterior del cráneo 
Fuente: (Drake R., Vogl W. & Mitchel A., 2015) 
 






Figura 7. Vista lateral del cráneo 
Fuente: (Drake R., Vogl W. & Mitchel A. ,2015)   
 
En la figura 8 se muestra la vista posterior del cráneo. 
 
Figura 8. Vista posterior del cráneo 






En la figura 9 se muestra la vista superior del cráneo. 
 
Figura 9. Vista superior del cráneo 
Fuente: (Drake R., Vogl W. & Mitchel A. ,2015) 
 






         Figura 10. Visión inferior del cráneo 
       Fuente: (Drake R., Vogl W. & Mitchel A. ,2015) 
 
2.2.1.3.  Diagnóstico por imágenes 
 
Con el avance de la tecnología y la medicina nuclear, los equipos médicos para 
uso de diagnóstico por imágenes han evolucionado. En general, la radiación se 
puede dividir en radiación ionizante y radiación no ionizante, dependiendo de la 
frecuencia en que fluctúan. 
 
a) Rayos X (RX) 
  
El descubrimiento de los rayos X fue muy importante en la humanidad. 
Asimismo, el uso de estos en la medicina marcaría un hito para el 
diagnóstico en pacientes. Una radiografía convencional muestra las 
diferentes densidades de las estructuras anatómicas en diferentes partes del 
cuerpo humano a través de un haz de rayos X.  
Los rayos X, fotones con radiación, son generados a partir de un tubo de 
rayos X y siendo colimados o dirigidos hacia un área específica e impresos 
en placas radiográficas según el nivel de atenuación de los tejidos. Un tejido 
con masa de mayor densidad absorbe mayor cantidad de rayos X en 
comparación a uno con menor densidad (Moore, Dalley & Agur, 2013). Por 
lo tanto, un tejido denso produce un área oscura en la placa. Además, se 
habla de radio opaca cuando una sustancia es muy densa y radiolúcida 
cuando tiene menor densidad.  
Con el avance de la tecnología, ha surgido variantes usando rayos X para 
obtener imágenes con mayor velocidad, mejor diferenciación, en tiempo real 






b) Tomografía Computarizada (TC) 
 
La tomografía consiste en el uso de rayos X, los cuales pasan a través del 
cuerpo como cortes delgados o fotografías digitales por partes del cuerpo 
de manera transversal, así proporcionando información importante del 
estado de las estructuras del cuerpo. La cantidad absorbida de la radiación 
por cada tejido varía con respecto la grasa corporal del área, la densidad 
acuosa y tipo de hueso (Moore, Dalley & Agur, 2013). Las proyecciones de 
los haces de los rayos X giran alrededor del paciente, siendo detectados y 
enviados a la computadora, produciendo imágenes transversales del cuerpo 
a través de un procesamiento previo de señales e imagen. Posterior, las 
imágenes tomográficas son apiladas de manera digital en el computador 
para formar una imagen en 3D del paciente. Otorgando información como 
volumen, medidas, ubicación tridimensional que debido a todo esto permite 
diferenciar estructuras y diagnosticar anormalidades. El formato utilizado 
para guardar estos archivos con información de cada paciente es DICOM. 
El uso de la TC es generalmente usado para poder examinar tejido óseo. Es 
común el uso de contraste intravenoso u oral para obtener mejor 
diferenciación de órganos abdominales y vascularización. 
Con el desarrollo de la TC por primera vez se pudo observar las estructuras 
neurales sometiendo al paciente a menor riesgo. Por lo que la TC fue muy 
importante para las alteraciones del sistema nervioso central.  
Actualmente se hace uso de la tercera generación de tomógrafos creado por 
Fan Beam en 1976, el cual consiste en emitir rayos X en forma de abanico 
por 25 a 30 segundos y con 300 a 800 detectores, estos giran alrededor del 
paciente y se repite el proceso nuevamente. Teniendo como resultado un 





Existen otras generaciones de tomógrafos que no se hacen mención en este 
informe puesto que la información que se obtiene con la tercera generación 
es la necesaria para un diagnóstico correcto. Además, los tomógrafos de 
cuarta generación exponen a mayor radiación al paciente y al personal 
médico.  
 
c) Ultrasonido (US) 
 
El equipo de ecografía funciona con los pulsos de ondas de ultrasonido 
otorgando imágenes profundas de las estructuras internas. Estas ondas 
ultrasónicas son de frecuencia alta, por lo que el ser humano no puede 
percibir con los sentidos. En un equipo de ecografía estas ondas son 
generadas por un material piezoeléctrico que posee los transductores, el 
material piezoeléctrico puede transmitir y recibir las ondas sonoras en 
consecuencia del rebote de los órganos. Entonces, las ondas captadas son 
enviadas a un ordenador donde son procesadas y mostradas.   
Es ideal para examinar órganos blandos, el sistema vascular, cardiaco y 
poder saber la evolución del feto durante el embarazo. 
 
d) Resonancia magnética (RM) 
 
El equipo de resonancia magnética (RM) funciona excitando el núcleo de 
hidrógeno, el cual posee propiedades magnéticas, por la radiofrecuencia 
transmitida (Moore, Dalley & Agur, 2013). Depende de los protones libres en 
los núcleos de hidrógeno de las moléculas de agua presentes por todos los 
tejidos del cuerpo humano. Estas partículas actúan como imanes con 





magnético grande estas partículas se alinean y cuando un pulso de onda de 
radio atraviesa al paciente las partículas de protones se desordenan y según 
van recuperando la alineación emitirán pulsos de radio, produciendo señales 
que son llevadas a un ordenador para su análisis y procesado con el objeto 
de crear la imagen a partir de esta información. 
Con la RM se puede obtener imágenes similares a una TC. Sin embargo, la 
resonancia magnética otorga mejor diferenciación de tejidos, se recomienda 
su uso para obtener mayor detalle en tejidos blandos y también menor riesgo 
al paciente. La RM ha otorgado otra perspectiva a la compresión e 
interpretación del cerebro, usando contraste intravenoso se logra mejor 
diferenciación en los tejidos (Drake, Vogl, Mitchell, 2005). Una desventaja 
de la RM es no poder obtener mayor información del tejido óseo. 
 
2.2.1.4. Realidad extendida 
 
El término de Realidad Extendida (RE) es atribuido recientemente para 
englobar a los términos de Realidad Mixta (RM), Realidad Aumentada (RA), 
Realidad Virtual (RV) como se puede observar en la figura 11.  Se generaliza 
el término de RE para evitar menor confusión al público, cada uno de estos 
términos presentan características y usos distintos. La RE se refiere a todas las 
combinaciones posibles entre el entorno real- virtual combinado y la interacción 
humano - máquina a través de las computadoras y dispositivos portátiles 
(Sridhar, 2018). Con el avance de la tecnología se han desarrollado dispositivos 
nuevos en las que el usuario puede interactuar de diferentes maneras o tener 







Figura 11. Partes de la realidad extendida 
             Fuente: Elaboración propia 
 
Cada parte de la Realidad Extendida posee diferencias entre ellas con el 
usuario y el entorno.  
 
Figura 12. Diferencias de las partes de la realidad extendida 
Fuente: (Cabero J., De la Horra I. y Sánchez J., 2018) 
 
En la figura 12 se muestra las principales diferencias y relación del usuario 
entre el entorno virtual y real de los conceptos de Realidad Virtual, Realidad 
Aumentada y Realidad Mixta. 
Para mejor comprensión, se hace una breve introducción a los conceptos de 





a) Realidad virtual 
 
El usuario se encuentra inmerso completamente en un mundo virtual, mundo 
no real creado por computadoras, donde no posee conocimiento del mundo 
real. Para esto, es necesario el uso de la tecnología para inmersionar al 
usuario a través de pantallas y uso de elementos electrónicos para otorgar 
las sensaciones creadas, dejando al usuario lejos de la realidad. Por este 
motivo se crearon los Head Mounted Displays (HMDs), los cuales son 
usados en diferentes aplicaciones entre los que destacan las áreas de salud, 
entretenimiento, publicidad, militar, etc.  
Los HMDs son dispositivos que poseen pantalla o monitor, donde se 
muestran videos o algún contenido específico diferente al mundo real. 
Tienen forma de visor y se encuentran montados en las cabezas de los 
usuarios de manera que ocluya el campo de visión o una parte de esta. 
Además, generalmente incorpora cámaras y audio para otorgar la sensación 
de inmersión completa al usuario.  
Existen HMDs exclusivos para el uso de la RV. Sin embargo, se han 
desarrollados de igual manera para uso en RA y RM. Es decir, dependiendo 
del uso se usarán HMD específicos fabricados con características propias. 
En la actualidad existen muchos HMD comerciales dedicado a la RV, los 







Figura 13. HMD comerciales para realidad virtual 
Fuente: Elaboración propia 
 
b) Realidad aumentada 
 
La Realidad Aumentada es una parte de la realidad extendida, donde se 
puede observar en el mundo real los objetos virtuales de manera 
superpuesta a través de un dispositivo electrónico en la que el usuario se 
encuentra consciente de su entorno físico y los eventos que suceden en 
éste. Asimismo, Azuma (1997) atribuye a la realidad aumentada como una 
variación de realidad virtual (VR).  Siendo la RA opuesta a la RV ya que el 
usuario no se sumerge por completo en el mundo virtual y puede ver lo que 
sucede en el mundo real o alrededor de él. Es decir, se puede interactuar a 
través de un dispositivo portátil o computador siendo consciente del mundo 
real y el mundo virtual. El mundo real se percibe mediante los estímulos 
captados por los sentidos del ser humano, los cuales otorga la sensación de 
lo que sucede en el entorno.   
b.1. Elementos de Realidad aumentada 
 
En hardware se tienen: 
Cámara: generalmente en RA para determinar la localización y 
perspectiva del usuario en el mundo real se hace uso de visión por 
computadora (Graig, 2013). Para la cual es necesaria una cámara o 
dispositivo que permite ver el mundo virtual. También es muy común el 
uso de marcadores en las aplicaciones de RA, la cámara permite 
reconocer los patrones del marcador en el objeto real, y determinar la 
orientación y localización del objeto con la escena. En consecuencia, se 





físico, esa información es importante para superponer el objeto virtual 
asociado al objeto real. Por lo tanto, al mover el objeto real, la imagen 
del objeto virtual también se moverá. 
Es fundamental que la cámara a usar para el aplicativo de RA tenga las 
características necesarias para identificar los marcadores de un objeto 
real. 
 
GPS: Es un sistema de navegación desarrollado por Estados Unidos de 
América, otorga información respecto a las coordenadas y ubicación en 
cualquier parte del mundo, también da la hora del lugar seleccionado. 
Según la Oficina de Coordinación Nacional de Posicionamiento, 
Navegación y Cronometría por Satélite, el GPS se compone de tres 
elementos: satélites. estaciones terrestres y receptor de GPS. 
La RA utiliza la información otorgada por el GPS para saber la 
localización del dispositivo móvil o el computador usado para ver el 
mundo virtual. 
 
Giroscopio: Dispositivo que otorga información de los ángulos de 
rotación y eje. Se usa para indicar o informar los movimientos realizados 
en el espacio. 
 
Acelerómetro: Instrumento que da información acerca de la 
aceleración de un objeto cuando se encuentra en movimiento. 
 
Procesador: Es el dispositivo microelectrónico encargado de la 
comunicación de los sensores, también de analizar y almacenar las 
señales de entrada obtenidos por los sensores. Asimismo, todo sistema 





y recuperar información. Siendo el procesador considerado el "cerebro" 
de todo dispositivo electrónico, en un sistema de RA realiza tareas 
específicas del programa de la aplicación. Aquí es donde se encuentra 
el algoritmo creado para la aplicación de RA. El microcontrolador es 
como una micro computadora que posee un microprocesador por lo que 
resulta ser muy esencial para gestión de todo lo que sucede en los 
sistemas.  
 
Display: Es un componente necesario para poder ver el mundo virtual, 
en el cual se encarga de mostrar la imagen virtual superpuesta en el 
objeto real, previamente enlazados. Mediante una pantalla de un 
dispositivo móvil como un celular, Tablet, pc o a través de un visor de 
RA ocurre esta “mirada” al mundo virtual. Es necesario tener una buena 
resolución para poder observar detalles en la imagen virtual, de igual 
manera es esencial escoger un target correcto teniendo en cuenta las 
características de la pantalla. 
 
Dispositivo móvil: Se describe a un dispositivo móvil como un 
computador portátil y de uso personal que se orienta en general a la 
comunicación. Posee un sistema operativo, un procesador o 
microprocesador, sensores como cámaras, giroscopio, acelerómetro y 
la mayoría incorpora GPS, se puede instalar aplicaciones y programas 
para distintos usos. Entre los más populares se tienen los celulares y 
tablets. Los celulares se han vuelto indispensables y han adquirido 
mayor apogeo debido al avance de la tecnología, se han vuelto más 
intuitivos, poseen mejor procesador, mayor espacio para almacenar 





rapidez, menor tamaño y peso, características atractivas entre los 
usuarios.  
 
Las aplicaciones: son programas creados para cumplir tareas 
específicas en un dispositivo móvil mediante un algoritmo desarrollado 
e instalado.  Son usadas en varios sistemas operativos o en uno y debe 
tener para ser popular entre otras en el mercado, las características de: 
amigable, estable, rápidas e intuitivas, pero entre la más destacable de 
esta se encuentra de cubrir una necesidad del usuario y resuelva esta 
de manera sencilla y atractiva. 
 
Marcador o target: Es fundamental escoger el marcador o target en el 
entorno físico para un sistema de RA. Los marcadores son populares 
en aplicaciones de RA, ya que facilitan el reconocimiento del patrón en 
un objeto real para mostrar la imagen virtual superpuesta debido a que 
sirven también para indicar localización y posición del objeto real en un 
entorno real, permitiendo la proyección de la imagen virtual de manera 
certera a un específico marcador. El reconocimiento del marcador 
depende de la geometría y color, el marcador debe ser de preferencia 
asimétrico para facilitar su identificación. Sin embargo, se recomienda 
usar un marcador no tan elaborado ni de alta dificultad para no tener 
dificultad para su identificación. 
 
Con respecto al software tenemos: 
Sistema operativo: Se define como un conjunto de programas, 
considerado como el más importante en todo computador, que dan 





dispositivo que posea un procesador en la actualidad. Permite la 
comunicación y funcionamientos de otros programas, gestiona los 
sensores o el hardware que posee el computador, dirige las 
aplicaciones instaladas y los servicios que requiere el usuario. Entre los 
sistemas operativos más populares se tienen: iOS y Android. 
 
Game engine: El término fue por primera vez atribuido a mediados de 
los años 1990s y en referencia al juego Doom, un juego popular de tiros, 
debido que para la creación del juego Doom fue marcada la separación 
entre núcleo blando, sistema de renderizado los activos artísticos, 
sistema de audio, reglas del juego (Gregory, 2009). El generador de 
juegos o Games engines es una plataforma que se usa para desarrollar 
juegos en consola o aplicaciones móviles orientado a la creación de 
juegos en dispositivos móviles y computadoras. Asimismo, se puede 
usar para creación de aplicaciones con alta calidad de gráficos 
aplicados a otras áreas diferentes a la recreativa. Un Game Engine está 
dividido se encuentra dividido en sub sistemas o managers, cada uno 
de estos managers poseen propiedades o características diferentes 
pero relacionadas entre sí (Thorn, 2011).  
Todo Game Engine Posee un motor renderizado para gráficos 2D y 3D, 
sonido, comandos, animación y subprocesos. El uso de motor de juegos 
se usa para hacer pequeñas modificaciones a los juegos partiendo de 
un “motor”, lo cual ahorra tiempo a los programadores.  






 Figura 14. Subsistemas del Game engine 
Fuente: Elaboración propia 
 




La primera versión desarrollada de Unreal Engine fue en el año 1998, 
incorporando una serie de sistemas que incluían renderizado, detección 
de colisión, inteligencia artificial, gestión de archivos, secuencia de 
comandos y redes. Este motor de juegos se volvió conocido debido a 
su diseño de la arquitectura del motor y la incorporación del script 
nombrado UnrealScript, este script fue basado en lenguaje C++ 
haciendo muy sencilla las modificaciones. 
En la segunda versión lanzada en 2002, esta versión rehace el núcleo 
del código fuente y el motor de renderización. Además, la segunda 
versión es compatible con GameCube y Xbox (Sanders, 2016). 
En 2004 se lanza la tercera versión de este motor de juegos, la cual 





trabajar por cada pixel a diferencia de las versiones anteriores de Unreal 
Engine, este nuevo modelo de iluminación permite el uso de mapas 
normales, uso de texturas de baja y alta resolución; el uso de mapas 
permitió mantener un alto nivel de detalle en los gráficos. De igual 
manera que la versión anterior, Unreal Engine 3 fue desarrollado para 
DirectX y OpenGL, ampliando sus usos a OS X, iOS, Android, Flash, 
JavaScript y HTML5 (Sanders, 2016). 
Unreal Engine 4 fue lanzado en 2014 presentando características más 
adaptadas al mercado de los programadores y desarrolladores de 
videojuegos. En las versiones anteriores presentaba un sistema de 
secuencia de comandos llamado kismet, en la nueva versión de Unreal 
Engine se reemplaza este kismet por un sistema de planos más 
amigable (Sanders, 2016). El sistema de iluminación mejora a través de 
un algoritmo creado para mejorar la calidad y reducir el costo 
computacional, expandiendo el uso a la industria cinematográfica, 
empresarial, diseño, etc. Otorga una gran calidad para pc, consolas, 
dispositivos móviles y permitiendo el uso de la realidad virtual. Otra 
ventaja de la nueva versión es el libre acceso al código fuente para 
poder modificar propiedades del motor según los gustos de los 
desarrolladores. 






Figura 15. Historia de Unreal engine 
Fuente: Elaboración propia 
 
Unity 
Este motor de juegos fue creado por la empresa Unity Technologies, es 
una multiplataforma gratuita desarrollada especialmente para la 
creación de juegos 3D usando varias plataformas, soporta plataformas 
PC Windows, MAC OS, iOS, Android, iPhone, Wii, PlayStation, Xbox, 
Web deployment, televisores Smart Tv Samsung y Apple TV, también 
se puede hacer eso de este engine para realidad virtual (Domínguez, 
Navarro y Castro, 2017). Por otra parte, se vuelve una opción 
interesante para los desarrolladores ya que se puede elegir la opción de 
licencia gratuita o las opciones de licencias pagadas, estas tienen un 
amplio repertorio de precios para cada disponibilidad del desarrollador, 
programador o empresario. Tiene herramientas con el objeto de facilitar 
a los desarrolladores modificar o crear aspectos del juego. Dentro de 
estas herramientas tenemos: inteligencia artificial, animaciones, 
gráficos, etc.  
Unity puede añadir una amplia gama de plugins para mejorar la 
funcionalidad, es posible usar plugins propios o de desarrolladores 
externos. Además, incorpora un Asset Store donde el usuario puede 
adquirir elementos como videos, recursos, plugins, prefabs, etc. Por 
esto, es una herramienta de gran apoyo por tener una tienda virtual 
donde es posible conseguir elementos de manera gratuita o pagada. 
Por último, Unity posee servicios como Unity Analytics, Unity Ads, Unity 
Networking, etc., que son generalmente gratuitos pero importantes para 






El uso de Unity debido a las herramientas que posee ha ocasionado la 
expansión a otras industrias como el cine, animación, el diseño, el 
sector automotriz, arquitectura e ingeniería.  
  
ARKit 
Fue desarrollado únicamente para aplicaciones en dispositivos iOS, a 
partir del iPhone 6s para adelante, es requerido usar lenguaje de 
programación Switch o el lenguaje Objetive-C debido que son los 
programas oficiales de Apple´s. Switch ha sido mejor aceptado ya que 
es más sencillo de aprender y es considerado el lenguaje del futuro de 
Apple´s (Wang, 2018). 
 
 Entorno de desarrollo integrado (IDE) 
 El Entorno de Desarrollo Integrado o IDE por su acrónimo en inglés 
(Integrated development environment) es una aplicación de software 
que permiten desarrollar software por parte de los desarrolladores 
según el lenguaje de programación de preferencia (Thorn, 2011). De 
esta manera, proporciona al programador herramientas para usar los 
conocimientos de un lenguaje de programación, ofreciendo facilidad en 
la construcción de un software. Contiene herramientas para el desarrollo 
de software como un editor, depurador, código fuente, constructor de 
interfaz gráfica y compilador. 
 Un IDE puede ser desarrollado en diferentes lenguajes de 
programación, dependiendo de la elección del programador. Existen 





 Para RA encontramos a Monodevelop y Visual Studio. El primero viene 
instalada por defecto en Unity, se debe especificar al momento de 
instalar, y el segundo debe contar con una cuenta de Microsoft. 
 
Herramienta SDK 
El Software Development Kit o SDK, es un Kit de desarrollo que se usa 
para el desarrollo de aplicaciones en RA. Entre los más usado están 
Vuforia, Mataio y Wikitude. 
 
Framework 
Se define framework como una estructura de software integrado con 
componentes intercambiables y personalizables para el desarrollo de la 
aplicación que sirve como soporte o guía, indica que tipo de programa 
debe desarrollarse. 
b.2. Clasificación de realidad aumentada 
 
En general, se puede clasificar la RA en base al objeto físico que se usa 
para reconocer y proyectar o superponer un objeto virtual usando RA y 
según su forma de utilización. 
La RA se puede dividir en niveles como se aprecia en la figura 16 según 






Figura 16. Niveles de realidad aumentada 
Fuente: Elaboración propia 
 
Se hace una breve reseña de estos nivele a continuación:  
Nivel 1: RA mediante patrón en blanco y negro, es común el uso 
mediante códigos QR como marcador para localizar el objeto no real a 
superponer sobre el mundo real. 
Nivel 2: RA mediante una imagen, se utiliza una imagen para ubicar el 
objeto virtual a superponer. 
Nivel 3: RA mediante entidad en 3D, se usa un objeto físico real para 
reconocer y proyectar el obeto virtal. 
Nivel 4: RA mediante geolalización, se hace uso del GPS para localizar 
coordenadas en un punto del planeta mediante satélites.  
Nivel 5: RA mediante huella termal, el reconocimiento de hace mediante 
la huella termal para visualizar el objeto virtual. 
 
c)  Realidad mixta 
 
En la RM el usuario puede interactuar con ambos mundos, permite la 





embargo, el usuario se encuentra en el mundo virtual, a diferencia de la RA 
donde se encuentra en el mundo real. Graig (2013) refiere a la RM como la 
combinación o mezcla de las informaciones del mundo real y la información 
digital. Además, se extiende el concepto de la RM cuando se hace uso de 
un objeto real para interactuar con él en un entorno virtual como se observa 
en la figura 17.  
 
 
Figura 17. Esquema del continuo de virtualidad  
Fuente: (Milgram & Kishino, 1994) 
 
De igual manera que RV y RA, es necesario el uso de un dispositivo que 
posea pantalla para poder observar el mundo virtual. Los visores de RM más 
conocidos por la industria se muestran a continuación en la figura 18. 
 
Figura 18. Visores populares de realidad mixta 
Fuente: Elaboración propia 
 
Recientemente se usa Hololens 2 en la industria militar, medicina, ingeniería 
y educación como se puede apreciar en la figura 19. El visor de realidad 
mixta más conocido y aceptado en la industria de la medicina se tiene a 






Figura 19. Áreas de aplicación de Hololens 
Fuente: Elaboración propia 
 
2.2.1.5. Sistemas embebidos 
 
Los sistemas embebidos cumplen tareas específicas usualmente en tiempo 
real, pero algunos tienen ciertas restricciones en tiempo real. 
 
Microprocesador 
Es un circuito integrado o chip que contiene un CPU la cual recibe las 
instrucciones del programa desde una memoria externa y los ejecuta. Es decir, 
en la memoria externa se encuentra el programa donde establecen las 
instrucciones o tareas a realizar y en el CPU las recibe y ejecuta.  
Para que un microprocesador pueda ser funcional, se requiere conectar una 






memoria interna, un clock, timers y otros periféricos a dispositivos que tengan 
entradas y salidas como se puede observar en la figura 20 debido a la necesidad 
de un microprocesador a conectarse con otros dispositivos para ser funcional 
es que poseen una gran cantidad de pines. 
 
Figura 20. Diagrama del microprocesador 
Fuente: Elaboración propia  
 
Microcontrolador 
Es el circuito integrado programable encargado de ejecutar instrucciones de 
manera secuencial, con el objeto de controlar un proceso. Según Valdés F. y 
Pallás R. (2007) el microcontrolador mezcla los recursos que nos da un 
microcomputador (CPU) en un circuito integrado. Un microcontrolador contiene 
una memoria interna y posee periféricos internos como convertidor análogo-
digital, timers, pines (I/O), contadores, puertos seriales, memoria de programa, 
datos de memoria, etc.  
En la figura 21 se presentan las principales características o unidades 






Figura 21. Diagrama del microcontrolador 
Fuente: Elaboración propia   
 
 Cada parte se explica brevemente a continuación: 
Memoria: Lugar se almacena datos, cálculos y las instrucciones a ejecutar 
mediante un código con las sentencias que se ejecutarán. Se encuentra la 
memoria RAM y ROM, la diferencia consiste en que la primera pierde 
información cuando se pierde la energía y se considera una memoria de lectura 
y escritura; mientras que la segunda es volátil y de solo lectura. Es importante 
mencionar en ambas no influyen el tiempo para localizar el lugar donde se 
encuentra almacenado un dato acceso.  
 
Unidad de procesamiento o CPU: el CPU es como el “cerebro” del 
microcontrolador. Según Zappa (2017), la Unidad de procesamiento se encarga 
de dirigir y transmitir instrucciones de un programa; decodificar las 
instrucciones y ejecutarlas según la lógica del programa que se encuentra 
almacenado en la memoria. Incluye una Unidad Lógica Aritmética (ALU), que 





(PC), puntero de pila (SP) y registro de estado (SR) los cuales son necesarios 
para el funcionamiento de la CPU; también incluyen nuevos registros, los 
cuales son de uso temporal; decodificador de instrucciones y otra lógica para 
controlar la CPU, manejar interrupciones y servicios, etc. 
  
 Periféricos: Se encargan de apoyar la ejecución de las instrucciones 
programadas. 
  
 Direcciones y bus de datos: Sirven para vincular los subsistemas y transferir 
instrucciones y datos. Estos buses pueden ser de direcciones, datos o de 
control.  
  
 Puertos I/O: El uso de estos, hacen posible comunicarse con otros 
microcontroladores, leer señales externas y permite programar señales de 
control a otros dispositivos. 
  
 Clock: Mantiene todos los sistemas sincronizados; puede ser generados de 
manera interna o de manera externa con el uso de un cristal. 
 Además, en general se puede describir el proceso de programación en un 
microcontrolador de manera sencilla. Estos procesos se mencionan a 
continuación. 
 
Desarrollo: El algoritmo es desarrollado por un programador con las 
instrucciones a realizar a través de una interfaz de desarrollo. 
 





Almacén: el programador almacena la información decodificada en la memoria 
del microcontrolador. 
 
Ejecución: Se ejecuta el algoritmo que contiene la lógica para realizar el 
proceso. 
 
Se menciona las principales empresas en el mundo que comercializan 
microcontroladores como se ve en la figura 22. 
 
Figura 22. Principales empresas de microcontroladores 
Fuente: Elaboración propia 
 
 
• Microchip Technology Inc. 
La empresa Microchip Technology Inc. promueve el diseño, desarrollo, 
fabricación y comercialización de la industria de semiconductores. Es un 
proveedor líder en tecnología microelectrónica, provee microcontroladores, 
productos analógicos, FPGA, semiconductores, memorias, etc. Originalmente 
nace a partir de una subdivisión dedicado a la comercialización de dispositivos 
microelectrónicos en la empresa General Electric, posterior esta subdivisión se 
vende a Venture Capital Investors y se decide crear la empresa propiamente 





Dentro del portafolio de productos de MCU y MPU se tienen a los PIC (8 bits), 
DSPic (a partir de 16 bits en adelante), Arduino, y AVR. 
Para mayor información de caracteristicas de cada familia de PIC y DSPIC ver 
en “Anexos ”. 
En el año 2016 Microchip Technology adquiere a la empresa Atmel, fuerte 
competidora en el rubro de microprocesadores y microcontroladores, desde 
ese momento las ventas generadas y productos de los MCU de Atmel son para 
Microchip Technologys Inc. Asimismo, se marca un hito ya que se comienza a 
comercializar MCU y MPU con ambas tecnologías combinadas, así obteniendo 
nuevos productos asequibles al público. Sin embargo, no son tan populares 
debido que poseen muchos bugs y el costo para programarlos es mayor puesto 
que usa PICkit4.  
Por otra parte, en la figura 23 se presenta los softwares que otorga Microchip 
Technology Inc. en su página oficial para los MCU y MPU. 
 
Figura 23. Software para PIC y AVR de Microchip 
Fuente: Microchip Technology Inc.  
 






Arduino: Atmel poseía los AVR dentro de los cuales se encontraba los Atmega, 
que son muy conocidos ya que es el microcontrolador de la tarjeta Arduino. El 
desarrollo de la placa Arduino ocupa gran popularidad debido a su amigable 
interfaz para programarlo, el software libre Arduino IDE, ofreciendo además 
librerías libres para diferente comunicación con otros dispositivos o módulos 
comerciales compatibles. También ofrece menor tiempo de programación y 
reduce la complejidad del algoritmo. Revisar la información en la página oficial en 
https://www.microchip.com 
 
• Texas Instruments 
Ocupa el tercer puesto en fabricación de semiconductores y el primer lugar en 
suministrar circuitos integrados en el mundo para dispositivos celulares. Con 
respecto al rubro de microcontroladores, ofrece MSP en los cuales destacan 
por tener un acelerador de baja energía o LEA por sus siglas en inglés lo que 
ofrece mejor rendimiento al ofrecido por el MCU ARM Cortex-M.  
Por otro lado, Texas Instruments ofrece en su página web información acerca 
de los MSP, características de cada uno. Además, proporciona software libre 
para la programación de sus componentes.  
Para obtener mayor información de Texas Instruments y los productos 
ofrecidos, revisar la página oficial en http://www.ti.com 
 
• STMicroelectronics 
Fue fundada en el año 1957 se encarga de desarrollar, fabricar y comercializar 
dispositivos microelectrónicos. Siendo el mayor fabricante de chips en toda 
Europa, esta empresa ofrece un portafolio amplio de productos de 
microelectrónica. En el ámbito de microprocesadores (MPU) y 





Cortex-M basado en ARM de 32 bits que cuenta con una amplia elección de 
periféricos. 
Respecto a microcontroladores, STM ha desarrollado MCU de 8 bits y 32 bits 
basados en ARM, ofreciendo buen rendimiento.  
Para tener mayor detalle de los productos que ofrece, ingresar a la página 
oficial en https://www.st.com/content/st_com/en.html 
Los microcontroladores más populares en el mercado son PIC y AVR los cuales 
poseen similar arquitectura. Sin embargo, el ámbito o ambiente de desarrollo 
es donde se encuentran sus diferencias, como en el IDE, reloj interno, potencia, 
costo, voltaje, interfaz de programación, lenguaje de programación, etc. La 
elección del microcontrolador se basa en sus periféricos, costo, memoria, 
lenguaje de programación, compiladores entre otros, es decir, según las 
características que ofrecen para realizar la tarea específica.   
 
2.2.2. Tecnologías/técnicas de sustento en países desarrollados 
 
En Rusia, Ramesh Janarthanan en 2015 propone un interfaz sin contacto utilizando 
Kinect y Leap motion enfocado en la visualización de imágenes médicas en 3D 
durante un procedimiento quirúrgico urológico con RV, permitiendo controlar el 
software de imágenes médicas mediante el rastreo de la posición de la mano para 
mover el puntero del mouse. Se desarrolla dos prototipos de interfaz usando dos 
tecnologías diferentes para comunicarse con Kinect. El primero usa Libfreenect una 
biblioteca libre, el segundo usa NITE/ Openni. El modelo 3D es reconstruido por 
slicer3D, el servidor cliente transfiere la información entre el dispositivo y Unity3D, 
usando el protocolo de comunicación TCPIP.  
En Italia, Bartesaghi, Colombo y Morone en el año 2015 proponen una herramienta 





(AAA), para la construcción del modelo geométrico de la pared vascular se usa la 
información obtenida por tomografía computarizada (TC), se ha hecho uso de un 
maniquí el cual pasará el catéter, se usa el software 3DVIA Virtools como entorno 
y lenguaje C++, utilizando el protocolo de comunicación VRPN (Virtual Reality 
Peripheral Network), la plataforma Arduino Uno como entorno del hardware de la 
interfaz, un potenciómetro y un botón permiten al software la interacción usuario 
con el cable guía.  
 
2.2.3. Tecnología/técnicas de sustento en países de Latinoamérica 
 
En México, los autores Jiménez, Vergara, Torres, Cruz y Ochoa en 2014 proponen 
una herramienta para la monitorización de la frecuencia cardiaca (FC) y temperatura 
corporal en tiempo real usando RA, Smartphone Android y WiFly para la conexión 
y comunicación WiFi, TCP/IP como protocolo de comunicación, Arduino Uno para 
adquirir, procesar y transmitir las señales fisiológicas, NTC-CL 80 para medir la 
temperatura corporal, un sensor fotopletismógrafico para la medición de FC, 
LabView para la interface del servidor enfermera, Android SDK para el monitor móvil 
de enfermería, DroidAR para la superposición de modelos 3D y lectura del código 
QR. El prototipo es puesto en una bolsa antiestática y opera con una batería externa 
de 9V.  
En Colombia, David Acosta en el año 2018 desarrolla un simulador para el 
entrenamiento de la examinación ocular para estudiantes de medicina, crea una 
aplicación de RA inmersiva y otra no-inmersiva. Para la versión no-inmersiva es 
necesario un marcador y un dispositivo móvil para visualizar la imagen; para la 
versión inmersiva se usa un prototipo de oftalmoscopio desarrollado con impresión 
3D y un HMD para la visualización. Se usa el módulo Bluetooth HC-05 para para 





Android, Arduino Nano para transformar la información análoga del potenciómetro 
y ser leída en el generador de juegos Unity 3D, Blender 3D para los modelos 3D 
usados en la aplicación y elige Vuforia ya que renderiza mejor el modelo del ojo 3D 
en celulares. Por último, el prototipo se alimenta con una batería de 9V.  
 
2.2.4. Tecnologías/técnicas de sustento en Perú 
 
En 2017, Cynthia Fuertes desarrolla AEREDU como herramienta de apoyo para la 
mejora en el proceso de enseñanza del sistema digestivo a alumnos de primaria, 
por lo cual utiliza el sistema operativo Android. Se utiliza Maya 3D para modelar los 
gráficos 3D de AEREDU, se construirá la aplicación en Unity, el IDE Monodevelop, 
Vuforia y lenguaje C# para desarrollar el algoritmo de las funcionalidades. La 
cámara de cualquier celular con Android identificará los marcadores del target y 
permitirá al usuario girar la imagen 3D aumentada. Las imágenes 3D que se verán 
son dibujos en 3D de órganos y sistemas del cuerpo humano.   
En 2019, Jésicca Gutiérrez propuso la aplicación AREA que tiene como objetivo 
general determinar la influencia de la realidad aumentada en el aprendizaje de 
estudiantes de Anatomía. Por lo cual utiliza la plataforma de desarrollo Unity con el 
framework Vuforia para la creación de la aplicación en Android Studio, se usaron 
Visual Studio 2015 y lenguaje C# para la creación del algoritmo de la interface, 
mediante Adobe Photoshop se espera la creación de planos y texturas. Además, 
se usa Maya 3D para el modelado, animación y procesamiento de la imagen 3D; 
estas imágenes 3D son dibujos 3D de partes del cuerpo humano. Se visualizará 
mediante la cámara de un celular compatible con Android, ésta reconoce los 
marcadores y se muestra la imagen 3D aumentada.  
Todo lo anteriormente mencionado, se puede observar en la tabla 1 donde describe 





Tabla 1. Benchmarking de las tecnologías 
 
Referencia: Elaboración propia 
 
R[1] R[2] R[3] R[4] R[5] R[6]
√ √ √ X √ √
NTC-CL 80 X X √ X X X
FOTOPLETISMOGR
ÁFICO
X X √ X X X
OTROS X √ X √ X X
CELULAR X X √ √ √ √
PC √ √ √ X X X
PIC X X X X X X
ARDUINO X √ √ √ X X
√ X X √ X X
√ X X X X X
X X X X X X
X √ X √ X X
X X X √ X X
ALGORITMO DE CONTROL X X √ √ √ X
√ X X √ √ √
X X √ X X X
X √ X X X X
X √ √ √ X X
X X X X √ X
X X X X X √
X X X X X X
X X √ √ √ √
X X X X X X
X √ X X X X
X X X X √ √
√ X X X X X
X X X X X √
X X X X √ √
X X X √ X X
X X X X X X
X X √ X X X
X √ X X X X
√ X √ X X X
X X X √ X X
X X √ X X X
X X X √ √ √
√ X X X X X
√ √ X X X X
X X X X √ √
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R[1] Ramesh Janarthanan (2015) 
R[2] Bartesaghi, Colombo y Morone (2016)
R[3] Jiménez, Vergara, Torres, Cruz y Ochoa (2014)
R[4] David Acosta (2018)
R[5] Cynthia Fuertes (2017)
R[6] Jésicca Gutiérrez (2019)
R[1] R[2] R[3] R[4] R[5] R[6]
√ √ √ X √ √
NTC-CL 80 X X √ X X X
FOTOPLETISMOGR
ÁFICO
X X √ X X X
OTROS X √ X √ X X
CELULAR X X √ √ √ √
PC √ √ √ X X X
PIC X X X X X X
ARDUINO X √ √ √ X X
√ X X √ X X
√ X X X X X
X X X X X X
X √ X √ X X
X X X √ X X
ALGORITMO DE CONTROL X X √ √ √ X
√ X X √ √ √
X X √ X X X
X √ X X X X
X √ √ √ X X
X X X X √ X
X X X X X √
X X X X X X
X X √ √ √ √
X X X X X X
X √ X X X X
X X X X √ √
√ X X X X X
X X X X X √
X X X X √ √
X X X √ X X
X X X X X X
X X √ X X X
X √ X X X X
√ X √ X X X
X X X √ X X
X X √ X X X
X X X √ √ √
√ X X X X X
√ √ X X X X
X X X X √ √
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DESARROLLO DE LA SOLUCIÓN 
 
3.1. Metodología propuesta 
 
Para acoplar mayor detalle y proporcionar fortaleza al presente trabajo se adicionan a 
esta sección una breve explicación de la importancia de las herramientas y 
componentes seleccionados para el desarrollo del sistema. 
Se mencionan los siguientes criterios: diagrama bloques, método de captación, elección 
de componentes para hardware, selección de software, protocolos de comunicación, 
interfaz usuario, fuente de obtención de la imagen o información mostrada. Por último, 
se procederá al desarrollo del sistema. 
A continuación, se detalla cada criterio:  
 
3.1.1. Diagrama bloques 






Figura 24. Diagrama de bloques del proyecto 
Fuente: Elaboración propia 
 
Como se puede observar en la figura 24, el sistema se encuentra constituido por 
etapas. Al tener el “archivo de imagen TC” en extensión DICOM, se procede a 
realizar la reconstrucción de la imagen 3D donde se podrá visualizar la imagen 
deseada con volumen. Posterior a eso, la imagen reconstruida entra a la etapa de 
procesamiento de imagen donde se realizará la segmentación, eliminación de 
elementos no deseados, etc. Por otro lado, se procede a la selección del target y 
la obtención de la licencia en Vuforia. Una vez obtenida la imagen procesada, el 
target y la licencia; se exportan a la plataforma Unity donde a través de un 
programa creado se comunicará con el prototipo del hardware y se procede a la 
creación del APK de la aplicación. Lo anteriormente mencionado se simplifica en 














Figura 25. Etapas para la creación del APK    
Fuente: Elaboración propia  
 
Se realiza un programa para el funcionamiento del prototipo, la comunicación 
entre el sensor con el sistema embebido y la comunicación con el celular por 
bluetooth.  
Por último, el APK creado es exportado al dispositivo móvil “celular” donde a través 
de la cámara reconocerá los marcadores del target. Lo anteriormente mencionado 
es de suma importancia para el proyecto planteado ya que permite la 
realimentación entre la cámara de este dispositivo móvil con el objeto real. Es 
decir, se crea una realimentación para la captura y reconocimiento de patrones. 
En caso no exista una correcta identificación o falle, se vuelve a leer los 
marcadores(target) hasta lograr el reconocimiento. Esto permite que la imagen 
virtual se visualice solo en un target determinado con ciertas especificaciones.   
La comunicación entre el APK con el prototipo del hardware, permite reconocer 
las órdenes de voz del usuario. Todo esto permite manipular la visualización de la 





En la figura 26 se muestra la idea general para uso del sistema de realidad 
aumentada. 
 
Figura 26. Idea general para el uso del sistema basado en RA    
Fuente: Elaboración propia 
3.1.2. Método de captación 
La “cámara” es parte valiosa para el sistema de RA planteado. Este método de 
captación es el más usado para capturar e identificar patrones del target. Mediante 
la cámara de un dispositivo móvil se puede identificar estos patrones específicos 
del target y proyectar la imagen reconstruida en 3D. Cabe mencionar que resulta 
crucial la identificación del target puesto que sirve para la referencia de la posición 





Por lo anterior expuesto, se selecciona la cámara digital que viene incorporado en 
un dispositivo móvil. El dispositivo móvil elegido para el desarrollo del proyecto es 
el celular, debido que las cámaras digitales que están incorporados en los celulares 
actualmente presentan características como autoenfoque, alta resolución y otras 
más que resultan útiles para la captación del target. Otro importante motivo es que 
el uso de los celulares hacia el público objetivo resulta ser muy común e interactivo, 
dando así mejor aceptación, facilidad y motivación. 
 
3.1.3. Elección de componentes para hardware 
Es importante mencionar que la placa propuesta a desarrollar es un prototipo en 
desarrollo que se encargará principalmente de recibir la orden del usuario y 
comunicar las órdenes con el dispositivo móvil Android para mejorar la interacción.  
Se presentan los componentes requeridos y elegidos para el desarrollo del 
hardware. 
a) Microcontrolador 
Dentro de los sistemas embebidos se encuentran los microprocesadores y 
microcontroladores. En la tabla 2 muestra las principales diferencias entre 











Tabla 2. Comparativa entre microprocesador y microcontrolador 
 
Referencia: Elaboración propia 
Se elige el microcontrolador ya que el proyecto no requiere tanto proceso 
computacional, se realizará tareas específicas donde será necesario realizar 
un código de programa que deba estar guardado en la memoria y es 
conveniente tener esto en un solo chip.  
Según la teoría del microcontrolador, se comprende lo esencial de elegir el 
microcontrolador adecuado para el desarrollo del proyecto ya que se 
encargará dirigir y comunicar con los sensores del sistema. En el mercado 
de los microcontroladores más populares se tiene a los AVR y los PIC. 
Para la selección del microcontrolador se presenta la tabla 3 donde se 







Sistema que pueden realizarse 
modificaciones 
Sistema cerrado que tiene limitaciones 
por no poder modificarse
Es una computadora de uso general
Es una computadora usado para tareas 
especificas
32 bits-64 bits 8-32 bits
Posee unicamente el CPU
Posee unidades funcionales ( RAM, 
ROM, EEPROM, CLOCK, CPU, etc.)
Requiere conectar el CPU con 
dispositivos externos como memoria 
externa, clock, etc. 
No requiere de dispositivos externos 
para ser funcional
varias conexiones deben hacerse de 







Tabla 3. Comparativa entre la familia PIC y AVR 
 
Referencia: Elaboración propia 
Como se observa en la tabla 3, las principales diferencias entre el PIC y el 
AVR está el consumo energía, los AVR tienen un menor consumo de 
energía haciéndolos ideales para aplicaciones inalámbricas, batería; debido 
que el procesamiento en comparación con los PIC es rápido y eficiente, 
ahorrando así las operaciones computacionales. Esto sucede ya que los 
AVR ejecutan las líneas del código por ciclo de reloj. En consecuencia, el 
uso de los AVR es notable y conveniente para el proyecto planteado, dado 






















Debido al tipo de ciclo de 
reloj, los cálculos 
computacionales son lentos
Son rápidos ya que ejecutan las 
líneas del código por ciclo de 
reloj
PIC16, PIC17, PIC18, PIC24, 
PIC32
Tiny, Atmega, Xmega,






Múltiples ciclo de reloj por 
inctrucción
Ejecuta las instrucciones en un 




No todos son completamente 
gratuitos en el mercado
C,C++,Basic
Un puerto para el programador 
(>5V)
Poco
Interno ( funciones básicas) y 
Externo (funciones avanzadas)
económico
Alto nivel ( a nivel de registros)
Puerto ISP
Reducido 
Reloj interno y se puede 




Todos los IDE no son 
completamente gratuitos
Todos los IDE son 
completamente gratuitos
Lenguaje de máquina a nivel 
de registros
Puede direccionar toda la RAM 
disponible
Solo puede direccionar 256 






puede reducir su complejidad al realizarse con un microcontrolador y 
módulos comerciales, escalables y compatibles. 
Para elegir el AVR adecuado, se presenta la tabla 4 la cual muestra las 
características de los AVR de la serie Atmega más populares. 
Tabla 4. Comparativa de la familia Atmega                 
 
Referencia: Elaboración propia 
Específicamente se elige al Atmega 2560 debido que se puede programar 
con Arduino IDE, lo que permitirá hacer uso de librerías gratuitas que 
permitan la comunicación con módulos comerciales y reducir la complejidad; 
posee mayor memoria en comparación con los otros Atmega populares, con 
una RAM de 256 KB; también presenta mayor SRAM y EEPROM, 8192 B y 
4096 bytes respectivamente; contiene 4 puertos UART para la comunicación 
con módulos o sensores externos. Siendo ideal dejar libre las entradas y 
salidas para futuras mejoras en el sistema puesto que el hardware a 
desarrollar es un prototipo en desarrollo. Además, ofrece soporte gratuito y 
posee una gran base de información provenientes de fuentes externas y 
oficiales. Cabe mencionar que el costo adquisitivo del Atmega 2560 es bajo 
haciéndolo útil para cumplir los objetivos del proyecto. 
Tipo de memoria
Tamaño de memoria (KB)
Velocidad del CPU (MIPS/DMIPS)
SRAM (B)
Data EEPROM/HEF (bytes)






Números de comparadores 1
2 Input Capture, 2 CCP, 16PWM
2 x 8-bit, 4 x 16-bit
Rango de temperatura (°C)














2 Input Capture, 2 CCP, 12PWM
1,024
1-UART, 2-SPI, 1-I2C








1, Full SpeedNúmero de módulos USB - -
Características
IDES ARDUINO IDE,ATMEL STUDIO ARDUINO IDE,ATMEL STUDIO ARDUINO IDE,ATMEL STUDIO
100
4-UART, 5-SPI, 1-I2C
4 Input Capture, 4 CCP, 16PWM








b) Módulo de reconocimiento de voz 
Se opta por integrar orden de voz para mejorar la interacción del usuario e 
incentivar el uso de esta nueva tecnología. Además, existen pocos sistemas 
de HMD que usan RA con comando de voz ya que la mayoría usa leap 
motion u otros hardware como joysticks, potenciómetros, botones, etc.; para 
controlar los planos de visualización del objeto virtual.  
Para realizar el comando de las órdenes de voz por parte del usuario, es 
necesario usar un sensor o módulo que se comunique mediante protocolo 
de comunicación serial, sea comercial, compatible con Arduino IDE y que el 
costo adquisitivo sea económico para hacerlo más asequible al proyecto. 
Asimismo, es importante que sea de tamaño reducido para poder hacerlo 
escalable a la tarjeta electrónica. En la tabla 5 muestra los posibles módulos 
en el mercado para realizar el reconocimiento de voz compatible con AVR y 
Atmega 2560. 
Tabla 5. Comparativa entre módulos de reconocimiento de voz 
 
Referencia: Elaboración propia 
Se opta por el módulo comando de voz de Elechouse V3 dado que ofrece 






















5V TTL UART y GPIO

















comandos y almacena solo 7 al momento de usarlos para el control.  Se 
utilizará la comunicación serial para comunicar el módulo de reconocimiento 
de voz Elechouse con el AVR Atmega 2560. 




c) Módulo bluetooth 
Para realizar la comunicación entre el hardware y el celular de manera 
inalámbrica, se utilizará la comunicación serial con bluetooth. Se elige la 
comunicación bluetooth puesto que permite asegurar la portabilidad, 
practicidad e interacción con el sistema. 
Los módulos bluetooth HC-05 y HC-06 tienen gran popularidad para 
microcontroladores PIC y AVR, por este motivo se analizará las 













Tabla 6. Comparativa de módulos bluetooth 
 
Referencia: Elaboración propia 
Por otro lado, es necesario marcar la diferencia del modo esclavo y el modo 
maestro. Se presenta una breve descripción de cada uno. 
- Modo Esclavo: en los módulos bluetooth HC-05 y HC-06, esperan la 
señal de un dispositivo bluetooth maestro y que se conecten con estos. 
Su uso es común cuando se requiere comunicación con un dispositivo 
móvil o PC. 
- Modo Maestro: el módulo bluetooth HC-05 inicia la comunicación con 
otros dispositivos esclavos. 
Por último, se selecciona el módulo bluetooth HC-05 por tener maestro-
esclavo, buen precio, tamaño pequeño, ideal para hacer escalable el 
prototipo y asequible para el público objetivo. Además, es compatible con 
Arduino IDE y el Atmega 2560, no requiere un gran sistema de alimentación 
y posee un alcance aproximado de 10 metros.  
 
d) Selección del target 
Se opta en desarrollar un sistema basado en RA usando marcadores, para 





idea principal se basa en que el objeto físico del mundo real interactúe y se 
pueda manipular por parte del usuario. En este caso se hará uso de un 
modelo impreso en 3D usando una impresora 3D marca Ultimaker 3.0 para 
este propósito. Asimismo, es crucial elegir el target correcto por lo cual en el 
cubo se adjunta una imagen 2D con un logo, escogido especialmente debido 
que presenta patrones de nivel medio de dificultad y suficientes aristas para 
facilitar la detección. Elegir el target resulta de suma importancia ya que la 
imagen 3D a visualizar sólo se mostrará en este y no en otro debido a que 
tiene los patrones específicos. 
Se realizará un análisis del logo para fines de demostración de los 
marcadores generados en la imagen y la relación con un óptimo 
reconocimiento de patrones. 
 
3.1.4. Elección de software 
El aplicativo propuesto tendrá por nombre S3D y para su desarrollo se 
presenta las siguientes partes: 
a) Selección de sistema operativo móvil 
Para seleccionar el sistema operativo donde S3D será desplegado, es 







Figura 27. Demanda de sistemas operativos móviles 
Fuente: Adaptado de Gartner 2016 
 
Como se puede observar en la figura 27, Android posee el 81.7% de la 
participación del mercado de sistemas operativos en el mundo. Es decir, el 
sistema operativo más usado en el mundo es Android. En consecuencia, se 
selecciona el sistema operativo Android; en esta ocasión se escoge un 
dispositivo Smartphone Android.  
 
b) Selección del software de reconstrucción 3D 
Para la selección de la reconstrucción 3D, es destacable hacer hincapié que 
la información obtenida por TC se exportará en formato DICOM. Además, 
se debe resaltar que la computadora que se utiliza tiene sistema operativo 
Windows 10, posee una memoria RAM de 8GB y tarjeta gráfica de 1 GB con 
procesador Intel Core i7 de 64 bits. 
Existen muchos softwares de reconstrucción 3D dedicados especialmente 






Tabla 7. Características a evaluar de softwares de reconstrucción 
 
Referencia: Elaboración propia 
Para el caso de Mimics se requiere adquirir la licencia de manera pagada, 
lo cual no es conveniente para el costo del proyecto haciéndolo menos 
asequible al público.  
Por otra parte, el software Horos tiene licencia libre y ofrece soporte para el 
sistema de manera pagada provocando un mayor costo al desarrollo del 
sistema. Además, el software Horos sólo es compatible con sistemas Mac 
OS X, haciéndolo no compatible con el sistema operativo de la computadora 
como se hizo mención anteriormente.  
Por último, 3D Slicer es un software con licencia libre especializado en 
reconstrucción de imágenes médicas con un requerimiento de 8 GB de 
RAM, compatible con el sistema operativo Windows 10. Por lo que se opta 
por esta opción, se selecciona la versión Slicer 4.10.1 para desarrollar el 





c) Selección del software de procesamiento de imagen 
El software de procesamiento resulta ser uno de los elementos más 
importantes usados en el proyecto. Utilizarlo permite mejorar la imagen 3D 
a superponer.  
Para la elección del software, en la tabla 8 se muestra las características de 
los softwares más populares para procesamiento de imágenes y se procede 
a un análisis entre estos. 
Tabla 8. Comparativa de características de softwares de procesado 
 
Referencia: Elaboración propia 
Por un lado, se tiene a Blender el cual es compatible con el sistema operativo 
y la versión con la PC. Sin embargo, demanda un mayor espacio de la tarjeta 
gráfica lo cual a pesar de ser capaz de soportar la PC hace que no sea la 
ideal ya que retardaría el proceso computacional. Por otra parte, Fusion 360 
presenta menor espacio de la tarjeta gráfica, pero posee licencia pagada 
para uso comercial, haciéndolo menos asequible y no compatible con el 
objetivo del proyecto.  
Por último, Meshmixer es de licencia libre, amigable para el uso, excelente 





requiere memoria RAM de 4GB y tarjeta gráfica de 1GB y se puede usar en 
computadoras con 64 bits. Siendo esta la principal diferencia entre Blender 
y Meshmixer. Por todo lo mencionado, se selecciona a Meshmixer para el 
proyecto.  
 
d) Selección del motor de juegos 
Para elegir un Engine que se adapte a las características requeridas, se 
debe hacer un análisis profundo de los requerimientos técnicos de los 
principales Games Engine o motores de juegos. Esto se muestra en la tabla 
9, para mayor detalle teórico de cada uno ver “Games Engine” mencionado 
en el marco teórico. 
Tabla 9. Comparativa de Games Engine 
 
Referencia: Elaboración propia 
El desarrollo de la aplicación se hará en una laptop con Windows 10 con 
características técnicas mencionadas anteriormente y se busca emigrar 





Como se puede observar en la tabla 9 el software Unreal requiere una 
memoria RAM mínima de 8GB. Sin embargo, para el uso del sistema no se 
requiere de 8GB para no afectar el rendimiento de la laptop.  
En el caso de Blender la licencia es gratuita y acepta sistemas operativos 
diversos, pero tiene poco acceso a la información de las versiones 
anteriores. En consecuencia, no se puede analizar profundamente la mejor 
versión a escoger para el desarrollo del sistema. 
Unity es una multiplataforma gratuita que permite crear aplicaciones en 
dispositivos móviles y PC con sistemas operativos diferentes (Windows, 
Linux, MAC OS, Android, etc.). Además, tiene una gran base de datos, 
documentación de fuentes oficiales y externas como foros, blogs y librerías 
gratuitas reduciendo el costo del proyecto. El manual de Unity de la versión 
actualizada se encuentra en la página oficial, también se puede ubicar las 
versiones anteriores de esta. Por todo lo mencionado, se opta por usar el 
Game Engine Unity.   
La versión de Unity 2018.1.2f1 es escogida por ser la más estable, presentar 
menor debug y ser más sencillo en instalar con los paquetes necesarios para 
el uso de RM y RA. 
e) Selección del IDE 
De acuerdo a la decisión del game engine, Unity permite el uso del IDE 
Monodevelop y Visual Studio. Se presenta un cuadro comparativo entre 
ambos para el análisis y elección del IDE que cumplan con los 







Tabla 10. Comparativa de características de IDE a evaluar 
 
Referencia: Elaboración propia 
Como se puede observar en la tabla 10, Monodevelop y Visual Studio tienen 
como principal diferencia la información y documentación oficial. En la 
página oficial de Monodevelop no proporciona toda la información técnica 
funcional necesaria.  
Se selecciona Visual Studio debido que cuenta con gran fuente de 
información por parte de Microsoft, Unity y externos. Además, se puede 
encontrar en otros idiomas disponibles y trabajar con C#. Además, Visual 
Studio como IDE para el engine Unity es compatible a partir de la versión 
2015 en adelante. Por lo que, la versión escogida es Visual Studio 2017 y 
se obtiene de forma gratuita con una cuenta email en Microsoft.  
La selección del IDE para el desarrollo de RA es esencial, de igual forma la 
selección de software correcto con la que se creará el algoritmo que permita 
la comunicación de los componentes con la tarjeta electrónica y el sistema.  
El IDE de Arduino es conveniente para el desenvolvimiento del sistema 
debido que el hardware incluye un microcontrolador Atmega 2560 en un 





compatibles para ser desarrollado en este IDE tales como el módulo 
bluetooth HC-05 y módulo comando de voz Elechouse v3. Por otra parte, se 
debe resaltar que el software cuenta con muchas librerías gratuitas muy 
útiles para reducir el costo del proyecto y posee bastante información 
respecto al soporte.  
Por todo lo expuesto, se opta por elegir el software Arduino IDE para realizar 
la programación del microcontrolador que comunique con los módulos ya 
mencionados y por ende a la aplicación de RA.  
 
f) Selección del SDK 
Para escoger el SDK, se presenta un cuadro comparativo en la tabla 11 
donde se mostrará de manera resumida las características y 
requerimientos para cada uno de los principales SDK. 
Tabla 11.  Comparativa de características de SDK’s  
 
Referencia: Elaboración propia 
 
Con respecto a Metaio, sólo se puede usar el sistema operativo iOS para 
dispositivos Apple, lo cual no es consistente con el sistema operativo móvil 





Por otra parte, la diferencia más notoria entre Wikitude y Vuforia es el costo. 
El primero tiene un costo adquisitivo para el SDK mientras Vuforia es gratuito 
para uso personal. Es notable mencionar que Vuforia es compatible con 
Unity, posee gran documentación para temas de RM, RA y compatible con 
Windows.  
La compatibilidad con Windows resulta crucial para el desarrollo del sistema, 
puesto que se desarrollará la aplicación en este sistema operativo y se 
desplegará en un dispositivo móvil Android. Por todo lo expuesto, se opta 
por usar Vuforia como SDK. 
g) Selección de la imagen 3D a proyectar 
Para este proyecto se toma como modelo a la imagen a visualizar con RA 
es una TC perteneciente a un paciente con severo traumatismo a nivel 
mandibular.  
Como se menciona en “Tomografía computarizada”, la información dada por 
una TC nos proporciona mayor información de los huesos y permite una 
mejor diferenciación de las estructuras óseas a diferencia de las 
radiografías.  
Por otro lado, se escoge este archivo por la complejidad del traumatismo en 
el cráneo siendo un claro ejemplo de casos que el público objetivo pueda 
analizar y aprender. Asimismo, el archivo es otorgado en formato DICOM 
para su reconstrucción y procesamiento.  
 
3.1.5. Protocolos de comunicación 
Se brinda importancia al protocolo de comunicación, ya que la comunicación y la 





electrónicos, los sensores análogos y la plataforma Arduino IDE son esenciales 
para el sistema. Como se puede observar en la figura 28, se requiere de 2 
comunicaciones los cuales son entre el sensor de voz con Atmega 2560 y otro para 
el módulo bluetooth HC-05. 
 
Figura 28. Comunicación del hardware con el celular   
Fuente: Elaboración propia  
 
3.1.6. Interfaz de usuario 
La interfaz Vuforia es indispensable para la realización del proyecto, ya que se 
requiere de un framework que realice la aplicación de realidad aumentada, que sea 
compatible con Unity y los dispositivos móviles con el sistema operativo elegido. Se 
realizó un profundo análisis para la elección de las plataformas, eligiendo a Vuforia 
por sus características. Además, es importante hacer hincapié en que Vuforia ofrece 
mayor fuente de información para el desarrollo de aplicaciones de RA y RM a 








3.1.7. Método de obtención de imagen  
El modelo virtual a visualizar se obtiene mediante la reconstrucción de la imagen 
3D obtenida por tomografía computarizada de un caso específico. Por otra parte, 
las imágenes obtenidas por TC brindan ventajas como poseer mayor información 
del paciente; brinda datos como volumen, distancia, diferenciación de estructuras; 
proporciona vistas de los diferentes planos anatómicos de las imágenes. Además, 
otorga mejor percepción del estado de las estructuras anatómicas y son 
almacenadas en archivos tipo DICOM. Todo lo anteriormente mencionado se puede 
encontrar en “Tomografía computarizada” del marco teórico.  
 
3.1.8. Desarrollo 
El desarrollo de S3D se conforma en 4 fases, los cuales se presentan a 
continuación: 
a) Imagen de reconocimiento 
Para el desarrollo del proyecto, se aclara el empleo del término target como 
la imagen u objeto físico en el mundo real que se utiliza para hacer el 
reconocimiento de patrones. Como se hizo mención en la sección “Selección 
del Target”, se elige un cubo impreso en 3D y pintado posteriormente con 
fines didácticos. 
 
b) Desarrollo de los modelos 3D 
En esta sección se desarrolla la parte del proyecto para la visualización del 







b.1. Exportación del archivo y reconstrucción 3D de la imagen 
Para obtener el modelo de la imagen 3D del cráneo a partir de un archivo 
tipo DICOM, se realiza por etapas. Es decir, como se observa en “ diagrama 
de bloques”; se debe pasar por la etapa de reconstrucción y después por la 
etapa de procesamiento. 
En “Selección del software de reconstrucción ” se opta por 3DSlicer. A 
continuación se presenta los siguientes pasos para obtener una imagen 
reconstruida lo suficientemente buena para poder diferenciar estructuras y 
dar una mejor percepción:  
• 1er Paso:  Se instala el software libre 3DSilcer versión 4.10.1 y se 
crea el ícono de acceso directo en el escritorio como se puede apreciar en 
la figura 29. 
 
Figura 29. Enlace de acceso directo de Slicer 4.10.1   
Fuente: 3DSlicer  
 
• 2do Paso: En la figura 30 se muestra la plataforma abierta por 
primera vez sin exportar ningún archivo. Donde se puede observar los 
distitos planos anatómicos con los que se podrá visualizar al cargar el 






Figura 30. 3DSlicer 4.10.1  
Fuente: Software 3DSlicer 4.10.1 
 
• 3er Paso: En la figura 31 se selecciona el archivo tipo DICOM del 
paciente escogido. Se debe hacer hincapié que para el desarrollo del 
proyecto no se muestra la identificación del paciente para mantener la 
privacidad del mismo.  
 
Figura 31. Importación del archivo del paciente 






• 4to Paso: En la figura 32 se observa los planos anatómicos con la 
imagen importada, se elige los parámetros de cada plano según se busque 
visualizar para posteriormente exportar. 
 
 
Figura 32. Planos anatómicos del paciente 
Fuente: Elaboración propia usando 3DSlicer 4.10.1 
 
• 5to Paso: Se elige la imagen que se desea guardar para un posterior 
procesamiento. Para poder obtener el volumen, se debe realizar el método 
de segmentación. Este método consiste en seleccionar solo la parte ósea 
(la que será desplegada en 3D). Luego, se realiza la reconstrucción del tejido 
óseo mediante Ray Casting. Cabe resaltar que la imagen debe ser guardada 
en formato stl para poder ser importada en Meshmixer posteriormente.  








Figura 33. Modelo final del cráneo del paciente 
Fuente: Elaboración propia 
 
b.2. Procesamiento de la imagen  
Una vez obtenido la imagen reconstruida del cráneo y exportada en formato 
stl, se debe proceder a realizar el procesamiento para mejorar la imagen ante 
cualquier defecto que tenga originalmente a causa del ruido u otros 
componentes. Para esto, se debe tener mucho cuidado sobre que parte o 
sección eliminar sin afectar la estructura del modelo del cráneo. 
Para este trabajo por fines educativos se requieren solo de las estructuras de 
la mandíbula, maxilar y la unión de estos con el rostro; como se menciona 
anteriormente en “selección del software de procesamiento”, se opta por 
Meshixer y se divide en los siguientes pasos para obtener una imagen 
adecuada:  
• 1er Paso: Descargar el software libre Meshmixer, en la figura 34 se 
observa el ícono de acceso directo. 
 







• 2do Paso: Al abrir el software con doble click izquierdo se muestra 
en la figura 35 la plataforma de inicio sin exportar ningún elemento. 
 
Figura 35. Página de inicio de Meshmixer 
Fuente: Software Meshmixer 
 
• 3er Paso:  click en import > seleccionar archivo .stl > abrir 
En la figura 36 se puede apreciar la imagen importada del cráneo en 
Meshmixer. 
 
Figura 36. Modelo del cráneo importado en Meshmixer 






• 4to Paso: Se procede a quitar el ruido restante, se alisa, se llena los 
huecos de la malla y se corta el cráneo, ya que solo se necesita el maxilar 
y la mandíbula. Esto se puede observar en la figura 37. 
 
 
Figura 37. Modelo final del cráneo en Meshmixer 
Fuente: Elaboración propia usando Meshmixer 
 
• 5to Paso: Finalmente se separa la mandíbula del maxilar, se optimiza 
y repara la malla para obtener el volumen que será utilizado para visualizar. 
La figura 38 muestra la separación de la mandíbula y del maxilar. 
 
 
Figura 38. Separación del maxilar y mandíbula 






Es importante que todos los modelos obtenidos sean guardados con la 
extensión .fbx para posteriormente poder ser abiertos en la plataforma Unity. 
b.3. Creación de license manager 
Se debe crear una licencia para el sistema, lo que permitirá vincular Unity 
con el modelo del target construido en Vuforia. Para esto, se debe seguir los 
siguientes pasos: 
• 1er Paso: Registrarse en la página de Vuforia seleccionando login 
como se observa en la figura 39. 
 
Figura 39. Creación cuenta en Vuforia 
Fuente: Vuforia 
 
• 2do Paso: Una vez creada la cuenta, se procede a entrar en la 






Figura 40. Plataforma License manager 
Fuente: Vuforia 
 
• 3er Paso: click en Get Development Key > llenar nombre > confirm 
Se observa esto en la figura 41 lo anterior descrito. 
 
Figura 41. Creación de la licencia 
Fuente: Elaboración propia usando Vuforia 
 
• 4to Paso: Aparece la licencia creada en la lista. Click > copiar  







Figura 42. Clave de la licencia 
Fuente: Elaboración propia usando Vuforia 
 
b.4. Creación de target manager 
Para la creación del target virtual es importante crear o subir una 
representación idéntica al objeto real (target) que se desea reconocer para 
relacionar el modelo 3D del cráneo con este, esto se hace mediante la 
creación del target manager. 
A continuación se detalla el proceso para la creación del target manager: 
• 1er Paso: seleccionar Target Manager > seleccionar el proyecto 
creado o crear uno en Add Database. 
Análisis del logo: Con el fin de demostrar que el logo elegido posee buenas 
características para la detección de los marcadores, se muestra en la figura 
43 el análisis realizado por Vuforia como imagen simple o plana. 
 
Figura 43. Creación del target para el logo 
Fuente: Elaboración propia usando Vuforia 
 
En figura 44 se aprecia la imagen del logo con la información otorgada por 
Vuforia. Se observa que Vuforia otorga 5 estrellas a la imagen elegida, 
siendo 5 el máximo puntaje que otorga Vuforia, significando que es 






Figura 44. Target creado del logo 
Fuente: Elaboración propia usando Vuforia 
 
En la parte inferior se selecciona la opción para ver los marcadores de la 
imagen como se ve en la figura 45. Es decir, las aristas presentes en el logo 
que servirá como marcadores para la identificación de estos patrones. 
Además, estos marcadores junto con el tamaño seleccionado de la imagen 






Figura 45. Análisis de los marcadores del logo 
Fuente: Elaboración propia usando Vuforia  
 
• Paso 2: Haciendo de lado el análisis de la imagen simple del logo, 
se procede a crear un target de forma de cubo puesto que se busca un 
objeto 3D como target con fines interactivos.  En la figura 46 se aprecia el 
Create Database. 
Vuforia > target manager > add database > device > colocar nombre del 
database > create 
 
Figura 46.  Creación del Create Database  
Fuente: Elaboración propia usando Vuforia 
 
• Paso 3: Seleccionar nuevo database > Add Target > cuboide > 
ingresar medidas > ingresar nombre  
Se elige cuboide ya que se busca que el modelo 3D pueda moverse en 
relación al movimiento del target, cubo, para tener mayor percepción. 
Además, se ingresa las medidas que serán 5 cm x 5 cm x 5 cm para alto, 







Figura 47. Creación del target para el cubo 
Fuente: Elaboración propia usando Vuforia 
  
Se debe resaltar que las medidas puestas deben coincidir con las del objeto 
físico real, en caso contrario no se visualizará el modelo 3D. Asimismo, se 
elige cuboide debido que el target elegido es un cubo y no se selecciona 3D 
Object ya que esta opción se usa para objetos diferentes al mencionado 
anteriormente. 
 
• 4to Paso: Abrir el nuevo target creado que aparece en la lista. En la 





encuentra incompleto puesto que debe parecerse lo más posible al real. 
 
Figura 48. Target creado del cubo 
Fuente: Elaboración propia usando Vuforia 
  
• 5to Paso: Click en Front > elegir archivo > Upload 
Se procede a realizar el mismo procedimiento a cada cara del cubo. En la 
figura 49 se aprecia el target final. 
 
Figura 49. Target final del cubo 






• 6to Paso: Una vez terminada la creación del target, se procede a 
descargar en download database. 
 
b.5. Exportación del target a Unity 
Una vez obtenido el target terminado, se debe exportar a Unity para poder 
realizar la vinculación con el modelo 3D final. Se muestra los pasos a seguir: 
• 1er Paso: Unity > new > ingresar nombre del proyecto > ingresar 
localización > en template seleccionar 3D > create Project 
Se observa en la figura 50 lo anteriormente escrito. 
 
Figura 50. Creación del proyecto en Unity 
Fuente: Elaboración propia usando Unity 
  
• 2do Paso: Abrir el nuevo proyecto creado, se observa en la figura 51 







Figura 51. Interfaz Unity del proyecto 
Fuente: Elaboración propia usando Unity 
 
• 3er Paso:  Es necesario seleccionar el sistema operativo en el cual 
se desplegará el aplicativo por lo que se debe realizar configuraciones en 
Unity. 
En la figura 52 se muestra la selección del sistema operativo elegido para 
desplegar el aplicativo. 









Figura 52. Selección del sistema operativo 
Fuente: Elaboración propia usando Unity 
 
Las configuraciones que se deben hacer en Android para desplegar el 
aplicativo es muy importante puesto que, si no se realizan no se visualizará 
el modelo 3D. En la figura 53 se puede ver estas configuraciones. 
Android > Player Settings > inspector > ingresar las configuraciones 
 
Figura 53. Configuraciones de Player Settings 
Fuente: Elaboración propia usando Unity 
 







Figura 54. Configuraciones de Other Settings 
Fuente: Elaboración propia usando Unity 
 
La figura 55 muestra las configuraciones en XR Setting para Android. 
 
Figura 55. Configuraciones en XR Setting 
Fuente: Elaboración propia usando Unity 
 
• 4to Paso: En jerarquía > eliminar Main Camera > click derecho > 





La figura 56 muestra la creación del AR camera en Unity con sus 
configuraciones. 
 
Figura 56. Creación del AR camera 
Fuente: Elaboración propia usando Unity 
 
• 5to Paso: En AR Camera > Inspector > Open Vuforia Configuration 
> pegar licencia  
Lo anteriormente descrito se puede ver en la figura 57. 
 
Figura 57. Vinculación del AR camera con la licencia 






• 6to Paso: En Assets > Import Package > Custom Package > 
seleccionar target descargado > Import 
Lo mencionado anteriormente se puede ver en la figura 58. 
 
Figura 58. Importación del target del cubo 
Fuente: Elaboración propia usando Unity 
 
• 7mo Paso: En jerarquía > click derecho > Vuforia > Multi Target  
En la figura 59 se muestra el target en Vuforia con vistas diferentes de 
ángulos de rotación. 
 
Figura 59. Vistas del target en Unity 








b.6. Importación del modelo 3D 
En Unity se tiene el target virtual (cubo), que representa el objeto real elegido 
con el que los estudiantes interactuarán. La siguiente etapa es la exportación 
del cráneo 3D, obtenido anteriormente, para poder vincularlo al target por lo 
que se presenta en los siguientes pasos a seguir:  
• 1er Paso: En Assets > click derecho > seleccionar el fbx de los 
modelos 3D > abrir 
La figura 60 muestra los archivos de los modelos 3D de las partes del cráneo 
cargados en Unity. 
 
Figura 60. Importación de los modelos 3D 
Fuente: Elaboración propia usando Unity 
 
La figura 61 muestra la previsualización en Unity de la mandíbula, el maxilar 
del cráneo y la unión de estos. 
 
Figura 61. Previsualización de los modelos 3D en Unity 






• 2do Paso: En Asset seleccionar el archivo maxilar > arrastrar el 
archivo a jerarquía 
Se debe hacer esto para mandíbula, una vez realizado lo mencionado se 
observa el cráneo armado como un “rompecabezas”. En la figura 62 se 
observa la unión de estos en Unity sin vincular al target.  
 
Figura 62. Ensamblado de los modelos 3D  
Fuente: Elaboración propia usando Unity 
 
• 3er Paso: El maxilar y la mandíbula subida anteriormente se “liga” al 
cubo de manera que la cara del cubo donde se encuentra el logo se vincula 
con el modelo del cráneo, esto se hace arrastrando los archivos. En 
consecuencia, se puede ver el cráneo desde diferentes ángulos sin que el 
holograma desparezca.  
La figura 63 muestra el cráneo que se visualizará cuando reconozca los 






Figura 63. Vinculación del modelo 3D con el target 
Fuente: Elaboración propia usando Unity 
 
 
c) Desarrollo del algoritmo 
Se presenta el diagrama de flujo para poder entender el proyecto en la figura 64. 
                     
Figura 64. Diagrama de fujo 






Para el desarrollo del sistema usando RA, se usa Unity y Arduino IDE. Se describe 
la creación del código. 
 
• En Unity:  
Se crea un script para desarrollar el algoritmo como se aprecia en la figura 
65. 
Assets > create > C# Script 
 
Figura 65. Creación del Script 
Fuente: Elaboración propia usando Unity 
 
Se opta por usar Visual Studio 2017 para poder desarrollar el algoritmo, la 







Figura 66. Algoritmo para la visualización del ensamblado 
Fuente: Elaboración propia usando Visual Studio 
 
• En Arduino IDE: 
En esta parte se desarrolla 2 algoritmos, el primero para el entrenamiento 
del comando de voz y el segundo para la realización de la orden. 
Se debe hacer hincapié que se usa el módulo de Arduino Mega para la parte 
del desarrollo de los algoritmos. Para el caso de este trabajo, una vez 
comprobada que los algoritmos funcionan con el sistema; se pasará al 
prototipo de tarjeta electrónica. 
a) Para el entrenamiento del módulo de reconocimiento de voz:  
En la figura 67 se muestra parte del algoritmo que se usa para el 
entrenamiento e ingreso de las órdenes al módulo. Se hace uso de la 
librería de "VoiceRecognitionV3.h".  
 
Figura 67. Algoritmo para el ingreso del comando por voz 
Fuente: Elaboración propia usando Arduino IDE 
 
En la figura 68 se observa el diagrama para la conexión del Arduino 
Mega y módulo de reconocimiento de voz Elechause v3 para la 






Figura 68. Conexión del módulo de voz 
Fuente: Elaboración propia 
 
La figura 69 muestra la conexión del Arduino Mega y el módulo 
Elechouse v3 a la laptop por medio de un cable USB. 
 
Figura 69. Conexión de los módulos a la laptop 
Fuente: Elaboración propia 
 
Es esencial seleccionar el puerto COM3 al cual está conectado el 
Arduino y también especificar el módulo Arduino a usar ya que en caso 
contrario no se subirá correctamente el código. Para el desarrollo del 
proyecto, se carga las órdenes “maxilar”, “mandibula” y “cráneo”. 
Para grabar la orden por voz deseada, se abre el monitor serial y se 
escribe la orden: sigtrain 0 maxilar. 






Figura 70. Entrenamiento de la orden “maxilar” 
Fuente: Elaboración propia usando Arduino IDE 
 
La figura 71 muestra los comandos cargados, esto se realiza 
escribiendo load 0,1,2 > enviar. 
 
Figura 71. Comandos cargados 
Fuente: Elaboración propia usando Arduino IDE 
 
La figura 72 se observa la comprobación de los comandos que han sido 






Figura 72. Comandos guardados 
Fuente: Elaboración propia usando Arduino IDE 
 
En la figura 73 se observa el diagrama de conexión del módulo bluetooth 
con los módulos para las pruebas del hardware. 
 
Figura 73. Diagrama de conexión de los módulos 
Fuente: Elaboración propia 
 
En la figura 74 se observa la conexión del Arduino Mega, el módulo 
Elechouse v3 y el módulo bluetooth para realización de las pruebas. 
 
Figura 74. Conexión de los módulos bluetooth y reconocimiento de voz 







b) Para la realización de la orden:  
Se debe usar las librerías, para la comunicación serial para los módulos 
bluetooth y comando de voz v3. 
#include <SoftwareSerial.h> 
#include "VoiceRecognitionV3.h" 
Se define los pines a usar para cada módulo. Para el módulo de 
comando de voz se usa los pines 10 y 11 para el RX / TX 
respectivamente y para el módulo HC-05 se usa los pines 16 y 17. 
El desarrollo del algoritmo para realizar las ordenes cargadas 
anteriormente. Se muestra en la figura 75 parte del algoritmo, donde 
cuando se lee el comando se procede a guardar en una variable. 
 
Figura 75. Algoritmo para las órdenes 
Fuente: Elaboración propia usando Arduino IDE 
 
c) Realización del hardware: 
En la figura 76 se presenta el diagrama de bloques donde se explica las 






Figura 76. Diagrama de bloques del hardware 
Fuente: Elaboración propia 
 
En la figura 77 se presenta el circuito de potencia, el cual se encuentra 
constituido por un regulador LM2576 para alimentar con 5V el Atmega 
2560. 
.  
Figura 77. Etapa de potencia 
Fuente: Elaboración propia 
 
En la figura 78 se presenta la etapa de control constituido por el Atmega 
2560, donde se encuentra almacenado el código del programa y se 
realizará la comunicación serial con el módulo se reconocimiento de voz 
Elechouse y el módulo bluetooth HC-05. En el módulo de Elechouse v3 







Figura 78. Etapa de control 
Fuente: Elaboración propia 
 
Debido que se ha realizado una aplicación inalámbrica que se 
comunique con el hardware del prototipo, es necesario alimentar el 
hardware con una fuente de alimentación duradera y portátil. Por esto, 
se opta por usar una batería de 9 V de Ion-Litio con 1200 mAh para 
mayor duración. Se presenta la siguiente fórmula para calcular la 
duración de la batería.  
 
Además, se sabe que: 
✓ Consumo de corriente del Atmega 2560 = 93 mA 
✓ Consumo de corriente del HC-05 = 50 mA 








Reemplazando la fórmula 1, se tiene un total de 6.55 horas. Sin 
embargo, por perdidas se estima un aproximado en 6 horas de duración. 
 
Por otro lado, se presentan los cálculos del ancho de las pistas de la 




✓ 𝑘1 = 0.0150 
✓ 𝑘2 = 0.5453 
✓ 𝑘3 = 0.7349 
✓ 𝐿= Grosor de la pista 
✓ 𝐼= Corriente máxima 
Se quiere que pase una corriente de 3 A, sin generar un incremento de 
temperatura superior a 25 °C con una longitud, usando grosores de pista 
de 1 onza pie cuadrado. Reemplazando la fórmula 2 con los datos 
mencionado, se obtiene 140 mils. se puede verificar el resultado en la 






Figura 79. Cálculo del ancho de pista para 3 A 
Fuente: Elaboración propia usando  Circuit Calculator 
 
Se quiere que pase una corriente de 183 A, sin generar un incremento 
de temperatura superior a 25°C, usando grosores de pista de 1 onza pie 
cuadrado. Reemplazando la fórmula 2 con los datos mencionado, se 
obtiene un número muy pequeño como se ve en la figura 80. Siguiendo 
el estándar de IPC se aproxima como 10 mils siendo el requisito mínimo 
que se permite. 
 
Figura 80. Cálculo del ancho de pista para 183 A 
Fuente: Elaboración propia usando Circuit Calculator 
 
Según los datos obtenidos en las figuras 79 y 80, se aplica el ancho de 
pista de 140 mils y 10 mils en el diagrama de la PCB como se muestra 






Figura 81. Aplicación del ancho de pista en la PCB 
Fuente: Elaboración propia usando Circuit Maker 
 
Por último, se presenta el diagrama final de la placa en la figura 82, 
donde los terminales P2 irá el módulo de reconocimiento de voz 
Elechouse v3 y U2 es el AVR Atmega 2560.  
 
Figura 82. Diagrama final de la PCB 
Fuente: Elaboración propia usando Circuit Maker 
 
En la figura 83 se presenta el cuboide como el target, que servirá como marcador 






Figura 83. Prototipo final del target 
Fuente: Elaboración propia 
 
d) Despliegue de la aplicación y pruebas 




Figura 84. Despliegue del aplicativo 






En la figura 85 se presenta las pruebas realizadas del reconocimiento del comando 
de voz con la aplicación. 
 
Figura 85. Pruebas del reconocimiento de la orden 
Fuente: Elaboración propia  
 
Con un total de 40 pruebas realizadas, donde el porcentaje de éxito es del 75% y 
un 25% se error. Cabe mencionar que se realizaron las pruebas bajo un ambiente 
en condiciones normales. Sin embargo, la ficha técnica del módulo Elechouse v3, 



















4.1. Resultados  
 
• Se obtuvo un sistema basado en realidad aumentada que sea intuitivo, interactivo 
y amigable con los estudiantes. De manera que obedezca las instrucciones del 
usuario con una autonomía de 6 horas usando baterías de Ion-Litio. Con respecto 
al costo del sistema (hardware y software), sin incluir el costo del personal 
profesional fue de s/. 443.00. Esto se menciona en “Presupuesto” con más detalle. 
• Se obtuvo un algoritmo que permite la comunicación entre el prototipo de la tarjeta 
electrónica y el celular para la visualización del modelo 3D del cráneo. En general, 
el sistema cuenta con 3 algoritmos diferentes. El primero, se encarga de entrenar 
los comandos del usuario y grabarlos para usarlos posteriormente. El segundo, 
permite la comunicación del microcontrolador con el módulo Elechouse v3 para 
realizar las órdenes. Por último, el tercer algoritmo permite a la aplicación S3D (en 
el celular) la visualización de las partes del modelo según las órdenes del usuario y 
la comunicación con el módulo HC-05 (en el prototipo).  
• Se obtuvo un modelo 3D del cráneo a partir de un archivo tipo DICOM, de un 
paciente con evidente traumatismo severo a nivel mandibular, con las 
características suficientes para la diferenciación de las estructuras óseas de 
manera que sea útil para el entrenamiento e interpretación de imágenes médicas, 
mejore la visualización anatómica y permita mejorar la percepción de los 
estudiantes de medicina. 
• Por medio de un módulo Elechouse v3 se capta de manera correcta las órdenes 
del usuario con un 75% de éxito (bajo condiciones normales). También, se logra el 





de los marcadores y la selección óptima del target de modo que se obtuvo una 
buena identificación con calificación de 5/5.  
4.2. Presupuesto 
 
El presupuesto inicial fue de s/.5000 para la realización del primer prototipo, sin 
considerar el costo del personal. Sin embargo, el costo total para la fabricación 
del primer prototipo fue de s/.443.00. Por lo que, existe un saldo de s/. 4557.00 
los cuales no fueron gastados. 
El tiempo de realización del proyecto fue de 6 meses con un costo total de s/. 
9443.00 considerando el pago del personal.   
Se presenta los costos para el desarrollo de proyecto en la tabla 12. 
Tabla 12. Cuadro de costos del proyecto 
 











Costos de componentes electrónicos
Módulo de reconocimiento elechouse v3 Unidad S/130.00 1 130.00S/     
Módulo bluetooth HC-05 Unidad S/28.00 1 28.00S/       
Arduino Mega Unidad S/60.00 1 60.00S/       
Atmega2560 Unidad S/45.00 1 45.00S/       
Cable, conectores y otros Rollo S/30.00 1 30.00S/       
Costos de adquisición del Software
Software 3DSlicer Unidad -S/            1 -S/            
Software Meshmixer Unidad -S/            1 -S/            
Software Unity Unidad -S/            1 -S/            
Arduino IDE Unidad -S/            1 -S/            
Visual Studio 2015 Unidad -S/            1 -S/            
Circuit Maker Unidad -S/            1 -S/            
Costos Fabricación del Hardware
Fabricación de la tarjeta Unidad 150.00S/     1 150.00S/     
Otros costos
Costo del personal Unidad 1,500.00S/ 6 9,000.00S/ 







• En este trabajo se desarrolló un sistema basado en realidad aumentada de bajo 
costo, que permitió obedecer las instrucciones del usuario.  
• Se desarrolló un algoritmo que permite la comunicación entre la tarjeta electrónica 
del prototipo y el celular de manera que permitió visualizar mediante superposición 
la imagen virtual del modelo reconstruido del cráneo. Por lo que, es posible 
comunicar el prototipo con el celular a través de dos puertos de comunicación serial 
sin haber interferencia entre ambos. 
• Se Identificó y realizó de manera exitosa el procesamiento de la imagen obtenida 
por tomografía computarizada (TC), de un paciente con afección mandibular para 
este caso, a partir de un archivo tipo DICOM con las características suficientes para 
diferenciar las estructuras anatómicas. 
• Se adquirió de manera exitosa la señal de voz a través de un sensor de 
reconocimiento, con un 75% de éxito de reconocimiento en condiciones normales. 
También se seleccionó los componentes adecuados para el sistema mediante un 
estudio exhaustivo de las principales plataformas de realidad aumentada y 
características técnicas. Asimismo, se implementó la tarjeta electrónica a manera 
de prototipo siendo eficiente, fiable y portátil con autonomía de 6 horas. Por último, 
se seleccionó los marcadores adecuados para el sistema mediante un análisis de 
identificación con calificación 5/5; reafirmando la formulación de a mayores aristas 











• Se recomienda elegir un imagen o target a identificar que posea las 
características suficientes para su reconocimiento. Ya que, un target con 
muchas aristas puede provocar mayor tiempo en reconocimiento. Es decir, que 
no sea una imagen muy compleja con una gran cantidad de aristas y patrones. 
• Se recomienda tener cuidado con la configuración de la AR camera del Unity, 
se debe configurar previamente en Player Setting la utilización de XR. Así como 
también, en la elección de la versión de Unity ya que las configuraciones en 
Player Setting cambian según las versiones y pueden generar conflictos. 
• Al momento de exportar la imagen reconstruida, se debe seleccionar sólo los 
archivos necesarios ya que en caso contrario ocupará mayor espacio de 
memoria y será más lento al momento de probarlo en Unity.  
• Se recomienda tener presente al momento del entrenamiento la entonación y el 
volumen de voz. De igual manera, al momento del uso del sistema se debe 
hablar de forma clara y con un volumen de voz normal. 
• Se debe evitar sitios ruidosos para el uso del sistema para obtener mayor 











































Pruebas del reconocimiento de los comandos de voz en Unity 
• Prueba del comando Mandíbula 
 
• Prueba del comando Maxilar 
 







Despliegue del aplicativo móvil S3D  
 





















Configuración de los pines 
 
 
Para obtener mayor información ingresar 
https://ww1.microchip.com/downloads/en/devicedoc/atmel-2549-8-bit-avr-microcontroller-
atmega640-1280-1281-2560-2561_datasheet.pdf en la página 2 
 








Para obtener mayor información ingresar a http://ww1.microchip.com/downloads/en/devicedoc/30010068e.pdf 







Para mayor información ingresar a http://ww1.microchip.com/downloads/en/DeviceDoc/30010135D.pdf  

















Diagrama de bloques del proyecto 
