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Abstract:
Brain activity derives from intrinsic dynamics (due to neurophysiology and anatomical connectivity) in concert with stochastic effects that arise from sensory fluctuations, brainstem discharges and random microscopic states such as thermal noise. The dynamic evolution of systems composed of both dynamic and random fluctuations can be studied with stochastic dynamic models (SDMs). This paper, Part II of a two-part series, reviews applications of SDMs to large-scale neural systems in health and disease. Stochastic models have already elucidated a number of pathophysiological phenomena; such as epilepsy and hypoxic ischemic encephalopathy, although their use in biological psychiatry remains rather nascent. Emerging research in this field includes phenomenological models of mood fluctuations in bipolar disorder and biophysical models of functional imaging data in psychotic and affective disorders. Together with deeper theoretical considerations, this work suggests that SDMs will play a unique and influential role in computational psychiatry, unifying empirical observations with models of perception and behavior.
Clinical applications of SDMs
Brain activity arises from an interplay of nonlinear dynamics with stochastic fluctuations. In Part I of this two-part series, we provided a primer on stochastic dynamical models (SDMs) -equations that govern the behavior of such systems (1). Here, in Part II, we review how SDMs have furnished insights into clinical problems: We begin with a survey of neurological disorders, where there exists a rich history of stochastic neural modeling. We then consider applications to psychiatric disorders, a less explored avenue. We will also consider sleep and, eye movements and decision making, which are commonly disturbed in psychiatric disorders.
Epilepsy
Mathematical models of epileptic seizures are numerous, using a wide range of methods, and spanning small and large scales (2) . Here, we focus on research that has treated the stochastic aspects of seizures. A major role for noise in models of seizures is to explain their abrupt and unexpected onset. One plausible explanation for sudden seizure onset comes from the interplay of stochastic perturbations with the underlying dynamical structure. The key ingredient is bistability between non-seizure and seizure states (3) (4) (5) (6) (7) . This means that for the same parameter values, the model can be in one of two states (seizure vs. non-seizure). In this scenario, seizure onset arises when noisy perturbations "kick" the brain onto the pathological seizure attractor (Fig. 1B) . In spatially-extended models, this bistability can also explain the spread of seizures into neighboring cortical regions (8) .
The bistable mechanism has been shown to reproduce distributions of ictal and interictal durations in both humans and animal models (9) . Indeed bistable switching is applicable to many phenomena (10) . Other interactions between noise and the dynamics of seizures offer important insights into the possible bifurcation structures that explain specific seizure phenomena in electrophysiological recordings (5, 11) . Similarly, interplay between stochastic and deterministic dynamics affects seizure durations in coupled neuronal networks (12) . A common thread to these studies is the analysis of distributions of times spent in the different states or spectral signatures.
Analysis of these higher-order statistics provides a stronger test of models than simple summary statistics alone, and is a powerful approach in studies of stochastic models more generally.
According to an alternative proposal, seizure onset corresponds to a bifurcation from a fixedpoint attractor onto a limit cycle under the influence of a slowly changing physiological parameter (e.g. 'excitability'), with seizure termination corresponding to a similar transition in the opposite direction (2-5, 11, 13, 14) . The physiological consequences of the ensuing energydepleting large amplitude oscillations lead to opposing (homeostatic) physiological changes that restore stability of the fixed point. While noise plays a relatively subordinate role in triggering 'bifurcation seizures', stochastic fluctuations nonetheless become evident just before seizure onset -at the cusp of the bifurcation -exhibiting critical slowing, as observed in human and non-human, invasive and noninvasive data (9, 11, (15) (16) (17) (18) . This slowing offers a candidate method for seizure prediction. However, this goal remains elusive, despite promising preliminary results (19), speaking to a need for more high-quality data (20).
Both bistability and bifurcations have been invoked for a range of generalized and localized seizures: Despite considerable work, there remains a lack of consensus (for example absence seizures have been proposed as arising either through bistability (21) or a bifurcation (3)). Future work should aim to reconcile these possibilities.
Parkinson's disease
Stochastic models of coupled neurons (22) and mean-field population activity (23) have been used to explore the impact of reduced dopamine (a hallmark of Parkinson's disease) on the dynamics of feedback loops linking cortex, thalamus, and basal ganglia. These noise-driven models explain the emergence of oscillations, synchrony, and other spectral changes observed in Parkinsonian patients. Other studies using coupled-neuron models have explored the cognitive effects of reduced dopamine in the basal ganglia on working memory (24) and learning (25), yielding predictions that have been verified experimentally (26).
Stochastic models have also yielded insights into deep-brain stimulation (DBS) protocols for controlling Parkinsonian tremors . Models of coupled basal ganglia and thalamic neurons explain the ability of high-frequency DBS to suppress pathological oscillations (27, 28). Computational approaches also provide a suitable test bed for optimizing stimulation protocols (29, 30).
Systematic analysis of a spiking-neuron model has suggested novel stochastic stimulation protocols offer similar therapeutic benefits to high-frequency DBS but for lower current amplitudes (31), although this remains to be tested. Methods for extinguishing oscillations have been tested in animal and slice models (32, 33), and also for closed-loop control paradigms in macaque (34) and human (35) . Although evidence from large clinical trials has yet to emerge, there is optimism that novel stimulation paradigms will improve on existing DBS protocols, at the very least because manual adjustment is difficult, and even modest decreases in energy use could improve battery life in implanted devices (29). Stochastic phase-oscillator modelsphenomenological models used to describe oscillatory dynamics where the state variables are phases and (possibly) amplitudes -underpin the method of stochastic phase resetting (36), a well-studied protocol for Parkinson's disease (37) . Phase resetting refers to the precise delivery of stimuli to alter the phase of an oscillator with the aim of changing its degree of synchronization with other oscillators. These methods have also found application to other disorders involving abnormal synchrony, including obsessive-compulsive disorder (OCD) (38) and tinnitus (39).
Burst suppression
Across a range of healthy and clinical settings, cortical activity exhibits burst suppressionhighly-erratic bursts punctuating an otherwise low-amplitude background (40) . Neonatal EEG exhibits pronounced burst suppression during recovery from hypoxia at birth. Recently it was shown that the bursts in post-hypoxic neonatal EEG exhibit scale-free dynamics (41), a hallmark of stochastic systems near a critical point characterized by fractal behavior with no preferred spatial or temporal scales (42) . Using the tools of statistical physics to quantify these bursts opens the prospect of predicting clinical outcomes (43) . The potential utility of these EEG metrics is underwritten by the fact that they also have diagnostic (44) and prognostic (45) utility when applied to bursts in preterm EEG. A leading candidate stochastic theory for burst suppression rests on an interaction between noisy brain activity and metabolism (46, 47) .
Evidence for this comes from detailed modeling of coupled neurons (46) , and from phenomenological stochastic modeling (41) . Although the former coupled-neuron model includes noise, it is not central to the mechanism for the limit-cycle bursts (rather, it improves the biological realism of the neuronal activity). In contrast, for the latter (phenomenological) model, stochastic dynamics are central to the bursting mechanism: a key statistical signature of the bursts (an asymmetric burst shape) was found to emerge from a stochastic model with statedependent slow-timescale dynamics, a proxy for metabolic depletion (41).
Anesthesia
Loss of consciousness in anesthesia is accompanied by marked changes in EEG, which are routinely used to monitor the depth of sedation. Stochastic neural mean-field modeling has explained these EEG spectral changes as signatures of a phase-transition at the boundary between conscious and comatose states (48). Here, the model's stochastic nature is crucial to explain the clinically-observed peaks in EEG power at the transitions. Noise-driven mean-field models have also been used to explore other anesthetic-induced changes to EEG spectra (49) (50) (51) .
Models have also recently been applied in state-estimation methods for automated tracking of brain states during anesthesia (52).
Bipolar disorder
Fluctuating disturbances in mood are the hallmark of bipolar disorder. There is conflicting evidence from time-series analysis methods as to whether these dynamics are predominantly nonlinear oscillations (53) or linear noise (54) . Coupled relaxation oscillators with noise have been used as a phenomenological model of mood (55) . In this model, noise drives instability in mood, and patient-specific noise levels can be inferred from data. Other deterministic limit-cycle models of mood could likely be extended to the stochastic domain (56) . Another phenomenological model focused on an abstract measure of behavioral activation rather than mood (57) , showing that increased nonlinearity in the oscillatory component of mood fluctuations drives switching between multistable high-and low-activity states. Analysis of dwelling time scales may thus prove a fruitful test of competing models (10) . Mood oscillations in bipolar disorder have also been modeled with dynamics typical of biochemical reactions (58, 59 ), hinting at more biophysically-motivated mechanisms.
The analysis of mood dynamics offers potential clinical applications beyond increased understanding of the pathophysiology: detailed tracking of mood together with time-series analysis models may yield novel biomarkers of mood instability (60) . Extending this approach to SDMs of the underlying neural activity (as opposed to simply the time-series data) may make any putative biomarkers more robust. However such advances require a more principled understanding of the neurobiological nature of mood, affect, and their relationship to brain networks integrating autonomic, introspective, and cognitive processes (61-63).
Melancholia
While there is a considerable body of computational research into the cognitive biases that accompany depression (64) , little of this has been informed by SDMs. As in bipolar disorder, mood during depressive episodes fluctuates considerably, albeit without the manic highs of bipolar disorder. Self-reported mood ratings scored intermittently throughout the day evidence increased correlation and variance prior to the onset of clinical depressive episodes in those with a history of depression (65). These symptom fluctuations are consistent with critical slowing in a noise-driven system near a bifurcation, such as exemplified in a proof-of-principle Langevin equation modeling mood directly as a state variable (65).
What are the neuronal correlates of these mood fluctuations? Two recent studies (66, 67) have modeled stochastic neural dynamics in patients with melancholia, a putative subtype of depression characterized by neurovegetative symptoms such as psychomotor slowing, anhedonia, and diurnal mood variation (68) . Functional neuroimaging data across multiple brain regions was studied using stochastic Dynamic Causal Modeling (sDCM, (69)), which models the neuronal activity in each region xi as Patients with melancholia report a distinct and intrusive dysphoric state during internallygenerated thought. Application of sDCM to resting-state fMRI (66) was used to study the correlates of these self-reports, comparing patients with melancholia to healthy controls and those with non-melancholic depression. Melancholia was associated with weaker influences among a network of cortical regions, particularly the influence of the anterior insula on frontoparietal and anterior cingulate nodes. It was hence inferred that the impoverished quality of internally-generated thought in melancholia reflects a diminished influence of interoceptive fluctuations on attention and cognitive control.
Self-reported mood likely reflects a combination of "internal" mood states and subjective responses to emotionally-salient experiences. Stochastic DCM has also been applied to fMRI data acquired while melancholic participants viewed sad and funny movie clips (67) . In this setting, the stochastic term in Equation (1) is therefore a mixture of endogenous fluctuations and sensory perturbations from the movies. Melancholia was associated with network-wide increases in effective connectivity, particularly between the attention (fronto-parietal) and interoceptive (anterior insula) regions, when shifting from rest to negative film viewing. This was suggested to reflect disrupted attentional resource allocation, particularly in switching between interoceptive and exteroceptive signals.
These observations are consistent with the speculative proposal that illness states, such as melancholia, are themselves dynamic attractors that unfold on slow time scales, and that fluctuations (such as stressors) trigger noise-driven switches between euthymia and affective disturbances.
Sleep
A neural mass model has also been developed for the brainstem nuclei controlling sleep-wake transitions (70) . In this model, as in sleep, most time is spent in either wake or sleep states, with relatively rapid transitions in between. The circadian rhythm slowly drives the model alternately between wake and sleep. In between these states is a bistable region. Much like the epilepsy example above, noisy perturbations can trigger erratic transitions between the two states (71).
This provides an explanation for the sleep-wake patterns in narcolepsy, which is characterized by difficulty in staying awake, and (perhaps paradoxically) also difficulty in remaining asleep. For choices of model parameters in this bistable region between wake and sleep, noisy stimuli are sufficient to yield fragmented sleep patterns in excellent agreement with clinical narcolepsy phenotypes (Fig. 3) .
A further role for noise in sleep modeling is characterizing the changes in dynamics observed near a transition. As in the examples above, the dynamical approach to a bifurcation yields quantifiable changes in the dynamics -critical slowing -that indicate an imminent transition.
For sleep transitions, the sleep model reproduces power spectral changes at sleep onset (72), potentially useful in sleep-monitoring applications (73) . It is also possible to automatically track arousal states by inferring the parameters of a biophysical model fitted to EEG data (74, 75) .
This highlights one of the benefits of using models to provide an objective, automated alternative to traditional clinician-determined ratings.
Working memory and decision making
While less visible than the classic psychotic symptoms of delusions and hallucinations, cognitive Modeling basins of attraction have also found application in models of OCD. Symptoms of OCD include an inflexibility, associated with being "trapped" in a brain state, associated with increased attractor basin depth (106) (107) (108) . Using a stochastic neurocomputational model incorporating the modulatory role of serotonin on orbitofrontal function, it has been shown that simulated low serotonin leads to the model getting trapped in specific attractor states ("perseverative" activity) and an increased tendency to form strong attractors (a worsening of existing obsessions) (109).
Eye movements
Abnormal eye movements occur in various disorders across the lifespan, including autism, schizophrenia, Parkinson's and Alzheimer's disease. Models of eye movements in schizophrenia have been reviewed recently (110): We briefly draw attention to the role of stochastic dynamics in this field.
Eye movements are easily measured and manipulated in experiments, while still being closely tied to many higher-order cognitive processes that are disturbed in patient populations. In stochastic models of eye movement, noise is often used to represent uncertainty, whether in sensory inputs, motor outputs, or perception. For example, a widely-employed task requires participants to make saccadic eye movements away from visual stimuli that appear randomly in one of four peripheral locations. Patients with schizophrenia are more variable (and error-prone) in this task. This has been modeled using a network of coupled neurons with noisy inputs (111) .
Differences in eye movement variability between patients and controls were captured by group differences in the input noise levels. This work suggests that the increased variability arises specifically in the noisy accumulation of information rather than other hypothesized processes such as differences in the threshold for deciding to perform a saccade.
Another classic eye movement task is smooth pursuit, whereby participants track a moving target with their eyes. Brief visual occlusions can be used to introduce uncertainties in future target positions (112) . Schizophrenia is associated with small errors during smooth pursuit plus overshoot errors following occlusion. This uncertainty in target position has been modeled within the framework of "active inference" (113), where action and perception are modeled hierarchically, specifically encoding uncertainty in states. This model of smooth pursuit behavior explains suboptimal tracking performance in schizophrenia (112, 114) , and has recently been extended to model corresponding neuronal activity (115) . Schizophrenic patients also have difficulty fixating on non-moving targets. Fixation stability during free viewing was the single best predictor of schizophrenia in a recent classifier (116) , and there exist models of fixational eye movements (117, 118) . Thus, as noted recently (110), models of fixational eye movements have potential for future application to schizophrenia.
Future perspectives
The fusion of dynamical systems theory with statistical physics provides a powerful and unifying framework for modeling clinical disorders of the brain. Noise interacts with the underlying dynamic flow to yield a variety of adaptive neural behaviors, which include slow and fast fluctuations, multistable switching, and simple attracting dynamics. Subtle disturbances in the balance of noise and order yields maladaptive dynamics such as trapping, unstable fluctuations, and the erratic appearance of abnormal waveforms.
General observations
Several common themes emerge from the above examples, which summarize the main roles for stochastic dynamics in models of clinical disorders:
(i) Stochastic models often treat inputs from external populations or the environment as random fluctuations. Most of the applications reviewed involve this use of noise. However, noise can also be seen as capturing complex dynamics that are not explicitly modeled. This underlines the importance of allowing the noise to be imbued with structure, such as statedependence or correlations.
(ii) Measurement noise: A major application of modeling is to infer model parameters from neuroimaging data (i.e., model inversion), enabling estimation of otherwise inaccessible brain states. Model inversion schemes and state estimation techniques must separate desired biological signals, including stochasticity in the generative process, from contaminating measurement noise: these must be modeled separately (119) .
(iii) Noise as a driver of spontaneous transitions: In a multistable system, noise can kick the system between states (Fig. 1) . This general mechanism explains spontaneous transitions that occur in epilepsy, narcolepsy, and the alpha rhythm. Noise is also crucial in decision making, knocking the system from the working memory ("mnemonic") attractor into one of the several competing decision attractors. However, multiplicative noise can lead to trapping, where the system dwells longer in each state than expected by chance.
Multistability comes in different flavours depending upon the nature of the underlying bifurcations (120, 121) and the interplay of noise and dynamics (10) . Careful disambiguation of these in empirical data may thus elucidate specific mechanisms of multistability in different disorders, and a taxonomy of its adaptive roles.
(iv) Noise as a dynamical signature: Interplay between noise and an impending change of state (i.e., a bifurcation) is a general phenomenon, with particular dynamical signatures giving clues as to the type of bifurcation (15) . Critical slowing has been invoked to explain mechanisms related to seizure onset and termination, melancholic mood fluctuations, anesthesia, and sleep-wake transitions. Another possibility is in the growing areas of cooperative games and neuroeconomics (131) . This field draws on the mathematical areas of game theory and finance. Since dysfunctional social interactions are central to many psychiatric disorders, experiments targeting these social impairments, coupled with appropriate stochastic models, could elucidate the core mechanisms.
Stochastic dynamic models will thus be a powerful tool in computational psychiatry. The difference here is that the limit cycle that emerges at = 0 exists for < 0 and is unstable (red). This unstable limit cycle then meets a stable limit cycle (green) at a "saddle-node" bifurcation of periodic orbits. There is thus a region of bistability where the fixed point (black) and the upper limit cycle (green) are both stable, i.e., the non-zero elements of the coupling matrix A from resting state (66, 67) and during passive movie viewing (66, 67) . B: Methodological schema, showing extraction of the time series from each node (ICA component) followed by model inversion to yield subject-specific hidden time series. In most nodes (especially visual and auditory but also insula), hidden states in different subjects watching the same movie exhibit inter-subject correlations (due to attention to the same stochastic stimulus stream). Adapted from Ref. (67) with permission. Adapted from Ref. (71) with permission.
