Abstract: This study is concerned with the stability problem for uncertain discrete-time systems with interval time-varying delays. By construction of an augmented Lyapunov-Krasovskii's functional and utilisation of new zero equalities, improved delay-dependent criteria for the stability of the systems are derived for guaranteeing the asymptotic stability of the concerned systems. The effectiveness and the reduced conservatism of the derived results are demonstrated by three illustrative examples.
Introduction
These days, most real systems use digital computers (usually microprocessor or microcontrollers) with the necessary input/output hardware to implement the systems. The fundamental character of the digital computer is that it takes compute answers at discrete steps. Also, in the real applications of systems such as physical and biological systems, neural networks, networked control systems, multi-agent systems and so on, there exists naturally time delay because of the finite information processing speed and the finite switching speed of amplifiers. It is well known that time delay often causes undesirable dynamic behaviours such as performance degradation and instability of the systems. For this reason, the study on stability analysis for time-delay systems has been widely investigated. For more details, see and references therein. Therefore discrete-time modelling with time delay plays an important role in many fields of science and engineering applications.
The main concern in the stability or stabilisation of discrete-time systems with time-varying delays is to enhance the feasible region of stability criteria. One of the important index for checking the enhancement of the feasible region is to obtain maximum delay bounds, which guarantees the asymptotic stability of the system. In this regard, various approaches to stability analysis for discrete-time systems with time delay have been investigated in the literature [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . In [10] , the stabilisation problem by static and dynamic output-feedback controllers was addressed for discrete-time systems with time-varying delay in the state. By defining new Lyapunov functions and making use of novel techniques, Gao and Chen [11] obtained the delaydependent stability conditions for discrete-time systems with time-varying delays. Zhang et al. [12] were concerned with the problems of stability analysis and stabilisation for discrete-time systems with interval-like time-varying delays via time-delayed controller. In [13] , based on a linear matrix inequality (LMI) framework without slack variables, the stability analysis problem for delayed discrete-time systems with norm-bounded uncertainties was studied. Lien et al. [14] investigated exponential stability and H ∞ control for discrete-switched systems with interval time-varying delay under an arbitrary switching signal. Kao [15] analysed a set of new stability criteria for discrete-time linear-timeinvariant systems with varying time delays from an operatortheoretic point of view via integral quadratic constraint (IQC) framework. In [16] , a new model transformation was proposed and applied for the stability analysis of uncertain discrete-time systems with a time-varying delay in the state. Shao and Hang [17] conducted the stability analysis of discrete-time systems with interval-like time-varying delays by choosing a different Lyapunov functional in other literature and estimating the difference of Lyapunov functional via two novel techniques. In [18] , the delay-dependent robust stability problem of a class of uncertain discrete-time system with time-varying delay, and non-linear perturbations was investigated by exploiting a candidate Lyapunov functional, and using minimal number of slack matrix variables. Jiao [19] proposed new robust stability and stabilisation of discrete singular systems with interval time-varying delay and linear fractional uncertainty. By using the reciprocally convex approach [4] , a delay-dependent stability problem of discrete-time systems with time-varying delay was considered with smaller computational burden in [20] . Recently, in [21] , the delay-partitioning idea, which is well known in enhancing the feasible region of delay-dependent stability condition, was utilised to solve the problem of stability analysis for linear discrete systems with time-varying delay in the state for the first time. Very recently, by dividing the interval of time-varying delay into two subintervals, stability analysis and controller synthesis for a discrete system with an interval time-varying input delay were studied through two novel approaches in [22] . However, there are rooms for further improvements on the reduction of stability criteria.
In this paper, the problem to get improved robust stability criteria for discrete-time systems with interval timevarying delays and parameters uncertainties is considered. Here, delay-dependent analysis has been paid more attention than delay-independent one because the sufficient conditions for delay-dependent analysis make use of the information on the size of time delay [8] . That is, the former is generally less conservative than the latter. By construction of a suitable augmented Lyapunov-Krasovskii's functional and utilisation of Finsler's lemma, new stability criteria are derived in terms of LMIs. In order to derivative less conservative results, the main approaches utilised in other literature to enhance the feasible region of stability criteria were free-weighting matrices techniques [11, 12, 14, 15, 17, 19, 21, 23] , zero equalities [11, 12, 17, 19, 23] and delay-partitioning method [21, 22] . It should be pointed out that the computational burden and time-consuming becomes larger when free-weighting matrices are employed or delay-partitioning number increases. Very recently, in [20] , the reciprocally convex approach [4] was utilised in reducing computational burden and the conservatism of stability criteria. However, the results in [20] are same to those of [17] , which utilised free-weighting matrices. Therefore it is strongly needed to investigate further improved stability criteria by employing some new zero equalities. Thus, inspired by the works of [11, 12, 17, 19, 23] , new zero equalities are devised in our analysis. Finally, three numerical examples are included to show the effectiveness of the proposed methods.
Problem statements
Consider the following discrete-time systems with interval time-varying delays and parameter uncertainties
Here, k is the discrete time, 
l×n are real known constant matrices and F(k) ∈ R l×l is a real uncertain matrix function with Lebesgue measurable elements satisfying
The delay h(k) is interval time-varying delays satisfying
where h m and h M are positive integers. For stability analysis, system (1) can be rewritten as
The aim of this paper is to investigate the delaydependent robust stability analysis of system (3). In order to do this, the following lemmas and definition are needed.
Lemma 1 (Zhu and Yang [24] ): For 0 < M = M T ∈ R n×n , integers h m and h M satisfying 1 ≤ h m ≤ h M , and vector function x(k) ∈ R n , the following inequality holds
Lemma 2 (Finsler's lemma; de Oliveria and Skelton [25] ): Let ζ ∈ R n , = T ∈ R n×n , and ϒ ∈ R m×n such that rank(ϒ) < n. The following statements are equivalent
Definition 1 (Meng et al., [21] ): The origin of system (1) is said to be asymptotically stable, if, for any
Main results
In this section, new stability criteria for system (3) will be derived by use of Lyapunov method and LMI framework. For the sake of simplicity on matrix representation,
T ∈ R (8n+l)×l are defined as block entry matrices. The notations of several matrices are defined as (see (4)) Now, we have the following theorem.
) and any matrix S ∈ R n×n satisfying the following LMIs
Proof: Define the forward difference of V (k) as
Let us consider the following Lyapunov-Krasovskii's functional candidate as
where 
The forward difference of V (k) is calculated as (see (10)) Here, the following three zero equalities are introduced to improve the feasible region of stability criteria with any symmetric matrices P i (i = 1, 2, 3)
Then, we have
Here, from inequalities (6), it should be noted that i > 0 (i = 1, 2, 3). Then, V 4 + V 5 has an upper bound as follows
If the first inequality in (7) holds, then, by Lemma 1, one can obtain
By Lemma 1, if h m < h(k) < h M and the second inequality in (7) hold, then we have
where
By using reciprocally convex approach in [4] , from the second inequality in (7), we obtain ⎡
which means ⎡
Then (see (20) ) It should be noted that when (20) still holds. From (10)- (20), the following inequality can be obtained
where i (i = 4, 5, 6) are defined in (4). Also, since the relational expression between p(k) and
holds from the second equality of system (3), there exist a positive scalar satisfying the following inequality
Therefore, from (10)- (22) and by use of S-procedure [26] , V (k) has a new upper bound as
Also, system (3) with the augmented matrix ζ(k) can be rewritten as ϒζ(k) = 0 n×1 . Then, a delay-dependent stability condition for system (1) is
Here, from (i) and (iii) of Lemma 2, if the inequality (24) holds, then for any free matrix X with appropriate dimension, the condition (24) is equivalent to
From (23)- (25), if (25) holds, then there exists a positive scalar δ such that
From the Lyapunov stability theory and Definition 1, it can be concluded that if (25) holds, then system (3) is asymptotically stable. Lastly, by utilising (ii) and (iii) of Lemma 2, one can confirm that inequality (25) is equivalent to inequality (5). This completes our proof.
As a special case, in case that the parameter uncertainties do not exist in system (1) , that is,
, the system is rewritten as
Based on Theorem 1, a stability criterion of system (26) 
Now, we have the following result. 1, 2, 3 ) and any matrix S ∈ R n×n satisfying the following LMIs
whereˆ andΥ are defined in (27).
Proof: With the same Lyapunov-Krasovskii's functional candidate in (9) , by the similar procedure in the proof of Theorem 1, a sufficient condition guaranteeing asymptotic stability for system (26) can bê
whereζ (k) is defined in (27). Then, by Lemma 2, condition (31) leads to LMIs (28).
Remark 1:
In Lemma 2 (iii),
T of zero equality 2ζ T (k)X ϒζ(k) = 0 used from the free-weighting matrix method. However, insertion of such an additional matrix X does not play a role to reduce the conservatism of Lemma 2 (ii)
It only increases the number of decision variables. In the field of delay-dependent stability or synchronisation analysis, one of major concerns is to obtain maximum delay bounds with fewer decision variables [8] . From Lemma 2, one can check that the [
holds. Therefore our proposed stability criteria are derived in the form of (ii) in Lemma 2.
Remark 2:
In [4] , via reciprocally convex approach, the method for the quadratic terms of integral qualities was introduced. That is, the free-weighting matrix S is added in the off-diagonal terms of the left-side matrix, L , in (20) . Here, it is natural to ask the following question, 'if the free-weighting matrices are added in the main diagonal terms, can we improve the feasible region of stability criteria?'. In order to obtain the answer, inspired by the works of [11, 12, 17, 19, 23] , the matrices P i (i = 2, 3) were added in the main diagonal terms of the right side matrix, R , in (20) by defining three new zero equalities (12) and (13) . Also, by considering the zero equality (11), the matrix P 1 are added in obtaining an upper bound of the term −h m
This formulation for the system may give more less conservative results for stability analysis.
Lastly, to show the effectiveness mentioned in Remark 2, the simplified version of Corollary 1 without considering three zero equalities (11)-(13) will be introduced as Corollary 2. For this case, the Lyapunov-Krasovskii's functional V 4 defined in (9) is not necessary since the three zero equalities (11)- (13) are not utilised. The following notations will be utilised in Corollary 2 4 = 0 8n
and other notationsˆ i (i = 1, 2, 3, 5),ˆ are the same ones in (27).
Corollary 2:
For given integers 0 < h m < h M , system (26) is asymptotically stable for
, and any matrix S ∈ R n×n satisfying the following LMIs
Proof: Let us consider the following Lyapunov-Krasovskii's functional candidate as
where V i (i = 1, 2, 3, 5) are defined in (9) . With a similar approach introduced in the proof of Theorem 1, one can easily confirm the inequalities (33) and (34) guarantee the asymptotic stability of system (26).
Numerical examples
In this section, we provide three numerical examples to illustrate the effectiveness of our stability criteria in this paper.
Example 1: Consider the following system
where |α(k)| ≤ᾱ.
The above system can be rewritten as the form of system (3) with the following parameters
For the above system, the results of the maximum bound of time delay for different values of h m are compared with the previous results as shown in Table 1 . From Table 1 , it can be seen that our results for this example give larger maximum bounds ofᾱ than the ones in [10, 11, 13, 18] .
Example 2: Consider the following system Table 2 . Specially, the obtained delay bounds by applying Corollary 2 are also listed in Table 2 , which shows the effectiveness of adding three zero equalities (11)- (13) in reducing the conservatism of stability criterion. As mentioned in Introduction, the delay-partitioning approaches to enhance the feasible region of discrete-time system with interval time-varying delays were proposed in [21] for the first time. The advantage of the delay-partitioning approaches can obtain more tighter upper bound of summation terms obtained by calculating V (k) by dividing delay intervals into some subintervals. However, it should be noted that the decision number increases as a delay-partitioning number increases. Furthermore, matrix formulation becomes more complex and the computational burden and time-consuming grow bigger. In Table 3 , maximum delay bounds and number of decision variables are compared with the results of [21] . Table 3 shows that the obtained results of Corollary 1 provide larger delay bounds than the result of [21] when h m = 4, although the decision variables of Corollary 1 are smaller than those of [21] . When h m = 12 and 16, the obtained delay bounds are same to those of [21] .
Example 3: Consider the following model of inverted pendulum described in Fig. 1 Then, the poles of system (39) are 1.1329 and 0.8827; thus this system is unstable. The closed-loop system may be stable when a state feedback delayed control law used in [12] is given by u(k) = [110.6827, 34.6980]x(k − h(k)). By applying Corollary 1, it can be obtained that the maximum bound of time delay with the fixed h m = 1 is 6, which is larger delay bound than 5 obtained by Theorem 1 in [13] . 
Conclusion
In this paper, the delay-dependent stability criteria for the discrete-time systems with time-varying delays have been proposed. In order to obtain less conservative results, by construction of the augmented Lyapunov-Krasovskii's functional and utilising three zero equalities (11)-(13), novel conditions for guaranteeing asymptotic stability for the concerned systems have been derived in terms of LMIs. Three numerical examples have been given to show the effectiveness and usefulness of the presented criteria.
