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Nonlinear equations for p-adic open, closed, and
open-closed strings
V. S. Vladimirov∗
Abstract
We investigate the structure of solutions of boundary value problems
for a one-dimensional nonlinear system of pseudodifferential equations
describing the dynamics (rolling) of p-adic open, closed, and open-closed
strings for a scalar tachyon field using the method of successive approxi-
mations. For an open-closed string, we prove that the method converges
for odd values of p of the form p = 4n + 1 under the condition that the
solution for the closed string is known. For p = 2, we discuss the ques-
tions of the existence and the nonexistence of solutions of boundary value
problems and indicate the possibility of discontinuous solutions appearing.
Keywords: string, tachyon.
To Anatolii Alekseevich Logunov on his 80th birthday
1 Introduction
For describing the tachyon dynamics of open and closed p-adic strings, the
Lagrangian
L =
1
h2
[
− p
4
2(p2 − 1)Ψp
−/4Ψ+
p4
p4 − 1Ψ
p2+1
]
+
+
1
g2
[
− p
2
2(p− 1)Φp
−/2Φ+
p2
p2 − 1Ψ
p(p−1)/2(Φp+1 − 1)
]
(1.1)
was suggested [1], where Ψ(t, x) and Φ(t, x), x = (x1, x2, . . . , xd−1), are tachyon
fields for open and closed strings, h and g are interaction constants between open
and closed string sectors,  = −∂2t + ∇2x is the d-dimensional d’Alembertian,
and p is a prime, p = 2, 3, 5, . . . . (In what follows, p is assumed to be an integer
greater than one). The corresponding equations of motion following from (1.1)
for λ2 = h2/g2 6= 0 have the form [2]
Ψp
2 − p−/4Ψ+ λ2 p− 1
2p
Ψp(p−1)/2−1(Φp+1 − 1) = 0, (1.2a)
ΦpΨp(p−1)/2 − p−/2Φ = 0. (1.2b)
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Passing to the limit as λ2 → 0 in system of equations (1.2), we obtain the
simplified system of equations for an open-closed string [2]
Ψp
2
= p−/4Ψ, (1.3a)
ΦpΨp(p−1)/2 = p−/2Φ. (1.3b)
System of equations (1.3) includes Eq. (1.3a) describing the dynamics for the
field Ψ of a closed string and Eq. (1.3b) describing the dynamics for the field
Φ of an open string for a known field Ψ. For Ψ = 1, system (1.3) becomes the
equation for an open string,
Φp = p−/2Φ. (1.4)
System (1.3) has the vacuum solutions
(Ψ = 0, Φ = 0) ∀p, (Ψ = 1, Φ = 1), p is even,
(Ψ = 1, Φ = ±1), p = 4n+ 3, (Ψ = ±1, Φ = ±1), p = 4n+ 1.
(1.5)
For d = 1, system (1.3), Eqs. (1.3a), and (1.4) respectively describe the motion
(rolling) of tachyons in time for open-closed, closed, and open strings. In this
case, system (1.3) becomes
Ψp
2
= p∂
2
t
/4Ψ, (1.6a)
ΦpΨp(p−1)/2 = p∂
2
t
/2Φ. (1.6b)
We change the arguments of the fields,
ψ(t) = Ψ(t
√
2 log p), ϕ(t) = Φ(t
√
2 log p). (1.7)
In the class of measurable functions (ψ, ϕ) satisfying growth condition (5.2) (see
below) for γ = 1 or γ = 2, system (1.6) becomes the classical system of nonlinear
integral equations
ψp
2
(t) =
√
2
pi
∫ ∞
−∞
e−2(t−τ)
2
ψ(τ) dτ, t ∈ R, (1.8a)
ϕp(t)ψp(p−1)/2(t) =
1√
pi
∫ ∞
−∞
e−(t−τ)
2
ϕ(τ) dτ, t ∈ R. (1.8b)
Equation (1.4) (Eq. (1.8b) for ψ = 1) for an open string also assumes a similar
form,
ϕp(t) =
1√
pi
∫ ∞
−∞
e−(t−τ)
2
ϕ(τ) dτ, t ∈ R. (1.9)
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In accordance with vacuum solutions (1.5), we set the boundary conditions
lim
t→−∞
ψ(t) = lim
t→∞
ψ(t) = 1 (1.10)
for Eq. (1.8a) and
lim
t→∞
ϕ(t) = 1, lim
t→−∞
ϕ(t) =
{
−1 for odd p,
0 for even p
(1.11)
for Eqs. (1.8b) and (1.9).
System (1.3) is nonlinear and involves pseudodifferential terms with the sym-
bols p−ξ
2/4 and p−ξ
2/2, ξ2 = t2−x21− · · · −x2d−1. It is therefore natural to con-
sider them in some algebras of generalized functions in D′(Rd) whose Fourier
transforms are analytic functionals in the space Z ′ [3], [4]. Only real solutions of
system (1.3) are physically interesting, and we consider precisely these solutions
in what follows.
If (Ψ(t, x), Φ(t, x)) is a solution of system (1.3), then all its shifts and all its
reflections are also solutions of it. If p is an odd number of the form p = 4n+1,
then (−Ψ(t, x),−Φ(t, x)) is also a solution of the system. Therefore, the solution
of system (1.3) is not unique (if it exists).
Many investigations of physicists and mathematicians widely applying com-
puter techniques are devoted to this new class of equations with an infinite
number of derivatives (see [1], [2], [4]–[14], and the references therein). The in-
teraction is nonlocal in string field theory [5], essentially distinguishing it from
the classical local field theory. These equations are extremely interesting not
only for p-adic mathematical physics but also for cosmology [7], [9], [13]. In
essence, these problems relate to the classical mathematical analysis because
only an integer p remains here as one of the p-adic numbers, which, moreover,
need not be prime.
In this paper, we study the structure of solutions for open, closed, and
open-closed strings in the framework of the suggested model. In Sec. 2, we
list some well-known mathematical results for the open string (boundary value
problem (1.9), (1.11)). In Sec. 3, we transfer many results for an open string to
the closed string (boundary value problem (1.8a), (1.10)) practically unchanged.
For odd p, we use the method of successive approximations for even solutions
with two zeros. For even p, we prove (Theorem 1; also see [8]) that there are
no continuous even nontrivial solutions nondecreasing for t > 0. Therefore,
continuous solutions in this case must either have at least four zeros or be dis-
continuous with jumps of the first kind. In Sec. 4, we prove that the method of
successive approximations converges for an open-closed string (boundary value
problem (1.8), (1.10), (1.11)) with p of the form p = 4n + 1 (Theorem 2) in
the case of boundary value problem (1.8b), (1.11) for an odd solution having
one zero under the condition that an even solution of boundary value prob-
lem (1.8a), (1.10) is known. We describe the solution structure. In Sec. 5, we
give some necessary properties of the integral operator Kγ = e
1/(4γ)∂2
t .
3
2 Open string
The dynamics of an open string are determined by integral equation (1.9) and
boundary conditions (1.11). The following propositions hold for solutions ϕ of
Eq. (1.9).
Proposition 1. If the solution ϕ(t) is bounded, then the function ϕ(t) =
0,±1 for odd p and the function ϕ(t) = 0, 1 for even p are solutions. If the solu-
tion ϕ(t) does not reduce to a constant, then it is piecewise analytic (continuous
for odd p) with the estimate
|ϕ(t)| < 1, t ∈ R. (2.1)
Proposition 2. If ϕ(t) → a as t → ∞, |a| < ∞, then a = 0 or a = ±1 for
odd p, and a = 0 or a = 1 for even p. In this case, (ϕp)′(t)→ 0 as t→∞, and
if a 6= 0, then ϕ′(t)→ 0 as t→∞.
Proposition 3. Integral equation (1.9) is equivalent to the boundary value
problem
ux =
1
4
utt, 0 < x ≤ 1, t ∈ R, (2.2)
u(0, t) = ϕ(t), u(1, t) = ϕp(t), t ∈ R, (2.3)
for the heat conduction equation [11].
We point out that the variables x and t in Eq. (2.2) have been interchanged
compared with the classical heat conduction equation.
By a solution of boundary value problem (2.2), (2.3), we mean any measur-
able function u(x, t) satisfying growth condition (5.2) with respect to t for γ = 1.
The function u(x, t) is called an interpolating function between the solution ϕ
and its pth power ϕp. We note that the interpolating function is given by the
Poisson formula for Eq. (2.2),
u(x, t) =
1√
pix
∫ ∞
−∞
ϕ(τ)e−(t−τ)
2/x dτ, 0 < x ≤ 1. (2.4)
The following proposition holds for the zeros of the interpolating function u(x, t).
Proposition 4 (Theorem on the branching of zeros for the function u(1, t) =
ϕp(t)) [11], [14]. Let the function u(x, t) have a zero of even multiplicity 2n at
the point t = 0. Then the equation
u(1− ε, t) = 0 as ε→ +0 (2.5)
has exactly 2n distinct simple real zeros,
t±k (ε) = ±λk
√
ε+O(ε), k = 1, 2, . . . , n, (2.6)
where λk, k = 1, 2, . . . , n are positive roots of the Hermite polynomial, H2n(λ) =
0.
4
For example, if n = 2, then we have λ4 − 12λ2 + 12 = 0, and hence
λ1 =
√
6− 2
√
6 ≈ 1.049, λ2 =
√
6 + 2
√
6 ≈ 3.301.
Proposition 5. If ϕ ∈ L12, then the solution ϕ expands in a series in the
Hermite polynomials [11],
ϕ(t) =
∞∑
n=0
an
Hn(t)
2nn!
, an = (ϕ,Hn)1, (2.7)
and the function ϕp(t) expands in a Taylor series,
ϕp(t) =
∞∑
n=0
an
tn
n!
, (2.8)
which converges uniformly on every compact set in R. And if ϕ ∈ L1/22 , then
the relations
(ϕp, Hn)1 = (ϕ, Vn)1/2, n = 0, 1, . . . , (2.9)
hold, where Vn are modified Hermite polynomials,
Vn(t) = 2
−n/2Hn
(
t√
2
)
, n = 0, 1, . . . . (2.10)
The space Lα2 is defined in Sec 5.
Proposition 6. Let ϕ(t) be a solution of Eq. (1.9), and let t = 0 be a zero
of multiplicity σ ≥ 1 for the function ϕp(t). Then the relations
2n√
pi
∫ ∞
−∞
ϕ(τ)τne−τ
2
dτ =
{
0 for n = 0, 1, . . . , σ − 1,
a 6= 0 for n = σ
(2.11)
hold [4]. The function ϕ(t) has at least σ sign changes [11].
Proposition 7a. For odd p and σ, the solution ϕ(t) changes sign at zero,
and the asymptotic relation
ϕ(t) =
(
a
σ!
)1/p
tσ/p[1 +O(t)] as t→ 0 (2.12)
holds.
Proposition 7b. For even p, the multiplicity σ is even, and we have a > 0.
If ϕ(t) changes sign at zero, then
ϕ(t) =
(
a
σ!
)1/p
sgn t|t|σ/p[1 +O(t)] as t→ 0. (2.13)
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Proposition 7c. If ϕ(t) does not change sign at zero, then a > 0, the
multiplicity σ is even, and
ϕ(t) =
(
a
σ!
)1/p
|t|σ/p[1 +O(t)] as t→ 0. (2.14)
The following propositions hold for solutions of boundary value problem (1.9),
(1.11).
Proposition 8. For odd p, there is a solution ϕ(t) that is continuous, real-
analytic for t 6=0, odd, and increasing. It has one simple zero at t = 0, and
relations (2.11) and (2.12) hold for σ = 1 [4], [10], [12].
Proposition 9. For even p, there are no continuous solutions that are either
nonnegative or have only one change of sign. If there is a continuous solution
with two zeros, then it has exactly two sign changes [11]. Here, discontinuous
solutions with discontinuities of the first kind are possible.
Proposition 10. Let u(x, t) be an interpolating function between a solution
ϕ and its pth power ϕp. Then the conservation law∫ ∞
−∞
[ϕ(t)− u(x, t)] dt = 0 =
∫ ∞
−∞
[ϕ(t)− ϕp(t)] dt, x ≥ 0, (2.15)
and the inequality∣∣∣∣
∫ a
−∞
[u(x, t)− ϕ(t)] dt
∣∣∣∣<
√
x
pi
, x > 0, a ∈ R, (2.16)
hold.
Proposition 11. For odd p, the inclusions
1− ϕp−1, 1− |u(x, · )| ∈ L1(R), x ≥ 0, (2.17)
hold, the function ϕp(t) has finitely many zeros, and all its zeros have a finite
multiplicity. The number of sign changes of ϕ(t) is not greater than the number
of zeros for ϕp(t) and not less than the maximum multiplicity of zeros for this
function. If ϕp(t) has only three zeros, then the solution ϕ(t) has three changes
of sign [11].
Proposition 12. For even p, the inclusions
1− ϕp−1, 1− u(x, · ) ∈ L1(0,∞), x ≥ 0, (2.18)
hold, the integral ∫ 0
−∞
ϕ(t)[1 − ϕp−1(t)] dt (2.19)
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converges, and if the function ϕ(t) has a constant sign for t < c, then the
inclusions
ϕ, u(x, · ) ∈ L1(−∞, 0), x ≥ 0, (2.20)
hold.
The set of zeros of the function ϕp(t) is finite or countable and bounded
above. We let t0, t1, . . . , tk → −∞ denote these zeros and σ0, σ1, . . . denote
their multiplicities [11]. By the Hadamard theorem (Lemma 2 in Sec. 5), the
inequality
∞∑
k=0
σk|tk|−2−ε <∞ for an arbitrary ε > 0
holds.
Here, the following questions arise.
1. Does a continuous or discontinuous solution of boundary value prob-
lem (1.9), (1.11) exist for even p?
2. Does a change of sign of the solution ϕ(t) at a zero of the function ϕp(t)
always occur?
3. Are the multiplicities of zeros of the function ϕp(t) only odd for odd p
and only even of the form 2(2n+ 1) for even p?
3 Closed string
The dynamics of a closed string are determined by integral equation (1.8a) and
boundary conditions (1.10). Equation (1.8a) reduces to Eq. (1.9) by replacing p
with p2 and the operator K1 with K2 (see Sec. 5). Therefore, Propositions 1–6
in Sec. 2 relating to bounded solutions of Eq. (1.9) also hold for Eq. (1.8a).
Propositions 9–11 in Sec. 2 hold for boundary value problem (1.8a), (1.10), and
Propositions 8 and 12 are replaced with the following propositions.
Proposition 8′. There are no nonnegative continuous solutions except
ψ(t) = 1. For even p, discontinuous solutions with discontinuities of the first
kind are possible [4].
Proposition 12′. The function ψp
2
has finitely many zeros for both odd
and even p, and the inclusions
1− ψp2−1, 1− u(x, · ) ∈ L1(R), x ≥ 0, (3.1)
therefore hold.
To construct an approximate solution of boundary value problem (1.8a),
(1.10), we use the method of successive approximations elaborated in [4] and [10]
7
for an open string in the case of odd p. We seek an even solution ψ(t) with two
zeros ±t0. Let the successive approximations be given by the recursive formula
ψn+1(t) = [(K2ψn)(t)]
1/p2 , n = 0, 1, . . . , ψ0(t) = 1− βe−αt
2
. (3.2)
Here, the operator K2 is determined by formula (5.1) (see below) for γ = 2. For
an even function ψ, it becomes
(K2ψ)(t) =
√
2
pi
∫ ∞
0
ψ(τ)[e−2(t−τ)
2
+ e−2(t+τ)
2
] dτ.
We calculate the second approximation. We have
(K2ψ0)(t) =
√
2
pi
∫ ∞
−∞
[1− βe−ατ2−2(t−τ)2 ] dτ = 1− β
√
2
α+ 2
e−2αt
2/(α+2),
whence we derive the formula
ψ1(t) =
[
1− β
√
2
α+ 2
e−2αt
2/(α+2)
]1/p2
by (3.2). Finally,
ψ2(t) =
{√
2
pi
∫ ∞
0
[
1−β
√
2
α+ 2
e−2ατ
2/(α+2)
]1/p2
[e−2(t−τ)
2
+e−2(t+τ)
2
] dτ
}1/p2
.
(3.3)
The function ψ2(t) constructed using formula (3.3), as well as the function ψ1(t),
is a good approximation to the solution of boundary value problem (1.8a), (1.10).
To find the zeros ±t0 of ψp
2
2 (t), we must solve the equation
∫ ∞
0
[
1− β
√
2
α+ 2
e−2ατ
2/(α+2)
]1/p2
[e−2(t−τ)
2
+ e−2(t+τ)
2
] dτ = 0. (3.4)
Examples. Let p = 3 and α = 0, 1. Then
1. ψ0(0) = −0.500, t00 = 2.01, ψ1(0) = −0.917, and t10 = 2.00 for β = 1.5,
2. ψ0(0) = −0.800, t00 = 2.42, ψ1(0) = 0.971, and t10 = 2.43 for β = 1.8,
3. ψ0(0) = −0.900, t00 = 2.53, ψ1(0) = −0.982, and t10 = 2.55 for β = 1.9,
and
4. ψ0(0) = −1, t00 = 2.63, ψ1(0) = −0.995, and t10 = 2.65 for β = 2.
Figure 1 (β = 1.5, tn0 ≈ 2.00) and Fig. 2 (β = 2, tn0 ≈ 2.65) demonstrate the
iterations ψ9n+1 = (K2ψn)
1/9. Here, ψ0 is represented by the dashed line; ψ1,
by the thin continuous line; and ψ2, by the heavy line.
As is shown by numerical calculations (see the examples and the figures), for
every β in the interval 1.5 ≤ β ≤ 2, the zeroth approximation ψ0 = 1− e−0.1t2
8
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Figure 1:
determines a β-dependent solution to which the iterations rapidly converge (and
the zeros tn0 , n = 0, 1, 2, are therefore indistinguishable in Figs. 1 and 2). We
hence have a one-parameter family of approximate solutions depending on the
parameter β in the initial function ψ0. But the convergence proof for successive
approximations demonstrated in [4], [10], and [12] for an open string does not
apply in this case. Nevertheless, the following proposition holds.
Proposition 13. Let p be odd. If there is a continuous even solution ψ(t)
with the two zeros t = ±t0 for the boundary value problem (1.8a), (1.10), then
these zeros are simple, and the relations
ψ(t) = [a(t± t0)]p
−2
[1 +O(|t± t0|)], t→ ±t0, (3.5)
hold, where
a =
√
2
pi
∫ ∞
0
ψ(τ)[e−2(t0−τ)
2
+ e−2(t0+τ)
2
] dτ. (3.6)
Proof. We show that the zeros ±t0 are simple. Indeed, if the zero t0 is
multiple, then the first derivative of ψp
2
(t) must vanish at the point t0. But
ψ(t) and consequently ψp
2
(t) change sign at t0. Therefore, the second derivative
of ψp
2
(t) also vanishes at this point. This means that the multiplicity of the
zero t0 of this function is not less than three, and the number of its sign changes
must therefore be not less than three (see Proposition 6), which contradicts our
assumption.
The following negative result, first stated in [8], holds for boundary value
problem (1.8a), (1.10) with even values of p.
9
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Theorem 1. There are no continuous even solutions ψ nondecreasing for
t > 0 except ψ ≡ 1.
Proof. Let ψ(t) 6≡ 1 be a continuous even solution of boundary value prob-
lem (1.8a), (1.10), and let ψ(t) be nondecreasing for t > 0. Then ψ(0) < 0
because the function ψ(t) would otherwise be nonnegative for all t ∈ R by our
assumption, which would contradict Proposition 8′. Therefore, there is a point
t = t0 such that ψ(t) < 0 for all t, 0 ≤ t < t0, and ψ(t0) = 0. On the other
hand, the function ψ′(t), t ≥ 0, is nonnegative and continuous everywhere except
at t0, where it has an integrable singularity (see Proposition 7), Furthermore,
ψ′(∞) = 0 (see Proposition 2). According to Lemma 4 (see Sec. 5), the relation
p2ψp
2
−1(t)ψ′(t) =
√
2
pi
∫ ∞
0
ψ′(τ)[e−2(t−τ)
2 − e−2(t+τ)2] dτ ≥ 0
holds, which leads to a contradiction for 0 < t < t0 because p
2 − 1 is an odd
number, and therefore ψp
2
−1(t) < 0 for 0 < t < t0.
The meaning of the above proposition is that nontrivial even solutions of
boundary value problem (1.8a), (1.10) must either have an even number of
zeros not less than four (see Proposition 11) or be discontinuous.
4 Open-closed string
The dynamics of an open-closed string are determined by system (1.8) and
boundary conditions (1.10) and (1.11). Boundary value problem (1.8a), (1.10)
describes a closed string, and the solution of this problem was discussed in Sec. 3.
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Let ψ0(t) be a known even solution of (1.8a), (1.10) such that the multiplicities
σk, k = 1, 2, . . . ,m, of zeros of ψ
p2
0 (t) satisfy the inequality
σk <
2p2
p− 1 , k = 1, 2, . . . ,m. (4.1)
Substituting this solution in Eq. (1.8b), we obtain the equation
ϕp(t)ψ
p(p−1)/2
0 (t) = (K1ϕ)(t), (4.2)
where the operator K1 is given by formula (5.1) for γ = 1. To solve Eqs. (4.2),
we introduce a new unknown function,
χ(t) = ϕ(t)ψ
(p−1)/2
0 (t), ϕ(t) = χ(t)ψ
−(p−1)/2
0 (t). (4.3)
Substituting (4.3) in Eq. (4.2), we obtain the integral equation
χp(t) = (K1vχ)(t), (4.4)
where we introduce the notation
v(t) = ψ
−(p−1)/2
0 (t). (4.5)
The function v has the following properties: |v(t)| > 1, t ∈ R; it is even; it is
(real-)analytic everywhere except at finitely many zeros of ψ0(t), where it has
an integrable singularity by condition (4.1) (see Propositions 7a and 7c with p
replaced with p2) and satisfies boundary conditions (1.10); and by (3.1) (because
p2 − 1 > (p− 1)/2), the inclusions
v − 1, |v| − 1 ∈ L1(R) (4.6)
hold. We prove the estimate
(K1|v|)(t) < N, t ∈ R, N = 1 + 2√
pi
∫ ∞
0
[|v(τ)| − 1] dτ. (4.7)
Indeed, by (4.6), we have
(K1|v|)(t) < 1√
pi
∫ ∞
−∞
[|v(τ)| − 1]e−(t−τ)2 dτ + 1.
Estimate (4.7) implies the inequality
|χ(t)| < N1/(p−1), t ∈ R. (4.8)
Indeed, Eq. (4.4) implies
|χp(t)| = |χ(t)|p = |K(vχ)(t)| < max
t∈R
|χ(t)|(K|v|)(t) < N max
t∈R
|χ(t)|,
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whence (4.8) precisely follows. It follows from (4.3) and (4.8) that the solution
satisfies the estimate
|ϕ(t)| < N1/(p−1)|ψ−(p−1)/20 (t)|, t ∈ R. (4.9)
We now assume that p is an odd number of the form p = 4n + 1. In this
case, we have v(t) > 1, t ∈ R, by (4.5). As in the case of an open string [4], [10],
we seek an odd solution χ(t) of boundary value problem (4.4), (1.11) by the
method of successive approximations,
χn+1(t) =
[
(K1vχn)(t)
]1/p
, n = 0, 1, . . . , χ0(t) = sgn t, t ∈ R. (4.10)
The approximations χn(t), n = 1, 2, . . . , are odd, continuous, and positive func-
tions. They increase for t > 0, vanish at the point t = 0, and tend to unity as
t → ∞. Every entire function χpn(t), n = 1, 2, . . . , has a simple zero at t = 0.
The simplicity of the zero follows from (4.10) in view of the relations
d
dt
χpn(0) =
d
dt
(K1vχn−1)(0) =
4√
pi
∫ ∞
0
v(τ)χn−1(τ)τe
−τ2 dτ > 0. (4.11)
We prove that there are positive numbers η and θ such that
ηχ1(t) ≤ χ2(t) ≤ θχ1(t), t ≥ 0. (4.12)
We introduce the function f(t) = χp2(t)χ
−p
1 (t). It is continuous and positive for
t > 0 and tends to unity as t → ∞. By (4.11), its limit as t → 0 exists and
(according to L’Hospital’s rule) is finite. Consequently, there are some numbers
a and b, 0 < a < b, such that
a ≤ f(t) ≤ b, t ≥ 0,
whence inequality (4.12) for η = a1/p and σ = b1/p precisely follows.
Multiplying (4.12) by v, applying the operator K1, and recalling that the
kernel of K1 is nonnegative, we obtain the inequalities
η(K1vχ1)(t) ≤ (K1vχ2)(t) ≤ θ(K1vχ1)(t),
whence we use (4.10) to derive the inequality
ηχp2(t) ≤ χp3(t) ≤ θχp2(t),
consequently
η1/pχ2(t) ≤ χ3(t) ≤ θ1/pχ2(t),
and so on. As a result, we obtain the inequalities
ηp
−n+1
χn(t) ≤ χn+1(t) ≤ θp
−n+1
χn(t), n = 2, 3, . . . , t ≥ 0.
Arguing as in [4], we now conclude that the sequence of iterations χn(t), n =
0, 1, . . . , converges uniformly on R to the solution χ(t) of boundary value prob-
lem (4.3), (1.11) for p of the form p = 4n+1. We have thus proved the following
theorem.
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Figure 3:
Theorem 2. Let p ≡ 1 (mod 4), let ψ0 be an even solution of bound-
ary value problem (1.8a), (1.10), let the multiplicities of the zeros be σk, k =
1, 2, . . . ,m, and let the functions ψp
2
0 (t) satisfy condition (4.1). Then the solu-
tion of boundary value problem (1.8), (1.10), (1.11) for the open-closed string
exists and is given by
(ψ = ψ0, ϕ = χψ
−(p−1)/2
0 ) (4.13)
with the estimate
|ϕ(t)| ≤ Cψ−(p−1)/20 (t), t ∈ R, 1− |ϕ| ∈ L1(R), (4.14)
where χ is an odd solution of boundary value problem (4.3), (1.11) with one
zero and the constant C depends only on ψ0 (see Fig. 3).
Remark. In Theorem 2, each of the even solutions of boundary value prob-
lem (1.8a), (1.10) that were described in Sec. 3 can be taken as the solution
ψ0.
In the case of a number p of the form p = 4n+3, the proof that the presented
method converges does not apply, but successive approximations (4.9) seem to
converge.
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5 Properties of the integral operator Kγ
The integral operator Kγ is defined by the formula
(Kγf)(t) =
√
γ
pi
∫ ∞
−∞
f(τ)e−γ(t−τ)
2
dτ, γ > 0, (5.1)
on the class Bγ of locally integrable functions f satisfying the growth condition
|f(t)| = O(eεt2 ), |t| → ∞, 0 ≤ ε < γ. (5.2)
We need the scale of weighted separable Hilbert spaces Lα2 , α > 0, consisting
of measurable functions square summable on R with respect to the measure
dµα(t) =
√
α
pi
e−αt
2
dt,
∫ ∞
−∞
dµα(t) = 1,
with the inner product and norm
(f, g)α =
∫ ∞
−∞
f(t)g¯(t) dµα(t), ‖f‖α =
√
(f, f)α, f, g ∈ Lα2 .
Lemma 1. The operator Kγ maps L
α
2 into L
β
2 for
0 < α < 2γ, β >
2αγ
2γ − α
and is bounded,
‖Kf‖β ≤
(
βγ2
2αβγ − 2α2γ − βα2
)−1/4
‖f‖α, f ∈ Lα2 . (5.3)
Lemma 2. The operator Kγ maps L
α
2 , 0 < α < 2γ, into an entire function
(Kf)(z), z = t + iy, with a growth order not higher than the second with
estimate
|(Kf)(z)| ≤ ‖f‖α√γ(2γ − α)−1/4 exp
(
y2 − γt2 + 2
2γ − αt
2
)
. (5.4)
Lemma 3. The operator Kγ maps a bounded function f(t), |f(t)| < C,
into a bounded function (Kγf)(t), |(Kγf)(t)| < C, and if f(t) → a as t → ∞,
then (Kγf)(t)→ a as t→∞.
Lemma 4. If f, f ′ ∈ Bγ and if f(t) is an odd or even continuous function
for t ≥ 0 continuously differentiable everywhere except at finitely many isolated
points in whose neighborhood f ′(t) is integrable, then the real-analytic function
(Kγf)(t) is respectively odd or even and increases for t ≥ 0.
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Proof of the lemmas. For γ = 1, Lemmas 1 and 2 were proved in [11]
and Lemma 3 in [4]. They are proved similarly for γ 6= 1. We prove that
(Kγf)(t) is an increasing function for t ≥ 0. By assumption, f(t) contains
no singular part, the derivative f ′(t) therefore satisfies the condition f ′(t) ≥ 0
almost everywhere, and the formula for integrating by parts holds for a product
with smooth functions. Using the rule for differentiating a convolution [3], we
obtain the inequality
(Kγf)
′(t) =
√
γ
pi
∫ ∞
0
f ′(τ)[e−γ(t−τ)
2
+ e−γ(t+τ)
2
] dτ ≥ 0
for odd functions f(t), t ≥ 0. A similar argument can also be used for even
functions f .
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