Classical Representations of Quantum Mechanics Related to Statistically
  Complete Observables by Stulpe, Werner
ar
X
iv
:q
ua
nt
-p
h/
06
10
12
2v
1 
 1
6 
O
ct
 2
00
6
Classical Representations of Quantum
Mechanics Related to Statistically Complete
Observables
Werner Stulpe
Aachen University of Applied Sciences, Ju¨lich Campus
D-52428 Ju¨lich, Germany
Email stulpe@fh-aachen.de
This work was published as a book 1997 by Wissenschaft und Technik Verlag
Berlin (Dresdener Str. 26, D-10999 Berlin, Germany; email info@wt-verlag.de),
ISBN 3-89685-438-0.
Contents
1 Introduction 3
2 Observables and Statistical Completeness 10
3 The Representation of Quantum Mechanics on a Classical
Sample Space 17
3.1 Classical Representations . . . . . . . . . . . . . . . . . . . . . 17
3.2 Dequantizations . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.3 Quantum Dynamics on a Sample Space . . . . . . . . . . . . . 26
4 Generalized Coherent States 32
4.1 Continuous Resolutions of the Identity . . . . . . . . . . . . . 32
4.2 Continuous Resolutions Induced by Group Representations . . 40
5 Joint Position-Momentum Observables 43
5.1 Approximate Observables for Position and Momentum . . . . 43
5.2 Joint Position-Momentum Observables Generated by Wave
Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.3 Joint Position-Momentum Observables Generated by Density
Operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.4 An Uncertainty Relation . . . . . . . . . . . . . . . . . . . . . 54
6 Phase-Space Representations of Quantum Mechanics 57
6.1 Hilbert Spaces of Continuous Wave Functions on Phase Space 57
6.2 Hilbert Spaces of Infinitely Differentiable Wave Functions on
Phase Space . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.3 Position and Momentum in Phase-Space Representation . . . 66
1
6.4 The Relation to a Hilbert Space of Entire Functions . . . . . . 73
7 Classical Representations of Quantum Mechanics on Phase
Space 81
7.1 Statistically Complete Joint Position-Momentum Observables 81
7.2 A Remark on the Trace . . . . . . . . . . . . . . . . . . . . . . 91
7.3 Dequantizations for Some Unbounded Self-Adjoint Operators . 93
7.4 Quantum Dynamics on Phase Space . . . . . . . . . . . . . . . 105
References 113
2
Chapter 1
Introduction
The problem of reformulating conventional Hilbert-space quantum mechanics
in terms of the classical phase space, i.e. the attempt to represent quantum
states and observables by probability densities and functions on phase space,
is almost as old as quantum mechanics itself and has been discussed by
many authors. In fact, the investigations on this subject originated with
E. P. Wigner’s famous paper from 1932 and were continued by, for instance,
J. E. Moyal (1949), J. C. T. Pool (1966), L. Cohen (1966), E. P. Wigner
himself (1971), M. D. Srinivas and E. Wolf (1975), S. T. Ali and E. Prugovecˇki
(1977a), F. E. Schroeck, Jr. (1982b), and W. Guz (1984). In this paper,
we present a reformulation of quantum mechanics in terms of probability
measures and functions on a general classical sample space and in particular
in terms of probability densities and functions on phase space. The basis of
our proceeding is the existence of so-called statistically complete observables
and the duality between the state spaces and the spaces of the observables,
the latter holding in the quantum as well as in the classical case.
In order to give a preliminary impression of our subject as well as to
review some well-known facts, we tentatively define, for simplicity for spinless
particles with one-dimensional configuration space, a classical representation
of quantum mechanics on phase space to be a map W 7→ ρW that assigns
to each density operator W a probability density (q, p) 7→ ρW (q, p) ≥ 0 on
phase space and satisfies—as far as possible—the following postulates:
(i) W 7→ ρW is affine
(ii) W 7→ ρW is injective
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(iii) there exists a (possibly nonlinear) map A 7→ fA assigning to each (pos-
sibly unbounded) self-adjoint operator A in Hilbert space a real-valued
measurable function fA on phase space such that for all density oper-
ators W and all A the quantum mechanical expectation values can be
represented according to
trWA =
∫
ρW (q, p)fA(q, p)dqdp (1.1)
(iv) the marginal densities of the probability densities ρW coincide with the
usual probability densities for position and momentum, respectively;
that is,
〈q|Wq〉 =
∫
ρW (q, p)dp
〈p|Wp〉 =
∫
ρW (q, p)dq
holds for all density operators W or, equivalently,
trWEQ(b) =
∫
b
(∫
ρW (q, p)dp
)
dq (1.2)
trWEP (b) =
∫
b
(∫
ρW (q, p)dq
)
dp (1.3)
for all W and all Borel subsets b of lR where EQ and EP are the spec-
tral measures of the position operator Q, respectively, the momentum
operator P .
We emphasize that we understand the densities ρW to be real probability
densities. In Sections 7.1 and 7.3 we shall show that there exist maps W 7→
ρW satisfying postulates (i) and (ii) and essentially also (iii). In fact, from (i)
and (ii) it follows the existence of an assignment A 7→ fA such that Eq. (1.1)
holds exactly for a large class of bounded self-adjoint operators A and in
arbitrarily good physical approximation for all bounded self-adjoint operators
(cf. Theorem 7.5); we call such maps A 7→ fA dequantizations. Moreover, in
some cases the dequantizations can be extended to some unbounded self-
adjoint operators (cf. Section 7.3).
We notice that postulate (iv) is not implied by (iii). Namely, if Eq. (1.1)
is valid for A = EQ(b), respectively, A = EP (b), then Eqs. (1.2) and (1.3)
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contain the additional statement that fEQ(b) = χb×lR, respectively, fEP (b) =
χlR×b where χB denotes the characteristic function of a Borel set B ⊆ lR2.
According to a theorem due to E. P. Wigner (1971), postulate (iv) cannot
be satisfied; we give a proof of that theorem below. However, according to
our reflections in Chapter 5, (iv) can be fulfilled approximately; the better
the approximation for (1.2) is, the worse the approximation for (1.3), and
conversely.
Summarizing, we shall show the existence of maps W 7→ ρW that satisfy
postulates (i) and (ii), (iii) essentially, and (iv) approximately. In contrast,
the map W 7→ ρWW assigning to each density operator the Wigner function
ρWW (the upper index is to indicate the name “Wigner”) fulfils all postulates
(i) – (iv); more precisely, W 7→ ρWW satisfies (i), (ii), and (iv) exactly and (iii)
essentially in an analogous sense as before W 7→ ρW where, for W 7→ ρWW ,
the map A 7→ fA is related to the Weyl correspondence (cf. J. C. T. Pool,
1966; M. Hillery, R. F. O’Connell, M. O. Scully, and E. P. Wigner, 1984).
However, as is well known, ρWW is in general not nonnegative, i.e., ρ
W
W is in
general only a pseudo-probability density (cf. R. L. Hudson, 1974).
We now prove Wigner’s theorem stating that a map W 7→ ρW cannot
satisfy postulates (i) and (iv) if all ρW are real probability densities. Instead
of repeating E. P. Wigner’s argumentation from his paper from 1971, we
proceed on our conceptual lines of positive-operator-valued (POV-) measures
etc. Assume there exists an affine map W 7→ ρWW ≥ 0 satisfying Eqs. (1.2)
and (1.3). It follows that, for each Borel set B ⊆ lR2, W 7→ lB(W ) :=∫
B ρW (q, p)dqdp is an affine functional fulfilling 0 ≤ lB(W ) ≤ 1. This implies
that lB can be represented by a bounded self-adjoint operator F (B), 0 ≤
F (B) ≤ 1, according to lB(W ) = trWF (B). Hence,
trWF (B) =
∫
B
ρW (q, p)dqdp (1.4)
where B 7→ F (B) is a normalized POV-measure. From (1.2), (1.3), and (1.4)
we obtain
trWEQ(b) = trWF (b× lR)
trWEP (b) = trWF (lR× b)
for all W and all Borel sets b ⊆ lR, respectively,
EQ(b) = F (b× lR)
EP (b) = F (lR× b) (1.5)
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for all b. Thus, the projection-valued (PV-) measures EQ and EP appear as
the marginal measures of the POV-measure F . As will be shown immediately,
from this it follows that [EQ(b1), E
P (b2)] = 0 for all Borel sets b1, b2 ⊆ lR; i.e.,
the operators Q and P commute, which is a contradiction. Hence, Wigner’s
theorem holds.
To show that the validity of Eqs. (1.5) would imply that all projec-
tions EQ(b) commute with all projections EQ(b), we first prove the following
preparatory statement. If, for an orthogonal projection E and a bounded
self-adjoint operator A ≥ 0, A ≤ E holds, then A = EAE is valid. In fact,
from 0 ≤ A ≤ E we obtain that, for a vector φ of Hilbert space, Eφ = 0 im-
plies Aφ = 0. In consequence, A(1−E)ψ = 0 for all ψ since E(1−E)ψ = 0.
Hence, A(1 − E) = 0 or, equivalently, A = EAE.—Now assume that F is
a POV-measure on some measurable space (M,Ξ) such that, for some set
B0 ∈ Ξ, the operator F (B0) is a projection. Then every positive operator
F (B), B ∈ Ξ, commutes with F (B0), as we are going to prove. We notice
that
F (B) = F (B \ (B ∩ B0)) + F (B ∩B0) (1.6)
and
F (B \ (B ∩ B0)) + F (B0) = F (B ∪B0) ≤ F (M) = 1 (1.7)
hold. From (1.7) it follows that F (B \ (B ∩B0)) ≤ 1− F (B0); furthermore,
F (B ∩ B0) ≤ F (B0) is valid. The latter two inequalities and the fact that
F (B0) is a projection imply
F (B \ (B ∩ B0)) = (1− F (B0))F (B \ (B ∩ B0)) (1− F (B0))
F (B ∩ B0) = F (B0)F (B ∩ B0)F (B0) .
(1.8)
Inserting (1.8) into (1.6) and multiplying with F (B0) from the right, respec-
tively, from the left, we obtain
F (B)F (B0) = F (B0)F (B ∩B0)F (B0) = F (B0)F (B) .
Hence, all F (B) commute with F (B0), which finishes the proof of Wigner’s
theorem.
In Chapter 2, we introduce the concept of statistical completeness of
observables and show the existence of such observables. In a very general
context, classical representations of quantum mechanics are introduced in
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Chapter 3 and their relation to statistical complete observables is discussed.
A classical representation and a corresponding dequantization enable the
reformulation of the statistical scheme of quantum mechanics on a classi-
cal sample space in the sense of Eq. (1.1). Moreover, quantum dynamics
can be reformulated on that sample space, as is shown in Section 3.3. In
Chapter 4 we discuss continuous resolutions of the identity of Hilbert space.
Such continuous resolutions, in particular in the context of irreducible group
representations, enable, on the one hand, the introduction of physically in-
teresting, possibly statistically complete observables and, on the other hand,
the construction of Hilbert spaces consisting entirely of continuous square-
integrable functions; the latter gives a new aspect being interesting both from
the mathematical and the physical point of view.
In Chapter 5 a special class of continuous resolutions of the identity is
presented that gives rise to observables on phase space that can be inter-
preted to describe joint position-momentum measurements. Furthermore,
such a continuous resolution on lR2N gives rise to a representation of quan-
tum mechanics on a Hilbert space of continuous or even infinitely differ-
entiable wave functions on the phase space lR2N ; we call such representa-
tions phase-space representations of quantum mechanics and discuss them in
Chapter 6. Some particular phase-space representations are related to a well-
known Hilbert space of entire functions, which is pointed out in Section 6.4.
Our phase-space representations are conceptually different from our classical
representations of quantum mechanics on phase space. The latter ones are
the subject of Chapter 7, they are induced by statistically complete joint
position-momentum observables and concern the reformulation of the statis-
tical scheme of quantum mechanics on phase space in the sense of Eq. (1.1).
Chapter 7 specifies the results of Chapter 3 for the case that the phase space
takes the role of the general sample space; in particular, the reformulation of
quantum dynamics on phase space is presented in Section 7.4.
Chapters 2–4 have a general character whereas the more specific topics
of Chapters 5–7 are somehow related to the phase space. A further spec-
ification is given by the consideration of spin systems (see E. Prugovecˇki,
1977b; F. E. Schroeck, Jr., 1982a; P. Busch 1986). In this case the un-
derlying Hilbert space is finite-dimensional, and the density operators can
classically be represented by probability measures on a finite sample space,
i.e. by finite-dimensional probability vectors (see P. Busch, K.-E. Hellwig,
and W. Stulpe, 1993). For reasons of limitation, we do not discuss this
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interesting specification in this paper.
We emphasize that our investigations on classical reformulations of quan-
tum mechanics are mainly motivated by our interest in structural aspects
of statistical physical theories, in particular, in insights into the relation
between quantum mechanics and classical probability theory, respectively,
classical statistical mechanics. Two important insights of this kind are the
following. For quantum mechanics based on a separable Hilbert space, classi-
cal representations, i.e. injective affine maps from the density operators into
the probability measures on some sample space, always exist; however, in
this way the set of all density operators cannot be mapped onto the set of all
probability measures on that sample space. Physically, these results can be
interpreted in terms of hidden variables. Namely, the points of the sample
space are the hidden variables, and nature forbids that all classically pos-
sible states can be prepared for microsystems; only those states occur that
are given as images of density operators under some distinguished classical
representation. A similar interpretation is possible for the conceptually com-
pletely different framework of S. Gudder (1984, 1985, 1988) and I. Pitowsky
(1983, 1989).
Besides the structural insights and the possible hidden-variables inter-
pretation, there are further consequences and several applications of the top-
ics presented here, as we indicate briefly. The existence of joint position-
momentum observables concerns fundamental aspects of the measurement
in quantum mechanics (cf. P. Busch and P. J. Lahti, 1984; P. Busch, 1985;
S. Gudder, J. Hagler, and W. Stulpe, 1988; P. Busch, M. Grabowski, and
P. J. Lahti, 1995) and is a link to large quantum systems (cf. G. Ludwig,
1987); the existence of statistically complete observables has a fundamen-
tal meaning for the determination of quantum states (cf. P. Busch and
P. J. Lahti, 1989) and perhaps for quantum information theory (cf. E. Pru-
govecˇki, 1977a; K.-E. Hellwig, 1993). Joint position-momentum observables
of many-particles systems have been proved to be a useful concept in quan-
tum statistical mechanics and especially for a derivation of the Boltzmann
equation (see E. Prugovecˇki, 1984; L. Lanz, O. Melsheimer, and E. Wacker,
1985; G. Ludwig, 1987). Moreover, the joint position-momentum observ-
ables of one-particle systems have relativistic analogs (see E. Prugovecˇki,
1984; S. T. Ali, 1985); those observables give rise to some kind of covariant
relativistic position observables, for instance, and are thus of fundamental
importance in the context of the localization of particles in relativistic quan-
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tum mechanics. Finally, phase-space formulations of quantum mechanics
have various applications in quantum optics.
It may be that our classical representations are, because of Eq. (1.1)
or some analog of it, also useful for calculational purposes. However, our
impression is that for calculational purposes the Wigner functions are more
suitable, whereas the classical representations on phase space as presented
here are more meaningful for fundamental interpretational questions.
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Chapter 2
Observables and Statistical
Completeness
Hilbert-space quantum mechanics is based on a complex separable Hilbert
space H 6= {0}. We denote the real Banach space of all bounded self-adjoint
operators in H by Bs(H) and the Banach space of all self-adjoint trace-
class operators by Ts(H). As is well known, Bs(H) can be considered as the
dual space (Ts(H))′ where the duality is given by the trace functional. Let
K(H) ⊂ Ts(H) be the convex set of all positive trace-class operators W with
trW = 1, i.e. the set of all density operators, and let [0, 1] ⊂ Bs(H) be the
convex set of all bounded self-adjoint operators A satisfying 0 ≤ A ≤ 1. The
density operators describe the statistical ensembles of a sort of microsystems
which we briefly call states. The elements of [0, 1] describe the effects, i.e. the
classes of statistically equivalent realistic measurements with the outcomes
0 and 1. For W ∈ K(H) and A ∈ [0, 1], the number trWA ∈ [0, 1] is
interpreted to be the probability for the outcome 1 of the effect A in the state
W .
The real Banach space Bs(H) can be equipped with the weak topology
σ(Bs(H), Ts(H)) which is the coarsest topology such that all linear function-
als given by the elements of Ts(H) are continuous. We call this topology
briefly the σ-topology. Since σ(Bs(H), Ts(H)) = σ(Bs(H), K(H)) holds, a
neighborhood base of A ∈ Bs(H) is given by the sets
U(A;W1, . . . ,Wn; ǫ) := {A˜ ∈ Bs(H) | |trWiA˜− trWiA| < ǫ for i = 1, . . . , n}
(2.1)
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where ǫ > 0 and Wi ∈ K(H). An effect A ∈ [0, 1] is physically approximated
by A˜ ∈ [0, 1] if in many (but finitely many) states W1, . . . ,Wn ∈ K(H)
the probabilities trWiA˜ differ from trWiA by an amount less than a small
ǫ > 0. This statement can be tested experimentally and can be characterized
mathematically by A˜ ∈ U(A;W1, . . . ,Wn; ǫ). Hence, the σ-topology, respec-
tively, its restriction to [0, 1] describes the physical approximation of effects
(cf. G. Ludwig, 1970, 1983, 1985; R. Werner, 1983; R. Haag and D. Kastler,
1964).
An observable F on some measurable space (M,Ξ) is a normalized effect-
valued measure on Ξ, i.e. a map F: Ξ→ [0, 1] satisfying F (∅) = 0, F (M) = 1,
and F (
⋃∞
i=1Bi) =
∑∞
i=1 F (Bi) where the sets Bi ∈ Ξ are mutually disjoint
and the sum converges in the σ-topology, for instance. Thus, observables are
normalized positive-operator-valued measures (POV-measures), whereas the
more common projection-valued measures (PV-measures) are special cases.
A state W ∈ K(H) and an observable F define a probability measure P FW on
(M,Ξ) by
P FW (B) := trWF (B) . (2.2)
We call P FW the probability distribution of F in the state W . Now let F be
an observable with real measuring values, i.e., let (M,Ξ) = (lR,Ξ(lR)) where
Ξ(lR) denotes the σ-algebra of Borel sets of lR. The expectation value of F
in the state W is defined by
〈F 〉W :=
∫
ξP FW (dξ) =
∫
idlRdP
F
W , (2.3)
provided that the integral exists. If 〈F 〉W exists, then the variance of F in
the state W is given by
varWF :=
∫
(ξ − 〈F 〉W )2P FW (dξ) =
∫
ξ2P FW (dξ)− 〈F 〉2W ; (2.4)
either varWF exists also or it is infinite. The existence of varWF requires the
existence of 〈F 〉W and implies the existence of ∫ ξ2P FW (dξ); conversely, if id2lR
is P FW -integrable, then 〈F 〉W as well as varWF exist.
Let F be an observable on an arbitrary measurable space (M,Ξ) and
f:M → lR a Ξ-measurable function. If f is P FW -integrable for allW ∈ K(H),
then the integral
∫
fdF exists, as a bounded self-adjoint operator, in the
σ-weak sense, i.e.,∫
fdP FW =
∫
fd(trWF ( . )) = tr
(
W
∫
fdF
)
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holds for all W ∈ K(H) (W. Stulpe, 1986, 1988). Equivalently,∫
fd(trV F ( . )) = tr
(
V
∫
fdF
)
is valid for all V ∈ Bs(H). The existence of ∫ fdF in the weak sense is
necessary and sufficient for the existence of
∫
fdF in the σ-weak sense. If F
is a PV-measure, then
∫
fdF exists in the σ-weak sense if and only if f is
F -a.e. bounded, i.e. bounded almost everywhere with respect to F .
Now, let F again be an observable on (lR,Ξ(lR)) and consider the ex-
pectation value of F in some state W . If idlR is P
F
W -integrable even for all
W ∈ K(H), then ∫ idlRdF =: A ∈ Bs(H) exists in the σ-weak sense, and we
obtain
〈F 〉W =
∫
idlRd(trWF ( . )) = tr
(
W
∫
idlRdF
)
, (2.5)
respectively,
〈F 〉W = trWA . (2.6)
If, in addition, F is a PV-measure on (lR,Ξ(lR)), i.e., if F is the spectral
measure of some self-adjoint operator A˜, then
∫
idlRdF exists in the σ-weak
sense if and only if A˜ is bounded; in this case A =
∫
idlRdF = A˜ holds (for
some further discussion on 〈F 〉W and varWF when F is a spectral measure,
see Section 7.2 and Eq. (7.31)).—In particular, for any W ∈ K(H) and any
A ∈ Bs(H), one can interpret the real number trWA as the expectation
value of some observable. According to (2.1) and (2.6), the σ-topology then
describes the physical approximation of observables.
Following G. Ludwig (1970, 1983), we call a state W ∈ K(H) effective if
trWA = 0 and A ∈ [0, 1] imply A = 0. Given an observable F on (M,Ξ),
the state W is called effective with respect to F if trWF (B) = 0 with B ∈ Ξ
implies F (B) = 0. To prove the existence of an effective state, observe that,
as a consequence of the separability of the Hilbert space H, the space Ts(H)
as well as the set K(H) are separable with respect to the trace norm. Let
{Wi}i∈lN be a dense sequence in K(H) and αi > 0 with ∑∞i=1 αi = 1. Define
W :=
∑∞
i=1 αiWi, then W ∈ K(H) is an effective state. Alternatively, choose
a complete orthonormal system {φi}i∈lN in H and define W˜ := ∑∞i=1 αiPφi
where αi > 0,
∑∞
i=1 αi = 1, and Pφi := |φi〉〈φi|; W˜ ∈ K(H) is also effective.
For every observable F on (M,Ξ) there exists a measure λ on Ξ such that
for every W ∈ K(H) the probability measure P FW is absolutely continuous
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with respect to λ (G. Ludwig, 1970). That is, P FW can be characterized by a
probability density ρW on the measure space (M,Ξ, λ) such that
P FW (B) =
∫
B
ρWdλ =
∫
B
ρW (x)λ(dx) (2.7)
holds for all B ∈ Ξ. The measure λ can even be choosen as a probability
measure. In fact, let W0 ∈ K(H) be effective with respect to F and define
λ := P FW0. Since λ(B) = trW0F (B) = 0 implies F (B) = 0 and hence
P FW (B) = trWF (B) = 0 for every W ∈ K(H), every P FW is absolutely
continuous with respect to λ.
We call a family {Fα}α∈I of observables on (Mα,Ξα) statistically complete
if every state is determined by the probability distributions (2.2) of all Fα,
i.e., if for any two states W1,W2 ∈ K(H), P FαW1 = P FαW2 for all α ∈ I im-
plies W1 = W2. The concept of statistical completeness was introduced by
S. T. Ali and E. Prugovecˇki (1977a,b; see also E. Prugovecˇki, 1977a) who
called it informational completeness. Next we present a criterion for statis-
tical completeness, and then we prove the remarkable fact that there exist
single statistically complete observables.
Lemma 2.1 A family {Fα}α∈I of observables on (Mα,Ξα) is statistically
complete if and only if the linear hull of the set
⋃
α∈I Fα(Ξα) = {Fα(B) |B ∈
Ξα, α ∈ I} is σ-dense in Bs(H).
Proof: Suppose {Fα}α∈I is statistically complete, i.e., for any W1,W2 ∈
K(H),
trW1A = trW2A
for all A ∈ ⋃α∈I Fα(Ξα) impliesW1 = W2. Let V1 and V2 be arbitrary positive
trace-class operators and assume
trV1A = trV2A (2.8)
for all A ∈ ⋃α∈I Fα(Ξα). Setting A = Fα(Mα) = 1, it follows that trV1 =
tr V2 =: γ. For γ = 0, we obtain V1 = V2 = 0. For γ 6= 0, divide (2.8)
by γ and observe that 1
γ
V1 and
1
γ
V2 are density operators. Consequently,
V1 = V2 holds. Now, let V1, V2 ∈ Ts(H) be arbitrary and assume again
the validity of (2.8) for all A ∈ ⋃α∈I Fα(Ξα). Decomposing V1 and V2 into
positive operators, we obtain
tr (V +1 − V −1 )A = tr (V +2 − V −2 )A
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or, equivalently,
tr (V +1 + V
−
2 )A = tr (V
+
2 + V
−
1 )A .
It follows V +1 + V
−
2 = V
+
2 + V
−
1 , respectively, V1 = V2. Hence, the set⋃
α∈I Fα(Ξα) separates the elements of Ts(H).
If the linear hull of
⋃
α∈I Fα(Ξα) were not σ-dense in Bs(H), then, accord-
ing to a well-known consequence of the Hahn–Banach theorem, there would
exist a σ-continuous linear functional Λ 6= 0 on Bs(H) such that Λ(A) = 0
for all A ∈ lin⋃α∈I Fα(Ξα)σ. Since the σ-continuous linear functionals on
Bs(H) are just those ones that are represented by the elements of Ts(H),
Λ(A) = tr V A = 0
would hold for some V ∈ Ts(H), V 6= 0, and all A ∈ lin⋃α∈I Fα(Ξα)σ. Hence,⋃
α∈I Fα(Ξα) would not separate Bs(H).
Conversely, suppose lin
⋃
α∈I Fα(Ξα)
σ
= Bs(H). Let V1, V2 ∈ Ts(H) and
assume Eq. (2.8) holds for all A ∈ ⋃α∈I Fα(Ξα). Considering V1 and V2 as
σ-continuous linear functionals on Bs(H), one obtains the validity of (2.8) for
all A ∈ Bs(H). In consequence, V1 = V2. Hence, the set ⋃α∈I Fα(Ξα) sepa-
rates Ts(H), and the family {Fα}α∈I of observables is statistically complete.
✷
Theorem 2.2 There exists a single statistically complete observable.
Proof: According to the Banach–Alaoglu theorem, the closed unit ball D :=
{A ∈ Bs(H) | ‖A‖ ≤ 1} of Bs(H) = (Ts(H))′ is σ-compact (i.e. compact with
respect to the σ-topology). Furthermore, because of the norm-separability of
Ts(H) which is a consequence of the norm-separability of H, the σ-topology
restricted to D is metrizable (see, e.g., N. Dunford and J. T. Schwartz, 1958).
Hence, the metrizable compact space (D, σ ∩D) is separable. Likewise, the
interval [0, 1] := {A ∈ Bs(H) | 0 ≤ A ≤ 1} ⊂ D is σ-separable.
Let {A˜n}n∈lN be a σ-dense sequence in [0, 1] and define a further sequence
by
A1 := 1−
∞∑
i=1
1
2i
A˜i
An :=
1
2n−1
A˜n−1 for n ≥ 2 .
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Observe that (i) the infinite sum is even norm-convergent, (ii) An ∈ [0, 1], (iii)
lin{An |n ∈ lN}σ = Bs(H), and (iv) ∑∞n=1An = 1. Now define an observable
F on the power set of lN by
F (B) :=
∑
i∈B
Ai
where B ⊆ lN. Because of (iii) and the preceding lemma, the observable F
is statistically complete. ✷
Lemma 2.1 and Theorem 2.2 were proved by M. Singer and W. Stulpe
(1992) within the more general context of statistical dualities; however, the
statement of Theorem 2.2 was already be concluded by G. Ludwig (1970).
The observable constructed in the proof of Theorem 2.2 is a discrete one,
another construction of a discrete statistically complete observable within
the framework of Hilbert-space quantum mechanics was given by P. Busch
and P. J. Lahti (1989). That construction is perhaps more concrete than
ours, however, our proof of Theorem 2.2 shows that the existence of sin-
gle statistically complete quantum observables is possibly related to the
norm-separability of the state space. There exist also continuous statisti-
cally complete observables, important examples of those will be discussed in
Section 7.1.
The following proposition was proved by M. Singer and W. Stulpe (1992)
as follows, another proof had already been given by P. Busch and P. J. Lahti
(1989).
Proposition 2.3 Let {Fα}α∈I be a family of observables on (Mα,Ξα) such
that
⋃
α∈I Fα(Ξα) is a set of commuting positive operators. Then {Fα}α∈I
cannot be statistically complete, provided that dimH ≥ 2. In particular, one
statistically complete observable cannot be a PV-measure.
Proof: Assume {Fα}α∈I is statistically complete and the set ⋃α∈I Fα(Ξα) is
commuting. Then it follows that
(i)
⋃
α∈I Fα(Ξα) separates the space T (H) of all (not necessarily self-
adjoint) trace-class operators in H and, analogously to Lemma 2.1 and
its proof, lin
⋃
α∈I Fα(Ξα)
σ(B(H),T (H))
= B(H) (here we consider the com-
plex linear hull of
⋃
α∈I Fα(Ξα); σ(B(H), T (H)) is just the ultraweak
operator topology in B(H))
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(ii) the ∗-algebra A(⋃α∈I Fα(Ξα)) generated by ⋃α∈I Fα(Ξα) in B(H) is
Abelian.
Statement (ii) implies that the von Neumann algebra
A := A
(⋃
α∈I
Fα(Ξα)
)σ(B(H),T (H))
generated by
⋃
α∈I Fα(Ξα) is also Abelian, whereas from statement (i) we
obtain A = B(H). Hence, B(H) is Abelian, which is a contradiction if
dimH ≥ 2. ✷
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Chapter 3
The Representation of
Quantum Mechanics on a
Classical Sample Space
3.1 Classical Representations
Most generally, classical statistical physics is based on a nontrivial measur-
able space (Ω,Σ), i.e. on a set Ω 6= ∅ and a σ-algebra Σ in Ω. The set Ω is
called a sample space, and the elements of Σ are called events. We denote
the space of all bounded signed measures on Σ, i.e. the space of all σ-additive
real-valued set functions on Σ, by MlR(Ω,Σ). By means of ‖ν‖ := |ν|(Ω)
where |ν| is the total variation of ν ∈ MlR(Ω,Σ), MlR(Ω,Σ) becomes a real
Banach space. Let FlR(Ω,Σ) be the space of all real-valued bounded Σ-
measurable functions on Ω. Defining ‖f‖ := supω∈Ω |f(ω)| for f ∈ FlR(Ω,Σ),
FlR(Ω,Σ) is also a real Banach space. By the integral, the spaces MlR(Ω,Σ)
and FlR(Ω,Σ) are placed in duality to each other; in particular, this means
that FlR(Ω,Σ) can be considered as a closed subspace of the dual space
(MlR(Ω,Σ))′ and that FlR(Ω,Σ) separates the elements of MlR(Ω,Σ) (for
more details, see W. Stulpe, 1986; M. Singer and W. Stulpe, 1992).
Let K(Ω,Σ) ⊂ MlR(Ω,Σ) be the convex set of all probability measures
on Σ and [0, χΩ] ⊂ FlR(Ω,Σ) the convex set of all f ∈ FlR(Ω,Σ) satisfying
0 ≤ f(ω) ≤ 1 for all ω ∈ Ω. The probability measures describe the classical
states, i.e. the classical statistical ensembles, and the elements of [0, χΩ] the
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classical effects. For µ ∈ K(Ω,Σ) and f ∈ [0, χΩ], the number ∫ fdµ ∈ [0, 1]
is interpreted to be the probability for the outcome 1 of the effect f in the
state µ. Particular effects are given by the characteristic functions χA, A ∈ Σ,
these effects correspond to the events. The probability for the outcome 1 of
an effect χA in the state µ is
∫
χAdµ = µ(A), µ(A) is usually interpreted as
the probability for the occurrence of the event A.
Particular classical observables are given by the random variables on Ω,
i.e. by the Σ-Ξ-measurable maps X : Ω → M where (M,Ξ) is a further
measurable space (for more details, see W. Stulpe, 1986; M. Singer and
W. Stulpe, 1992). The probability distribution of X in the state µ is given by
PXµ (B) := µ(X
−1(B)) =: (µ ◦X−1)(B)
where B ∈ Ξ. Now let X be a real-valued random variable, i.e. (M,Ξ) =
(lR,Ξ(lR)). The expectation value of X in the state µ is
〈X〉µ :=
∫
ξPXµ (dξ) =
∫
idlRd(µ ◦X−1) =
∫
Xdµ (3.1)
(compare Eqs. (2.3), (2.5), (2.6), and (7.14)), and the variance of X in the
state µ is
varµX :=
∫
(ξ − 〈X〉µ)2PXµ (dξ) =
∫
ξ2PXµ (dξ)− 〈X〉2µ
(compare Eq. (2.4)), respectively,
varµX =
∫
(X − 〈X〉µ)2dµ =
∫
X2dµ− 〈X〉2µ = 〈X2〉µ − 〈X〉2µ (3.2)
(compare Eq. (7.31)). Of course, we assume that at least one of the integrals
in (3.1) exists; varµX then either exists also or is infinite. If id
2
lR is P
X
µ -
integrable, respectively, if X2 is µ-integrable, then 〈X〉µ as well as varµX
exist. Every function f ∈ FlR(Ω,Σ) can be interpreted as a bounded real-
valued random variable, in this case 〈f〉µ and varµf exist for all µ ∈ K(Ω,Σ).
One often works only with those probability measures on Σ that are
absolutely continuous with respect to some distinguished positive measure,
respectively, with the corresponding probability densities. Accordingly, let
λ 6= 0 be a fixed σ-finite (not necessarily finite) positive measure on Σ,
i.e., (Ω,Σ, λ) is a nontrivial σ-finite measure space. In classical statistical
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mechanics, λ is the Lebesgue measure defined on the σ-algebra of Borel
sets of the usual phase space. Denote the set of all probability densities
on (Ω,Σ, λ), i.e. the set of all ρ ∈ L1lR(Ω,Σ, λ) satisfying ρ ≥ 0 λ-a.e. and∫
ρdλ = 1, by K(Ω,Σ, λ). The set K(Ω,Σ, λ) is a convex subset of the
real Banach space L1lR(Ω,Σ, λ), the latter one can be considered as a closed
subspace of MlR(Ω,Σ). Furthermore, (L1lR(Ω,Σ, λ))′ = L∞lR (Ω,Σ, λ) holds.
If ρ ∈ K(Ω,Σ, λ), f ∈ L∞lR (Ω,Σ, λ) with 0 ≤ f(ω) ≤ 1 for λ-almost all
ω ∈ Ω, and A ∈ Σ, then ∫ ρfdλ is again the probability for the outcome 1
of the effect f in the state ρ and
∫
ρχAdλ =
∫
A ρdλ the probability for the
occurrence of the event A. According to Eqs. (3.1) and (3.2), the expectation
value and the variance of a real-valued random variable X in the state ρ are
given by
〈X〉ρ := 〈X〉µ =
∫
Xdµ =
∫
ρXdλ (3.3)
and
varρX := varµX =
∫
(X − 〈X〉µ)2dµ
=
∫
ρ(X − 〈X〉ρ)2dλ
= 〈X2〉ρ − 〈X〉2ρ ,
respectively, where µ is the probability measure corresponding to the density
ρ. In particular, for bounded real-valued random variables f ∈ L∞lR (Ω,Σ, λ),
〈f〉ρ and varρf exist for all ρ ∈ K(Ω,Σ, λ).
A classical representation T˜ of quantum mechanics is a map that assigns
to every quantum state W ∈ K(H) injectively a probability measure µ ∈
K(Ω,Σ). Since K(H) and K(Ω,Σ) are convex sets, we furthermore assume
that T˜ is affine. As one can prove easily, T˜ can uniquely be extended to
an injective positive linear map T : Ts(H) → MlR(Ω,Σ) with the property
TK(H) ⊆ K(Ω,Σ).
Definition 3.1 We call a linear map T : Ts(H) → MlR(Ω,Σ) a classical
representation of quantum mechanics on (Ω,Σ) if
(i) TK(H) ⊆ K(Ω,Σ)
(ii) T is injective.
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If (Ω,Σ, λ) is a σ-finite measure space, then an injective linear map Tˆ :
Ts(H) → L1lR(Ω,Σ, λ) with TˆK(H) ⊆ K(Ω,Σ, λ) is called a classical rep-
resentation of quantum mechanics on (Ω,Σ, λ).
Some simple properties of classical representations are stated in the next
lemma. In this context as well as in the following, we understand, for sim-
plicity, the dual map T ′ of a bounded linear map T : Ts(H) → MlR(Ω,Σ)
as the map T ′ : FlR(Ω,Σ) → Bs(H) that is the restriction of the Banach-
space adjoint map of T to FlR(Ω,Σ). For a bounded linear map Tˆ: Ts(H)→
L1lR(Ω,Σ, λ) where (Ω,Σ, λ) is a σ-finite measure space, Tˆ
′ is understood to
be the Banach-space adjoint map Tˆ ′: L∞lR (Ω,Σ, λ)→ Bs(H).
Lemma 3.2 A linear map T : Ts(H) → MlR(Ω,Σ) fulfilling TK(H) ⊆
K(Ω,Σ) is positive and bounded with ‖T‖ = 1. The property TK(H) ⊆
K(Ω,Σ) of a bounded linear map T : Ts(H) → MlR(Ω,Σ) is equivalent to
T ′ ≥ 0 and T ′χΩ = 1. The latter two conditions imply T ′[0, χΩ] ⊆ [0, 1]. For
linear maps Tˆ: Ts(H)→ L1lR(Ω,Σ, λ), the analogous statements hold.
Proof: Let T: Ts(H)→MlR(Ω,Σ) be linear with TK(H) ⊆ K(Ω,Σ). Then
T is positive and ‖T‖ = supV ∈K(H) ‖TV ‖ = 1. The map T ′ is also posi-
tive; from TK(H) ⊆ K(Ω,Σ) it follows for W ∈ K(H) that ‖W‖tr = 1 =
‖TW‖ = ∫ χΩd(TW ) = trW (T ′χΩ), and trW (T ′χΩ) = 1 for all W ∈ K(H)
implies T ′χΩ = 1. The rest of the proof is clear. ✷
It is remarkable that injective affine maps from K(H) into K(Ω,Σ) do
exist. In fact, the classical representations on (Ω,Σ) are in one-to-one corre-
spondence with the statistically complete observables on (Ω,Σ).
Theorem 3.3 Every statistically complete observable F on (M,Ξ) := (Ω,Σ)
defines a classical representation T on (Ω,Σ) by
(TV )(B) := tr V F (B)
where V ∈ Ts(H) and B ∈ Σ. Conversely, every classical representation T :
Ts(H) → MlR(Ω,Σ) determines uniquely a statistically complete observable
F: Σ→ [0, 1] such that TV = tr V F ( . ) holds. In particular, for W ∈ K(H),
TW is just the probability distribution of F :
TW = trWF ( . ) = P FW .
20
Moreover, T ′ and F are related by
T ′f =
∫
fdF , (3.4)
respectively, by
T ′χB = F (B) (3.5)
where f ∈ FlR(Ω,Σ), B ∈ Σ, and the integral is understood in the σ-weak
sense.
Proof: Given an arbitrary observable F : Σ → [0, 1], a linear map T :
Ts(H) → MlR(Ω,Σ) with property (i) of Definition 3.1 can be defined by
(TV )(B) := tr V F (B). If F is statistically complete, then, according to the
proof of Lemma 2.1, its range F (Σ) separates the elements of Ts(H). Hence,
T is injective.
Now assume T is a classical representation on (Ω,Σ). Define F (B) :=
T ′χB. Then Lemma 3.2 implies F (B) ∈ [0, 1] and F (Ω) = T ′χΩ = 1, and
from trV F (B) = tr V (T ′χB) =
∫
χBd(TV ) = (TV )(B) it follows that TV =
tr V F ( . ). Next we show that F is σ-additive. Taking a sequence of disjoint
sets Bi ∈ Σ, we obtain
trV F
( ∞⋃
i=1
Bi
)
= (TV )
( ∞⋃
i=1
Bi
)
=
∞∑
i=1
(TV )(Bi)
= lim
n→∞
n∑
i=1
(TV )(Bi) = lim
n→∞ tr
(
V
n∑
i=1
F (Bi)
)
for all V ∈ Ts(H). In consequence,
F
( ∞⋃
i=1
Bi
)
= σ– lim
n→∞
n∑
i=1
F (Bi) =
∞∑
i=1
F (Bi)
holds. Hence, F is an observable satisfying TV = tr V F ( . ). It is also
statistically complete because T is injective.
Finally, for f ∈ FlR(Ω,Σ) we have
tr V (T ′F ( . )) =
∫
fd(TV ) =
∫
fd(trV F ( . )) = tr
(
V
∫
fdF
)
.
Thus, T ′f =
∫
fdF . ✷
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Let τ be the canonical embedding of L1lR(Ω,Σ, λ) into MlR(Ω,Σ), i.e.,
(τρ)(B) :=
∫
B ρdλ where ρ ∈ L1lR(Ω,Σ, λ) and B ∈ Σ. The map τ and its
inverse τ−1 defined on τL1lR(Ω,Σ, λ) are linear, isometric, and positive. Every
classical representation Tˆ on (Ω,Σ, λ) defines a classical representation T on
(Ω,Σ) by T := τ Tˆ . Conversely, if T is a classical representation on (Ω,Σ)
such that all measures TV are absolutely continuous with respect to λ, then
a map Tˆ can be defined by Tˆ := τ−1T . According to our reflections around
Eq. (2.7), there exists always a σ-finite positive measure λ on Σ (even a
probability measure) and a classical representation Tˆ on (Ω,Σ, λ) such that
T can be written as T = τ Tˆ . However, the general construction of that
λ seems to be somewhat artificial; in Chapter 7 we shall discuss a class
of physically important examples for classical representations of the form
T = τ Tˆ where the measure λ arises quite natural as a consequence of the
mathematical structure of the underlying statistically complete observables.
Remember that, for classical representations T on (Ω,Σ) and Tˆ on
(Ω,Σ, λ), we understand T ′ and Tˆ ′ to be the adjoint maps T ′: FlR(Ω,Σ) →
Bs(H) and Tˆ ′ : L∞lR (Ω,Σ, λ) → Bs(H), respectively, where FlR(Ω,Σ) ⊆
(MlR(Ω,Σ))′. Moreover, in contrast to FlR(Ω,Σ), the elements of L∞lR (Ω,Σ, λ)
are classes of λ-essentially bounded functions. We now derive the analog of
(3.4) for Tˆ . For every f ∈ L∞lR (Ω,Σ, λ) and all V ∈ Ts(H), we have
tr V (Tˆ ′f) =
∫
ρfdλ =
∫
fd(τρ)
=
∫
fd(TV ) =
∫
fd(trV F ( . )) = tr
(
V
∫
fdF
)
where ρ := Tˆ V and F is the observable corresponding to T := τ Tˆ . From
this it follows that
Tˆ ′f =
∫
fdF (3.6)
holds where the σ-weak integral does not depend on the representative of
f ∈ L∞lR (Ω,Σ, λ).
3.2 Dequantizations
By means of a classical representation, the quantum states can be identi-
fied with probability measures and probability densities, respectively. The
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following theorem concerns the corresponding description of effects and ob-
servables (cf. M. Singer and W. Stulpe, 1992).
Theorem 3.4 Let T : Ts(H) → MlR(Ω,Σ) be a classical representation on
the measurable space (Ω,Σ) and F the corresponding observable. Then the
following statements are valid:
(a) To each bounded self-adjoint operator A ∈ R(T ′) := T ′FlR(Ω,Σ) a
function f ∈ FlR(Ω,Σ) can be assigned such that for all states W ∈
K(H)
trWA =
∫
fdµ
holds where µ := TW = P FW .
(b) For every A ∈ Bs(H), every ǫ > 0, and any finitely many states
W1, . . . ,Wn ∈ K(H) there exists a function f ∈ FlR(Ω,Σ) such that∣∣∣∣trWiA− ∫ fdµi∣∣∣∣ < ǫ
holds where µi := TWi = P
F
Wi
(i = 1, . . . , n).
Proof: (a) If A ∈ R(T ′), choose f as one of the functions satisfying A = T ′f .
We then obtain
trWA = trW (T ′f) =
∫
fd(TW ) =
∫
fdµ
for all states W ∈ K(H).
(b) Since T: Ts(H)→MlR(Ω,Σ) is an injective linear map and the adjoint
map T ′: FlR(Ω,Σ) → Bs(H) exists, the range of T ′ is a σ-dense subspace of
Bs(H). This is a general result in duality theory, but in our case we can
obtain it also from
R(T ′) = T ′FlR(Ω,Σ) ⊇ lin {T ′χB |B ∈ Σ} = linF (Σ) (3.7)
and Lemma 2.1; the second equality sign in (3.7) is a consequence of (3.5).
From the σ-denseness of R(T ′) in Bs(H) and Eq. (2.1) it follows that, for
every A ∈ Bs(H), every ǫ > 0, and any W1, . . . ,Wn ∈ K(H), there exists a
function f ∈ FlR(Ω,Σ) satisfying
|trWiA− trWi(T ′f)| < ǫ .
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Now, the assertion is implied by trWi(T
′f) =
∫
fd(TWi) =
∫
fdµi. ✷
If Tˆ : Ts(H) → L1lR(Ω,Σ, λ) is a classical representation on the σ-finite
measure space (Ω,Σ, λ), then, for instance, the analog of statement (b) of
the theorem reads as follows. For every A ∈ Bs(H), every ǫ > 0, and any
W1, . . . ,Wn ∈ K(H) there exists a function f ∈ L∞lR (Ω,Σ, λ) such that∣∣∣∣trWiA− ∫ ρifdλ∣∣∣∣ < ǫ (3.8)
holds where ρi := TˆWi (i = 1, . . . , n). This result can be concluded from
part (b) of Theorem 3.4 or from duality theory (cf. W. Stulpe, 1992, 1994).
When a classical representation of quantum mechanics is given, the quan-
tum states W ∈ K(H) can be described like classical states. Moreover,
according to Theorem 3.4 and statement (3.8), respectively, the quantum
mechanical effects A ∈ [0, 1] and observables G on (lR,Ξ(lR)) for which the
σ-weak integral
∫
idlRdG =: A ∈ Bs(H) exists can be described like classical
observables, namely, by random variables on a classical sample space. That
is, the quantum mechanical probabilities and expectation values can, exactly
or at least in arbitrarily good physical approximation, be represented by the
corresponding classical expressions (compare Eqs. (2.6), (3.1), and (3.3)).
The approximation involved in Theorem 3.4 and statement (3.8) is physical
in the sense that probabilities and expectation values cannot be measured
exactly and in the laboratory physicists are not able to prepare more than
finitely many states. In particular, one can work with the same small ǫ > 0
and the same many states W1, . . . ,Wn for all observables.
We add some remarks. First, a function f ∈ FlR(Ω,Σ) describing an ef-
fect A ∈ [0, 1] need not satisfy 0 ≤ f ≤ χΩ. Second, writing ∫ fdµ = ∫ fdP FW
and
∫
fdµi =
∫
fdP FWi in the respective statements of Theorem 3.4, we note
that all quantum mechanical probabilities and expectation values can be
calculated from the distributions of one single observable. Third, remem-
bering that R(T ′) = T ′FlR(Ω,Σ) is a σ-dense subspace of Bs(H) and that
the σ-topology describes the physical approximation of quantum observables
A ∈ Bs(H), one can replace Bs(H), as a space of observables, by R(T ′). The
classical description of observables then becomes exact.
One can show that, in the case of a finite-dimensional Hilbert space,
there exist even bijective classical representations T : Ts(H) → MlR(Ω,Σ)
where the sample space Ω consists of N elements, N := n2, n := dimH,
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and Σ := P(Ω) is the power set of Ω (see P. Busch, K.-E. Hellwig, and
W. Stulpe, 1993; K.-E. Hellwig and W. Stulpe, 1993). Denoting the counting
measure on Σ by κ and identifying the respective spaces, we haveMlR(Ω,Σ)
= L1lR(Ω,Σ, κ) = lR
N , T =: Tˆ , and Tˆ : Ts(H) → L1lR(Ω,Σ, κ). For an infinite-
dimensional Hilbert space, it is an open question whether bijective classical
representations T or Tˆ on suitable measurable spaces (Ω,Σ) and measure
spaces (Ω,Σ, λ), respectively, do exist. Now let dimH be arbitrary and
assume that T : Ts(H) → MlR(Ω,Σ) is a bijective classical representation.
Because of the different geometrical structure of the convex sets K(H) and
K(Ω,Σ), T cannot map K(H) onto K(Ω,Σ), provided that dimH ≥ 2 (for
details, see M. Singer and W. Stulpe, 1992; P. Busch, K.-E. Hellwig, and
W. Stulpe, 1993). That is, even if T is bijective, the quantum states can
always be identified only with a proper subset of K(Ω,Σ). Finally, consider
a bijective classical representation Tˆ: Ts(H)→ L1lR(Ω,Σ, λ). Since the adjoint
map Tˆ ′: L∞lR (Ω,Σ, λ) → Bs(H) is also bijective, for every A ∈ Bs(H) there
exists a uniquely determined function f ∈ L∞lR (Ω,Σ, λ), namely f := (Tˆ ′)−1A,
such that for all W ∈ K(H)
trWA =
∫
ρfdλ
holds where ρ := TˆW . Again, we have TˆK(H) ⊂ K(Ω,Σ, λ). This proper
inclusion is related to Tˆ ′[0, χΩ] ⊂ [0, 1], respectively, to (Tˆ ′)−1[0, 1] ⊃ [0, χΩ]
(compare Lemma 3.2). Some further thoughts on these and similar prob-
lems can be found in some papers of S. Bugajski (1993a,b) and a paper of
E. G. Beltrametti and S. Bugajski (1995).
For arbitrary classical representations T and Tˆ , the adjoint maps T ′ :
FlR(Ω,Σ) → Bs(H) and Tˆ ′ : L∞lR (Ω,Σ, λ) → Bs(H) assign self-adjoint oper-
ators A to classical random variables f . Therefore, we call the map T ′ the
quantization corresponding to the classical representation T and the map Tˆ ′
the quantization corresponding to Tˆ . Accordingly, the assignments A 7→ f
that can be defined by Theorem 3.4 and statement (3.8), respectively (if nec-
essary, for given ǫ > 0 and W1, . . . ,Wn ∈ K(H)), are dequantizations. The
particular case of a bijective classical representation Tˆ: Ts(H)→ L1lR(Ω,Σ, λ)
induces canonically exactly one dequantization A 7→ f , namely (Tˆ ′)−1 :
Bs(H) → L∞lR (Ω,Σ, λ); we call (Tˆ ′)−1 = (Tˆ−1)′ the dequantization corre-
sponding to Tˆ .
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Summarizing, a far-reaching classical reformulation of the statistical
scheme of quantum mechanics is possible. In particular, probabilities and
expectation values which appear in reality as relative frequencies and mean
values can be calculated on the basis of Hilbert space and in principle also
on the basis of a classical sample space. Nevertheless, the probabilistic struc-
ture of quantum mechanics differs essentially from that of classical statistical
physics, as reflected by the fact that the embedding of the quantum states
into the classical ones is proper.
3.3 Quantum Dynamics on a Sample Space
The reformulation of the statistical scheme of quantum mechanics in classical
terms can be supplemented by a corresponding reformulation of quantum
dynamics. To that end, consider first usual quantum dynamics which is
given by some Hamiltonian H according to
W 7→ Wt := τtW := e−iHtWeiHt (3.9)
where W ∈ K(H) and t ∈ lR. Obviously, {τt}t∈lR is a one-parameter group of
norm-automorphisms of the Banach space Ts(H) mapping K(H) onto K(H).
To prove its strong continuity, i.e., ‖τtV − τt0V ‖tr → 0 for t converging to
any t0 ∈ lR and all V ∈ Ts(H), we need the following simple lemma.
Lemma 3.5 Let φ, ψ ∈ H with ‖φ‖ = ‖ψ‖ = 1 and denote the corresponding
one-dimensional orthogonal projections by Pφ and Pψ. Then
‖Pφ − Pψ‖tr ≤ 4 ‖φ− ψ‖
holds where ‖ . ‖tr is the trace norm in Ts(H).
Proof: Since the range of the operator Pφ−Pψ is a two-dimensional subspace
of H (unless it is {0}), we obtain
‖Pφ − Pψ‖tr = tr |Pφ − Pψ| = 〈χ1| |Pφ − Pψ|χ1〉+ 〈χ2| |Pφ − Pψ|χ2〉
≤ 2 ‖ |Pφ − Pψ| ‖ = 2 ‖Pφ − Pψ‖
where χ1 and χ2 are suitably chosen vectors and ‖ . ‖ is the usual operator
norm. Taking account of
‖Pφ − Pψ‖ ≤ ‖Pφ − |φ〉〈ψ| ‖+ ‖ |φ〉〈ψ| − Pψ‖ ≤ 2 ‖φ− ψ‖ ,
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it follows that
‖Pφ − Pψ‖tr ≤ 4 ‖φ− ψ‖ .
✷
Proposition 3.6 The dynamical group {τt}t∈lR of automorphisms of Ts(H)
defined by Eq. (3.9) is strongly continuous.
Proof: It suffices to show ‖τtW−τt0W‖tr → 0 for t→ t0 and allW ∈ K(H).
Writing W =
∑∞
i=1 αiPχi where αi ≥ 0,
∑∞
i=1 αi = 1, ‖χi‖ = 1, and Pχi :=
|χi〉〈χi|, we obtain, for ǫ > 0 and a sufficiently large N ∈ lN,
‖τtW − τt0W‖tr ≤
∥∥∥∥∥(τt − τt0)
(
N∑
i=1
αiPχi
)∥∥∥∥∥
tr
+ 2
∥∥∥∥∥∥
∞∑
i=N+1
αiPχi
∥∥∥∥∥∥
tr
<
N∑
i=1
αi‖τtPχi − τt0Pχi‖tr +
ǫ
2
.
Taking account of Eq. (3.9) and applying Lemma 3.5, it follows with e−iHt =:
U(t) that
N∑
i=1
αi‖τtPχi − τt0Pχi‖tr =
N∑
i=1
αi‖PU(t)χi − PU(t0)χi‖tr
≤ 4
N∑
i=1
αi‖U(t)χi − U(t0)χi‖ .
Now the strong continuity of the unitary one-parameter group {U(t)}t∈lR
implies ‖U(t)χi − U(t0)χi‖ ≤ ‖(U(t− t0)− 1)χi‖ < ǫ8 for |t− t0| < δ( ǫ8 , χi).
Hence,
‖τtW − τt0W‖tr < ǫ
holds for |t− t0| < δ(ǫ,W ) := min1≤i≤N δ( ǫ8 , χi). ✷
We mention that there is a converse of Proposition 3.6: For every strongly
continuous dynamical group {τt}t∈lR of automorphisms of Ts(H) there exists
a self-adjoint operator H in H such that τt can be represented according to
Eq. (3.9); H is uniquely determined up to an additive constant c1 with c ∈ lR.
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This is in fact a deep result whose proof can be found in V. S. Varadarajan
(1970). Furthermore, the strongly continuous dynamical group {τt}t∈lR ac-
cording to (3.9) has an infinitesimal generator Z which is a closed operator
with domain D(Z) being dense in Ts(H). In particular, D(Z) is invariant
under τt, and
W˙t = ZWt (3.10)
holds for t 7→Wt = τtW withW ∈ K(H)∩D(Z). The domain D(Z) consists
of all V ∈ Ts(H) satisfying V D(H) ⊆ D(H) for which the operatorHV −V H
on D(H) is norm-bounded and can be extended to a trace-class operator on
H (E. B. Davies, 1976). Since Pψ = |ψ〉〈ψ| ∈ D(Z) for ψ ∈ D(H), ‖ψ‖ = 1,
it follows thatK(H)∩D(Z) is dense inK(H), which is not obvious otherwise.
The infinitesimal generator Z is given by
(ZV )φ = −i(HV − V H)φ (3.11)
where V ∈ D(Z) and φ ∈ D(H), i.e., ZV is just the extension of −i(HV −
V H). Eq. (3.10) then reads
W˙t = −i(HWt −WtH)
which is known as the von Neumann equation.
Now, let T: Ts(H)→MlR(Ω,Σ) be a classical representation of quantum
mechanics on (Ω,Σ). Applying T to Eq. (3.9), we obtain a corresponding
classical reformulation of quantum dynamics according to
µ 7→ µt := TWt = TτtW = TτtT−1µ (3.12)
where W ∈ K(H), µ := TW ∈ K(Ω,Σ), t ∈ lR, and T−1: R(T ) → Ts(H),
R(T ) := TTs(H) being the range of T . Defining
δt := TτtT
−1 , (3.13)
i.e. µt = δtµ for µ = TW , one observes that {δt}t∈lR is a one-parameter group
of linear isomorphisms δt : R(T ) → R(T ) satisfying δt(TK(H)) = TK(H).
However, R(T ), equipped with the norm ‖ . ‖ of MlR(Ω,Σ), need not be a
Banach space, and the maps T−1 and δt need not be bounded.
The one-parameter group {δt}t∈lR is strongly continuous in the sense that
‖δtν − δt0ν‖ → 0 for t → t0 and all ν ∈ R(T ). This, however, does not
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imply that {δt}t∈lR can be reconstructed from an infinitesimal generator since
(R(T ), ‖ . ‖) is not a Banach space (if it is, then T−1 and δt are necessarily
bounded). To avoid these difficulties, we equip R(T ) with a new norm,
namely ‖ν‖′ := ‖V ‖tr where ν = TV . Because of ‖ν‖ = ‖TV ‖ ≤ ‖V ‖tr =
‖ν‖′, ‖ . ‖′ on R(T ) is stronger than ‖ . ‖. Using ‖ . ‖′, one can introduce an
infinitesimal generator for {δt}t∈lR, which is done in the following theorem
due to the author.
Theorem 3.7 Consider R(T ) with the norm ‖ . ‖′. Then R(T ) is a Banach
space, and the map T: Ts(H)→ R(T ) is a norm-isomorphism. In particular,
{δt}t∈lR is a strongly continuous one-parameter group of norm-automorphisms
of R(T ) mapping TK(H) onto itself; {δt}t∈lR can be reconstructed from its
infinitesimal generator L. For t 7→ µt = δtµ with µ ∈ TK(H) ∩ D(L) and
t ∈ lR, the equation
µ˙t = Lµt (3.14)
holds where the derivative can be taken with respect to ‖ . ‖′ as well as to ‖ . ‖.
Moreover, D(L) is dense in R(T ) and TK(H) ∩D(L) in TK(H), both with
respect to ‖ . ‖′ and ‖ . ‖; L is related to Z according to D(L) = TD(Z) and
L = TZT−1 .
Proof: Most of the statements of the theorem is obvious. By construction,
the derivative in (3.14) is understood with respect to ‖ . ‖′, but, since ‖ . ‖′
is stronger than ‖ . ‖, it can also be taken in ‖ . ‖. Clearly, D(L) is dense in
R(T ). For ν ∈ TD(Z), i.e. T−1ν ∈ D(Z), d
dt
(τtT
−1ν)
∣∣∣
t=0
exists. It follows
that
T
d
dt
(τtT
−1ν)
∣∣∣∣∣
t=0
=
d
dt
(TτtT
−1ν)
∣∣∣∣∣
t=0
=
d
dt
δtν
∣∣∣∣∣
t=0
where the latter two derivatives exist in ‖ . ‖′. This implies ν ∈ D(L). Con-
versely, if ν ∈ D(L), then d
dt
δtν
∣∣∣
t=0
exists in ‖ . ‖′. In consequence,
T−1
d
dt
δtν
∣∣∣∣∣
t=0
=
d
dt
(T−1δtν)
∣∣∣∣∣
t=0
=
d
dt
(τtT
−1ν)
∣∣∣∣∣
t=0
and T−1ν ∈ D(Z), respectively, ν ∈ TD(Z). Hence, D(L) = TD(Z).
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Since K(H) ∩ D(Z) is dense in K(H) and T is a norm-isomorphism,
TK(H) ∩ D(L) = TK(H) ∩ TD(Z) = T (K(H) ∩ D(Z)) is ‖ . ‖′-dense in
TK(H) and consequently also ‖ . ‖-dense. Finally, for ν ∈ D(L) we obtain
ν˙t|t=0 =
d
dt
δtν
∣∣∣∣∣
t=0
=
d
dt
(TτtT
−1ν)
∣∣∣∣∣
t=0
= T
d
dt
(τtT
−1ν)
∣∣∣∣∣
t=0
= TZ(T−1ν)
= TZT−1ν ,
and from d
dt
δtν
∣∣∣
t=0
= Lν we conclude L = TZT−1. ✷
As a remark, we notice the obvious relations
TK(H) ⊆ K(Ω,Σ) ∩ R(T ) (3.15)
and
B′ = conv(TK(H) ∪ (−TK(H)))
⊆ conv(K(Ω,Σ) ∪ (−K(Ω,Σ))) ∩ R(T ) (3.16)
= B ∩R(T )
where B′ is the closed unit ball of (R(T ), ‖ . ‖′), B the unit ball of
(MlR(Ω,Σ), ‖ . ‖), and B ∩ R(T ) that of (R(T ), ‖ . ‖). The fact that the
inclusion TK(H) ⊆ K(Ω,Σ) is always proper for dimH ≥ 2 (see the end of
Section 3.2) suggests that the inclusions (3.15) and (3.16) are also proper.
This helps to understand why the linear map T−1 may be unbounded on
(R(T ), ‖ . ‖) although it is bounded on (R(T ), ‖ . ‖′).
Since R(T ) is a space of signed measures, ‖ . ‖′ is no natural norm on
R(T ). It was introduced for technical reasons, however, some statements of
Theorem 3.7 can be derived without use of ‖ . ‖′ as indicated now. From
Eq. (3.10) it follows that t 7→ µt = δtµ satisfies µ˙t = TZT−1µt for all µ ∈
TK(H) ∩ TD(Z). The derivative µ˙t is taken in ‖ . ‖, and the ‖ . ‖-continuity
of T implies that TD(Z) is dense in R(T ) and TK(H) ∩ TD(Z) in TK(H).
We have shown that, by means of a classical representation T on (Ω,Σ),
quantum dynamics can completely be reformulated in terms of measures
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evolving in time on the classical sample space Ω. An analogous reformulation
can be obtained by means of a classical representation of quantum mechanics
on some σ-finite measure space (Ω,Σ, λ). If Tˆ : Ts(H) → L1lR(Ω,Σ, λ) is
such a classical representation, we define, analogously to (3.12) and (3.13),
ρt := δˆtρ and δˆt := Tˆ τtTˆ
−1 where ρ ∈ TˆK(H) is a probability density and
Tˆ−1 : R(Tˆ ) → Ts(H). Again, R(Tˆ ) can be equipped with two norms, ‖ . ‖
and ‖ . ‖′. Using ‖ . ‖′, one can introduce an infinitesimal generator Lˆ for the
strongly continuous one-parameter group {δˆt}t∈lR. The equation of motion
corresponding to (3.14) then reads
ρ˙t = Lˆρt (3.17)
where ρt = δˆtρ with ρ ∈ TˆK(H) ∩ D(Lˆ) and t ∈ lR. Moreover, D(Lˆ) is
dense in R(Tˆ ) and TˆK(H) ∩ D(Lˆ) in TˆK(H); finally, D(Lˆ) = TˆD(Z) and
Lˆ = TˆZTˆ−1. In Section 7.4, we shall discuss Eq. (3.17) in the context of
phase space and a particular classical representation Tˆ where, essentially,
it becomes equivalent to a partial differential equation, as demonstrated by
some special instances. It turns out that Eq. (3.17) is related to the classical
Liouville equation and Lˆ to the classical Liouville operator −{H, . }.
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Chapter 4
Generalized Coherent States
Important instances for observables and in particular statistically complete
observables can be obtained from the so-called continuous resolutions of the
identity of H. In Section 4.1, we introduce that concept and study some
remarkable consequences of the existence of continuous resolutions; in Sec-
tion 4.2 we show how they can be obtained from irreducible group represen-
tations.
4.1 Continuous Resolutions of the Identity
In this section, let M be a locally compact Hausdorff space satisfying the
axiom of second countability and λ some Borel measure onM . In particular,
the Borel sets of M coincide with its Baire sets, and λ is a σ-finite measure.
We denote the σ-algebra of the Borel sets of M by Ξ(M) and write briefly
dx := λ(dx).
A family {ux}x∈M of unit vectors in H is called a continuous resolution
of the identity of H if the map x 7→ ux is norm-continuous and there exists
a number α > 0 such that
1 =
1
α
∫
|ux〉〈ux| dx (4.1)
holds where the integral is understood to exist in the weak sense. As we
shall see in the next section, continuous resolutions of the identity often arise
from irreducible, strongly continuous projective unitary representations of
groups; in fact, if g 7→ Ug is such a representation of a group G on H and
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u ∈ H a unit vector, then the vectors ug := Ugu may constitute a continuous
resolution {ug}g∈G of the identity of H. A very important instance of a
continuous resolution of type {ug}g∈G will be discussed in the next chapter;
it is given by {uqp}(q,p)∈lR2 where uqp := Uqpu, u ∈ H, ‖u‖ = 1, and (q, p) 7→
Uqp := e
ipQe−iqP is an irreducible, strongly continuous projective unitary
representation of the additive group lR2 (essentially, the operators Uqp are
the Weyl operators). Choosing H := L2Cl (lR, dξ) and
u(ξ) :=
1
4
√
2πσ2
e−
ξ2
4σ2 =: uσ(ξ) ,
{uσqp}(q,p)∈lR2 is, for each σ > 0, a continuous resolution consisting of coherent
states. For this reason, the vectors ux of a general continuous resolution
are called generalized coherent states.—Our account on this topic is close
to that in the book of E. B. Davies (1976), other interesting references are
A. M. Perelomov (1986) and S. T. Ali (1985).
A continuous resolution of the identity of some Hilbert space can be used
to construct a Hilbert space of continous functions. This remarkable property
is stated in the context of the next theorem (cf. E. B. Davies, 1976).
Theorem 4.1 A continuous resolution {ux}x∈M of the identity of H defines
bounded continuous square-integrable functions Ψ and an isometry V : H →
L2Cl (M, dx) by
(V ψ)(x) :=
1√
α
〈ux|ψ〉 =: Ψ(x) (4.2)
where ψ ∈ H and L2Cl (M, dx) := L2Cl (M,Ξ(M), λ). In particular, R(V ) =
VH is a Hilbert space consisting entirely of bounded continuous functions.
Conversely, a norm-continuous family {ux}x∈M for which the linear operator
V defined by (4.2) is an isometry from H into L2Cl (M, dx), is a continuous
resolution of the identity of H.
Proof: If {ux}x∈M is a continuous resolution, then∫
|Ψ|2dλ = 1
α
∫
|〈ψ|ux〉|2dx = 1
α
∫
〈ψ|Puxψ〉 dx = ‖ψ‖2
holds where Pux := |ux〉〈ux|. Consequently, Ψ is a bounded continuous
square-integrable function, and the linear operator V : H → L2Cl (M, dx) is
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isometric. Hence, its range VH is a Hilbert space of bounded continuous
functions. If, conversely, x 7→ ux is norm-continuous and V defined by (4.2)
is an isometry into L2Cl (M, dx), then it follows that
‖ψ‖2 = ‖V ψ‖2 = 1
α
∫
〈ψ|Puxψ〉 dx
and hence 1
α
∫
Puxdx = 1. ✷
We remark that, since the σ-algebra Ξ(M) is countably generated and
the measure λ is σ-finite, the Hilbert space L2Cl (M, dx) is separable. The
following proposition gives further information on the situation described in
Theorem 4.1.
Proposition 4.2 The orthogonal projection P of L2Cl (M, dx) onto VH can
be represented by
(PΦ)(x) =
∫
K(x, y)Φ(y)dy = 〈K( . , x)|Φ〉
where Φ ∈ L2Cl (M, dx) and
K(x, y) :=
1
α
〈ux|uy〉 .
The integral kernel K is bounded and continuous and satisfies
(i) K( . , y), K(x, . ) ∈ L2Cl (M, dx)
(ii) K(x, y) = K(y, x)
(iii) K(x, y) =
∫
K(x, z)K(z, y)dz ,
i.e., K is a reproducing kernel. The function x 7→ 〈K( . , x)|Φ〉 is a continu-
ous representative of PΦ.
Proof: Because of
|K(x, y)| = 1
α
|〈ux|uy〉| ≤ 1
α
‖ux‖ ‖uy‖ = 1
α
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K is bounded, and because of
|K(x, y)−K(x0, y0)| ≤ 1
α
(|〈ux|uy〉 − 〈ux0|uy〉|+ |〈ux0|uy〉 − 〈ux0|uy0〉|)
≤ 1
α
(‖ux − ux0‖ ‖uy‖+ ‖ux0‖ ‖uy − uy0‖)
K is continuous. Obviously, K( . , y) = 1√
α
V uy ∈ L2Cl (M, dx), K(x, y) =
K(y, x), and K(x, . ) ∈ L2Cl (M, dx) hold. Property (iii) of K follows from
K(x, y) = 1
α
〈ux|1uy〉 and Eq. (4.1) or from
K(x, y) =
1
α
〈ux|uy〉 = 1
α
〈V ux|V uy〉
=
1
α
∫
(V ux)(z)(V uy)(z) dz
=
1
α2
∫
〈ux|uz〉〈uz|uy〉 dz
=
∫
K(x, z)K(z, y)dz .
For Φ ∈ L2Cl (M, dx) and ψ ∈ H we have
〈V ∗Φ|ψ〉 = 〈Φ|V ψ〉 = 〈Φ|PV ψ〉
= 〈PΦ|V ψ〉 = 〈V −1PΦ|V −1V ψ〉 = 〈V −1PΦ|ψ〉
where V −1 is defined on VH. That is, V ∗ = V −1P or, equivalently, V V ∗ = P .
Hence,
(PΦ)(x) = (V V ∗Φ)(x) =
1√
α
〈ux|V ∗Φ〉 =
〈
1√
α
V ux
∣∣∣∣∣ Φ
〉
= 〈K( . , x)|Φ〉 =
∫
K(x, y)Φ(y)dy .
In particular, x 7→ 〈K( . , x)|Φ〉 is continuous. ✷
Corollary 4.3 The kernel K is square-integrable with respect to both of its
arguments, i.e. ∫
|K|2dλ2 =
∫
|K(x, y)|2dxdy <∞ ,
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respectively, K ∈ L2Cl (M2, dxdy), if and only if H is a finite-dimensional
Hilbert space. In particular, H must be finite-dimensional if the Borel mea-
sure λ is finite; also, H is finite-dimensional if M is compact.
Proof: If and only if K ∈ L2Cl (M2, dxdy), the projection P is a Hilbert-
Schmidt operator. Equivalently, its range R(P ) = PL2Cl (M, dx) is finite-
dimensional, respectively, dimH = dimVH = dimPL2Cl (M, dx) < ∞. If
λ(M) < ∞, then K ∈ L2Cl (M2, dxdy); if M is compact, then, as a Borel
measure on M , λ is finite. ✷
The second statement of the corollary, dimH < ∞ if λ < ∞, can be
obtained more directly. Namely, assuming dimH =∞ and using a complete
orthonormal system {φi}i∈lN of H, it follows from Eq. (4.1) that
αn = α
n∑
i=1
〈φi|1φi〉 =
n∑
i=1
∫
|〈φi|ux〉|2dx
=
∫ n∑
i=1
|〈φi|ux〉|2dx (4.3)
≤ λ(M) <∞
holds for every n ∈ lN. But αn ≤ λ(M) for every n is a contradiction.
Hence, H must be finite-dimensional.—Consequently, a continuous resolution
{ux}x∈M of the identity of an infinite-dimensional Hilbert space is possible
only with an infinite measure λ and a noncompact space M .
The spaces H and VH = PL2Cl (M, dx) are isomorphic where, by restric-
tion of its range, the isometry V can be regarded as a unitary operator.
Therefore, using the unitary operator V : H → VH, the quantum states and
observables can be represented by operators in the Hilbert space VH which
is a space of bounded continuous, square-integrable functions on M , in gen-
eral a proper subspace of L2Cl (M, dx). Thus, on the one hand, a continuous
resolution of the identity of H gives rise to a particular representation of
quantum mechanics on VH which we call an M-representation of quantum
mechanics. On the other hand, continuous resolutions can be used to define
observables as we discuss now.
Proposition 4.4 Given a continuous resolution {ux}x∈M of the identity of
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H, then, for every Borel set B ∈ Ξ(M), the integral
F (B) :=
1
α
∫
B
|ux〉〈ux| dx (4.4)
exists in the weak sense and defines an observable F on (M,Ξ(M)).
Proof: From (4.1) it follows that the integral
ΦB(φ, ψ) :=
1
α
∫
B
〈φ|ux〉〈ux|ψ〉 dx
exists for all φ, ψ ∈ H and B ∈ Ξ(M). The sesquilinear functional ΦB has
the property |ΦB(ψ, ψ)| ≤ ‖ψ‖2. By polarization, this implies |ΦB(φ, ψ)| ≤ 2
for ‖φ‖, ‖ψ‖ ≤ 1. Hence, ΦB is a bounded sesquilinear functional, and there
exists a bounded linear operator F (B) satisfying
ΦB(φ, ψ) = 〈φ|F (B)ψ〉 ;
in particular, F (B) is just the weak integral 1
α
∫
B |ux〉〈ux| dx. Since ΦB(φ, ψ)
= ΦB(ψ, φ) and 0 ≤ ΦB(ψ, ψ) ≤ ‖ψ‖2, F (B) is self-adjoint and 0 ≤ F (B) ≤
1. Moreover, B 7→ F (B) is an observable. ✷
We next show that the integrals (4.1) and (4.4) do exist also in the σ-weak
sense. Consider the integral (4.4) which contains the other one as a special
case, and let V =
∑∞
i=1 αiPχi where αi ≥ 0, ‖χi‖ = 1, and Pχi = |χi〉〈χi| be
any positive trace-class operator. Writing |ux〉〈ux| = Pux , we then have
trV F (B) =
∞∑
i=1
αi〈χi|F (B)χi〉
=
1
α
∞∑
i=1
αi
∫
B
〈χi|Puxχi〉 dx
=
1
α
∫
B
trV Pux dx .
For an arbitrary self-adjoint trace-class operator V ∈ Ts(H), we write V =
V + − V − and obtain also
trV F (B) =
1
α
∫
B
tr V Pux dx , (4.5)
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showing that the integral (4.4) exists in the σ-weak sense.
From (4.5) it follows that the probability distribution of the observable
F in a state W =
∑∞
i=1 αiPφi ∈ K(H), Pφi = |φi〉〈φi|, is given by
P FW (B) = trWF (B) =
1
α
∫
B
〈ux|Wux〉 dx ;
P FW has the bounded continuous probability density
x 7→ ρ(x) := 1
α
〈ux|Wux〉 =
∞∑
i=1
αi|Φi(x)|2
where Φi(x) := (V φi)(x) =
1√
α
〈ux|φi〉. If W = Pψ = |ψ〉〈ψ| is a pure state,
then ρ(x) = |(V ψ)(x)|2 = |Ψ(x)|2. Although V is an isometry, the map
Pψ 7→ ρ need not be injective. Still less, the map W 7→ ρ =: TˆW need be
injective; that is, Tˆ need not be a classical representation on (M,Ξ(M), λ),
reflecting the fact that the observable F need not be statistically complete.
A trivial example of a continuous resolution of the identity is given by
a complete orthonormal system {φn}n∈lN in an, e.g., infinite-dimensional
Hilbert space H where M := lN is equipped with the discrete topology and
λ := κ is the counting measure defined on the power set Ξ(lN) of lN; Eq. (4.1)
reads 1 =
∑∞
n=1 |φn〉〈φn| =
∫ |φn〉〈φn| dn where dn := κ(dn). The isometry
(4.2) is given by (V ψ)(n) := 〈φn|ψ〉 and is a unitary map from H onto the
sequence space l2Cl = L
2
Cl (lN, dn) := L
2
Cl (lN,Ξ(lN), κ). Consider the observable
(4.4), i.e., B 7→ F (B) := ∑n∈B |φn〉〈φn| where B is any subset of lN, and
define a linear map Tˆ : Ts(H) → l1lR = L1lR(lN, dn) by assigning to each W ∈
K(H) the probability vector p := (p1, p2, . . .) ∈ K(l1lR) := K(lN,Ξ(lN), κ) with
pn := 〈φn|Wφn〉; p is just the density of the probability distribution P FW with
respect to the counting measure on lN. If p ∈ K(l1lR) is any probability vector,
then ψ :=
∑∞
n=1
√
pnφn ∈ H, ‖ψ‖ = 1, and Tˆ Pψ = p where Pψ = |ψ〉〈ψ|.
Hence, Tˆ mapsK(H) ontoK(l1lR); Tˆ is surjective, but not injective (the latter
can be seen directly by ψ˜ :=
∑∞
n=1(−1)n√pnφn, for instance, and Tˆ Pψ˜ = p).
Thus, Tˆ is not a classical representation on (lN,Ξ(lN), κ), corresponding to
the fact that the observable F is not statistically complete. The two crucial
properties of this example, namely, VH = L2Cl (lN, dn) and F being not statis-
tically complete, are not independent of each other, as the next proposition
states more precisely.
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Proposition 4.5 Let {ux}x∈M be a continuous resolution of the identity of
H, V the isometry (4.2), and F the observable (4.4). If VH = L2Cl (M, dx),
then F cannot be statistically complete.
Proof: Let Tˆ : Ts(H) → L1lR(M, dx) be the linear map that assigns to each
W ∈ K(H) the probability density x 7→ ρ(x) := 1
α
〈ux|Wux〉 of P FW . For any
probability density ρ ∈ K(M, dx) := K(M,Ξ(M), λ), define functions
Ψf(x) := e
if(x)
√
ρ(x)
where f is an arbitrary real-valued measurable function on M ; we have
Ψf ∈ L2Cl (M, dx) and ‖Ψ‖ = 1. By means of ψf := V −1Ψf , we obtain
Tˆ Pψf = |V ψf |2 = |Ψf |2 = ρ. Hence, TˆK(H) = K(M, dx), Tˆ is surjective,
but not injective. In particular, F is not statistically complete. ✷
As we shall see later, if VH is a proper subspace of L2Cl (M, dx), then both
is possible, i.e., F may be statistically complete or not.
Finally, we remark that the observable (4.4), based on H, is related to an
observable that is based on the entire space L2Cl (M, dx). Namely, if G is the
observable defined by
G(B)Φ := χBΦ
where B ∈ Ξ(M) and Φ ∈ L2Cl (M, dx), then it follows from Eq. (4.2) that
〈ψ|F (B)ψ〉 = 1
α
∫
B
|〈ux|ψ〉|2dx =
∫
B
|Ψ(x)|2dx
= 〈Ψ|G(B)Ψ〉 = 〈V ψ|G(B)V ψ〉 = 〈ψ|V ∗G(B)V ψ〉
holds for all ψ ∈ H. Therefore,
F (B) = V ∗G(B)V = V −1PG(B)V . (4.6)
Introducing an observable F˜ on VH by
F˜ (B) = V F (B)V −1
which is unitarily equivalent to F , we obtain
F˜ (B) = PG(B)|VH = PG(B)P |VH . (4.7)
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Eqs. (4.6) and (4.7) show that the POV-measures F and F˜ are related to
the PV-measure G on a larger Hilbert space. These are particular cases
of a theorem due to M. A. Naimark which states that every POV-measure
defined on a suitable measurable space can be obtained from a PV-measure
on a larger Hilbert space by means of a projection (see E. B. Davies, 1976,
and the references given there).
4.2 Continuous Resolutions Induced by
Group Representations
Specifying the space M and the Borel measure λ, we now replace M by a
locally compact group G satisfying the axiom of second countability and λ by
a left-invariant Haar measure µ on G. Again, we briefly write dg := µ(dg).
The following theorem is due to the author, however, it is related to some
theorem in E. B. Davies’ account (1976).
Theorem 4.6 Let g 7→ Ug be an irreducible, strongly continuous projective
unitary representation of G on H, u ∈ H with ‖u‖ = 1, and ug := Ugu. If∫ |〈ug|ψ〉|2dg exists for all ψ ∈ H and is bounded in ψ, i.e., if∫
|〈ug|ψ〉|2dg ≤ C (4.8)
for ‖ψ‖ ≤ 1, then the integral
A :=
∫
|ug〉〈ug| dg
exists in the weak sense, and A = α1 holds with some α > 0, i.e.
1 =
1
α
∫
|ug〉〈ug| dg . (4.9)
In particular, the family {ug}g∈G is then a continuous resolution of the iden-
tity of H.
Proof: By polarization, we obtain from (4.8) that the integral
Φ(φ, ψ) :=
∫
〈φ|ug〉〈ug|ψ〉 dg
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exists and that Φ is a bounded sesquilinear functional. Hence, there exists a
bounded linear operator A satisfying
Φ(φ, ψ) = 〈φ|Aψ〉 ;
in particular, A is just the weak integral
∫ |ug〉〈ug| dg. Moreover, A is a
positive self-adjoint operator.
For any h ∈ G, we have
〈ψ|UhAU∗hψ〉 = 〈U∗hψ|AU∗hψ〉 =
∫
|〈ψ|UhUgu〉|2dg
=
∫
|〈ψ|Uhgu〉|2µ(dg) =
∫
|〈ψ|uhg〉|2(µ ◦H−1)(dg)
where H(g) := h−1g and the invariance of µ under left translations has been
used. It follows that
〈ψ|UhAU∗hψ〉 =
∫
|〈ψ|uhH(g)〉|2µ(dg) =
∫
|〈ug|ψ〉|2dg = 〈ψ|Aψ〉
holds for all ψ ∈ H. In consequence,
UhA = AUh
is valid for all h ∈ G. Since the projective representation h 7→ Uh is irre-
ducible and A ≥ 0, we obtain A = α1 with α ≥ 0. Since g 7→ |〈ug|ψ〉|2 is
continuous, nonnegative, and positive for some g and some ψ, 〈ψ|Aψ〉 > 0
holds for some ψ. This implies α > 0. ✷
We remark that, for a fixed representation g 7→ Ug, it possibly depends on
the unit vector u whether condition (4.8) is fulfilled or not. If condition (4.8)
is fulfilled for different unit vectors u, the number α may depend on u. In the
case of the irreducible, strongly continuous projective unitary representation
(q, p) 7→ Uqp of the additive group lR2 that will be discussed in the next
chapter, condition (4.8) is satisfied for all unit vectors u, and the number α
does not depend on u; however, the observable (4.4) does.
Suppose that G is even a compact second countable group, i.e., G is
a compact metrizable group. Then the Haar measure µ is finite, and we
can assume µ(G) = 1. For every irreducible, strongly continuous projective
unitary representation g 7→ Ug of G on some Hilbert space H and every unit
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vector u, condition (4.8) is automatically fulfilled with C = 1, and {ug}g∈G
is a continuous resolution of the identity. Assume dimH = ∞. Taking
account of Eq. (4.9) and using a complete orthonormal system {φi}i∈lN of H,
we obtain, for every n ∈ lN,
αn =
n∑
i=1
〈φi|Aφi〉 =
∫ n∑
i=1
|〈φi|ug〉|2 dg ≤ 1 ,
which is a contradiction. Hence, dimH <∞ (compare Corollary 4.3 and the
reasoning (4.3)). In particular, we have shown the well-known fact that the
Hilbert space on which an irreducible, strongly continuous projective unitary
representation of a compact second countable group is based must be finite-
dimensional. Furthermore, with dimH =: N and |ug〉〈ug| = Pug it follows
that
αN = trA =
∫
trPug dg = 1
and consequently α = 1
N
. Hence, Eq. (4.9) reads
1 = N
∫
|ug〉〈ug| dg ;
in particular, for a compact second countable group, α does not depend on
u.
Returning to the general situation of Theorem 4.6, we finally consider the
observable defined by {ug}g∈G according to Proposition 4.4. This observable
on (G,Ξ(G)) is given by
F (B) :=
1
α
∫
B
|ug〉〈ug| dg .
An easy calculation using the left-invariance of µ shows that
F (gB) = UgF (B)U
−1
g (4.10)
holds for every g ∈ G and every B ∈ Ξ(G). That is, the observable F
transforms covariant under the representation g 7→ Ug of G.
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Chapter 5
Joint Position-Momentum
Observables
According to Theorem 2.2, there exist single statistically complete quantum
observables, and according to Theorem 3.3, there exist classical representa-
tions of quantum mechanics on some sample space Ω. The special case of
Ω being the phase space is significant. An important class of observables on
phase space can, according to Proposition 4.4, be obtained from a particular
class of continuous resolutions of the identity. Those so-called joint position-
momentum observables are the subject of this chapter; as will be discussed
later, they are often statistically complete, thus giving rise to classical rep-
resentations of quantum mechanics on phase space.
5.1 Approximate Observables for Position
and Momentum
Let E be a PV-measure defined on the Borel sets Ξ(lRN) of lRN . We inter-
pret E as an “ideal” observable that does not take the imprecision of real
measurements into account. To involve this imprecision, we assume that a
real measuring apparatus for E has an intrinsic inaccuracy which can be
described by a probability density η on lRN in the following sense. The prob-
ability that the apparatus indicates a value in the set B ∈ Ξ(lRN) for systems
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in the state W ∈ K(H) is∫
B
∫
η(y − x) trWE(dx) dNy =
∫ ∫
χB(y)η(y − x) dNy trWE(dx) (5.1)
where dNy := λN(dy) and λN is the N -dimensional Lebesgue measure on
Ξ(lRN). Note that η ≥ 0 a.e. and ∫ ∫ η(y − x) dNy trWE(dx) = 1. We call η
the confidence function of the measuring apparatus. The smaller the variance
of η, the better the probability (5.1) approximates trWE(B). The second
integral of (5.1) can be written as∫
(χB ∗ η(− . ))(x) trWE(dx) = tr
(
W
∫
χB ∗ η(− . ) dE
)
where χB ∗ η(− . ) is the convolution of the characteristic function χB and
the reflection of η, 0 ≤ χB ∗ η(− . ) ≤ 1, and ∫ χB ∗ η(− . ) dE exists in the
σ-weak sense. Moreover, G defined by
G(B) :=
∫
χB ∗ η(− . ) dE (5.2)
is a normalized POV-measure on (lRN ,Ξ(lRN)).
By construction, the probability distribution of the observable G in the
state W is given by
PGW (B) = trWG(B) =
∫
B
∫
η(y − x) trWE(dx) dNy . (5.3)
Since
PGW (B) ≈ trWE(B) = PEW (B)
holds where the approximation is good for a confidence function with small
variance, we call G an approximate E-observable with confidence function η
and interpret it as a realistic substitute for E.—The idea of approximate
observables in the sense of Eq. (5.2) is due to E. B. Davies (1970, 1976);
confidence functions in order to describe “unsharp measurements” were in-
troduced by S. T. Ali and E. Prugovecˇki (1977a; cf. also E. Prugovecˇki, 1984).
The interpretation of approximate observables in the sense of Eq. (5.1) was
given in the paper of S. Gudder, J. Hagler, and W. Stulpe (1988).
Now let N = 1. If the expectation values 〈E〉W = ∫ xPEW (dx) and
〈η〉 = ∫ yη(y)dy as well as the variances varWE = ∫ (x − 〈E〉W )2PEW (dx) =
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∫
x2PEW (dx)−〈E〉2W and var η =
∫
(y−〈η〉)2η(y)dy = ∫ y2η(y)dy−〈η〉2 exist,
then 〈G〉W = ∫ yPGW (dy) and varWG = ∫ (y−〈G〉W )2PGW (dy) = ∫ y2PGW (dy)−
〈G〉2W exist also where
〈G〉W = 〈E〉W + 〈η〉 (5.4)
and
varWG = varWE + var η (5.5)
hold. Namely, using (5.3), we obtain
〈G〉W =
∫
y
∫
η(y − x)PEW (dx)dy
=
∫ ∫
(x+ y)η(y)dyPEW(dx)
=
∫
xPEW (dx) +
∫
yη(y)dy
= 〈E〉W + 〈η〉
and
varWG =
∫
y2
∫
η(y − x)PEW (dx)dy − 〈G〉2W
=
∫ ∫
(x+ y)2η(y)dyPEW (dx)− 〈G〉2W
=
∫
x2PEW (dx) +
∫
y2η(y)dy + 2〈E〉W 〈η〉 − (〈E〉W + 〈η〉)2
= varWE + var η .
Finally, consider the Hilbert space H := L2Cl (lRN , dNx) = L2Cl (lRN ,Ξ(lRN),
λN). Then an N-dimensional position observable EQ, as a PV-measure on
Ξ(lRN), can be defined by
EQ(B)ψ := χBψ (5.6)
where B ∈ Ξ(lRN) and ψ ∈ H. An N-dimensional momentum observable EP
is given by
EP (B) := F−1EQ(B)F (5.7)
where F denotes the Fourier transformation in H = L2Cl (lRN , dNx). In the
case of EQ, lRN is interpreted as configuration space, whereas in the case of
EP , lRN is interpreted as momentum space. According to
GQ(B) :=
∫
χB ∗ ηQ(− . ) dEQ (5.8)
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an approximate N-dimensional position observable with confidence function
ηQ is defined and according to
GP (B) :=
∫
χB ∗ ηP (− . ) dEP (5.9)
an approximate N-dimensional momentum observable with confidence func-
tion ηP .
5.2 Joint Position-MomentumObservables Gen-
erated by Wave Functions
The following theorem is the basis for the definition of joint position-momen-
tum observables; we presuppose that H = L2Cl (lRN , dNx).
Theorem 5.1 For each q = (q1, . . . , qN ) ∈ lRN and each p = (p1, . . . , pN) ∈
lRN , define a unitary operator by
Uqp :=
 N∏
j=1
eipjQj
 N∏
j=1
e−iqjPj
 = N∏
j=1
eipjQje−iqjPj (5.10)
where Qj and Pj are the usual operators for position and momentum. Let
u ∈ H be any function of norm 1 and define uqp := Uqpu, i.e.
uqp(x) := e
ip·xu(x− q) .
Then (q, p) 7→ uqp is a norm-continuous map on lR2N , and
1 =
1
(2π)N
∫
|uqp〉〈uqp| dNq dNp (5.11)
holds where the integral is understood in the weak sense. That is, for every
u ∈ H with ‖u‖ = 1, the family {uqp}(q,p)∈lR2N is a continuous resolution of
the identity of H with normalization constant α = (2π)N .
Proof: The norm-continuity of (q, p) 7→ uqp = Uqpu follows easily from
the fact that qj 7→ e−iqjPj and pj 7→ e−ipjQj are strongly continuous one-
parameter groups of unitary operators. To prove Eq. (5.11), let ψ ∈ H be
46
arbitrary. By Fubini’s theorem, we obtain
〈ψ|1ψ〉 = ‖ψ‖2‖u‖2 =
∫
|ψ(q)|2 dNq
∫
|u(x)|2 dNx
=
∫
|u(x)|2
∫
|ψ(x+ q)|2 dNq dNx
=
∫ ∫
|u(x)|2|ψ(x+ q)|2 dNx dNq
=
∫ ∫
|u(x− q)ψ(x)|2 dNx dNq ;
(5.12)
in particular, u( . − q)ψ ∈ L2Cl (lRN , dNx) for almost all q ∈ lRN . Furthermore,
u( . − q)ψ ∈ L1Cl (lRN , dNx) for all q ∈ lRN . Denoting the unitary operator of
Fourier transformation by F , it follows that
F (u( . − q)ψ)(p) = 1√
(2π)N
∫
e−ip·xu(x− q)ψ(x) dNx
=
1√
(2π)N
∫
uqp(x)ψ(x) d
Nx (5.13)
=
1√
(2π)N
〈uqp|ψ〉
and ∫
|u(x− q)ψ(x)|2 dNx =
∫
|F (u( . − q)ψ)(p)|2 dNp (5.14)
hold for almost all q. Now, (5.12), (5.14), and (5.13) imply
〈ψ|1ψ〉 =
∫ ∫
1
(2π)N
|〈uqp|ψ〉|2 dNp dNq
=
1
(2π)N
∫
|〈uqp|ψ〉|2 dNq dNp
=
〈
ψ
∣∣∣∣∣ 1(2π)N
∫
|uqp〉〈uqp| dNq dNp ψ
〉
.
✷
Since (q, p) 7→ Uqp is an irreducible, strongly continuous projective uni-
tary representation of the additive group lR2N with Haar measure λ2N , one
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could, without using Theorem 5.1, try to apply Theorem 4.6 to the family
{uqp}(q,p)∈lR2N . Then one had to prove condition (4.8). Actually, Theorem 5.1
states that, for every unit vector u, (4.8) is satisfied and (4.9) is valid with
α = (2π)N . We remark further that the statement of Theorem 5.1 holds
whenever Uqp is defined according to (5.10) by operators Q
′
j and P
′
j in H′
being unitarily equivalent to Qj and Pj in H, i.e., whenever Q′j and P ′j give
rise to an irreducible representation of Weyl’s commutation relations. Fi-
nally, the operators Uqp are essentially the Weyl operators which are usually
defined according to
UWqp := e
i(q·P+p·Q) = ei
q·p
2
N∏
j=1
eipjQjeiqjPj ; (5.15)
in fact,
UWqp = e
i
q·p
2 U−q,p ,
respectively,
Uqp = e
i
q·p
2 UW−q,p .
Analogously to the operators Uqp, (q, p) 7→ UWqp is an irreducible, strongly
continuous projective representation of lR2N , and {uWqp}(q,p)∈lR2N with uWqp :=
UWqp u and ‖u‖ = 1 is a continuous resolution of the identity.
According to Proposition 4.4, the continuous resolution {uqp}(q,p)∈lR2N in-
troduced in Theorem 5.1 defines an observable F on (lR2N ,Ξ(lR2N)) by
F (B) :=
1
(2π)N
∫
B
|uqp〉〈uqp| dNq dNp . (5.16)
The probability distribution of F in a state W ∈ K(H) is given by
P FW (B) =
1
(2π)N
∫
B
〈uqp|Wuqp〉 dNq dNp ;
P FW has the bounded continuous probability density (q, p) 7→ ρ(q, p) :=
1
(2π)N
〈uqp|Wuqp〉.
The physical interpretation of the observable (5.16) is based on the fact
that its marginal observables are approximate observables for position and
momentum. The marginal observables of F are defined by
FQ(b) := F (b× lRN ) (5.17)
F P (b) := F (lRN × b) (5.18)
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where b ∈ Ξ(lRN). From (5.17) and (5.16) it follows by means of (5.13) and
(5.14) that
〈ψ|FQ(b)ψ〉 = 1
(2π)N
∫
b×lRN
|〈uqp|ψ〉|2 dNq dNp
=
∫
b
∫
|u(x− q)ψ(x)|2 dNx dNq
=
∫ ∫
χb(q)|u(x− q)|2 dNq |ψ(x)|2 dNx
=
∫
(χb ∗ |u|2)(x) 〈ψ|EQ(dx)ψ〉
=
〈
ψ
∣∣∣∣ ∫ χb ∗ |u|2 dEQ ψ〉 .
Thus,
FQ(b) =
∫
χb ∗ |u|2 dEQ , (5.19)
and, according to (5.8), FQ is an approximate position observable with con-
fidence function |u(− . )|2. To derive the corresponding result for F P , let
u˜ and ψ˜ be the Fourier transforms of u and ψ, respectively. A calculation
analogous to (5.12) shows that u˜( . − p)ψ˜ ∈ L1Cl (lRN , dNk) ∩ L2Cl (lRN , dNk) for
almost all p ∈ lRN . Then
1√
(2π)N
〈uqp|ψ〉 = 1√
(2π)N
〈u˜qp|ψ˜〉
=
1√
(2π)N
∫
eiq·ku˜(k − p)ψ˜(k) dNk (5.20)
= F (u˜( . − p)ψ˜)(−q)
holds for almost all p where u˜qp(k) = e
−iq·ku˜(k − p) and F is the Fourier
transformation in L2Cl (lR
N , dNk). Furthermore,∫
|F (u˜( . − p)ψ˜)(q)|2 dNq =
∫
|u˜(k − p)ψ˜(k)|2 dNk (5.21)
is valid for almost all p. Now, using (5.18), (5.16), (5.20), and (5.21), we
obtain
〈ψ|F P (b)ψ〉 = 1
(2π)N
∫
lRN×b
|〈uqp|ψ〉|2 dNq dNp
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=
∫
b
∫
|F (u˜( . − p)ψ˜)(q)|2 dNq dNp
=
∫
b
∫
|u˜(k − p)ψ˜(k)|2 dNk dNp
=
∫ ∫
χb(p)|u˜(k − p)|2 dNp |ψ˜(k)|2 dNk
=
∫
(χb ∗ |u˜|2)(k) 〈ψ|EP (dk)ψ〉 .
Hence,
F P (b) =
∫
χb ∗ |u˜|2 dEP , (5.22)
and, according to (5.9), F P is an approximate momentum observable with
confidence function |u˜(− . )|2.
The approximate position observable FQ and the approximate momen-
tum observable F P can be measured jointly (simultaneously) by one mea-
suring apparatus representing the observable F . We call F a joint position-
momentum observable and interpret lR2N as phase space. According to the
terminology of G. Ludwig (1983), FQ and F P are coexistent approximate ob-
servables for position and momentum. However, the better FQ approximates
EQ, the worse F P approximates EP , and conversely.
Joint position-momentum observables were, on the basis of Theorem 5.1,
introduced by E. B. Davies (1970, 1976) and A. S. Holevo (1973). Although
attempts to describe joint position-momentum measurements in quantum
mechanics had already been made earlier, the aproaches of E. B. Davies and
A. S. Holevo have been the first rigorous ones.
5.3 Joint Position-MomentumObservables Gen-
erated by Density Operators
The type of joint position-momentum observables introduced in the preceding
section can be generalized. Namely, in Theorem (5.1) and Eq. (5.16), the
unit vector u can be replaced by an arbitrary density operator a ∈ K(H).
Defining
aqp := UqpaU
∗
qp =
∞∑
i=1
λi|ui,qp〉〈ui,qp| (5.23)
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with Uqp according to (5.10), a =
∑∞
i=1 λi|ui〉〈ui|, λi ≥ 0,
∑∞
i=1 λi = 1,
‖ui‖ = 1, and ui,qp := Uqpui, we have that (q, p) 7→ aqp is a trace-norm
continuous map on lR2N satisfying
1 =
1
(2π)N
∫
aqp d
Nq dNp . (5.24)
Moreover, an observable F on (lR2N ,Ξ(lR2N)) is defined by the weak integral
F (B) :=
1
(2π)N
∫
B
aqp d
Nq dNp . (5.25)
This definition of an observable is a consequence of Eq. (5.24) which itself fol-
lows immediately from (5.11). The statement on the trace-norm continuity,
however, needs a proof.
To that end, consider any (q, p), (q0, p0) ∈ lR2N . Then, for a sufficiently
large n ∈ lN,
‖aqp − aq0p0‖tr =
∥∥∥∥∥
∞∑
i=1
λi(|ui,qp〉〈ui,qp| − |ui,q0p0〉〈ui,q0p0 |)
∥∥∥∥∥
tr
<
∥∥∥∥∥
n∑
i=1
λi(|ui,qp〉〈ui,qp| − |ui,q0p0〉〈ui,q0p0 |)
∥∥∥∥∥
tr
+
ǫ
2
≤ 4
n∑
i=1
λi‖ui,qp − ui,q0p0‖+
ǫ
2
holds where Lemma 3.5 has been used. The norm-continuity of (q, p) 7→
uqp implies the existence of a δ(ǫ; q0, p0) such that ‖ui,qp − ui,q0p0‖ < ǫ8 for‖(q, p)− (q0, p0)‖ < δ(ǫ; q0, p0) and each i = 1, . . . , n. Hence,
‖aqp − aq0p0‖tr <
ǫ
2
n∑
i=1
λi +
ǫ
2
≤ ǫ
for ‖(q, p)− (q0, p0)‖ < δ(ǫ; q0, p0), and (q, p) 7→ aqp is trace-norm continuous.
Analogously to the integrals (5.11) and (5.16), the integrals (5.24) and
(5.25) do exist also in the σ-weak sense. This follows from the conclusion
leading to Eq. (4.5) when the one-dimensional projection Pux, respectively,
Puqp is replaced by the density operator aqp. In particular, the probability
distribution of the observable (5.25) in a state W ∈ K(H) is given by
P FW (B) =
1
(2π)N
∫
B
trWaqp d
Nq dNp
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where (q, p) 7→ ρ(q, p) := 1
(2π)N
trWaqp is a bounded continuous probability
density. Note that, independently of W ∈ K(H), ρ(q, p) ≤ 1
(2π)N
for all
(q, p) ∈ lR2N .
From Eqs. (5.23), (5.19), and (5.22), we obtain that the marginal observ-
ables of the observable (5.25) are given by
FQ(b) =
∫
χb ∗
∞∑
i=1
λi|ui|2 dEQ
F P (b) =
∫
χb ∗
∞∑
i=1
λi|u˜i|2 dEP
(5.26)
where b ∈ Ξ(lRN ). Again, FQ and F P are approximate observables for
position and momentum, respectively, and F can be interpreted as a joint
position-momentum observable.
Next we consider the transformation properties of the observable (5.25)
and the special case (5.16). According to Eq. (4.10), the observable (5.16)
transforms covariant under the projective representation (q, p) 7→ Uqp of lR2N ,
i.e.,
F (B + (q0, p0)) = Uq0p0F (B)U
−1
q0p0
(5.27)
holds for every (q0, p0) ∈ lR2N and every B ∈ Ξ(lR2N). Eq. (5.27) is also valid
for the general observable (5.25) and is in particular a consequence of the
invariance of the Lebesgue measure λ2N under translations. Since λ2N is also
invariant under rotations and reflections, there is a further covariance prop-
erty of (5.25), provided that the density operator a is spherically symmetric.
The latter means that
a = URaU
∗
R
holds for all orthogonal matrices R ∈ O(N) where R 7→ UR is the unitary
representation of the orthogonal group O(N) defined by
(URψ)(x) := ψ(R
−1x) ,
ψ ∈ H = L2Cl (lRN , dNx). The spherical symmetry of a and the obvious relation
URq,Rp = URUqpU
−1
R
imply that
aRq,Rp = URaqpU
∗
R (5.28)
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for all (q, p) ∈ lR2N and all R ∈ O(N). From the invariance of λ2N under
O(N) and Eq. (5.28) it then follows that the observable (5.25) transforms
covariant under the representation R 7→ UR, i.e.,
F (RB) = URF (B)U
−1
R (5.29)
is valid for every R ∈ O(N) and every B ∈ Ξ(lR2N) where RB := {(Rq,Rp) |
(q, p) ∈ B}.
We remark that the spherical symmetry of the unit vectors ui is sufficient
for the spherical symmetry of the density operator a =
∑∞
i=1 λi|ui〉〈ui|, but
not necessary. A vector u ∈ H = L2Cl (lRN , dNx) is spherically symmetric if
u = URu for all R ∈ O(N); equivalently, u(x) = u(Rx) for all x ∈ lRN and
all R ∈ O(N), respectively, u(x) = uˆ(‖x‖) where ‖x‖ denotes the Euclidean
norm of x. Analogously to (5.28), a spherical symmetric vector u satisfies
uRq,Rp = URuqp.—Summarizing, joint position-momentum observables gen-
erated by spherically symmetric density operators have the transformation
properties (5.27) and (5.29), that is, they transform covariant under Galilei
transformations.
Our joint position-momentum observables are particular instances of more
general phase-space observables, i.e., of observables on (lR2N ,Ξ(lR2N)) having
the covariance property (5.27). The paper of S. T. Ali and E. Prugovecˇki
(1977a) provides information on such more general observables; we give some
remarks. The covariance property (5.27) of a general phase-space observable
F implies that its probability distributions P FW are absolutely continuous with
respect to Lebesgue measure, i.e., each P FW has a probability density ρ. An
arbitrary observable F on (lR2N ,Ξ(lR2N )) is said to have an operator-valued
density (q, p) 7→ α(q, p) ∈ Bs(H) if
F (B) =
∫
B
α(q, p) dNq dNp
holds for all B ∈ Ξ(lR2N ) where α(q, p) ≥ 0 for almost all (q, p) ∈ lR2N and
the map α is weakly integrable. If a phase-space observable possesses an
operator-valued density, then α is necessarily of the form α(q, p) = UqpAU
−1
qp
with A being a positive bounded self-adjoint operator; in particular, α is
strongly as well as σ-continuous. Conversely, if for some A ∈ Bs(H) with
A ≥ 0, (q, p) 7→ α(q, p) := UqpAU−1qp is the operator-valued density of an ob-
servable F , then F is a phase-space observable. Furthermore, a phase-space
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observable with an operator-valued density has the covariance property (5.29)
if and only if A is a spherically symmetric operator, i.e. A = URAU
−1
R for all
R ∈ O(N). Finally, a phase-space observable F possesses an operator-valued
density if and only if all its probability distributions P FW can be represented
by continuous functions.
There are phase-space observables with an operator-valued density which
are generated by an operator A ∈ Bs(H) that is not a positive trace-class
operator. The property A = 1
(2π)N
a with a ∈ K(H) guarantees that the
generated phase-space observable is a joint position-momentum observable,
i.e., the marginal observables are approximate observables for position and
momentum. Thus, the observables (5.25) play a distinguished role under
all phase-space observables. For a broad discussion of the physical aspects
of joint position-momentum measurements based on Eqs. (5.25) and (5.26),
it seems to be mandatory to mention also the work of F. E. Schroeck, Jr.
(1981), P. Busch and P. J. Lahti (1984), P. Busch (1985, 1987), and P. Busch,
M. Grabowski, and P. J. Lahti (1995).
5.4 An Uncertainty Relation
We conclude this chapter with the discussion of an uncertainty relation for
joint position-momentum measurements on the basis of Eqs. (5.25) and (5.26)
for N = 1 (cf. S. Gudder, J. Hagler, and W. Stulpe, 1988). We assume that
the expectation values and variances of the ideal observables EQ and EP
in the state W ∈ K(H) as well as the expectation values and variances of
the confidence functions ηQ :=
∑∞
i=1 λi|ui(− . )|2 and ηP :=
∑∞
i=1 λi|u˜i(− . )|2
exist. From
var ηQ =
∫
y2
∞∑
i=1
λi|ui(y)|2 dy −
(∫
y
∞∑
i=1
λi|ui(y)|2 dy
)2
=
∫
y2 tr aEQ(dy)−
(∫
y tr aEQ(dy)
)2
= varaE
Q ,
var ηP = varaE
P ,
and the usual uncertainty relation it follows that
var ηQ var ηP ≥ 1
4
. (5.30)
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Moreover,
varWE
Q varWE
P ≥ 1
4
(5.31)
holds. For numbers a1, a2, b1, b2 ≥ 0, an application of the Schwarz inequality
yields
(a1 + a2)(b1 + b2) ≥
(√
a1
√
b1 +
√
a2
√
b2
)2
.
If a1b1 ≥ 14 and a2b2 ≥ 14 , we have
(a1 + a2)(b1 + b2) ≥ 1 . (5.32)
Thus, from Eq. (5.5) and (5.30) – (5.32) we obtain
varWF
Q varWF
P ≥ 1 (5.33)
which is an uncertainty relation for the coexistent approximate observables
for position and momentum that are related by the joint position-momentum
observable F .
The usual uncertainty relation
∆WE
Q∆WE
P ≥ 1
2
(5.34)
for the complementary observables EQ and EP states that it is impossible to
prepare a state (i.e. a statistical ensemble) W ∈ K(H) such that the product
of the standard deviations of EQ and EP is smaller than 1
2
. In particular, this
lower bound can be attained. However, (5.34) refers to ideal measurements
of EQ and EP and does not take into account any measuring inaccuracy.
The imprecision of real measuring apparata for position and momentum is
involved in the approximate observables GQ and GP according to (5.8) and
(5.9). From (5.5) it follows that
∆WG
Q∆WG
P >
1
2
.
This inequality refers to real separate measurements of position and momen-
tum. Since the variances of the independent confidence functions ηQ and ηP
can be made arbitrarily small, the uncertainty product ∆WG
Q∆WG
P can,
for suitable states W , approach its lower bound arbitrarily closely. For joint
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position-momentum measurements, the confidence functions become depen-
dent, and their variances cannot simultaneously be made arbitrarily small;
inequality (5.33) implies
∆WF
Q∆WF
P ≥ 1 .
That is, the lower bound of the uncertainty product for joint position-
momentum measurements is twice as large as that for separate ideal measure-
ments. This fact seems to be fundamental since it is due to the approximation
of complementary observables by coexistent ones.
56
Chapter 6
Phase-Space Representations of
Quantum Mechanics
For systems with configuration space lRN , the continuous resolutions of the
identity introduced in Theorem 5.1 give rise to two formulations of quan-
tum mechanics that are related to the classical phase space lR2N . The first
formulation is based on Theorem 4.1, it refers to a Hilbert space of wave
functions on phase space and is unitarily equivalent to the usual configura-
tion space representation. The second formulation is based on statistically
complete joint position-momentum observables and concerns the reformula-
tion of quantum mechanics in terms of probability densities and functions
on phase space. In this chapter, we discuss the first formulation; the second
one will be discussed in the next chapter.
6.1 Hilbert Spaces of ContinuousWave Func-
tions on Phase Space
Let H = L2Cl (lRN , dNx). According to Theorem 5.1, every unit vector u ∈
H defines a continuous resolution {uqp}(q,p)∈lR2N of the identity of H by
uqp := Uqpu. Moreover, according to Theorem 4.1, an isometry V : H →
L2Cl (lR
2N , dNq dNp) is defined by
(V ψ)(q, p) :=
1√
(2π)N
〈uqp|ψ〉 =: Ψ(q, p) . (6.1)
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The Hilbert space VH consists of bounded continuous, square-integrable
functions on the phase space lR2N and is isomorphic to H. Correspond-
ing to a terminology introduced in Section 4.1, VH gives rise to an lR2N -
representation or phase-space representation of quantum mechanics.
In physical terms, VH is a Hilbert space of wave functions on phase
space, the normalized wave functions describing pure states. To obtain an
interpretation for the probability density |Ψ|2 of a wave function Ψ ∈ VH,
‖Ψ‖ = 1, consider the joint position-momentum observable F introduced in
Section 5.2. This observable is based on H and is given by
F (B) =
1
(2π)N
∫
B
|uqp〉〈uqp| dNq dNp (6.2)
where B ∈ Ξ(lR2N). In a state W ∈ K(H), the probability distribution of F
reads
P FW (B) =
1
(2π)N
∫
B
〈uqp|Wuqp〉 dNq dNp =
∫
B
ρ(q, p) dNq dNp ,
(q, p) 7→ ρ(q, p) = 1
(2π)N
〈uqp|Wuqp〉 being a bounded continuous probability
density. For a pure state W = Pψ = |ψ〉〈ψ| we obtain
ρ(q, p) =
1
(2π)N
|〈uqp|ψ〉|2 = |Ψ(q, p)|2
where Ψ = V ψ. That is, |Ψ|2 is the probability density of the joint position-
momentum observable F in the pure state Ψ = V ψ.
We stress two properties of our phase-space representations. First, the
Hilbert space VH of wave functions on phase space is a proper subspace
of the Hilbert space L2Cl (lR
2N , dNq dNp) of all square-integrable functions on
phase space. Second, for Ψ ∈ VH with ‖Ψ‖ = 1, |Ψ|2 is a probability den-
sity on phase space whose marginal densities are only approximations for the
quantum probability densities of position and momentum. The first prop-
erty is a consequence of the continuity of the wave functions Ψ ∈ VH (and
also, if the observable (6.2) is statistically complete, a consequence thereof;
cf. Proposition 4.5), whereas the second one is related to the fundamental
fact that in quantum mechanics position and momentum are non-coexistent
observables.
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6.2 Hilbert Spaces of Infinitely Differentiable
Wave Functions on Phase Space
In the next section we investigate the operators of position and momentum
in phase-space representation, i.e., we derive explicit expressions for the op-
erators V QjV
−1 and V PjV −1 where Qj and Pj are the usual operators of
position and momentum, respectively, and V defined by (6.1) is understood
as the unitary operator V : H → VH. To that end, the following two lemmata
are needed which, moreover, enable us to discover a class of Hilbert spaces
of infinitely differentiable functions. The results of this section, in particular
Theorem 6.3, are due to the author.
Lemma 6.1 Let v ∈ SCl (lRN) be a Schwartz function, i.e. an infinitely differ-
entiable function of rapid decrease, and let vqp(x) := e
ip·xv(x− q), q, p ∈ lRN .
Then, for every ψ ∈ H,∫
∂
∂qj
vqp(x)ψ(x) d
Nx =
∂
∂qj
∫
vqp(x)ψ(x) d
Nx
(j = 1, . . . , N) holds.
Proof: We have
∂
∂qj
vqp(x) =
∂
∂qj
(e−ip·xv(x− q)) = −e−ip·x ∂v
∂xj
(x− q)
= −e−ip·x lim
h→0
v(x− q + hej)− v(x− q)
h
(6.3)
= lim
h→0
fh(x)
where ej is the j-th vector of the canonical basis of lR
N and
fh(x) := −e−ip·x v(x− q + hej)− v(x− q)
h
; (6.4)
q and p are fixed. We show that the measurable functions fh, h 6= 0, are dom-
inated by some square-integrable function. Using the mean value theorem of
differential calculus, we obtain
fh(x) = −e−ip·x ∂v
∂xj
(x− q + ξej) = −e−ip·xw(x− q + ξej) (6.5)
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where ξ depends on x− q and h, 0 < |ξ| < |h|, and w := ∂v
∂xj
∈ SCl (lRN). The
latter implies that
|w(y)‖y‖2N| < 1 (6.6)
holds for ‖y‖ > R, ‖y‖ denoting the Euclidean norm of y ∈ lRN . Without loss
of generality, we can assume |h| ≤ 1. Thus, |ξ| < 1 and ‖q − ξej‖ < ‖q‖+ 1.
Then, if ‖x‖ > R + ‖q‖+ 1,
‖x− q + ξej‖ ≥ | ‖x‖ − ‖q − ξej‖ | = ‖x‖ − ‖q − ξej‖
> ‖x‖ − (‖q‖+ 1) > R
holds. From this and (6.6) it follows that
|w(x− q + ξej)| < 1‖x− q + ξej‖2N <
1
(‖x‖ − ‖q‖ − 1)2N (6.7)
is valid for ‖x‖ > R + ‖q‖+ 1.
Define
g(x) :=

1
(‖x‖ − ‖q‖ − 1)2N for ‖x‖ > R + ‖q‖+ 1
max
y∈lRN
|w(y)| for ‖x‖ ≤ R + ‖q‖+ 1 .
Then, by (6.5) and (6.7), |fh(x)| ≤ g(x) holds for |h| ≤ 1 and all x ∈ lRN .
Furthermore, g is square-integrable with respect to the Lebesgue measure
on lRN (and also integrable). Hence, for any ψ ∈ L2Cl (lRN , dNx) we have
gψ ∈ L1Cl (lRN , dNx) and |fhψ| ≤ g|ψ|. Now, from Eq. (6.3), Lebesgue’s
dominated convergence theorem, and (6.4) we conclude∫
∂
∂qj
vqp(x)ψ(x) d
Nx =
∫
lim
h→0
(fh(x)ψ(x)) d
Nx
= lim
h→0
∫
fh(x)ψ(x) d
Nx
= − lim
h→0
∫
e−ip·x
v(x− q + hej)− v(x− q)
h
ψ(x) dNx
= lim
h→0
1
−h
(∫
e−ip·xv(x− (q − hej))ψ(x) dNx
−
∫
e−ip·xv(x− q)ψ(x) dNx
)
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=
∂
∂qj
∫
e−ip·xv(x− q)ψ(x) dNx
=
∂
∂qj
∫
vqp(x)ψ(x) d
Nx .
✷
Lemma 6.2 If v ∈ SCl (lRN) and ψ ∈ H, then∫
∂
∂pj
vqp(x)ψ(x) d
Nx =
∂
∂pj
∫
vqp(x)ψ(x) d
Nx
(j = 1, . . . , N) holds.
Proof: Write
∂
∂pj
vqp(x) = lim
h→0
fh(x) (6.8)
where
fh(x) :=
vq,p+hej(x)− vqp(x)
h
. (6.9)
Using the mean value theorem of differential calculus, we obtain
fh(x) =
∂
∂pj
vqp(x)
∣∣∣∣∣
(q,p+ξej,x)
= −ixje−i(p+ξej)·xv(x− q)
where 0 < |ξ| < |h|. It follows that
|fh(x)| ≤ |xjv(x− q)| =: g(x)
with g ∈ L2Cl (lRN , dNx) holds. Now, from Eq. (6.8), the dominated conver-
gence theorem, and (6.9) we conclude∫
∂
∂pj
vqp(x)ψ(x) d
Nx =
∫
lim
h→0
(fh(x)ψ(x)) d
Nx
= lim
h→0
∫
fh(x)ψ(x) d
Nx
= lim
h→0
1
h
(∫
vq,p+hej(x)ψ(x) d
Nx−
∫
vqp(x)ψ(x) d
Nx
)
=
∂
∂pj
∫
vqp(x)ψ(x) d
Nx .
✷
61
Proceeding similarly as in the proofs of Lemmata 6.1 and 6.2, one
can prove that, for v ∈ SCl (lRN) and ψ ∈ H, the function (q, p) 7→∫
vqp(x)ψ(x) d
Nx is continuous. However, it is already clear that (q, p) 7→∫
vqp(x)ψ(x) d
Nx = 〈vqp|ψ〉 is continuous even for all v ∈ H since vqp = Uqpv
with Uqp according to Theorem 5.1 and (q, p) 7→ Uqp is strongly continuous.
Using Hilbert-space arguments, we have also alternative, shorter proofs for
Lemmata (6.1) and (6.2). Namely, for v ∈ SCl (lRN) we obtain, since SCl (lRN )
is contained in the domain D(Pj) of the momentum operator Pj,
∫
∂
∂qj
vqp(x)ψ(x) d
Nx =
∫ (
− ∂
∂xj
v(x− q)
)
e−ip·xψ(x) dNx
= 〈(−i)Pje−iq·Pv|e−ip·Qψ〉
=
〈
∂
∂qj
e−iq·Pv
∣∣∣∣∣ e−ip·Qψ
〉
=
∂
∂qj
〈eip·Qe−iq·Pv|ψ〉
=
∂
∂qj
〈Uqpv|ψ〉
=
∂
∂qj
∫
vqp(x)ψ(x) d
Nx .
Analogously, one can prove Lemma 6.2.
Theorem 6.3 Let v ∈ SCl (lRN) and ψ ∈ H. Then the function x 7→
∂l1+...+l2N
∂q
l1
1 ...∂p
l2N
N
vqp(x)ψ(x) is Lebesgue-integrable, (q, p) 7→ ∫ vqp(x)ψ(x) dNx is an
infinitely differentiable function, and∫
∂l1+...+l2N
∂ql11 . . . ∂p
l2N
N
vqp(x)ψ(x) d
Nx =
∂l1+...+l2N
∂ql11 . . . ∂p
l2N
N
∫
vqp(x)ψ(x) d
Nx (6.10)
(l1, . . . , l2N = 0, 1, 2, . . .) holds. In particular, if u ∈ SCl (lRN) and ‖u‖ = 1,
then V ψ ∈ C∞Cl (lR2N ) with V according to (6.1).
Proof: We denote any differential operator ∂
l1+...+l2N
∂q
l1
1 ...∂p
l2N
N
of order n := l1+ . . .+
l2N , n = 0, 1, 2, . . . , briefly by ∂
n. By induction over n, we prove that, for all
v ∈ SCl (lRN ) and all ψ ∈ H, the function (q, p) 7→ ∫ vqp(x)ψ(x) dNx belongs
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to CnCl (lR
2N ) where (6.10) is satisfied. For n = 0, this statement is obviously
valid. Now suppose that it holds for all n ≤ m. Taking account of
∂
∂qj
vqp(x) = −eip·x ∂v
∂xj
(x− q) = wqp(x)
where w := − ∂v
∂xj
∈ SCl (lRN), we obtain from the induction hypothesis and
Lemma 6.1 that∫
∂m
∂
∂qj
vqp(x)ψ(x) d
Nx =
∫
∂mwqp(x)ψ(x) d
Nx
= ∂m
∫
wqp(x)ψ(x) d
Nx
= ∂m
∫
∂
∂qj
vqp(x)ψ(x) d
Nx
= ∂m
∂
∂qj
∫
vqp(x)ψ(x) d
Nx .
The continuity of (q, p) 7→ ∂m ∫ wqp(x)ψ(x) dNx implies that of (q, p) 7→
∂m ∂
∂qj
∫
vqp(x)ψ(x) d
Nx; in consequence,
∫
∂m
∂
∂qj
vqp(x)ψ(x) d
Nx =
∂
∂qj
∂m
∫
vqp(x)ψ(x) d
Nx . (6.11)
To prove the analog of (6.11) for ∂
∂pj
, notice that
∂
∂pj
vqp(x) = i(xj − qj)eip·xv(x− q) + iqjeip·xv(x− q) = w˜qp(x) + iqjvqp(x)
where w˜(x) := ixjv(x) and w˜ ∈ SCl (lRN). For two functions f and g of one
real variable being k-times differentiable and satisfying f ′′ = 0, the differen-
tiation rule
(fg)(k) = fg(k) + kf ′g(k−1)
holds. Applying some analogous rule, we obtain
∂m
∂
∂pj
vqp(x) = ∂
m(w˜qp(x) + iqjvqp(x))
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= ∂mw˜qp(x) + i
∂lj
∂q
lj
j
(qj∂
m−ljvqp(x))
= ∂mw˜qp(x) + iqj∂
mvqp(x) + ilj
∂lj−1
∂q
lj−1
j
∂m−ljvqp(x)
= ∂mw˜qp(x) + iqj∂
mvqp(x) + ilj∂
m−1vqp(x)
where lj is the number of differentiations with respect to qj contained in
∂m. Using the latter result, it follows from the induction hypothesis and
Lemma 6.2 that∫
∂m
∂
∂pj
vqp(x)ψ(x) d
Nx
=
∫
(∂mw˜qp(x)− iqj∂mvqp(x)− ilj∂m−1vqp(x))ψ(x) dNx
= ∂m
∫
w˜qp(x)ψ(x) d
Nx− iqj∂m
∫
vqp(x)ψ(x) d
Nx
− ilj∂m−1
∫
vqp(x)ψ(x) d
Nx
= ∂m
∫
w˜qp(x)ψ(x) d
Nx− i∂m
(
qj
∫
vqp(x)ψ(x) d
Nx
)
= ∂m
∫
(w˜qp(x) + iqjvqp(x))ψ(x) d
Nx
= ∂m
∫
∂
∂pj
vqp(x)ψ(x) d
Nx
= ∂m
∂
∂pj
∫
vqp(x)ψ(x) d
Nx .
Again, (q, p) 7→ ∂m ∂
∂pj
∫
vqp(x)ψ(x) d
Nx is continuous; in consequence,
∫
∂m
∂
∂pj
vqp(x)ψ(x) d
Nx =
∂
∂pj
∂m
∫
vqp(x)ψ(x) d
Nx . (6.12)
From (6.11) and (6.12) it follows that (q, p) 7→ ∂m ∫ vqp(x)ψ(x) dNx has
continuous partial derivatives, i.e., (q, p) 7→ ∫ vqp(x)ψ(x) dNx is (m+1)-times
differentiable. Moreover, by (6.11) and (6.12), Eq. (6.10) holds for n = m+1.
Hence, for every n = 0, 1, 2, . . . , the function (q, p) 7→ ∫ vqp(x)ψ(x) dNx be-
longs to CnCl (lR
2N) and satisfies (6.10). In particular, this function belongs to
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C∞Cl (lR
2N ). ✷
By Theorem 6.3, the space VH is a Hilbert space of bounded infinitely
differentiable, square-integrable functions on phase space, provided that u is
a Schwartz function. Of course, if Ψ ∈ VH, then its partial derivatives do
in general not belong to VH and need even not be square-integrable. The
following proposition gives some information about that.
Proposition 6.4 Let u ∈ SCl (lRN) and ‖u‖ = 1, and let V be the corre-
sponding isometry according to Eq. (6.1). Then, for each Ψ ∈ VH, ∂Ψ
∂qj
∈
L2Cl (lR
2N , dNq dNp) holds (j = 1, . . . , N).
Proof: From
Ψ(q, p) = (V ψ)(q, p) =
1√
(2π)N
∫
uqp(x)ψ(x) d
Nx
we obtain, using Lemma 6.1,
∂Ψ
∂qj
(q, p) =
1√
(2π)N
∫
eip·x
(
− ∂u
∂xj
(x− q)
)
ψ(x) dNx .
Defining vj = − ∂u∂xj , we have v ∈ SCl (lR
N), vj 6= 0, and thus ‖vj‖ 6= 0. Hence,
∂Ψ
∂qj
(q, p) =
1√
(2π)N
〈Uqpvj |ψ〉
=
‖vj‖√
(2π)N
〈
Uqp
(
vj
‖vj‖
) ∣∣∣∣∣ ψ
〉
(6.13)
= ‖vj‖(V˜jψ)(q, p)
where, according to (6.1), V˜j: H → L2Cl (lR2N , dNq dNp) is the isometry corre-
sponding to
vj
‖vj‖ . In particular,
∂Ψ
∂qj
∈ L2Cl (lR2N , dNq dNp). ✷
We are going to consider the analog of Eq. (6.13) for ∂Ψ
∂pj
. Using Lem-
ma 6.2, we obtain
∂Ψ
∂pj
(q, p) =
1√
(2π)N
∫
ixjeip·xu(x− q)ψ(x) dNx .
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Now the definition wj(x) := ixju(x), wj ∈ SCl (lRN), wj 6= 0, yields
∂Ψ
∂pj
(q, p) =
1√
(2π)N
(〈Uqpwj |ψ〉 − iqj〈uqp|ψ〉)
=
‖wj‖√
(2π)N
〈
Uqp
(
wj
‖wj‖
) ∣∣∣∣∣ ψ
〉
− iqj√
(2π)N
〈uqp|ψ〉
= ‖wj‖( ˜˜V jψ)(q, p)− iqj(V ψ)(q, p)
= ‖wj‖( ˜˜V jψ)(q, p)− iqjΨ(q, p)
(6.14)
where ˜˜V j is the isometry corresponding to
wj
‖wj‖ . In particular, because of
the factor qj in (6.14), one cannot conclude that
∂Ψ
∂pj
∈ L2Cl (lR2N , dNq dNp).
However, we shall see that, as a consequence of Proposition 6.5, even ∂Ψ
∂pj
∈
VH holds if Ψ belongs to a suitable dense subspace of VH.
6.3 Position and Momentum in Phase-Space
Representation
The next proposition now states how the operators of position and momen-
tum act in phase-space representation (cf., e.g., E. Prugovecˇki, 1984).
Proposition 6.5 Let u ∈ SCl (lRN) and ‖u‖ = 1, and consider the isometry
according to Eq. (6.1) as unitary operator V : H → VH. Then the operators
V QjV
−1 and V PjV −1, j = 1, . . . , N , are self-adjoint on the dense domains
V D(Qj) and V D(Pj), they can be represented by
V QjV
−1Ψ = i
∂Ψ
∂pj
(6.15)
where Ψ ∈ V D(Qj), respectively, by
(V PjV
−1Ψ)(q, p) = pjΨ(q, p)− i∂Ψ
∂qj
(q, p) (6.16)
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where Ψ ∈ V D(Pj); briefly
V QjV
−1 = i
∂
∂pj
V PjV
−1 = pj − i ∂
∂qj
.
(6.17)
Proof: If Ψ ∈ V D(Qj) and ψ := V −1Ψ, we have
(V QjV
−1Ψ)(q, p) = (V Qjψ)(q, p) =
1√
(2π)N
〈uqp|Qjψ〉
=
1√
(2π)N
∫
xjuqp(x)ψ(x) d
Nx
=
1√
(2π)N
∫ 1
i
∂
∂pj
eip·xu(x− q)ψ(x) dNx
=
i√
(2π)N
∂
∂pj
∫
uqp(x)ψ(x) d
Nx
= i
∂Ψ
∂pj
(q, p)
where Lemma 6.2 or Theorem 6.3 has been used. Similarly, for Ψ ∈ V D(Pj)
we obtain, using Lemma 6.1 or Theorem 6.3,
(V PjV
−1Ψ)(q, p) = (V Pjψ)(q, p) =
1√
(2π)N
〈uqp|Pjψ〉
=
1√
(2π)N
〈Pjuqp|ψ〉
=
e−iq·p√
(2π)N
∫
1
i
∂
∂xj
(eip·(x−q)u(x− q))ψ(x) dNx
=
e−iq·p√
(2π)N
∫ (
−1
i
)
∂
∂qj
(eip·(x−q)u(x− q))ψ(x) dNx
=
−ie−iq·p√
(2π)N
∂
∂qj
(
eiq·p
∫
uqp(x)ψ(x) d
Nx
)
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= −ie−iq·p
(
ipje
iq·pΨ(q, p) + eiq·p
∂Ψ
∂qj
(q, p)
)
= pjΨ(q, p)− i∂Ψ
∂qj
(q, p) .
✷
Corollary 6.6 For Ψ ∈ V D(Qj), ∂Ψ∂pj ∈ VH and qjΨ ∈ L2Cl (lR
2N , dNq dNp)
hold; for Ψ ∈ V D(Pj), pjΨ ∈ L2Cl (lR2N , dNq dNp) holds.
Proof: Let Ψ ∈ V D(Qj). From Eq. (6.15) it follows that ∂Ψ∂pj ∈ VH.
Eq. (6.14) implies
qjΨ(q, p) = i
∂Ψ
∂pj
(q, p)− i‖wj‖( ˜˜V jψ)(q, p) .
Since ∂Ψ
∂pj
∈ VH and ˜˜V jψ ∈ ˜˜V jH, we obtain qjΨ ∈ L2Cl (lR2N , dNq dNp). Now
let Ψ ∈ V D(Pj). Eq. (6.16) can be rewritten as
pjΨ(q, p) = (V PjV
−1Ψ)(q, p) + i
∂Ψ
∂qj
(q, p) .
Since, according to Proposition 6.4, ∂Ψ
∂qj
∈ L2Cl (lR2N , dNq dNp), it follows that
pjΨ ∈ L2Cl (lR2N , dNq dNp) also. ✷
Eqs. (6.13) – (6.17) show that in our phase-space representations the
variables qj and pj as well as the operators Qj and Pj occur rather asymmet-
ric. This can be corrected by a gauge transformation; gauge transformations
related to our phase-space representations are introduced now (cf. E. Pru-
govecˇki, 1984).
Let Θ be a real-valued function on the phase space lR2N which, for in-
stance, is infinitely differentiable. Then the functions
x 7→ uˆqp(x) := e−iΘ(q,p)uqp(x) = ei(p·x−Θ(q,p))u(x− q)
differ from the wave functions uqp only by a phase factor. In particular,
{uˆqp}(q,p)∈lR2N is also a continuous resolution of the identity of H, and ac-
cording to Eq. (6.2) it defines the same observable as {uqp}(q,p)∈lR2N . If, in
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Eq. (6.1), we replace uqp by uˆqp = e
−iΘ(q,p)uqp, we obtain new wave functions
(q, p) 7→ Ψˆ(q, p) := eiΘ(q,p)Ψ(q, p)
on phase space differing from the old ones by eiΘ(q,p). Now, however, eiΘ(q,p)
is in general not a phase factor. According to
(UΘΨ)(q, p) := e
iΘ(q,p)Ψ(q, p) (6.18)
where Ψ ∈ VH, an isometry UΘ : VH → L2Cl (lR2N , dNq dNp) is defined, re-
spectively, a unitary operator UΘ : VH → UΘVH. Because of |Ψˆ(q, p)|2 =
|Ψ(q, p)|2, the transformation
Ψ 7→ Ψˆ = UΘΨ
can be considered as a gauge transformation.
Defining VΘ := UΘV , we obtain from Eqs. (6.17) and (6.18) that
VΘQjV
−1
Θ =
∂Θ
∂pj
+ i
∂
∂pj
VΘPjV
−1
Θ = pj −
∂Θ
∂qj
− i ∂
∂qj
holds where pj ,
∂Θ
∂pj
, and ∂Θ
∂qj
are understood as multiplication operators. The
choice Θ(q, p) := q · p gives
VΘQjV
−1
Θ = qj + i
∂
∂pj
VΘPjV
−1
Θ = − i
∂
∂qj
,
and the choice Θ(q, p) := 1
2
q · p gives the symmetric representation
VΘQjV
−1
Θ =
qj
2
+ i
∂
∂pj
VΘPjV
−1
Θ =
pj
2
− i ∂
∂qj
.
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Furthermore, for the latter choice of Θ we have Ψˆ(q, p) = ΨW (−q, p) where
Ψˆ = VΘψ and Ψ
W is defined by means of the Weyl operators (5.15) according
to ΨW (q, p) := 1√
(2π)N
〈uWqp |ψ〉 and uWqp = UWqp u.
Next we consider the phase-space representation of quantum mechanics
given by V for a distinguished choice of u, namely, for a coherent state. For
simplicity, let N = 1; let u ∈ SCl (lR), ‖u‖ = 1, given by
u(x) = uσ(x) :=
1
4
√
2πσ2
e−
x2
4σ2 (6.19)
where σ > 0. In this situation, Propositions 6.4 and 6.5 can be supplemented
by the following one.
Proposition 6.7 Let N = 1, and let u be given by the coherent state uσ
according to (6.19). Then, for each Ψ ∈ VH, ∂Ψ
∂q
∈ L2Cl (lR2, dqdp) and〈
Φ
∣∣∣∣∣ ∂∂q Ψ
〉
= 0 (6.20)
for all Φ ∈ VH hold, i.e. ∂Ψ
∂q
∈ (VH)⊥. Furthermore, on V D(Q) and V D(P ),
respectively, the representations
V QV −1 = i
∂
∂p
= q + 2σ2
∂
∂q
(6.21)
V PV −1 = p− i ∂
∂q
= p+
i
2σ2
q +
1
2σ2
∂
∂p
(6.22)
are valid.
Proof: By Proposition 6.4, ∂Ψ
∂q
∈ L2Cl (lR2, dqdp) holds. Since uσ is a bounded
square-integrable function, we have uσ( . − q)ψ ∈ L1Cl (lR, dx)∩L2Cl (lR, dx) for
ψ ∈ H = L2Cl (lR, dx) and all q ∈ lR. Therefore,
Ψ(q, p) = (V ψ)(q, p) =
1√
2π
∫
e−ipxuσ(x− q)ψ(x)dx = F (uσ( . − q)ψ)(p)
where F denotes the Fourier transformation in L2Cl (lR, dx). Defining v
σ :=
−(uσ)′ and taking account of the boundedness of vσ, we obtain
∂Ψ
∂q
(q, p) =
1√
2π
∫
e−ipxvσ(x− q)ψ(x)dx = F (vσ( . − q)ψ)(p) .
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Hence, for any Φ,Ψ ∈ VH with Φ = V φ and Ψ = V ψ it follows that〈
Φ
∣∣∣∣∣ ∂∂q Ψ
〉
=
∫
Φ(q, p)
∂Ψ
∂q
(q, p)dqdp
=
∫ ∫
F (uσ( . − q)φ)(p)F (vσ( . − q)ψ)(p)dpdq
=
∫ ∫
uσ(x− q)vσ(x− q)φ(x)ψ(x)dxdq
=
∫
uσ(x)vσ(x)
∫
φ(x+ q)ψ(x+ q)dqdx
=
∫
x
2σ2
(uσ(x))2dx
∫
φ(q)ψ(q)dq
= 0
where (6.19) and vσ(x) = −(uσ)′(x) = x
2σ2
uσ(x) have been taken into ac-
count.
From
Ψ(q, p) =
1√
2π
∫
uσqp(x)ψ(x)dx
and (6.19) it follows that
∂Ψ
∂q
(q, p) =
1√
2π
∫
x− q
2σ2
uσqp(x)ψ(x)dx
∂Ψ
∂p
(q, p) =
1√
2π
∫
(−ix)uσqp(x)ψ(x)dx .
Consequently, for every Ψ ∈ VH
∂Ψ
∂p
(q, p) = −i
(
2σ2
∂Ψ
∂q
(q, p) + qΨ(q, p)
)
(6.23)
holds. Proposition 6.5 and Eq. (6.23) imply the validity of
V QV −1Ψ = i
∂Ψ
∂p
= qΨ+ 2σ2
∂Ψ
∂q
for all Ψ ∈ V D(Q), i.e. the validity of Eq. (6.21), and similarly that of
Eq. (6.22). ✷
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From Proposition 6.7 one can draw further conclusions. First, if Ψ ∈
V D(Q) and Ψ 6= 0, then, by (6.20) and V QV −1 = q + 2σ2 ∂
∂q
, qΨ ∈
L2Cl (lR
2, dqdp) \ VH. Second, if Ψ ∈ V D(P ) and Ψ 6= 0, then, by (6.20)
and V PV −1 = p − i ∂
∂q
, pΨ ∈ L2Cl (lR2, dqdp) \ VH. Third, for Φ ∈ VH and
Ψ ∈ V D(Q),
〈Φ|V QV −1Ψ〉 = i
〈
Φ
∣∣∣∣∣ ∂Ψ∂p
〉
= 〈Φ|qΨ〉 ; (6.24)
fourth, for Φ ∈ VH and Ψ ∈ V D(P ),
〈Φ|V PV −1Ψ〉 = 〈Φ|pΨ〉 . (6.25)
Finally, as an example, we apply the results (6.17), respectively, (6.21)
and (6.22) to the harmonic oscillator. The operator
H :=
1
2m
P 2 +
mω2
2
Q2 = − 1
2m
d2
dx2
+
mω2
2
x2
defined on SCl (lR), for instance, is essentially self-adjoint (cf. the reasoning fol-
lowing (6.41)). Its self-adjoint extension is the Hamiltonian of the harmonic
oscillator and is also denoted by H . In particular, D(H) ⊇ D(Q2)∩D(P 2) ⊃
SCl (lR) where the Hamiltonian acts according to H =
1
2m
P 2+mω
2
2
Q2 precisely
on D(Q2) ∩D(P 2).
By Eqs. (6.17), we have
V HV −1 =
1
2m
(
p− i ∂
∂q
)2
− mω
2
2
∂2
∂p2
= −
(
1
2m
∂2
∂q2
+
mω2
2
∂2
∂p2
)
− i
m
p
∂
∂q
+
1
2m
p2
(6.26)
on V (D(Q2) ∩ D(P 2)). Choosing V with u = uσ according to (6.19), we
obtain, using Eqs. (6.21) and (6.22),
V HV −1 =
1
2m
(
p− i ∂
∂q
)2
+
mω2
2
(
q + 2σ2
∂
∂q
)2
=
(
− 1
2m
+ 2mω2σ4
)
∂2
∂q2
+
(
2mω2σ2q − i
m
p
)
∂
∂q
(6.27)
+
1
2m
p2 +
mω2
2
q2 +mω2σ2 .
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Moreover, one can choose σ = 1√
2mω
. In this case uσ coincides with the
ground state φ0 of the harmonic oscillator and (6.27) becomes
V HV −1 =
(
ωq − i
m
p
)
∂
∂q
+
1
2m
p2 +
mω2
2
q2 +
ω
2
. (6.28)
This is a funny result. The eigenfunctions of the operator (6.28) are V φn,
n = 0, 1, 2, . . . , where φn are the eigenfunctions of H . Using the result (6.46)
of the next section, we can calculate the eigenstates of H in the present
phase-space representation; we obtain
Φn(q, p) := (V φn)(q, p)
=
1√
2πn!
1√
2n
(√
mωq − i√
mω
p
)n
e
− 1
2ω
(
1
2m
p2+mω
2
2
q2
)
−i qp
2 .
(6.29)
By an easy calculation, the equation
V HV −1Φn = ω
(
n +
1
2
)
Φn
can directly be verified.
6.4 The Relation to a Hilbert Space of Entire
Functions
If the function u is a coherent state, the Hilbert space VH defined by
Eq. (6.1) is closely related to a well-known Hilbert space of entire functions
(cf. V. Bargmann, 1961, 1967). In this section, we first introduce that Hilbert
space, and then we investigate the relation of VH to it. Again, let N = 1
for simplicity, and let u be given by Eq. (6.19).
Consider the Hilbert space L2Cl (lR
2,Ξ(lR2), µ) where the measure µ is given
by µ(d(ξ, η)) := 1
π
e−(ξ
2+η2)λ2(d(ξ, η)) = 1
π
e−(ξ
2+η2)dξdη; µ(lR2) = 1. We write
L2Cl (lR
2,Ξ(lR2), µ) =: L2Cl (lR
2, 1
π
e−(ξ
2+η2)dξdη). Identifying lR2 with the com-
plex plane Cl , let Hˆ be the subspace of all elements of L2Cl (lR2, 1πe−(ξ
2+η2)dξdη)
that can be represented by holomorphic functions. That is, Hˆ is the unitary
space of all holomorphic functions f: Cl → Cl satisfying∫
|f(z)|2e−|z|2dξdη <∞ (6.30)
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where z := ξ + iη and
〈f |g〉 := 1
π
∫
f(z)g(z)e−|z|
2
dξdη .
We now show that Hˆ is even a Hilbert space, i.e. a closed subspace of
L2Cl (lR
2, 1
π
e−(ξ
2+η2)dξdη).
Each f ∈ Hˆ is an entire function. Therefore, it can, for all z ∈ Cl , be
represented uniquely by a power series at z0 = 0:
f(z) =
∞∑
n=0
anz
n . (6.31)
We obtain
‖f‖2 = 1
π
∫
|f(z)|2e−|z|2dξdη
=
1
π
∫ ∞
0
∫ 2π
0
( ∞∑
n=0
anr
ne−inφ
)( ∞∑
m=0
amr
meimφ
)
e−r
2
rdφdr
=
1
π
∫ ∞
0
∞∑
n=0
∞∑
m=0
anamr
n+m
∫ 2π
0
ei(m−n)φdφ e−r
2
rdr
where we have introduced polar coordinates and used the fact that the power
series (6.31) converges uniformly on the circle ‖z‖ = r. From ∫ 2π0 ei(m−n)φdφ
= 2πδmn and the monotone convergence theorem it follows that
‖f‖2 = 2
∫ ∞
0
∞∑
n=0
|an|2r2n+1e−r2dr
= 2
∞∑
n=0
|an|2
∫ ∞
0
r2n+1e−r
2
dr
=
∞∑
n=0
|an|2n!
holds. In particular, we have
∞∑
n=0
|an|2n! <∞ . (6.32)
Conversely, a power series with coefficients fulfilling (6.32) converges every-
where, and the function f defined by (6.31) satisfies (6.30). Hence, the
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elements of Hˆ are just the entire functions z 7→ f(z) = ∑∞n=0 anzn with the
property (6.32). This implies that Hˆ is, as a unitary space, isomorphic to
the Hilbert space of all sequences {an}n∈lN satisfying ∑∞n=0 |an|2n! < ∞; in
consequence, Hˆ itself is a Hilbert space.
It is easily seen that the functions φˆn ∈ Hˆ given by
φˆn(z) :=
1√
n!
zn
form an orthonormal system. To show that {φˆn}n∈lN0 is complete, consider
an arbitrary element f ∈ Hˆ with its power series expansion f(z) = ∑∞n=0 anzn
and define fN (z) :=
∑N
n=0 anz
n. Analogously to the calculation leading to
(6.32), we obtain
‖fN − f‖2 = 1
π
∫ ∣∣∣∣∣∣
∞∑
n=N+1
anz
n
∣∣∣∣∣∣
2
e−|z|
2
dξdη =
∞∑
n=N+1
|an|2n! .
Because of (6.32) it follows that ‖fN − f‖2 < ǫ2 for almost all N . Hence,
f = ‖ . ‖– lim
N→∞
fN =
∞∑
n=0
an
√
n!φˆn
where the sum converges with respect to the norm of Hˆ. Thus, {φˆn}n∈lN0 is
a complete orthonormal system; in particular, 〈φˆn|f〉 = an
√
n! and
‖f‖2 =
∞∑
n=0
|〈φˆn|f〉|2 =
∞∑
n=0
|an|2n! . (6.33)
Next we define, for each ψ ∈ H, a function f: Cl → Cl by
f(z) :=
√
2πe
|z|2
2 ei
qp
2 (V ψ)(q, p) = e
|z|2
2 ei
qp
2 〈uσqp|ψ〉
= e
|z|2
2
∫
eip(x−
q
2
)uσ(x− q)ψ(x)dx
where u has been chosen according to Eq. (6.19) and z = ξ+iη := 1
2
( q
σ
−2iσp).
Setting V ψ = Ψ, one can write
f(z) = f(ξ, η) =
√
2πe
ξ2+η2
2
−iξηΨ(2σξ,−η
σ
) . (6.34)
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From Theorem 6.3 it follows that f ∈ C∞Cl (lR2). Moreover, f is even holo-
morphic. Namely, from
Ψ(q, p) =
1√
2π
∫
uσqp(x)ψ(x)dx
∂Ψ
∂q
(q, p) =
1√
2π
∫
x− q
2σ2
uσqp(x)ψ(x)dx
∂Ψ
∂p
(q, p) =
1√
2π
∫
(−ix)uσqp(x)ψ(x)dx
we obtain
∂Ψ
∂p
(q, p) = −i
(
2σ2
∂Ψ
∂q
(q, p) + qΨ(q, p)
)
(6.35)
(compare Eq. (6.23)). According to (6.34) we have
∂f
∂ξ
(ξ, η) =
√
2πe
ξ2+η2
2
−iξη
[
(ξ − iη)Ψ(2σξ,−η
σ
) + 2σ
∂Ψ
∂q
(2σξ,−η
σ
)
]
(6.36)
and
∂f
∂η
(ξ, η) =
√
2πe
ξ2+η2
2
−iξη
[
(η − iξ)Ψ(2σξ,−η
σ
)− 1
σ
∂Ψ
∂p
(2σξ,−η
σ
)
]
. (6.37)
Eliminating ∂Ψ
∂p
in Eq. (6.37) by (6.35), it follows
∂f
∂η
(ξ, η) =
√
2πe
ξ2+η2
2
−iξη
[
(η + iξ)Ψ(2σξ,−η
σ
) + 2iσ
∂Ψ
∂q
(2σξ,−η
σ
)
]
.
(6.38)
By comparison, Eqs. (6.36) and (6.38) imply
∂f
∂η
= i
∂f
∂ξ
,
the latter being equivalent to Cauchy–Riemann’s differential equations.
Hence, we have shown that f is a holomorphic function.
Furthermore, f satisfies (6.30). In fact,
‖f‖2 = 1
π
∫
|f(z)|2e−|z|2dξdη = 2
∫
e|z|
2|Ψ(2σξ,−η
σ
)|2e−|z|2dξdη
=
∫
|Ψ(q, p)|2dqdp = ‖Ψ‖2 = ‖V ψ‖2 = ‖ψ‖2 .
(6.39)
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Hence, f ∈ Hˆ, and the operator Vˆ : H → Hˆ defined by
(Vˆ ψ)(z) := f(z) =
√
2πe
|z|2
2 ei
qp
2 (V ψ)(q, p) = e
|z|2
2 ei
qp
2 〈uσqp|ψ〉 (6.40)
where z = ξ+ iη = 1
2
( q
σ
− 2iσp), is an isometry. Thus, VˆH is a Hilbert space
of entire functions; we have
VˆH ⊆ Hˆ ⊂ L2Cl (lR2,
1
π
e−(ξ
2+η2)dξdη) .
Finally, VˆH coincides with Hˆ, as we are going to prove.
To that end, consider the harmonic oscillator. The operator
H :=
1
2m
P 2 +
mω2
2
Q2 = − 1
2m
d2
dx2
+
mω2
2
x2 = ω
(
a∗a+
1
2
1
)
(6.41)
as well as the operators a and a∗ can be defined on SCl (lR) ⊂ H, the latter
two ones are given by
a :=
1√
2
(√
mωQ+
i√
mω
P
)
a∗ :=
1√
2
(√
mωQ− i√
mω
P
)
.
(6.42)
On SCl (lR), H is a symmetric operator. As is well known, the eigenvalue
problem of H reads
Hφn = Enφn
where En = ω(n +
1
2
), n = 0, 1, 2, . . . , and the functions φn ∈ SCl (lR) form
a complete orthonormal system of H. In consequence, H is essentially self-
adjoint. Its self-adjoint extension, again denoted by H , is defined on
D(H) :=
{
ψ ∈ H
∣∣∣∣∣
∞∑
n=0
|αn|2E2n <∞
}
by
Hψ = H
( ∞∑
n=0
αnφn
)
:=
∞∑
n=0
αnHφn =
∞∑
n=0
Enαnφn
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where αn := 〈φn|ψ〉; this self-adjoint operator H is the Hamiltonian of the
harmonic oscillator. Furthermore, a and a∗ can also be defined on D(H), a∗
is then the adjoint of a. Finally, we recall that
φn =
1√
n!
(a∗)nφ0 (6.43)
and
φ0(x) =
1
4
√
2πσ2
e−
x2
4σ2 = uσ(x) (6.44)
where σ := 1√
2mω
.
An easy calculation shows that the coherent states uσqp = Uqpu
σ =
eipQe−iqPuσ with σ = 1√
2mω
are eigenfunctions of a. Namely, from
a =
1√
2
(√
mωQ +
i√
mω
P
)
=
1
2
(
1
σ
Q + 2iσP
)
=
1
2
(
1
σ
x+ 2σ
d
dx
)
,
uσqp(x) = e
ipxuσ(x− q), and (6.19) it follows that
auσqp = zu
σ
qp (6.45)
holds with
z = ξ − iη = 1
2
(
q
σ
+ 2iσp
)
.
From Eqs. (6.43), (6.45), and (6.44) we obtain
〈φn|uσqp〉 =
1√
n!
〈φ0|anuσqp〉 =
zn√
n!
〈φ0|uσqp〉
=
zn√
n!
1√
2πσ2
∫
e−
x2
4σ2
+ipx− (x−q)2
4σ2 dx
=
zn√
n!
1√
2πσ2
e−
q2
8σ2
∫
eipxe−
(x−
q
2 )
2
2σ2 dx
=
zn√
n!
1√
2πσ2
e−
q2
8σ2 ei
qp
2
∫
eipxe−
x2
2σ2 dx
=
zn√
n!
ei
qp
2 e
−
(
q2
8σ2
+σ
2p2
2
)
=
zn√
n!
ei
qp
2 e−
ξ2+η2
2 ,
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that is,
〈φn|uσqp〉 = ei
qp
2 e−
|z|2
2
zn√
n!
. (6.46)
Now, Eqs. (6.40) and (6.46) imply
(Vˆ φn)(z) = e
|z|2
2 ei
qp
2 〈uσqp|φn〉 =
zn√
n!
= φˆn(z) ,
that is,
Vˆ φn = φˆn (6.47)
for all n ∈ lN0. Since {φn}n∈lN0 and {φˆn}n∈lN0 are complete orthonormal
systems in H and Hˆ, respectively, Vˆ is an isometry from H onto Hˆ, i.e. a
unitary map. In particular, VˆH = Hˆ.
Summarizing, we have proved the following theorem.
Theorem 6.8 The space Hˆ of all entire functions f with the property∫ |f(z)|2e−|z|2dξdη < ∞ is a closed subspace of L2Cl (lR2, 1πe−(ξ2+η2)dξdη) and
hence itself a Hilbert space. An arbitrary function z 7→ f(z) = ∑∞n=0 anzn
belongs to Hˆ if and only if ∑∞n=0 |an|2n! < ∞. The functions z 7→ φˆn(z) =
1√
n!
zn, n ∈ lN0, constitute a complete orthonormal system of Hˆ; the repre-
sentation f =
∑∞
n=0 αnφˆn is related to the power-series expansion of f by
αn = 〈φˆn|f〉 = an
√
n!.
For N = 1 and u = uσ according to (6.19), the isometry V given by
Eq. (6.1) relates the space H = L2Cl (lR, dx) with a Hilbert space of infinitely
differentiable functions, VH ⊂ L2Cl (lR2, dqdp)∩C∞Cl (lR2). Moreover, a further
isometry Vˆ is defined by Eq. (6.40); Vˆ relates H with a Hilbert space of
holomorphic functions, VˆH = Hˆ ⊂ L2Cl (lR2, 1πe−(ξ
2+η2)dξdη). In particular,
Vˆ φn = φˆn holds where φ0, φ1, φ2, . . . are the usual energy eigenfunctions of
the harmonic oscillator with mω = 1
2σ2
.
We remark that the proof of the fact that Vˆ is a unitary map from H
onto Hˆ can even be simplified. Namely, for
f(z) := e
|z|2
2 ei
qp
2 〈uσqp|ψ〉
we obtain, using ψ =
∑∞
n=0 αnφn and Eq. (6.46), the power-series expansion
f(z) =
∞∑
n=0
αn√
n!
zn =
∞∑
n=0
anz
n
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where an :=
αn√
n!
and z ∈ Cl . In consequence, f is an entire function; more-
over,
∞∑
n=0
|an|2n! =
∞∑
n=0
|αn|2 <∞ ,
i.e., f ∈ Hˆ. Hence, by (6.40) a linear map Vˆ : H → Hˆ is defined. From (6.33)
and
∑∞
n=0 |an|2n! =
∑∞
n=0 |αn|2 = ‖ψ‖2 it follows that Vˆ is an isometry, and
(6.47) again implies that it is unitary.—This proof does not make use of Eqs.
(6.35) and (6.39), the former one, however, shows explicitly the relationship
of Hˆ and Vˆ to VH and V .
We conclude with the transformation of our operators Q, P , a, a∗, and
H under Vˆ . On their respective domains Vˆ D(Q), Vˆ D(P ), and Vˆ D(H), the
transformed operators act according to
Vˆ QVˆ −1 = σ
(
z +
d
dz
)
Vˆ P Vˆ −1 =
i
2σ
(
z − d
dz
)
Vˆ aVˆ −1 =
d
dz
Vˆ a∗Vˆ −1 = z
Vˆ HVˆ −1 = ω
(
z
d
dz
+
1
2
)
,
as follows from Proposition 6.5 and Eqs. (6.40) – (6.42) by an easy calculation.
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Chapter 7
Classical Representations of
Quantum Mechanics on Phase
Space
In this chapter, we specify the concepts introduced in Chapter 3 and discuss,
on the basis of statistically complete joint position-momentum observables,
the representation of quantum mechanics on phase space. In Section 7.1, we
first investigate the question of the statistical completeness of joint position-
momentum observables and consider then the corresponding classical rep-
resentations and dequantizations on phase space, the latter in the sense of
Section 3.2 for bounded observables. The dequantization of some unbounded
observables is the subject of Section 7.3, Section 7.2 deals with a mathemat-
ical question occurring in the context of unbounded observables. Finally, in
Section 7.4 the reformulation of quantum dynamics in terms of equations of
motion on phase space is discussed.
7.1 Statistically Complete Joint Position-
Momentum Observables
The joint position-momentum observable F according to Eq. (5.25) which
is a generalization of the observable (5.16), respectively, (6.2), can be used
to define a classical representation of quantum mechanics on phase space in
the sense of Definition 3.1, provided that F is statistically complete. The
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latter question was investigated by S. T. Ali and E. Prugovecˇki (1977b) with
Theorem 7.4 below as result. To prove that theorem, we need some lemmata
which are interesting themselves.
Again, let H = L2Cl (lRN , dNx) and let Uqp be the unitary operators (5.10).
The first lemma generalizes Theorem 5.1.
Lemma 7.1 Let u, v ∈ H be unit vectors and define uqp := Uqpu and vqp :=
Uqpv. Then
1
(2π)N
∫
|uqp〉〈vqp| dNq dNp = 〈v|u〉 1 (7.1)
holds where the integral exists in the weak sense.
Proof: Using Eq. (5.13) and the Fourier-Plancherel theorem, we obtain
〈ψ| 〈v|u〉 1ψ〉 = ‖ψ‖2〈v|u〉 =
∫
|ψ(q)|2 dNq
∫
v(x)u(x) dNx
=
∫
v(x)u(x)
∫
|ψ(x+ q)|2 dNq dNx
=
∫ ∫
v(x)u(x)|ψ(x+ q)|2 dNx dNq
=
∫ ∫
u(x− q)ψ(x)v(x− q)ψ(x) dNx dNq
=
∫ ∫
F (u( . − q)ψ)(p)F (v( . − q)ψ)(p) dNp dNq
=
∫ ∫
1
(2π)N
〈ψ|uqp〉〈vqp|ψ〉 dNp dNq
=
1
(2π)N
∫
〈ψ|uqp〉〈vqp|ψ〉 dNq dNp
where ψ ∈ H is arbitrary. Hence, the lemma is proved. ✷
There is another, interesting proof of Lemma 7.1 which should be pre-
sented. Since, as a consequence of Theorem 5.1, the functions (q, p) 7→ 〈uqp|φ〉
and (q, p) 7→ 〈vqp|ψ〉 with φ, ψ ∈ H are square-integrable with L2-norm√
(2π)N‖φ‖ and
√
(2π)N‖ψ‖, respectively, it follows by means of the Schwarz
inequality that ∣∣∣∣∫ 〈φ|uqp〉〈vqp|ψ〉 dNq dNp∣∣∣∣ ≤ (2π)N‖φ‖ ‖ψ‖ .
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Hence, (φ, ψ) 7→ ∫ 〈φ|uqp〉〈vqp|ψ〉 dNq dNp is a bounded sesquilinear functional,
and the weak integral A :=
∫ |uqp〉〈vqp| dNq dNp exists. It is easy to show that
the operator A commutes with all Uqp. The irreducibility of the represen-
tation (q, p) 7→ Uqp then implies that A = α1 with α ∈ Cl . It remains to
determine the value of α. According to Eq. (5.11), we obtain
〈v|u〉 = 1
(2π)N
∫
〈v|uqp〉〈uqp|u〉 dNq dNp
=
1
(2π)N
∫
〈U−q,−pv|u〉〈u|U−q,−pu〉 dNq dNp
=
1
(2π)N
∫
〈u|uqp〉〈vqp|u〉 dNq dNp
=
1
(2π)N
〈u|Au〉
=
α
(2π)N
where the invariance of Lebesgue measure under reflections has been used.
Hence, α = (2π)N〈v|u〉 and A = (2π)N〈v|u〉 1, the latter being equivalent to
Eq. (7.1).
The next lemma is mainly technical.
Lemma 7.2 Let W =
∑∞
i=1 αiPχi ∈ K(H) be any density operator where
αi ≥ 0, ∑∞i=1 αi = 1, ‖χi‖ = 1, and Pχi = |χi〉〈χi|. Then (q, p) 7→ trWUqp
is a bounded continuous function of L2Cl (lR
2N , dNq dNp). Moreover, in the
representation
trWUqp =
∞∑
i=1
αi trPχiUqp =
∞∑
i=1
αi〈χi|Uqpχi〉
the series converges pointwise uniformly as well as with respect to the L2-
norm.
Proof: Since the functions (q, p) 7→ 〈χi|Uqpχi〉 are continuous and bounded
by 1,
∑∞
i=1 αi〈χi|Uqpχi〉 is a uniformly convergent series of continuous func-
tions. In consequence, (q, p) 7→ trWUqp is also continuous, furthermore,
|trWUqp| ≤ 1. Now let V be the isometry (6.1) induced by any χi, i.e.
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u := χi. From
(V χi)(q, p) =
1√
(2π)N
〈Uqpχi|χi〉
it follows that (q, p) 7→ 〈χi|Uqpχi〉 is square-integrable with L2-norm
√
(2π)N .
This implies∫
|trWUqp|2 dNq dNp ≤
∞∑
i,j=1
αiαj
∫
|〈χi|Uqpχi〉| |〈χj|Uqpχj〉| dNq dNp
≤
∞∑
i,j=1
αiαj
√
(2π)N
√
(2π)N
= (2π)N
where the Schwarz inequality has been used. Hence, (q, p) 7→ trWUqp is also
square-integrable, and from
∫ ∣∣∣∣∣∣
∞∑
i=n+1
αi〈χi|Uqpχi〉
∣∣∣∣∣∣
2
dNq dNp ≤
∞∑
i,j=n+1
αiαj(2π)
N → 0
for n→∞ we obtain that ∑∞i=1 αi〈χi|Uqpχi〉 converges also in L2-norm. ✷
The third lemma asserts that the trace-class operators can, roughly speak-
ing, be represented as continuous linear combinations of the unitary operators
U∗qp.
Lemma 7.3 Every (not necessarily self-adjoint) trace-class operator V ∈
T (H) can be represented by a weak integral over the phase space according to
V =
1
(2π)N
∫
(tr V Uqp)U
∗
qp d
Nq dNp . (7.2)
Moreover, we have
〈V1|V2〉HS = trV ∗1 V2 =
1
(2π)N
∫
trV1Uqp trV2Uqp d
Nq dNp (7.3)
where 〈V1|V2〉HS denotes the Hilbert-Schmidt scalar product of the trace-class
operators V1, V2 ∈ T (H).
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Proof: Let W ∈ K(H) be a density operator and ψ ∈ H be an arbitrary
vector. According to Lemma 7.2, (q, p) 7→ trWUqp = ∑∞i=1 αi〈χi|Uqpχi〉 and
(q, p) 7→ 〈ψ|U∗qpψ〉 are square-integrable functions where the sum converges
in L2-norm. Therefore, we obtain, using Lemma 7.1,
1
(2π)N
∫
(trWUqp)〈ψ|U∗qpψ〉 dNq dNp
=
1
(2π)N
∞∑
i=1
αi
∫
〈χi|Uqpχi〉〈ψ|U∗qpψ〉 dNq dNp
=
∞∑
i=1
αi〈ψ|χi〉〈χi|ψ〉
= 〈ψ|Wψ〉 .
Eq. (7.2) is now implied by linearity. For V ∈ T (H) and W ∈ K(H), it
follows from Eq. (7.2) and Lemma 7.2 that
〈V |W 〉HS = trV ∗W =
∞∑
i=1
αi〈χi|V ∗χi〉
=
1
(2π)N
∞∑
i=1
αi
∫
(trV ∗Uqp)〈χi|U∗qpχi〉 dNq dNp
=
1
(2π)N
∞∑
i=1
αi
∫
tr V U−q,−p 〈χi|U−q,−pχi〉 dNq dNp
=
1
(2π)N
∫
trV Uqp trWUqp d
Nq dNp .
Hence, Eq. (7.3) is also valid. ✷
We add some remarks which go beyond what we need in the sequel.
Eq. (7.2) motivates to consider the map assigning to each trace-class opera-
tor V ∈ T (H) the function (q, p) 7→ trV Uqp of L2Cl (lR2N , dNq dNp). According
to (7.3), this linear map is an isometry up to the factor 1√
(2π)N
, provided
that the space T (H) is equipped with the Hilbert-Schmidt norm. Since
T (H) is ‖ . ‖HS-dense in the space CHS(H) of all Hilbert-Schmidt opera-
tors, the considered map can uniquely be extended to a map S: CHS(H) →
L2Cl (lR
2N , dNq dNp) which is again an isometry up to a factor. Now let f ∈
85
L2Cl (lR
2N , dNq dNp) be arbitrary and consider the map H: L2Cl (lR
2N , dNq dNp)→
B(H) defined by the weak integral
Hf :=
1
(2π)N
∫
f(q, p)U∗qp d
Nq dNp ;
by means of the Schwarz inequality it is easy to show that the weak integral
exists and that the linear map H is bounded. According to (7.2), we have
for V ∈ T (H) that HSV = V . Writing V ∈ CHS(H) as V = ‖ . ‖HS-
limn→∞ Vn = ‖ . ‖-limn→∞ Vn with some sequence of operators Vn ∈ T (H)
where ‖ . ‖ is the usual operator norm of B(H), we obtain that HSV = V is
valid for all V ∈ CHS(H). Hence, H|R(S) = S−1 where H|R(S) denotes the
restriction of H to the range of S, and H|R(S) is also an isometry up to a
factor.
The range R(S) is the L2-norm closure of the subspace consisting of the
functions (q, p) 7→ tr V Uqp with V ∈ T (H). For g ∈ (R(S))⊥, it follows that
〈ψ|(Hg)ψ〉 = 1
(2π)N
∫
g(q, p)〈Uqpψ|ψ〉 dNq dNp
=
1
(2π)N
∫
trPψUqp g(q, p) d
Nq dNp
= 0
where ψ ∈ H is an arbitrary unit vector and Pψ = |ψ〉〈ψ|. Hence,
Hg = 0. However, one can prove that even (R(S))⊥ = {0} holds, i.e.
R(S) = L2Cl (lR
2N , dNq dNp). In particular, the functions (q, p) 7→ trV Uqp
with V ∈ T (H) are dense in L2Cl (lR2N , dNq dNp), S and H are, up to fac-
tors, unitary maps between the Hilbert spaces CHS(H) and L2Cl (lR2N , dNq dNp),
and H = S−1. The latter statements can be concluded from the fact that
our map H is closely related to the Weyl correspondence (see J. C. T. Pool,
1966). Similarly, our map S is closely related to the Wigner transformation
(see E. P. Wigner, 1932; J. E. Moyal, 1949; J. C. T. Pool, 1966; M. Hillery,
R. F. O’Connell, M. O. Scully, and E. P. Wigner, 1984).
After the preparing lemmata, we are able to present the proof of the
following theorem due to S. T. Ali and E. Prugovecˇki (1977b).
Theorem 7.4 The joint position-momentum observable on (lR2N ,Ξ(lR2N ))
given by
F (B) =
1
(2π)N
∫
B
aqp d
Nq dNp (7.4)
where aqp = UqpaU
∗
qp and a ∈ K(H), is statistically complete if
tr aUqp 6= 0 (7.5)
holds for almost all (q, p) ∈ lR2N .
Proof: The statistical completeness of the observable F means that
trW1F (B) = trW2F (B)
for any W1,W2 ∈ K(H) and all B ∈ Ξ(lR2N) implies W1 = W2. According
to the proof of Lemma 2.1, F is statistically complete if and only if from
trV F (B) = 0
for any V ∈ Ts(H) and all B ∈ Ξ(lR2N) it follows V = 0. In view of
(7.4), tr V F (B) = 0 is equivalent to tr V aqp = 0 for almost all (q, p) ∈
lR2N , respectively, because of the continuity of (q, p) 7→ tr V aqp, for all (q, p).
Hence, the observable (7.4) is statistically complete if and only if
tr V aqp = 0
for all (q, p) ∈ lR2N implies V = 0.
Using Eq. (7.3) and UqpUq′p′ = e
−iqp′Uq+q′,p+p′, we obtain
tr V aqp = tr (Uqpa)
∗V Uqp = 〈Uqpa|V Uqp〉HS
=
1
(2π)N
∫
tr (aUq′p′Uqp) tr (V UqpUq′p′) d
Nq′ dNp′
=
1
(2π)N
∫
ei(q
′p−qp′)tr aUq+q′,p+p′ tr V Uq+q′,p+p′ dNq′ dNp′
=
1
(2π)N
∫
ei(q
′p−p′q)tr aUq′p′ trV Uq′p′ dNq′ dNp′ .
We observe that tr V aqp =
1√
(2π)N
h˜(−p, q) holds where h˜ is the Fourier
transform of the L1-function (q′, p′) 7→ h(q′, p′) := tr aUq′p′ tr V Uq′p′. Since
the Fourier transformation also on L1Cl (lR
2N , dNq dNp) is injective, we have
tr V aqp = 0 for all (q, p) ∈ lR2N , respectively, h˜ = 0 if and only if h = 0 is
valid, respectively,
tr aUqp trV Uqp = 0 (7.6)
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for all (q, p). Hence, our observable F is statistically complete if and only if
the validity of Eq. (7.6) for all (q, p) implies V = 0.
Now assume that the inequality (7.5) is satisfied for almost all (q, p).
Then from Eq. (7.6) it follows that trV Uqp = 0 for all (q, p) and, by Eq. (7.2),
V = 0. Hence, F is statistically complete. ✷
We have proved that the criterion (7.5) is sufficient for the statistical
completeness of the observable (7.4). S. T. Ali and E. Prugovecˇki (1977b)
assert that condition (7.5) is also necessary for the statistical completeness
of (7.4); however, the author of this paper is not convinced of the correctness
of their argumentation. Further results on questions related to Theorem 7.4
were obtained by R. Werner (1983, 1984).
For N = 1, consider the coherent state uσ according to (6.19) and a :=
|uσ〉〈uσ|. From Eqs. (6.44) and (6.46) it then follows that
tr aUqp = 〈uσ|Uqpuσ〉 = 〈φ0|uσqp〉 = ei
qp
2 e−
|z|2
2 6= 0 . (7.7)
For N > 1, let u(x) = u(x1, . . . , xN) := u
σ1(x1) . . . u
σN (xN ), i.e. u = u
σ1 ⊗
. . .⊗ uσN , and a := |u〉〈u|. From (7.7) we now obtain
tr aUqp = 〈u|Uqpu〉 =
N∏
j=1
〈uσj |Uqjpjuσj〉 6= 0 .
Hence, for every N , there exist statistically complete joint position-momen-
tum observables on the phase space lR2N , and these observables may be of
type (5.16). In particular, for N = 1, the joint position-momentum observ-
ables generated by the coherent states uσ are statistically complete.
For a statistically complete joint position-momentum observable F , the
linear hull of F (Ξ(lR2N)) is, according to Lemma 2.1, σ-dense in the space
Bs(H). In contrast, the pair of the PV-measures EQ and EP according
to (5.6) and (5.7) is not statistically complete (see, e.g., E. Prugovecˇki,
1977a; M. Singer and W. Stulpe, 1990), and consequently the linear hull
of EQ(Ξ(lRN))∪EP (Ξ(lRN)) is not σ-dense in Bs(H). From the properties of
the σ-weak integral (cf. W. Stulpe, 1986) it follows that the σ-weak closure
of the linear hull of EQ(Ξ(lRN)) ∪ EP (Ξ(lRN )) contains also the operators
GQ(B) and GP (B) where B ∈ Ξ(lRN) and GQ and GP are the observables
defined by (5.8) and (5.9). Hence, any pair of an approximate position ob-
servable GQ and an approximate momentum observable GP is, just as the
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pair of EQ and EP , not statistically complete. In particular, the pair of
the marginal observables FQ and F P of a joint position-momentum observ-
able F is not statistically complete even if F is statistically complete; by
other means, this result was already proved by S. T. Ali and E. Prugovecˇki
(1977a).—Analogously to Lemma 2.1, the complex linear hull of F (Ξ(lR2N)),
F being a statistically complete joint position-momentum observable, is ul-
traweakly dense in the space B(H) of all bounded linear operators, whereas
the complex linear hull of EQ(Ξ(lRN))∪EP (Ξ(lRN)) is not ultraweakly dense
in B(H); however, as is well known, the von Neumann algebra generated by
EQ and EP coincides with B(H) (see, e.g., G. Emch, 1972).
Now let F be a statistically complete joint position-momentum observ-
able according to (7.4) and T the corresponding classical representation on
(lR2N ,Ξ(lR2N )) according to Theorem 3.3. Since the integral (7.4) exists in
the σ-weak sense, we have
(TV )(B) = tr V F (B) =
1
(2π)N
∫
B
trV aqp d
Nq dNp
=
∫
B
ρ(q, p) dNq dNp
(7.8)
where V ∈ Ts(H), B ∈ Ξ(lR2N ), and ρ(q, p) := 1(2π)N tr V aqp. In conse-
quence, a classical representation Tˆ on (lR2N ,Ξ(lR2N ), λ2N), Tˆ : Ts(H) →
L1lR(lR
2N , dNq dNp), is defined by
Tˆ V := ρ . (7.9)
According to Eq. (3.6), the adjoint map Tˆ ′ is given by the σ-weak integral
Tˆ ′f =
∫
fdF
where f ∈ L∞lR (lR2N , dNq dNp). From (7.8) it follows that
tr
(
V
∫
fdF
)
=
∫
fd(trV F ( . )) =
1
(2π)N
∫
f(q, p) trV aqp d
Nq dNp
= tr
(
V
1
(2π)N
∫
f(q, p)aqp d
Nq dNp
)
.
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Hence, ∫
fdF =
1
(2π)N
∫
f(q, p)aqp d
Nq dNp
and
Tˆ ′f =
1
(2π)N
∫
f(q, p)aqp d
Nq dNp (7.10)
where the latter integral exists also in the σ-weak sense.
The next theorem restates Theorem 3.4, respectively, statement (3.8) and
concerns dequantizations.
Theorem 7.5 In the situation just described the following statements are
valid:
(a) To each bounded self-adjoint operator A ∈ R(Tˆ ′) = Tˆ ′L∞lR (lR2N , dNq dNp)
a function f ∈ L∞lR (lR2N , dNq dNp) can be assigned such that for all states
W ∈ K(H)
trWA =
∫
ρ(q, p)f(q, p) dNq dNp
holds where ρ := TˆW is the density of the probability distribution P FW .
(b) For every A ∈ Bs(H), every ǫ > 0, and any finitely many states
W1, . . . ,Wn ∈ K(H) there exists a function f ∈ L∞lR (lR2N , dNq dNp)
such that ∣∣∣∣trWiA− ∫ ρi(q, p)f(q, p) dNq dNp∣∣∣∣ < ǫ
holds where ρi := TˆWi (i = 1, . . . , n).
This result signifies a very far-reaching reformulation of the statistical
scheme of quantum mechanics in terms of the classical phase space. Namely,
probabilities and expectation values which appear in reality as relative fre-
quencies and mean values can be calculated on the basis of Hilbert space and
in principle also on the basis of phase space.
The proof of part (b) of Theorem 7.5 is based on the fact that, with
respect to the σ-topology, every operator A ∈ Bs(H) can be approximated
by some operator of the form Tˆ ′f with f ∈ L∞lR (lR2N , dNq dNp) (compare the
proof of Theorem 3.4). In particular, the projections EQ(b) and EP (b) of the
PV-measures for position and momentum, b ∈ Ξ(lRN ), can be approximated
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physically arbitrarily well by operators of the form (7.10). Roughly speaking,
with suitable functions fQb and f
P
b we have
EQ(b) ≈ 1
(2π)N
∫
f
Q
b (q, p)aqp d
Nq dNp
EP (b) ≈ 1
(2π)N
∫
fPb (q, p)aqp d
Nq dNp .
(7.11)
A similar approximation of EQ(b) and EP (b) is given by Eqs. (5.26):
FQ(b) =
1
(2π)N
∫
χb×lRNaqp d
Nq dNp
=
∫
χb ∗
∞∑
i=1
λi|ui|2 dEQ ≈ EQ(b)
F P (b) =
1
(2π)N
∫
χlRN×baqp d
Nq dNp
=
∫
χb ∗
∞∑
i=1
λi|u˜i|2 dEP ≈ EP (b)
(7.12)
(a =
∑∞
i=1 λi|ui〉〈ui|, λi ≥ 0,
∑∞
i=1 λi = 1, ‖ui‖ = 1). However, it is intu-
itively clear by the properties of the Fourier transformation that, if one of
the approximations (7.12) is good, the other one is bad. In contrast, both
approximations (7.11) may be good. Hence, in a certain sense, the observ-
ables of position and momentum both can be approximated by functions of
the joint position-momentum observable F arbitrarily well.
7.2 A Remark on the Trace
Quantum observables described by PV-measures on Ξ(lR) correspond, by the
spectral theorem, uniquely to self-adjoint operators in H which are generally
unbounded. In the next section we discuss, in the context of classical repre-
sentations Tˆ on phase space, dequantizations for some unbounded self-adjoint
operators A, i.e., we represent the expressions trWA as integrals over the
phase space. On this occasion we present, in this section, a definition of the
expression trWA for unbounded self-adjoint operators; such traces are used
very often, but seldom rigorously defined.
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Let A be a (possibly unbounded) self-adjoint operator in H, D(A) its
domain, and EA its spectral measure; let us interpret A as an observable.
The expectation value of A in a state W ∈ K(H) is
〈A〉W := 〈EA〉W =
∫
ξPAW (dξ)
where PAW (b) := P
EA
W (b) = trWE
A(b) with b ∈ Ξ(lR), provided that the
integral exists. If W is a pure state, i.e., if W = Pψ = |ψ〉〈ψ|, ψ ∈ H,
‖ψ‖ = 1, then
〈A〉ψ := 〈A〉Pψ =
∫
ξ 〈ψ|EA(dξ)ψ〉 ,
and the integral exists if and only if ψ ∈ D(|A| 12 ); D(A) ⊆ D(|A| 12 ) ⊆ H.
For ψ ∈ D(A),
〈A〉ψ =
∫
ξ 〈ψ|EA(dξ)ψ〉 = 〈ψ|Aψ〉 (7.13)
holds.
To obtain the analog of (7.13) for an arbitrary W ∈ K(H), assume
(i)
∫
ξ trWEA(dξ) exists
(ii) for some representation W =
∑
i αiPχi with αi 6= 0 and 〈χi|χj〉 = δij,
χi ∈ D(A) holds.
The vectors χi form an orthonormal system of eigenvectors of W that is
complete in (N(W ))⊥ = R(W ), N(W ) and R(W ) denoting the kernel and
the range of W , respectively. Since the eigenvalues αi 6= 0 of W have finite
multiplicity, condition (ii) implies that χi ∈ D(A) is valid for every complete
orthonormal system of eigenvectors of W in N(W ))⊥. From (i) and (ii) it
follows that
〈A〉W =
∫
ξ trWEA(dξ) =
∑
i
αi
∫
ξ trPχiE
A(dξ)
=
∑
i
αi
∫
ξ 〈χi|EA(dξ)χi〉
=
∑
i
αi〈χi|Aχi〉 .
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If A is a bounded self-adjoint operator, conditions (i) and (ii) are always
satisfied, and
∑
i αi〈χi|Aχi〉 is just trWA. If A is an unbounded self-adjoint
operator, we suppose (i) and (ii) and define
trWA :=
∑
i
αi〈χi|Aχi〉 ;
trWA does not depend on the complete orthonormal system of eigenvectors
of W in (N(W ))⊥. In particular,
〈A〉W =
∫
ξ trWEA(dξ) = trWA (7.14)
holds.
Finally, we remark that, if A is unbounded, the above conditions (i)
and (ii) are independent of each other. Clearly, for W := Pψ with ψ ∈
D(|A| 12 ) \D(A) condition (i) is fulfilled, but not (ii). To show that condition
(ii) does not imply (i), let A := H be the Hamiltonian of the harmonic
oscillator, Hφn = ω(n +
1
2
)φn with n = 0, 1, 2, . . . , and W :=
∑∞
n=1
α
n2
Pφn
with
∑∞
n=1
1
n2
=: 1
α
. Then
〈H〉W =
∫
ξPHW (dξ) =
∞∑
n=0
ω
(
n+
1
2
)
trWPφn
=
∞∑
n=0
ω
(
n +
1
2
)
〈φn|Wφn〉
=
∞∑
n=1
ω
(
n +
1
2
)
α
n2
=
ω
2
+ αω
∞∑
n=1
1
n
= ∞ .
Hence, (i) does not hold, although (ii) does.
7.3 Dequantizations for Some Unbounded
Self-Adjoint Operators
Our next aim concerns the derivation of a classical expression for the ex-
pectation values 〈A〉W when A is an unbounded operator (cf. S. T. Ali and
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E. Prugovecˇki, 1977c; E. Prugovecˇki, 1978, 1984). If A is bounded, this prob-
lem is solved by Theorem 7.5. If A is an unbounded self-adjoint operator, we
have to look for an apparently unbounded real-valued measurable function
f on phase space such that
〈A〉W = trWA =
∫
ρ(q, p)f(q, p) dNq dNp (7.15)
holds for allW ∈ K(H) satisfying conditions (i) and (ii) of Section 7.2 where
ρ = TˆW , Tˆ being a classical representation according to (7.9).
Let N = 1,H = L2Cl (lR, dx), and a := |uσ〉〈uσ| with uσ according to (6.19).
Let F then be the statistically complete observable given by (7.4) and Tˆ the
corresponding classical representation on (lR2,Ξ(lR2), λ2) according to (7.9).
Explicitly, Tˆ is given by
(TˆW )(q, p) = ρ(q, p) =
1
2π
tr (W |uσqp〉〈uσqp|) =
1
2π
〈uσqp|Wuσqp〉
where W ∈ K(H); in particular, for W = Pψ = |ψ〉〈ψ|, ψ ∈ H, ‖ψ‖ = 1, we
have
(Tˆ Pψ)(q, p) = ρ(q, p) =
1
2π
|〈uσqp|ψ〉|2 = |(V ψ)(q, p)|2 = |Ψ(q, p)|2 (7.16)
where V and Ψ are defined by Eq. (6.1). For some unbounded operators
A in H, we now calculate functions f satisfying Eq. (7.15); this calculation
involves some ideas of E. Prugovecˇki (1978, 1984).
First, we consider the position operator Q inH. For ψ ∈ D(Q) we obtain,
using the unitary operator V : H → VH, V ψ = Ψ, and (6.21),
〈ψ|Qψ〉 = 〈Ψ|V QV −1Ψ〉 =
〈
Ψ
∣∣∣∣∣
(
q + 2σ2
∂
∂q
)
Ψ
〉
.
Taking account of Proposition 6.4, Corollary 6.6, and (6.20), it follows that
〈ψ|Qψ〉 = 〈Ψ|qΨ〉 =
∫
q|Ψ(q, p)|2dqdp
(compare also (6.24)). Hence, by (7.16),
〈Q〉ψ = 〈ψ|Qψ〉 =
∫
ρ(q, p)qdqdp (7.17)
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holds for all ψ ∈ D(Q) with ‖ψ‖ = 1 where ρ = Tˆ Pψ. If W ∈ K(H) satisfies
conditions (i) and (ii) with respect to Q, Eq. (7.17) implies
〈Q〉W = trWQ =
∑
i
αi〈χi|Qχi〉
=
∑
i
αi
∫
(Tˆ Pχi)(q, p)qdqdp
=
∫ (∑
i
αiTˆ Pχi
)
(q, p) qdqdp
=
∫ (
Tˆ
(∑
i
αiPχi
))
(q, p) qdqdp
=
∫
(TˆW )(q, p)qdqdp ;
we have used that
∑
i αiPχi, if it is an infinite sum, converges in trace norm
and thus Tˆ (
∑
i αiPχi) =
∑
i αiTˆ Pχi, the latter sum converging in L
1-norm as
well as pointwise a.e. Hence,
〈Q〉W = trWQ =
∫
ρ(q, p)qdqdp (7.18)
where ρ = TˆW .
Second, we consider the momentum operator P in H. For ψ ∈ D(P ) it
follows from (6.16), Corollary 6.6, Proposition 6.4, and (6.20) that
〈ψ|Pψ〉 = 〈Ψ|V PV −1Ψ〉 =
〈
Ψ
∣∣∣∣∣
(
p− i ∂
∂q
)
Ψ
〉
= 〈Ψ|pΨ〉 =
∫
p|Ψ(q, p)|2dqdp
(compare also (6.25)). Hence, by (7.16),
〈P 〉ψ = 〈ψ|Pψ〉 =
∫
ρ(q, p)pdqdp
holds for all ψ ∈ D(P ) with ‖ψ‖ = 1 where ρ = Tˆ Pψ. Moreover,
〈P 〉W = trWP =
∫
ρ(q, p)pdqdp (7.19)
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is valid for all W ∈ K(H) satisfying conditions (i) and (ii) with respect to P
where ρ = TˆW .
Third, we calculate a function on phase space for the operator Q2. If
ψ ∈ D(Q2), we obtain, applying Proposition 6.7 and Corollary 6.6,
〈ψ|Q2ψ〉 = 〈Ψ|V Q2V −1Ψ〉
=
〈(
q + 2σ2
∂
∂q
)
Ψ
∣∣∣∣∣ V QV −1Ψ
〉
=
〈
qΨ
∣∣∣∣∣
(
q + 2σ2
∂
∂q
)
Ψ
〉
= 〈qΨ|qΨ〉+ 2σ2
〈
qΨ
∣∣∣∣∣ ∂∂qΨ
〉
.
(7.20)
Eq. (6.20) does not apply to the last term since qΨ 6∈ VH for Ψ 6= 0. However,
it can be recasted as follows. Integration by parts yields〈
qΨ
∣∣∣∣∣ ∂∂qΨ
〉
=
∫
qΨ(q, p)
∂Ψ
∂q
(q, p)dqdp
= −
∫ (
Ψ(q, p) + q
∂Ψ
∂q
(q, p)
)
Ψ(q, p)dqdp (7.21)
= −‖Ψ‖2 −
〈
∂
∂q
Ψ
∣∣∣∣∣ qΨ
〉
.
Here we have assumed that, if Ψ ∈ V D(Q2), lim|q|→∞ q|Ψ(q, p)|2 = 0 for
almost all p; actually this assumption had to be proved. From (7.21) it
follows that
2Re
〈
qΨ
∣∣∣∣∣ ∂∂qΨ
〉
= −‖Ψ‖2 ,
whereas (7.20) implies that 〈qΨ| ∂
∂q
Ψ〉 is real. In consequence,〈
qΨ
∣∣∣∣∣ ∂∂qΨ
〉
= −1
2
‖Ψ‖2 . (7.22)
Inserting (7.22) into (7.20), we obtain
〈ψ|Q2ψ〉 =
∫
(q2 − σ2)|Ψ(q, p)|2dqdp .
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Hence,
〈Q2〉ψ = 〈ψ|Q2ψ〉 =
∫
ρ(q, p)(q2 − σ2)dqdp
holds for all ψ ∈ D(Q2) with ‖ψ‖ = 1 where ρ = Tˆ Pψ. Moreover, for suitable
W ∈ K(H) we have
〈Q2〉W = trWQ2 =
∫
ρ(q, p)(q2 − σ2)dqdp (7.23)
where ρ = TˆW .
Finally, for the operator P 2 and ψ ∈ D(P 2) it follows from Proposition 6.7
and Corollary 6.6 that
〈ψ|P 2ψ〉 = 〈Ψ|V P 2V −1Ψ〉
=
〈(
p− i ∂
∂q
)
Ψ
∣∣∣∣∣ V PV −1Ψ
〉
=
〈
pΨ
∣∣∣∣∣
(
p +
i
2σ2
q +
1
2σ2
∂
∂p
)
Ψ
〉
.
If, in addition, ψ ∈ D(Q), one can conclude that
〈ψ|P 2ψ〉 = 〈pΨ|pΨ〉+ i
2σ2
〈pΨ|qΨ〉+ 1
2σ2
〈
pΨ
∣∣∣∣∣ ∂∂pΨ
〉
= ‖pΨ‖2 + 1
2σ2
Re
〈
pΨ
∣∣∣∣∣ ∂∂pΨ
〉
(7.24)
+
i
2σ2
(
〈pΨ|qΨ〉+ Im
〈
pΨ
∣∣∣∣∣ ∂∂pΨ
〉)
.
Integration by parts again yields〈
pΨ
∣∣∣∣∣ ∂∂pΨ
〉
= −‖Ψ‖2 −
〈
∂
∂p
Ψ
∣∣∣∣∣ pΨ
〉
which implies
Re
〈
pΨ
∣∣∣∣∣ ∂∂pΨ
〉
= −1
2
‖Ψ‖2 ; (7.25)
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we have assumed that lim|p|→∞ p|Ψ(q, p)|2 = 0 for almost all q and every
Ψ ∈ V D(P 2)∩V D(Q). Inserting (7.25) into (7.24), we obtain, since the last
term of (7.24) is purely imaginary and consequently equal to zero,
〈ψ|P 2ψ〉 =
∫
(p2 − 1
4σ2
)|Ψ(q, p)|2dqdp .
Hence,
〈P 2〉ψ = 〈ψ|P 2ψ〉 =
∫
ρ(q, p)(p2 − 1
4σ2
)dqdp
holds for ψ ∈ D(P 2) ∩D(Q), ‖ψ‖ = 1, and ρ = TˆPψ. Furthermore,
〈P 2〉W = trWP 2 =
∫
ρ(q, p)(p2 − 1
4σ2
)dqdp (7.26)
is valid for suitable W ∈ K(H) and ρ = TˆW .
There is another way due to the author to derive Eqs. (7.18), (7.19),
(7.23), and (7.26) and even to generalize them, which is the subject of the
following proposition and its proof.
Proposition 7.6 Let N = 1, H = L2Cl (lR, dx), and a ∈ K(H), and let F
be the joint position-momentum observable given by (7.4). Suppose that a
satisfies the condition (7.5), i.e., F is statistically complete; let Tˆ be the
corresponding classical representation on (lR2,Ξ(lR2), λ2) according to (7.9).
Finally, let ηQ and ηP be the confidence functions of the marginal observables
FQ and F P of F according to Eqs. (5.8), (5.9), and (5.26); assume that the
expectation values and variances of ηQ and ηP exist.
If, for W ∈ K(H), the expectation value and the variance of Q exist, then
〈Q2〉W = ∫ qPQ2W (dq) exists also, and
〈Q〉W =
∫
ρ(q, p)(q − 〈ηQ〉)dqdp (7.27)
〈Q2〉W =
∫
ρ(q, p)((q − 〈ηQ〉)2 − var ηQ)dqdp (7.28)
holds where ρ = TˆW . Furthermore, condition (ii) of Section 7.2 is satisfied
for W with respect to Q, and 〈Q〉W = trWQ holds; the validity of 〈Q2〉W =
trWQ2 requires the additional assumption thatW satisfies condition (ii) also
with respect to Q2.
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The analogous statements for P and P 2 are valid under analogous sup-
positions; in particular,
〈P 〉W =
∫
ρ(q, p)(p− 〈ηP 〉)dqdp (7.29)
〈P 2〉W =
∫
ρ(q, p)((p− 〈ηP 〉)2 − var ηP )dqdp (7.30)
holds where ρ = TˆW .
Proof: From the existence of 〈Q〉W and
varWQ := varWE
Q =
∫
(q − 〈Q〉W )2PQW (dq)
it follows that
∫
q2P
Q
W (dq) exists. Since the spectral measures of Q and Q
2
are related by EQ
2
= EQ ◦ f−1 where f is the function q 7→ f(q) := q2, we
have
P
Q2
W (b) = trWE
Q2(b) = trWEQ(f−1(b)) = PQW (f
−1(b))
where b ∈ Ξ(lR). In consequence, PQ2W = PQW ◦ f−1 and∫
q2P
Q
W (dq) =
∫
fdP
Q
W =
∫
idlRd(P
Q
W ◦ f−1) =
∫
qP
Q2
W (dq) = 〈Q2〉W .
In particular, 〈Q2〉W exists, and
varWQ =
∫
q2P
Q
W (dq)− 〈Q〉2W = 〈Q2〉W − 〈Q〉2W (7.31)
holds.
According to Eqs. (5.4) and (5.5), we have
〈FQ〉W = 〈Q〉W + 〈ηQ〉 (7.32)
and
varWF
Q = varWQ + var η
Q . (7.33)
Since the probability distribution P FW of F has the density ρ = TˆW , the
probability distribution P F
Q
W of F
Q has the density q 7→ ρQ(q) := ∫ ρ(q, p)dp.
The latter implies
〈FQ〉W =
∫
qP F
Q
W (dq) =
∫
qρQ(q)dq =
∫ ∫
qρ(q, p)dpdq ,
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that is,
〈FQ〉W =
∫
qρ(q, p)dqdp . (7.34)
Hence, from (7.32) and (7.34) we obtain
〈Q〉W =
∫
qρ(q, p)dqdp− 〈ηQ〉 =
∫
ρ(q, p)(q − 〈ηQ〉)dqdp ,
i.e. Eq. (7.27). From (7.31) – (7.33) it follows that
〈Q2〉W = varWQ + 〈Q〉2W = varWFQ − var ηQ + (〈FQ〉W − 〈ηQ〉)2 . (7.35)
Inserting
varWF
Q =
∫
(q − 〈FQ〉W )2P FQW (dq)
=
∫
q2P F
Q
W (dq)− 〈FQ〉2W
=
∫
q2ρ(q, p)dqdp− 〈FQ〉2W
into (7.35) and taking account of (7.34), we obtain
〈Q2〉 =
∫
q2ρ(q, p)dqdp− 2〈FQ〉W 〈ηQ〉+ 〈ηQ〉2 − var ηQ
=
∫
ρ(q, p)(q2 − 2〈ηQ〉q + 〈ηQ〉2 − var ηQ)dqdp
=
∫
ρ(q, p)((q − 〈ηQ〉)2 − var ηQ)dqdp ,
i.e. Eq. (7.28).
Let W =
∑
i αiPχi, αi 6= 0, and 〈χi|χj〉 = δij . From 〈Q2〉W <∞ and
〈Q2〉W =
∫
qP
Q2
W (dq) =
∫
q2P
Q
W (dq)
=
∫
q2 trWEQ(dq)
=
∑
i
αi
∫
q2 〈χi|EQ(dq)χi〉
it follows that
∫
q2 ‖EQ(dq)χi‖2 < ∞ or, equivalently, χi ∈ D(Q). That is,
W satisfies condition (ii) of Section 7.2 with respect to Q. Since condition (i)
just means the existence of 〈Q〉W , we have 〈Q〉W = trWQ.—The proof of
the remaining statements is evident. ✷
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Corollary 7.7 If 〈Q2〉W and 〈P 2〉W exist and χi ∈ D(Q2)∩D(P 2) for W =∑
i αiPχi with αi 6= 0 and 〈χi|χj〉 = δij, then 〈Q〉W and 〈P 〉W exist also, and
〈Q〉W , 〈P 〉W , 〈Q2〉W , and 〈P 2〉W can be expressed as traces. Moreover, the
representations (7.27) – (7.30) are valid with ρ = TˆW .
For the special case that F and Tˆ are generated by the coherent states
(6.19), Eqs. (7.27) – (7.30) reduce to (7.18), (7.19), (7.23), and (7.26). For
this particular case we now investigate how the energy expectation values of
the harmonic oscillator can be expressed classically.
Proposition 7.8 Let the observable F be generated by a := |uσ〉〈uσ| with uσ
according to (6.19), and let Tˆ be the corresponding classical representation.
Let H be the Hamiltonian of the harmonic oscillator; that is, H with domain
D(H) is the self-adjoint extension of the symmetric operator − 1
2m
d2
dx2
+mω
2
2
x2,
the latter one being defined on SCl (lR), for instance. If, for W =
∑
i αiPχi
with αi 6= 0 and 〈χi|χj〉 = δij, 〈H〉W exists and χi ∈ D(Q2) ∩D(P 2), then
〈H〉W = trWH
=
∫
ρ(q, p)
(
H(q, p)−
(
1
8mσ2
+
mω2σ2
2
))
dqdp
=
∫
ρ(q, p)H(q, p)dqdp−
(
1
8mσ2
+
mω2σ2
2
) (7.36)
holds where ρ = TˆW and the function (q, p) 7→ H(q, p) is the classical Hamil-
tonian, H(q, p) = p
2
2m
+ mω
2
2
q2.
Proof: Since the operator 1
2m
P 2 + mω
2
2
Q2 defined on D(Q2) ∩ D(P 2) is a
symmetric extension of − 1
2m
d2
dx2
+ mω
2
2
x2, we have
− 1
2m
d2
dx2
+
mω2
2
x2 ⊆ 1
2m
P 2 +
mω2
2
Q2 ⊆ H
and SCl (lR) ⊂ D(Q2) ∩ D(P 2) ⊆ D(H). In consequence, W satisfies condi-
tions (i) and (ii) with respect to H , i.e., 〈H〉W = trWH . From
〈H〉W = trWH =
∑
i
αi〈χi|Hχi〉
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=
∑
i
αi
(
1
2m
〈χi|P 2χi〉+ mω
2
2
〈χi|Q2χi〉
)
=
∑
i
αi
(
1
2m
∫
ξ2 〈χi|EP (dξ)χi〉+ mω
2
2
∫
ξ2 〈χi|EQ(dξ)χi〉
)
=
1
2m
∫
ξ2 trWEP (dξ) +
mω2
2
∫
ξ2 trWEQ(dξ)
it follows that 〈Q2〉W and 〈P 2〉W exist. Moreover, by Corollary 7.7, respec-
tively, Eqs. (7.28) and (7.30), we obtain
〈H〉W = 1
2m
〈P 2〉W + mω
2
2
〈Q2〉W
=
∫
ρ(q, p)
(
H(q, p)−
(
1
8mσ2
+
mω2σ2
2
))
dqdp .
✷
The additive constant 1
8mσ2
+mω
2σ2
2
depends on the parameter σ and takes
its minimum for σ = 1√
2mω
, in that case uσ coincides with the ground state φ0
of the harmonic oscillator. Therefore, suppose finally that Tˆ is the classical
representation induced by uσ = φ0. Eq. (7.36) then reads
〈H〉W = trWH =
∫
ρ(q, p)H(q, p)dqdp− ω
2
= 〈H〉ρ − ω
2
(7.37)
where 〈H〉ρ = ∫ ρ(q, p)H(q, p)dqdp is the classical energy expectation value.
As an explicit example, we discuss the phase-space densities for the energy
eigenstates φn, n = 0, 1, 2, . . . , and verify (7.37) directly. According to (7.16)
we have
ρn(q, p) := (Tˆ Pφn)(q, p) =
1
2π
|〈uσqp|φn〉|2 ;
using our former result (6.46), we obtain
ρn(q, p) =
1
2πn!
|z|2ne−|z|2
where
z = ξ + iη =
1
2
(
q
σ
− 2iσp
)
=
1√
2
(√
mωq − i√
mω
p
)
.
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Hence,
|z|2 = q
2
4σ2
+ σ2p2 =
p2
2mω
+
mω
2
q2 =
H(q, p)
ω
and
ρn(q, p) =
1
2πn!
(
H(q, p)
ω
)n
e−
H(q,p)
ω ; (7.38)
note also ρn = |Φn|2 and the result (6.29) for Φn = V φn. In particular, ρn is
of the form ρn = ρ˜n ◦H . Introducing the new coordinates E and φ defined
by
q =
√
2E
mω2
cosφ
p =
√
2mE sinφ
(7.39)
where E > 0 and 0 < φ < 2π, we obtain H(q, p) = E and
〈H〉ρn =
∫
ρn(q, p)H(q, p)dqdp
=
1
2πn!
∫
(H(q, p))n+1
ωn
e−
H(q,p)
ω dqdp
=
ω
2πn!
∫ 2π
0
∫ ∞
0
(
E
ω
)n+1
e−
E
ω
1
ω
dEdφ
=
ω
n!
∫ ∞
0
xn+1e−xdx .
Hence,
〈H〉ρn = ω(n+ 1) ,
this result being in accordance with Eq. (7.37) which gives, for W = Pφn,
〈H〉φn = ω
(
n +
1
2
)
= 〈H〉ρn −
ω
2
, (7.40)
n = 0, 1, 2, . . . .
We also compare the quantum variance varφnH with the corresponding
classical one, varρnH . Whereas varφnH = 0, we obtain
varρnH =
∫
ρn(q, p)(H(q, p)− 〈H〉ρn)2dqdp
= 〈H2〉ρn − 〈H〉2ρn
= ω2(n + 1)(n+ 2)− ω2(n+ 1)2
= ω2(n + 1) .
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In particular, for the relative standard deviation we have
∆ρnH
〈H〉ρn
=
√
varρnH
〈H〉ρn
=
1√
n + 1
which converges to zero for n→∞. This indicates a correspondence between
the quantum probability distributions of energy in the states φn and the
classical ones in ρn, in addition to that given by Eq. (7.40).
We conclude our example with the calculation of the classical probability
distributions of energy in the states ρn. The latter ones are given by P
H
ρn
:=
PHµn = µn ◦H−1 where µn are the probability measures corresponding to ρn.
Taking account of ρn = ρ˜n ◦H and (7.39), one obtains
PHρn(b) = (µn ◦H−1)(b) = µn(H−1(b))
=
∫
H−1(b)
ρn(q, p)dqdp
=
∫
χb(H(q, p))ρ˜n(H(q, p))dqdp
=
∫ 2π
0
∫ ∞
0
χb(E)ρ˜n(E)
1
ω
dEdφ
=
∫
b∩lR+0
2π
ω
ρ˜n(E)dE
where b ∈ Ξ(lR). Hence, there exists also a probability density ρˆn for PHρn
which is given by
ρˆn(E) :=

0 for E < 0
2π
ω
ρ˜n(E) for E ≥ 0 .
According to (7.38) we have
ρˆn(E) =
1
n!
En
ωn+1
e−
E
ω
for E ≥ 0.
In conclusion, our example demonstrates two aspects of our classical rep-
resentations. First, Tˆ gives rise to a dequantization in the sense of Eq. (7.15):
the statistical scheme of quantum mechanics is reformulated on phase space,
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and quantum observables given as self-adjoint operators A in Hilbert space
are represented by functions f on phase space (in the example we have A = H
and f(q, p) = H(q, p)−ω
2
; cf. also Theorem 7.5, Proposition 7.6, Corollary 7.7,
and Proposition 7.8). Second, one can consider ρ = TˆW as a classical analog
of W ∈ K(H) also in the following sense: if the operator A corresponds to
the classical observable (q, p) 7→ g(q, p) by quantization, then there should be
some correspondence between the probability distribution, the expectation
value, the variance, etc. of A in W and the probability distribution etc. of
g in ρ (in the example we have A = H and g(q, p) = H(q, p)). Note that
the usual quantization of g yields A and the dequantization of A according
to (7.15) f ; f is related to g, but in general not equal.—In particular, we
see that classical representations can be applied in the context of performing
classical limits of quantum mechanical results.
7.4 Quantum Dynamics on Phase Space
The reformulation of quantum dynamics on phase space is based on the
following theorem which is essentially a restatement of the Theorem 3.7 due
to the author, respectively, a repetition of Eq. (3.17).
Theorem 7.9 Let Tˆ be a classical representation on phase space in the sense
of Eq. (7.9), {τt}t∈lR the strongly continuous one-parameter group of norm-
automorphisms of Ts(H) corresponding to some Hamiltonian H according to
Eq. (3.9), and Z its infinitesimal generator which is given by Eq. (3.11).
Then
t 7→ ρt := δˆtρ := Tˆ τtTˆ−1ρ
where t ∈ lR, ρ ∈ TˆK(H), and Tˆ−1: R(Tˆ )→ Ts(H), satisfies the equation
ρ˙t = Lˆρt , (7.41)
provided that in addition ρ ∈ D(Lˆ) = TˆD(Z) holds; the operator Lˆ is given
by Lˆ = TˆZTˆ−1, and the derivative ρ˙t can be taken with respect to the norm
in L1lR(lR
2N , dNq dNp).
For Lˆ we obtain, by Eqs. (3.11) and (7.9), the representation
(Lˆρ)(q, p) =
−i
(2π)N
tr (HW −WH)aqp = 2
(2π)N
Im trHWaqp (7.42)
105
where ρ ∈ TˆK(H) ∩D(Lˆ) = Tˆ (K(H) ∩D(Z)) and ρ = TˆW . However, the
last term of (7.42) has possibly only a formal meaning since, according to
(3.11), HW −WH can be extended to a trace-class operator on H, but not
necessarily HW andWH . In the special case that ρ ∈ D(Lˆ) corresponds to a
pure state W = Pψ = |ψ〉〈ψ|, ψ ∈ H, ‖ψ‖ = 1, a rigorous meaning of the last
term of (7.42) is guaranteed. The condition W = Pψ ∈ D(Z) is equivalent to
ψ ∈ D(H), as is easily seen. Moreover, for ψ ∈ D(H), HPψ and PψH can be
considered as trace-class operators. Hence, for ρ = Tˆ Pψ ∈ D(Lˆ), Eq. (7.42)
reads
(Lˆρ)(q, p) =
−i
(2π)N
(〈aqpψ|Hψ〉 − 〈Hψ|aqpψ〉)
=
2
(2π)N
Im 〈aqpψ|Hψ〉 .
(7.43)
If, in particular, the classical representation Tˆ is induced by a := |u〉〈u|,
u ∈ H, ‖u‖ = 1, (7.42) becomes
(Lˆρ)(q, p) =
−i
(2π)N
〈uqp|(HW −WH)uqp〉
=
2
(2π)N
Im 〈uqp|HWuqp〉
(7.44)
and (7.43)
(Lˆρ)(q, p) =
2
(2π)N
Im (〈uqp|Hψ〉〈ψ|uqp〉)
= 2 Im ((V HV −1Ψ)(q, p)Ψ(q, p))
(7.45)
where V and Ψ are defined by Eq. (6.1). Again, the last term of (7.44) does
not necessarily make sense, whereas Eq. (7.45) is completely rigorous.
In order to derive a partial differential equation from (7.41), we need a
representation for Lˆ that is more explicit than (7.42) – (7.45). Such represen-
tations were derived for concrete Hamiltonians by S. T. Ali and E. Prugovecˇki
(1977c; E. Prugovecˇki, 1978, 1984) on a nonrigorous level. We consider only
a particular case which, adopting some ideas of S. T. Ali and E. Prugovecˇki,
we treat rigorously. This particular case is again the one-dimensional har-
monic oscillator where Tˆ is induced by a := |uσ〉〈uσ| with uσ according to
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(6.19). For our procedure, the next proposition is useful which sharpens the
validity of Eqs. (6.26) and (6.27).
Proposition 7.10 Let, for N = 1 and a function u ∈ SCl (lR) of norm 1,
V be the isometry given by Eq. (6.1). Then the Hamiltonian V HV −1 of
the harmonic oscillator in phase-space representation acts as the differential
operator (6.26) on the entire domain V D(H). In the case u := uσ according
to (6.19), a second representation of V HV −1 on its entire domain V D(H)
is given by Eq. (6.27).
Proof: For Ψ ∈ V D(H) and ψ := V −1Ψ, we have
(V HV −1Ψ)(q, p) = (V Hψ)(q, p) =
1√
2π
〈Huqp|ψ〉
=
1√
2π
∫ (
− 1
2m
d2
dx2
+
mω2
2
x2
)
uqp(x)ψ(x)dx
=
1√
2π
∫ (
− 1
2m
∂2
∂q2
− mω
2
2
∂2
∂p2
+ i
p
m
∂
∂q
+
p2
2m
)
uqp(x)ψ(x)dx
=
((
− 1
2m
∂2
∂q2
− mω
2
2
∂2
∂p2
− i p
m
∂
∂q
+
p2
2m
)
Ψ
)
(q, p)
where Theorem 6.3 has been used. Hence, we have proved the first statement
of the proposition. From this the second one follows by means of Eq. (6.23).
✷
The proof of the proposition is analogous to the proof of Proposition 6.5.
We emphasize once more that Proposition 7.10 extends the validity of Eqs.
(6.26) and (6.27) for Ψ ∈ V (D(Q2) ∩D(P 2)) to Ψ ∈ V D(H).
Now, we come back to Eq. (7.45) where u = uσ, H is the Hamiltonian
of the harmonic oscillator, and ρ = TˆPψ with ψ ∈ D(H). Taking account of
Proposition 7.10 and inserting (6.27) into (7.45), we obtain
Lˆρ = 2 Im ((V HV −1Ψ)Ψ)
= 2 Im
[((
− 1
2m
+ 2mω2σ4
)
∂2Ψ
∂q2
+
(
2mω2σ2q − i
m
p
)
∂Ψ
∂q
)
Ψ
]
.
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Using Eq. (6.23), it follows that
Lˆρ = −2 p
m
Re
∂Ψ
∂q
Ψ+ 4mω2σ2q Im
(
1
2σ2
(
i
∂Ψ
∂p
− qΨ
)
Ψ
)
+ 2
(
− 1
2m
+ 2mω2σ4
)
Im
(
1
2σ2
(
i
∂2Ψ
∂q∂p
− q∂Ψ
∂q
−Ψ
)
Ψ
)
= −2 p
m
Re
∂Ψ
∂q
Ψ+ 2mω2qRe
∂Ψ
∂p
Ψ
+ 2
(
− 1
4mσ2
+mω2σ2
)
Im
(
i
∂2Ψ
∂q∂p
Ψ+
∂Ψ
∂q
(
2σ2
∂Ψ
∂q
+ i
∂Ψ
∂p
))
= −2 p
m
Re
∂Ψ
∂q
Ψ+ 2mω2qRe
∂Ψ
∂p
Ψ
+ 2
(
− 1
4mσ2
+mω2σ2
)
Re
(
∂2Ψ
∂q∂p
Ψ+
∂Ψ
∂q
∂Ψ
∂p
)
.
According to (7.16) and Theorem 6.3, ρ = Tˆ Pψ = |Ψ|2 ∈ C∞lR (lR2) holds
which implies
∂ρ
∂q
= 2Re
∂Ψ
∂q
Ψ ,
∂ρ
∂p
= 2Re
∂Ψ
∂p
Ψ ,
and
∂2ρ
∂q∂p
= 2Re
(
∂2Ψ
∂q∂p
Ψ+
∂Ψ
∂q
∂Ψ
∂p
)
.
Hence,
Lˆρ = − p
m
∂ρ
∂q
+mω2q
∂ρ
∂p
+
(
− 1
4mσ2
+mω2σ2
)
∂2ρ
∂q∂p
(7.46)
where ρ ∈ D(Lˆ) is of the form ρ = Tˆ Pψ.
One might try to conclude the validity of Eq. (7.46) for arbitrary ρ ∈
D(Lˆ) ∩ TˆK(H) from its validity for ρ = Tˆ Pψ ∈ D(Lˆ). However, there are
some difficulties. If ρ = TˆW =
∑
i αiρi with W =
∑
i αiPχi ∈ K(H), αi > 0,
‖χi‖ = 1, and ρi := TˆPχi is an infinite sum, it converges in L1-norm and,
as a consequence of the monotone convergence theorem, also pointwise a.e.;
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moreover, since the functions ρi are bounded by
1
2π
,
∑
i αiρi converges even
uniformly. Furthermore, the functions ρi are infinitely differentiable and ρ is
continuous. Because of Eq. (6.14), the partial derivatives of ρi need not be
bounded; thus
∑
i αi
∂ρi
∂p
, for instance, need not converge uniformly. Hence,
in view of these arguments, we can neither conclude that ρ =
∑
i αiρi can
be differentiated term by term nor that it is a differentiable function at all.
This is one of two difficulties in the derivation of (7.46) for a general ρ. The
other one is that, for ρ = TˆW ∈ D(Lˆ) ∩ TˆK(H), we do not know whether
there exists a representation W =
∑
i αiPχi with ρi = Tˆ Pχi ∈ D(Lˆ), i.e.
χi ∈ D(H).
On the level of formal calculations, however, we have shown by (7.46)
that
Lˆρ = −{H, ρ}+
(
− 1
4mσ2
+mω2σ2
)
∂2ρ
∂q∂p
(7.47)
holds for all ρ ∈ D(Lˆ) where H here is the classical Hamiltonian and { . , . }
the Poisson bracket. Eq. (7.41) now yields
ρ˙t = −{H, ρt}+
(
− 1
4mσ2
+mω2σ2
)
∂2ρt
∂q∂p
(7.48)
where the time derivative is understood in L1-norm. It is suggestive to replace
the derivative ρ˙t by the usual derivative
∂ρt
∂t
which is performed pointwise for
every (q, p). Eq. (7.48) then reads
∂ρt
∂t
= −{H, ρt}+
(
− 1
4mσ2
+mω2σ2
)
∂2ρt
∂q∂p
which is the classical Liouville equation with a correction term. Again, for
σ = 1√
2mω
, i.e., if uσ coincides with the ground state of the harmonic oscilla-
tor, the correction term vanishes (cf. Eqs. (6.27) and (7.36)), and t 7→ ρt is a
solution of the classical Liouville equation
∂ρt
∂t
= −{H, ρt} . (7.49)
For this result there is another, rigorous proof. That proof is prepared by
the following lemma which states a result of elementary quantum mechanics.
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Lemma 7.11 Let H be the Hamiltonian of the one-dimensional harmonic
oscillator and σ = 1√
2mω
. Then
ψt := e
−iHtuσqp = e
i
2
(qp−qtpt−ωt)uσqtpt
holds where (qt, pt) := Φt(q, p) and {Φt}t∈lR is the classical Hamiltonian flow
of the harmonic oscillator.
Proof: From
ψt = e
−iHtuσqp =
∞∑
n=0
e−iEnt〈φn|uσqp〉φn
and Eq. (6.46) we obtain
ψt = e
−iω
2
t
∞∑
n=0
(e−iωt)nei
qp
2 e−
|z|2
2
zn√
n!
φn
= e−i
ω
2
tei
qp−qtpt
2
∞∑
n=0
ei
qtpt
2 e−
|zt|
2
2
zt
n
√
n!
φn
where (qt, pt) = Φt(q, p) and
zt := e
iωtz =
1
2
(cosωt+ i sinωt)
(
q
σ
− 2iσp
)
=
1
2
(
1
σ
(q cosωt+ 2σ2p sinωt)− 2iσ(p cosωt− q
2σ2
sinωt)
)
=
1
2
(
1
σ
(q cosωt+
p
mω
sinωt)− 2iσ(p cosωt−mωq sinωt)
)
=
1
2
(
qt
σ
− 2iσpt
)
.
Hence,
ψt = e
i
2
(qp−qtpt−ωt)
∞∑
n=0
〈φn|uσqtpt〉φn
= e
i
2
(qp−qtpt−ωt)uσqtpt .
✷
The proposition now presents our rigorous results on the explicit form of
the operator Lˆ, respectively, Eq. (7.41) as well as on Eq. (7.49).
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Proposition 7.12 Let, for N = 1, Tˆ be the classical representation induced
by the coherent state uσ, σ > 0, and let H be the Hamiltonian of the harmonic
oscillator. Then the following statements are valid:
(a) If W ∈ K(H) is a finite convex linear combination of pure states Pψ
with ψ ∈ D(H), then ρ = TˆW ∈ D(Lˆ) ∩ C∞lR (lR2) and Lˆρ is given
by Eq. (7.47). Moreover, ρt := Tˆ τtTˆ
−1ρ ∈ D(Lˆ) ∩ C∞lR (lR2) for all
t ∈ lR, and t 7→ ρt is a solution of Eq. (7.48) where ρ˙t is understood in
L1-norm.
(b) If σ = 1√
2mω
, then
ρt = Tˆ τtTˆ
−1ρ = ρ ◦ Φ−1t
holds for every ρ ∈ TˆK(H) and
∂ρt
∂t
= −{H, ρt}
for every ρ ∈ TˆK(H)∩C∞lR (lR2) where ∂ρt∂t is the usual partial derivative
and H the classical Hamiltonian.
Proof: For W = Pψ with ψ ∈ D(H) or, equivalently, ρ = Tˆ Pψ ∈ D(Lˆ),
Eq. (7.47) has been derived rigorously; in particular, ρ = |Ψ|2 ∈ C∞lR (lR2).
From ρt = Tˆ τtPψ = Tˆ Pψt with ψt := e
−iHtψ ∈ D(H) it follows that ρt ∈
D(Lˆ) ∩ C∞lR (lR2) and
ρ˙t = Lˆρt = −{H, ρt}+
(
− 1
4mσ2
+mω2σ2
)
∂2ρt
∂q∂p
,
i.e. Eq. (7.48). Clearly, these statements on ρ and ρt are also valid if W is a
finite convex linear combination of pure states Pψ with ψ ∈ D(H).
Lemma 7.11 implies for σ = 1√
2mω
and every ρ = TˆW ∈ TˆK(H) that
ρt(q, p) = (Tˆ τtTˆ
−1ρ)(q, p)
=
1
2π
〈uσqp|e−iHtWeiHtuσqp〉
=
1
2π
〈uσΦ−t(q,p)|WuσΦ−t(q,p)〉
= (TˆW )(Φ−t(q, p))
= ρ(Φ−1t (q, p)) ,
111
i.e., ρt = ρ ◦ Φ−1t . If ρ is sufficiently differentiable, we obtain furthermore,
differentiating ρt ◦ Φt = ρ with respect to time and using Hamilton’s equa-
tions, ∂ρt
∂t
= −{H, ρt}. ✷
The two parts of the proposition were proved independently of each other.
If σ = 1√
2mω
and ρ ∈ TˆK(H) ∩D(Lˆ) ∩ C∞lR (lR2), we have
ρ˙t = Lˆρt
as well as
∂ρt
∂t
= −{H, ρt} .
However, we have not proved that Lˆρ = −{H, ρ} and ρ˙t = ∂ρt∂t hold for
all ρ ∈ TˆK(H) ∩ D(Lˆ) ∩ C∞lR (lR2). The concluding corollary presents some
information on this problem.
Corollary 7.13 If σ = 1√
2mω
andW =
∑n
i=1 αiPψi with αi > 0,
∑n
i=1 αi = 1,
‖ψi‖ = 1, and ψi ∈ D(H), then ρ = TˆW ∈ TˆK(H) ∩ D(Lˆ) ∩ C∞lR (lR2),
Lˆρ = −{H, ρ}, and ρ˙t = ∂ρt∂t for all t ∈ lR.
Proof: In view of part (a) of Proposition 7.12 and specially of Eq. (7.47),
one only has to show ρ˙t =
∂ρt
∂t
. In fact, taking account of part (b) of the
proposition, we obtain
ρ˙t = Lˆρt = −{H, ρt} = ∂ρt
∂t
.
✷
It may be that all probability densities ρ ∈ D(Lˆ) are infinitely dif-
ferentiable, i.e., TˆK(H) ∩ D(Lˆ) ∩ C∞lR (lR2) = TˆK(H) ∩ D(Lˆ). The set
TˆK(H)∩C∞lR (lR2), however, is properly larger than TˆK(H)∩D(Lˆ)∩C∞lR (lR2),
as the example ψ 6∈ D(H), ‖ψ‖ = 1, ρ := Tˆ Pψ = |Ψ|2 shows. Moreover, since
ρ 6∈ D(Lˆ), ρ˙t|t=0 does not exist, but, since ρ ∈ C∞lR (lR2), ∂ρt∂t
∣∣∣
t=0
does. Hence,
there are cases in which the time derivatives ρ˙t and
∂ρt
∂t
do not coincide.
Summarizing, we have shown by Theorem 7.9 that quantum dynamics
can always be reformulated on phase space, and we have demonstrated by
the particular example of the harmonic oscillator that the corresponding
equations of motion are related to the classical Liouville equation.
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