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Abstract
Pulsed laser ablation has been investigated as a method for the creation
of thick segmented scintillator arrays for high-energy X-ray radiography.
Thick scintillators are needed to improve the X-ray absorption at high en-
ergies, while segmentation is required for spatial resolution. Monte-Carlo
simulations predicted that reflections at the inter-segment walls were the
greatest source of loss of scintillation photons. As a result of this, fine
pitched arrays would be inefficient as the number of reflections would be
significantly higher than in large pitch arrays. Nanosecond and femtosecond
pulsed laser ablation was investigated as a method to segment cadmium
tungstate (CdWO4). The effect of laser parameters on the ablation mecha-
nisms, laser induced material changes and debris produced were investigated
using optical and electron microscopy, energy dispersive X-ray spectroscopy
and X-ray photoelectron spectroscopy for both types of lasers. It was de-
termined that nanosecond ablation was unsuitable due to the large amount
of cracking and a heat affected zone created during the ablation process.
Femtosecond pulsed laser ablation was found to induce less damage. The
optimised laser parameters for a 1028 nm laser was found to be a pulse en-
ergy of 54 µJ corresponding to a fluence of 5.3 J cm−2, a pulse duration of
190 fs, a repetition rate of 78.3 kHz and a laser scan speed of 707 mm s−1
achieving a normalised pulse overlap of 0.8. A serpentine scan pattern was
found to minimise damage caused by anisotropic thermal expansion. Fem-
tosecond pulsed ablation was also found to create a layer of tungsten and
cadmium sub-oxides on the surface of the crystals. The CdWO4 could be
cleaned by immersing the CdWO4 in ammonium hydroxide at 45
oC for 15
minutes. However, XPS indicated that the ammonium hydroxide formed a
thin layer of CdCO3 and Cd(OH)2 on the surface. Prototype arrays were
shown to be able to resolve features as small as 0.5 mm using keV energy X-
rays. The most efficient prototype showed low detective quantum efficiency
of 0.08±0.01 at 0 lp/mm using a tube voltage of 160 kVp.
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Chapter 1
Introduction and Motivation
Background
The Science and Technology Facilities Council (STFC) is actively develop-
ing low noise large area complementary metal-oxide semiconductor (CMOS)
imaging technology to support its science program and facilities. These sen-
sors have many applications ranging from instrumentation for scientific ap-
plications to medical imaging, non-destructive inspection and security imag-
ing. Many of these applications require the detection of ionising radiation.
The silicon CMOS sensors have very low efficiency for the detection of some
forms of ionising radiation such as X-rays and γ-rays with energies higher
than 20 keV and neutrons. To improve the detection efficiency the sensors
are typically coupled to a scintillator that converts the incident radiation
into visible light. The 2 most common scintillators for X-rays and γ-rays
detection below 150 keV is terbium or praseodymium doped gadolinium
oxysulfide, commonly referred to as Gadox/GOS and caesium iodide doped
with thallium (CsI(Tl)). Gadox is typically supplied in the form of a fine
powder which is suspended in a polymer binder to form of a phosphor screen.
This granular structure limits the spatial resolution of gaddox especially for
thick coatings as it leads to scattering of the scintillation light. Caesium
iodide offers better spatial resolution as it can be vapour deposited to form
a microcolumnar structure formed of needles of caesium iodide with typi-
cal diameters of 10 µm. Caesium iodide is typically available in thickness
of up to 1 mm [1]. The limited thickness of these two types of scintillator
screen limits their efficiency at X-ray energies above 150 keV. For high en-
ergy imaging a thick segmented scintillator array is an attractive concept.
The thick segmented scintillator concept is an imaging array, composed of
thick high aspect ratio scintillator crystals separated by an opaque material
on a fine pitch. The fine pitch will prevent the spread of scintillation light
and maintain spatial resolution, while the large thickness will ensure effi-
ciency at high energies. The principal application for the thick scintillators
that this work is focussing on is at the STFC’s Central Laser Facility (CLF)
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at the Rutherford Appleton Laboratory (RAL).
Radiography Requirements at the CLF
The CLF houses two of the world’s most powerful laser systems. The Vulcan
Petawatt and Astra-Gemini ultra-high intensity lasers; the lasers can deliver
intensities of up to 1021 W cm−2 [2]. At these intensities the electric fields
experienced by the target atoms are strong enough to form a fully-ionised
plasma. The laser-plasma interaction accelerates the plasma electrons to
relativistic velocities [2, 3]. The interaction of these relativistic electrons
with a solid target can lead to the generation of a short intense burst of
X-rays, γ-rays and a beam of protons and ions which can subsequently gen-
erate neutrons [2, 3]. The Bremsstrahlung X-rays emitted by the relativistic
electrons have a broad energy range estimated to go from 10s of keV to
several MeV with a pulse duration of several picoseconds [4, 5]. The energy
of the emitted radiation is primarily dependent on the laser intensity, and
as such can be tuned. The picosecond pulse of MeV energy X-rays that can
be generated not only has applications in imaging of large dense objects but
also gives excellent time resolution. The pulses are comparable in duration
to pulses produced by X-ray free electron lasers but are significantly higher
in energy. Past studies using laser induced radiation for MeV imaging have
relied on the use of image plates which contain a storage phosphor that
must be read out after each exposure [6]. The image plates have the ad-
vantage of not having any sensitive electronics that can be damaged by an
intense electromagnetic pulse generated by the laser. However, the image
plates suffers from low efficiency as they have low densities and are limited
in thickness. This makes them impractical for imaging using MeV energy X-
rays and unusable in applications where an image is required in real time or
when a dynamical system is imaged. For these applications a digital system
is needed for real time readout of a radiograph and rapid subsequent expo-
sures to image fast dynamical systems. To ensure relatively high efficiency
at MeV energies the detector must have an X-ray conversion element or de-
tector element that has a high atomic number and density. The efficiency
can be further increased by making the detector material thick. The intense
nature of the laser driven radiation source will also require a detector with
high resistance to radiation damage. The detector must also be cost effective
and scalable to large areas. These requirements can only be met with cur-
rent technology by using a scintillator based detector. Additional uses for
this detector would be in radiotherapy for image guided radiotherapy where
the same high energy X-rays which are used to irradiate a tumour can be
used to image it. This ensures that the dose is delivered more accurately to
the tumour. A second radiotherapy application would be in-vivo dosimetry
[7], in this application the signal from the imaging detector during treatment
is back projected through a CT-scan to evaluate the dose to the tumour and
2
Chapter 1. Introduction and Motivation
the patient.
Cadmium Tungstate Scintillator Processing
For this project cadmium tungstate (CdWO4) has been chosen as the scin-
tillator. Cadmium tungstate was selected as it has a high density, rela-
tively high brightness and it was the most easily ablated material out of the
tested scintillators [8]. Since optical photons are the information carriers
in a scintillator, the spatial resolution will be low in a thick crystal due to
the isotropic spread of light. The spatial resolution can be increased by
segmenting the scintillator crystal into an array of high aspect ratio pillars
separated by an opaque material. If the opaque material is highly reflective
then it can act to guide the scintillation light produced in the segment to
the CMOS sensor.
The segmentation technique used to machine the CdWO4 must satisfy
several requirements. As CdWO4 is mechanically fragile and prone to frac-
turing the segmentation technique must be able to cut the CdWO4 without
damaging or altering the crystal beyond the volume being cut. The kerf
must be small in relation to the width of a segment. This will ensure that
the ratio of the X-ray sensitive area to the insensitive area remains high,
i.e. the fill factor. The cutting should ideally leave a smooth surface which
would give a high reflectivity interface between the CdWO4 and the reflec-
tor material. The swarf or debris should be easily removed as they could
absorb the scintillation light. Finally, the segmentation technique must be
cost effective and scalable to large areas.
Pulsed laser ablation was investigated as a method to segment the CdWO4.
This resulted from the brittleness of CdWO4 making mechanical machining
impractical and the requirement of a small kerf. Two types of pulsed laser
ablation were investigated, femtosecond and nanosecond pulsed laser abla-
tion. The ablation mechanisms in both laser types are different resulting
from the intensities and time scales of the processes involved. The exact
nature of the ablation mechanism is material and laser dependant and in-
volves a complicated series of interdependent processes. Generally speaking,
nanosecond pulsed laser ablation is a predominantly thermal ablation pro-
cess while the femtosecond pulsed ablation is non-thermal [9]. Despite the
problems associated with the thermal ablation mechanism of nanosecond
lasers such as the formation of a heat affected zone (HAZ), and cracking in
brittle materials caused by thermal shock, they are well established tools for
laser micromachining. As a result of this they are much more widespread,
cheaper and could still produce adequate cuts for the application. In addi-
tion to the heat affected zone the swarf from the cut must also be considered.
Both types of laser ablation is known to create a plume of highly reactive
ablation products. These products could react with any gas that is present
or with the crystal which is being cut. This can lead to the formation of
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a strongly adhered layer on the crystal which is composed of various com-
pounds which could absorb scintillation light leading to a reduction in signal
and resulting in poor detector efficiency.
Machining an array out of one large single crystal of CdWO4 would
be impractical as very high aspect ratio cuts would be required. To allow
for scalability and ease of manufacturing the segmented scintillator array
is created by cutting a series of trenches through the depth of the CdWO4
sheets (figure 1.1 (a)). The spacing of the trenches and the thickness of the
sheet dictates the pitch of the array. To allow for handling, the trenches do
not go all the way to the ends of the sheet. After machining the cuts are
filled with a highly reflective material. The sheets are then stacked with a
reflective material and glue separating each sheet (figure 1.1 (b)). Once the
desired size is reached the ends are cut off the array, a reflective material is
deposited on one of the newly cut faces and the 2 sides and the other newly
cut face (figure 1.1 (c)) is attached to the image sensor, producing an image
by irradiation from the back (figure 1.1 (d)).
Figure 1.1: A schematic of how an array is formed, the laser cuts a series
of lines out of a thin sheet of CdWO4 (a). The cuts are filled with a reflec-
tive material and another sheet is placed on top with a reflective material
separating the sheets (b). Once the desired array size is reached the excess
material is removed to form the final array (c), images are then formed by
irradiating by irradiating from the back (d).
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Outline of Work
There are 3 aspects to this work, the first is Monte-Carlo simulations and
calculations to study the arrays, the second and main focus of this work
was the development of the segmentation process, and the final part was
the characterisation of the performance of the prototype arrays. The simu-
lations were used to study the effect of the geometry on the light transport,
and the performance of the thick segmented scintillator arrays. These were
conducted using the Geant4 based GATE package. The first set of simu-
lations studied the distribution of the energy deposited in an array from a
collimated beam of X-rays, as a function of the inter-segment material, and
thickness. The second series of simulations studied the effect of segment
thickness and width on the light transport in an array.
The effect of the laser ablation on the CdWO4 was assessed using a
range of materials characterisation techniques and this information was used
to further develop the laser segmentation process. The most widely used
techniques were visible light and electron microscopy. These were used to
measure the cut dimensions, assess the laser induced damage and study
the debris and HAZ. The microscopy was complemented with spectroscopic
techniques to identify the composition of the debris, HAZ and any laser
induced chemical changes to the surface of the CdWO4. Finally, 2 prototype
arrays were created and characterised. The prototypes were assessed using
optical microscopy and tested using X-rays with energies of up to 160 keV.
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Background Science
2.1 Introduction to Radiation Detection Using Scin-
tillators
A radiation detector is a device used to detect and measure ionising radia-
tion. Radiation detectors typically fall into different types based on appli-
cation. The three basic applications are radiation monitors which are used
to detect the presence of radiation and sometimes dose, radiation spectrom-
eters which are used to measure the type and energy of the radiation and
and radiation imaging devices which are position sensitive and can be used
to form an image. The key concept behind all radiation detectors is that the
radiation of interest is absorbed in the detector and deposits energy. The
deposited energy is then converted by the sensitive element of the detector
into a measurable quantity, collected by the detector electronics and a signal
is formed which is then read out. A detector can be classified as either a
direct or indirect detector based on how the deposited energy is measured.
In a direct detector such as a gas or semiconductor detector, the ionising
radiation ionises the atoms which releases charge that is then measured by
an electrical circuit. In an indirect detectors such as scintillator based sys-
tems, the ionising radiation interacts with the sensitive element to induce
a signal, such as the emission of light, which must be detected by a sensor
that converts the signal into an usable form. The light is detected by a
light sensitive system such as a photomultiplier tube or CMOS sensor and a
signal is formed. The indirect method has the disadvantage of having more
energy transfer steps than the direct detector and each step will introduce
losses into the system. Despite these losses scintillators are relatively cheap
compared to semiconductor systems, can be produced in large volumes and
can have good radiation absorption properties. The theory of light transport
in scintillators is discussed in chapter 3.
There are two classes of scintillators, organic and inorganic scintilla-
tors. Organic scintillators are typically found in either a liquid or a plastic
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form, where the liquid has been polymerised. Crystalline organic scintilla-
tors are available but only stillbene and anthracene are used [10]. Due to
the low atomic number of the constituent atoms, organic scintillators have
favourable fast neutron, beta particle and alpha particle detection proper-
ties. The low atomic number also makes them poor at detecting γ/X-rays.
The nature of the scintillation mechanism in organic scintillators leads to
a fast response and are favoured for applications needing high count rates
[10].
Inorganic scintillators are typically crystalline solids, although glass, gas
and cryogenic liquid scintillators are available. Crystalline scintillators are
the most diverse group of this category and are widely used for γ/X-ray
detection [10, 11]. Inorganic scintillators have significant versatility in ra-
diation detection applications resulting from the vast range of materials
available each with different properties. Although the radiation absorption,
scintillation properties and applications differ between inorganic and organic
scintillators they should all ideally have these properties [10]:
• The scintillator should convert the energy of the ionising radiation into
detectable light with high efficiency.
• The conversion should be linear; the light yield should be proportional
to the energy deposited.
• The scintillator should be transparent to its own emission.
• The decay of the scintillation emission should be rapid; this is required
for high radiation fluxes to allow for discrimination between each in-
teraction event and allows for a better signal to noise ratio.
• The material should be of good optical quality and be able to be
manufactured into suitable size and shape for imaging and detector
applications.
• The index of refraction should be near that of glass to allow efficient
optical coupling to photomultiplier tube or other light sensor.
No single scintillator meets all of these requirements and depending on
the application some properties must be sacrificed in favour of others. For
example lead tungstate is a fast scintillator caused by thermal quenching,
but as a result it is poor at converting the deposited energy into visible light
[11]. The efficiency at which a scintillator converts high energy photons into
detectable light is typically given as the mean number of UV-visible photons
emitted per MeV or keV deposited. CsI doped with Tl is considered a bright
scintillator with a visible photon yield of 55,000 photons per MeV deposited.
In addition to this, the wavelengths at which the scintillator emits light must
7
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be considered for efficient coupling with the light sensor. In some scintil-
lators such as CsI(Tl) a broad emission spectrum is present caused by a
strong Stokes shift which indicates strong electron-phonon coupling. Other
scintillators such as Gd2O2S:Tb
3+ (gadox) have distinct emission bands re-
sulting from specific electron transitions [12]. This further complicates the
choice in light sensor for efficient coupling. The decay time of the scin-
tillation emission should also be considered. In scintillators with multiple
scintillation mechanisms the light yield and emission spectrum can change
through the duration of the emission [12]. In addition to the scintillation
properties, the properties of the radiation source such as energy and intensity
must be considered. This is needed for the selection of a scintillator material
with sufficient radiation resistance and high radiation absorption properties.
To understand which material properties are important for high radiation
absorption the interaction mechanisms of the ionising radiation of interest
must be considered. For X-rays and γ-rays there are three key interactions
that deposit energy. These are photoelectric absorption, Compton scatter-
ing and pair-production. The three interactions have different cross-sections
which are a function of the photon energy and the target material. As such
the dominant interaction changes with the photon energy and the proper-
ties of the constituent atoms of the material which the photon is travelling
through. At low energies photoelectric absorption dominates, at energies in
the 100s of keV Compton scattering dominates, at energies above 1.022 MeV
pair production is possible and begins to dominate at energies above 4 MeV
(figure 2.1).
Photoelectric absorption is the desired interaction in most radiation de-
tection applications. This is because of the whole energy of the incident
photon being absorbed in a single step and in a localised volume. Pho-
toelectric absorption occurs when the incident photon is absorbed by an
electron orbiting the nucleus of an atom. This electron, called a photoelec-
tron is ejected from the atom with energy equal to the energy of the incident
photon minus the binding energy of the electron (figure 2.2 (A)). The va-
cancy left by the electron is subsequently filled by an electron from a higher
orbital. This can lead to the emission of a characteristic fluorescence photon
or an Auger electron. The probability of an Auger electron emission is in-
versely proportional to the atomic number of the atom, while the probability
of an emission of a characteristic fluorescence photon is proportional to the
atomic number. The interaction cross-section Υ for photoelectric absorption
varies with photon energy Eγ and the atomic number Z of the target atom
Eq.(2.1). The exponent n varies with photon energy with a value ∼4-5.
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Figure 2.1: The three main photon interactions as a function of the atomic
number of the target atom and photon energy, the lines corresponds to
points at which the probability of the corresponding processes are equal.
After [13].
Υ u constant× Zn/(E3.5γ ) (2.1)
This shows that the probability of a photoelectric absorption is much
higher for high atomic number atoms. In addition to this a dense material
will have more atoms per unit volume, and therefore will have a higher
probability of photoelectric absorption than a lower density material.
Compton scattering also known as incoherent scattering is named after
Arthur Compton who won the Nobel Prize for physics in 1927 for its dis-
covery. It is the most probable interaction type at energies of a few hundred
keV. The interaction cross-section for Compton scattering is linearly pro-
portional to the electron density of the target material. Therefore a high
atomic number material with high density will have a larger Compton scat-
tering cross section [10]. In this process an incident photon is scattered by a
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loosely bound electron orbiting an atom (figure 2.2 (B)). The photon trans-
fers a portion of its energy to the electron causing it to be ejected from the
atom at an angle φ. This recoil electron will have kinetic energy equal to
that of the energy absorbed from the incident photon. The energy of the
scattered photon, Eγ′ will be a function of the scattering angle θ and the
initial energy of the incident photon, and it is given by Eq.(2.2) where h is
Planck’s constant, ν is the frequency of the X-ray and m0 is the rest mass
of an electron.
Eγ′ = hν
′ =
hν
1 + (hν/m0c2(1− cosθ) (2.2)
This equation assumes that the binding energy of the orbiting electron is
negligible and the electron has no initial momentum. The θ dependence
of the reduction in energy will result in a whole range or continuum of
energies for the scattered photon and the recoil electron. In spectroscopic
applications the range of energies that the recoil electrons have is known as
a Compton continuum [10].
Nuclear pair production is only possible at energies above 1.022 MeV
which is the rest mass of an electron-positron pair. At this energy or above
a photon can interact with the coulomb field around the nucleus of the atom
and produce an electron positron pair (figure 2.2 (C)). The interaction cross-
section for nuclear pair production is proportional to Z2. At energies above
the threshold energy any excess energy from the photon is divided equally
to the electron and the positron as kinetic energy. Since the positron is the
anti-particle of an electron it will eventually annihilate with an electron in
the material, which will cause the emission of two 511 keV photons mov-
ing in opposite direction to each other. In most cases this will occur once
the positron has deposited all of its kinetic energy through collisions and
bremsstrahlung [13].
The probabilities of the possible interactions can be summed to yield a
linear attenuation coefficient µ. The linear attenuation coefficient can then
be used to determine the reduction in intensity from I0 to I of a beam of
monoenergetic γ/X-rays through an absorbing medium of thickness t.
I = I0e
(−µt) (2.3)
This simple equation is useful in determining the effectiveness of radiation
shielding and the ability of a detector to absorb the incident radiation. The
linear attenuation coefficient can be determined through experimentation or
through the mass attenuation coefficient calculator available on the Ameri-
can National Institute of standards and Technology’s XCOM web page [14].
Equation (2.3) shows that a thicker detector will be more effective at ab-
sorbing incident radiation than a thin detector.
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Figure 2.2: A schematic of the key features of the three main radiation
interactions.
In all these interactions the hot electron is produced as it has a large
amount of kinetic energy. In a dielectric the hot electron will proceed to
ionise more atoms, creating electron-hole pairs in the material through in-
elastic electron-electron scattering and Auger processes. In the general case
this process of excitation multiplication will liberate a number of electron-
hole pairs which is proportional to the energy deposited by the high energy
photon. The threshold for the electron-electron scattering in a material is
twice the bandgap energy [11]. At the end of this process any electron in
the conduction band will have energy less than twice the bandgap energy
and all holes in the valence band will have energy above the Auger process
threshold. The excitations will undergo a thermalisation process which leads
to the creation of self-trapped holes, self-trapped excitons and trapping of
electrons and holes at defect centres such as impurities and vacancies. These
localised charge carriers will recombine either non-radiatively or radiatively
by emitting a scintillation photon. The exact nature of the excitation mul-
tiplication, thermalisation and recombination will not only vary between
materials but will also vary as a function of crystal quality i.e. number of
defects and impurities [11].
Efficient radiative recombination is required in a scintillator. There are
6 main scintillation mechanisms which depend on whether the scintillator
is doped with an impurity which activates efficient scintillation, is cross-
luminescent, or self-activated. These are:
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1. e+ h→ hν
2. e+ h→ ex→ hν
3. e+ h+A→ ex+A→ A∗ → A+ hν
4. e+ h+A→ e+A1+ → A∗ → A+ hν
5. e+ h+A→ (A1−)∗ + h→ A+ hν
6. A→ A∗ → A+ hν
Mechanism 1 is the simplest and is a direct electron-hole recombination.
Mechanism 2 is excitonic (ex) based, where the emission is caused by the
radiative recombination of a self-trapped exciton. Mechanisms 3-6 are ac-
tivator based where a dopant (A) such as thallium is introduced into the
crystal which creates an energy level in the forbidden zone of the bandgap
that has a high quantum efficiency. Mechanism 3 involves the excitation of
the activator denoted by A∗ through an energy transfer from an exciton.
Mechanisms 4 and 5 are the recombination of an electron (4) or hole (5) at
an activator site which has captured the corresponding charge carriers. In
mechanism 6 the ionising radiation directly excites the activator site leading
to scintillation. Which mechanism is present in a scintillator is based on
the electron shell configuration of the host crystal, any activators and the
presence of scintillation inhibiting ions such as Ce4+ in a Ce3+ activated
crystal [11]. The nature of radiating-centres in different scintillators share
similarities with those in the same chemical group. Examples of this being
broad emission spectra in mercury like ions such as Tl+ or fast scintilla-
tion in rare-earth ions with the 4fn−15d → fn transition. The scintillation
mechanism in CdWO4 is an excitonic based emission [15].
Since the laser driven radiation source emits high intensity pulses of MeV
γ/X-rays a scintillator with a high density, high atomic number and high
radiation resistance is needed. Several scintillators match these require-
ments such as Bi3Ge4O12 (BGO), Lu2−xYxSiO5 (LYSO), Lu2SiO5 (LSO)
and CdWO4. Initial laser micromachining tests only showed promise with
CdWO4. As a result of these requirements and the tests CdWO4 was se-
lected [8].
2.1.1 Properties of Cadmium Tungstate
Cadmium tungstate (CdWO4) is a transparent inorganic scintillator with a
density of 7.9 gcm−3 and an effective Z number of 64.2. For comparison CsI
has a density of 4.51 gcm−3 and an effective atomic number of 54 and gadox
has a maximum density of 7.34 gcm−3 which is never realised in screens as
it is in a powdered form and an effective atomic number of 61.1 (table 2.1).
The X-ray absorption characteristics of cadmium tungstate as a function
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of thickness and incident X-ray energy as determined by the NIST XCOM
program (figure 2.3) [14].
Figure 2.3: The X-ray absorption characteristics of cadmium tungstate for
different thicknesses as a function of X-ray energy, calculated using the NIST
XCOM program [14].
As expected cadmium tungstate shows very high absorption for X-rays
with energies below 100 keV. It also shows relatively high absorption com-
pared to common imaging scintillators such as CsI(Tl) at thicknesses of
above 5 mm for energies of up to 1 MeV. The absorption increase beyond
5 MeV and is more pronounced in the thicker crystals due to the increased
cross-section of pair production in the nuclear and the electric fields of the
atoms. CdWO4 has a wolframite crystal structure which is a monoclinic
system with lattice parameters of a= 5.03 A˚, b= 5.86 A˚, c = 5.07 A˚, and
β = 91.5o [11, 16, 17]. In addition to being toxic, cadmium tungstate is
a brittle material and as a result it is difficult to machine. The structure
consists of alternating layers of CdO6 and WO6 octahedra. These are in
a zigzag formation normal to the [100] axis with each octahedron shar-
ing two corners with its neighbours. The unit cell consists of two units of
CdWO4 (figure 2.4), slight deviations from the stoichiometry will signifi-
cantly change the lattice parameters [17]. CdWO4 has a cleavage plane of
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(010) and the slip plane is (100). Single crystal CdWO4 is typically grown
using the Czochralksi method or low thermal gradient Czorchralski method
from an excess of cadmium oxide because of its volatility and tungsten triox-
ide. The growth atmosphere is varied from oxidising under high pressure to
to inert. After growth, crystals are typically annealed at 800oC for 8 hours
[17] but high quality crystals for double β- decay experiments are annealed
for 55 hours [18]. Annealing improves the optical transmission properties
of the crystal [18]. Poor management of the thermal gradient and composi-
tion of the feed can lead to poor quality crystals. Pore formation can occur
resulting from the nucleation of gas bubbles as CdO acts as a gas-forming
impurity. High dislocation density can occur in the periphery of the crystals
resulting from plastic strain caused by thermal stress during cooling in a
non-uniform temperature gradient. Changes in stoichiometry can lead to
discolouration from the formation of impurity phases. A typical impurity
phase is WO3 which causes yellowing. This is a result of the volatile nature
of CdO which is compensated for by using an excess of CdO. It is typical for
the excess CdO to condense on the walls of the furnace, turning them red.
Other crystal growth techniques can be used such as Bridgman method and
sol-gel techniques [19, 20].
Figure 2.4: The crystal structure of CdWO4 drawn using the XtalDraw
package. Each metal ion is bonded to 6 oxygen ions in octahedral coordina-
tion (right). The unit cell contains 2 units of CdWO4 (left).
The reported light yield of CdWO4 varies with crystal quality, with val-
ues ranging from 27,000 ph/MeV to 7,800 ph/MeV. For comparison CsI(Tl)
has a light yield of ∼55,000 ph/MeV and gadox is ∼40,000 ph/MeV. Lower
light yields are reported in crystals with a high degree of yellowing. Higher
light yields are in high quality crystals with little to no degree of yellowing.
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In high quality CdWO4 the peak emission is at 480 nm (figure 2.5), although
it has been reported as 540 nm. But the measurements were perfomed on
crystals with a high degree of yellowing. The emission is broad ranging from
∼390 nm to ∼750 nm, this is indicative of strong electron-phonon coupling.
The refractive index at the emission peak varies for the crystal orientation
with the lowest being n[010]=2.15 and the highest being n[100]=2.23. The
decay constants of CdWO4 have been reported to have values of 1.1 µs for
the fast 40% component and 14.5 µs for the slower 60% component [16].
Scintillator Density
(g cm−3)
Atomic
Number of
constituent
atoms
Light Yield
(photons/MeV)
Peak
Emission
Wavelength
(nm)
CdWO4 7.9 48, 74, 8 27,000 495
CsI(Tl) 4.51 55, 53 55,000 550
Gadox(Tb) 7.34 64, 8, 16 40,000 540
BGO 7.13 83, 32, 8 8,200 505
LYSO (5%
Y)
7.1 71, 39, 16,
8
32,000 420
Table 2.1: Properties of commonly used scintillators (Data compiled from
[10, 11]).
The scintillation mechanism in CdWO4 is excitonic in nature. A charge
transfer transition at the (WO6)
6− complex gives rise to the blue-green
emission. The self-trapped exciton emission is practically temperature inde-
pendent up to room temperature. As a result the emission is not ther-
mally quenched as in lead tungstate [15]. Cadmium tungstate also ex-
hibits anisotropic thermal expansion of 6.39×10−6 K−1 along the <100>
and 1.09 ×10−5 K−1 along the <010> directions. When growing along the
<010> direction an axial temperature gradient of ≤20 K cm−1 is required
to inhibit cracking. The thermal conductivity of cadmium tungstate is low,
with a value of 0.67 W m−1 K−1 [21]. Any machining technique used to
segment CdWO4 should have minimal thermal input into the material to
prevent cracking.
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Figure 2.5: The emission and the transmission of CdWO4, there is no ap-
preciable self absorption in high quality crystals. After [16].
2.1.2 High Energy X-ray and γ-ray imaging devices
There have been numerous attempts at segmenting scintillators for improv-
ing the spatial resolution for conventional radiography. Notable examples
being the series of papers on the etching and filling of silicon with CsI(Tl)
and the growth of columnar CsI(Tl) [10, 11, 22, 23]. However, these have
been designed for X-rays in the keV range of energies not the MeV range
that this project is focussed on. The key differences between these ener-
gies is that in the MeV energy range Compton scattering is the dominant
interaction and the thickness of the detector needs to be an order of mag-
nitude higher for good efficiency. This literature review focusses on notable
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examples of segmented scintillators and Monte Carlo simulations conducted
on these structures. Several imaging metrics were used to characterise the
performance of the detectors. The modulation transfer function (MTF) is a
measure of the ability of an imaging system to record the transmitted signal
frequencies. It is typically plotted against the spatial frequency or line pairs
per mm often denoted as lp mm−1 and is a measure of the spatial resolution
of an imaging detector [24]. In the strictest sense the MTF is the magni-
tude of the Fourier transform of the point spread function of the imaging
system [25]. The point spread function is the response of the system to a
point source. As generating a point source is difficult an edge is typically
imaged instead to produce a line spread function. The noise power spectrum
(NPS) is a measure of the power of the noise in the system as a function of
frequency. The NPS is given by the square of the magnitude of the Fourier
transform of a flat field image [26]. The detective quantum efficiency (DQE)
is a measure of the accuracy of the response of the detector to information.
The DQE can be expressed as a function of the spatial frequency given as
DQE(ν) or at a spatial frequency of 0, referred to as DQE(0) which is given
by equation (2.4).
DQE(0) =
GSout
σ2out
(2.4)
Where Sout is the average signal level, σ
2
out is the noise and G is the gain of
the imaging system given by:
G =
∑
ROI
I(i, j)
NT
(2.5)
where I(i, j) is the signal level in pixel (i, j), N is the number of incident
photons over time T . The simplicity of the DQE(0) measurement result
in it being regularly employed for basic detector characterisation over the
DQE(ν) measurement [24].
There are only a few published examples of segmented scintillator detec-
tors for high energy imaging. These detectors have either been for specialised
applications, or prototypes for high energy medical imaging applications.
The first reported thick segmented detector was a flat-panel imaging sys-
tem for megavoltage cone-beam computed tomography by Seppi et al. at
Varian Medical Systems [27]. It consisted of a PaxScan 4030A flat panel
imager with a CsI(Tl) array coupled to it. The sensor had an active area
of 39.7 x 29.8 cm2 with 2048 x 1536 pixels with a pitch of 194 µm. Each
segment of the CsI(Tl) array was 388 x 388 µm with a thickness of 8 mm,
separated by an epoxy/reflective powder mix. The smallest visible void in
the reconstructed megavolt CT images was 2.4 mm in diameter while a gold
seed of diameter 1.2 mm was resolvable. The authors state that the spatial
resolution of the system is less than that of a conventional MeV imaging
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detector consisting of a tungsten sheet coupled to Lanex. They also state
that a thicker CsI(Tl) layer might improve performance or a higher density,
higher atomic number scintillator at an increase in cost. As the performance
of the detector system offers no real advantage over the conventional system,
it is unlikely to be integrated into a medical imaging system.
A year later a pixelated BGO scintillator array made for MeV flash X-
ray imaging was reported by S.Quillin and C. Aedy of AWE [28]. The range
of energies used was 2-5 MeV, each segment had an area of 1 mm2 and a
thickness of 2 cm with a 0.05 mm separation between each segment. Each
segment was polished and coated with a layer of aluminium a few microns
in thickness. The light from the scintillator array was collected via a mirror
at a 45o angle to reflect the light into a back-thinned charge-coupled device
(CCD) camera via a 160 mm fixed focal length lens. The CCD was 50 mm
x 50 mm with 2048 x 2048, 24 µm pixel with a peak quantum efficiency of
80% at 420 nm. It was operated at 50 kHz with 4 amplifiers to reduce read
noise, leading to a readout time of ∼21 seconds. The device was cooled to
-100oC and operated at a 16 bit dynamic range. The spatial resolution at
an MTF of 50% was measured to be 0.36 mm−1 and the sensitivity was less
than 100 µR (0.876 µGy) at 2-3 MeV. As this detector was assembled and
produced by hand the cost is likely to be prohibitive. The readout time is
far too long for most applications and the low temperature operation also
limits the practicality of the detector system.
Sawant et al. at the University of Michigan used MEMS-based fabri-
cation techniques to create a porous array of SU-8 photoresist [29]. Three
arrays were created with an area of 7x7 cm2, a pitch of 508 µm and a cell
wall of ∼50 µm and filled with gadox powder. Each array had different con-
figurations, two were filled with ∼75% gadox referred as high-density while
one was low density with ∼35% gadox. The first high density array had a
thickness of 850 µm referred as HD-1 had a density of 4.4 g cm3, while the
second array, HD-2 had the same density but was 1900 µm thick. The LD
array had a density of 2.05 g cm3 and was the same thickness as HD-2 at
1900 µm thick. The cell walls were aluminised to increase their strength and
to act as a reflector; the aluminium coating had a thickness estimated to
be a few microns. The measurements were conducted using a 6 MV photon
beam from a Varian 21-EX linear accelerator and the arrays were coupled
to a 508 µm pitch 508 x 508 pixel active matrix flat panel imager. A 1 mm
thick Cu plate was coupled to each array to provide a build-up layer which
absorbed low energy electrons and photons. It was found that HD-1 had
the highest sensitivity at 102.3x106 e−/MU while HD-2 had a sensitivity of
92.7x106 e−/MU which was twice as sensitive as LD at 44.6x106 e−/MU.
The MTF of all three arrays were similar at low spatial frequencies with HD-
2 having slightly superior MTF to the other two arrays. All the arrays had
better MTF than the conventional Lanex Fast-B gadox screen at high spatial
frequencies but were comparable at low spatial frequencies. The quantum
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efficiency of the arrays were found to be 0.038 for HD-1, 0.069 for HD-2 and
0.039 for LD, all of which were higher than the conventional Lanex Fast-B
screen which had a quantum efficiency of 0.018. The DQE of the arrays
were comparable at low spatial frequencies to the Lanex Fast-B screen with
values of ∼0.01 at 0.3 lp mm−1 but at 1.0 lp mm−1 the DQE of the arrays
were worse than the Lanex Fast-B screen. The Lanex had a DQE of 0.0015
at 1.0 lp mm−1 while the HD-2 array gave the highest DQE of the arrays at
0.0012 at 1.0 lp mm and the LD array the worst at 0.0005 at 1.0 lp mm−1.
While gadox has good light yield, density and atomic number, its powdered
or polycrystalline structure will lead to significant scattering of the scintil-
lation light. This scattering will lead to light losses and an overall reduction
in gain resulting in lower DQE. To summarise the quantum efficiency of
all detector types are low and the additional cost of fabricating the arrays
do not seem to show significant benefit to the much cheaper conventional
system as the DQE of the arrays are comparable at low spatial frequencies
and worse at high spatial frequencies.
Sawant et al. moved away from using phosphors and released two papers
under the heading of segmented crystalline scintillators. The first paper was
an initial investigation into high quantum efficiency detectors for megavolt
X-ray imaging [30]. The study focussed on testing configurations of a thick
segmented scintillator based on either CsI(Tl) or BGO. The radiation resis-
tance of these two materials was tested by measuring the degradation in light
output as a function of dose. It was found that the CsI(Tl) exhibited slightly
superior radiation resistance but both exhibited a light output reduction of
less than 15% after ∼2500 Gy. Monte Carlo simulations of the signal prop-
erties, spatial resolution, NPS and intrinsic detector DQE were completed.
The generation of scintillation light and optical transport was not modelled
in this study; all the results are based on energy deposited in the crystals.
As a result of this the DQE values are the theoretical maximum. The in-
vestigation into the signal properties was based on the energy deposited
per segment as a function of scintillator material, scintillator thickness, re-
flector material and reflector width. The arrays all had the same pitch of
508 µm, the sensitivity simulations used thicknesses of 5, 10, 20, 30 and
40 mm while the MTF, DQE and NPS used 10 and 40 mm thick arrays. It
was found that the 40 mm thick BGO with a thinner reflector wall made
out of polystyrene had the highest energy deposited and the lowest was for
5 mm thick CsI(Tl) with a 250 µm thick tungsten reflector. The 40 mm
thick CsI(Tl) with thin polystyrene reflectors had 36% less energy deposited
when compared to the BGO of the same configuration. The thinner array
configurations showed higher resolution than the thicker arrays with 10 mm
thick BGO with tungsten reflectors having slightly higher MTF of 0.33 at
1 lp mm−1. than 0.29 at 1 lp mm−1. for the CsI(Tl) of the same config-
uration. It was also found that the MTF increased for increased reflector
thickness with 150 µm thick tungsten walls having the highest MTF. The
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NPS of the arrays with polystyrene reflectors showed a higher drop as the
spatial frequency increased than those with tungsten reflectors, the config-
urations with thicker tungsten reflectors showed a flatter response than the
thinner configurations. The DQE increased for configurations with thicker
segments. The 10 mm thick BGO with 50 µm tungsten reflector showed
superior DQE of 0.5 at 0 lp mm−1 compared to 0.45 at 0 lp mm−1 for the
40 mm thick CsI(Tl) with the same reflector. While the 40 mm thick CsI(Tl)
with the tungsten reflectors showed comparable DQE to the 40 mm thick
BGO with polystyrene reflectors of the same thickness. The lowest DQE
was 10 mm thick polystyrene CsI(Tl) array which had a DQE of 0.017 at
0.97 lp mm−1. This was resulting from the X-ray absorption characteristics
of the tungsten and polystyrene. The tungsten was thought to better ab-
sorb any low energy X-rays and electrons, resulting in a narrower absorbed
energy distribution. This resulted in reduced Swank noise, which is varia-
tion in signal intensity which are a result of polyenergetic radiation sources,
variation in photon yield per unit energy and loss of scintillation photons
from absorption in the detector system. The DQE decreasing with increas-
ing reflector thickness would a consequence of the larger pitch of the arrays.
The X-ray sensitivity of a prototype detector was measured. The prototype
consisted of a 40 x 40 x 2 mm3 tungsten array with a pitch of 1 mm and
filled with CsI(Tl) with 50 µm thick tungsten separating each segment. The
prototype was coupled to a 127 µm pitch flat panel imager and a blackened
1 mm thick copper plate was attached to the opposite side. It was found
that the array had a third of the sensitivity of the conventionally used Lanex
Fast-B screen but they did not measure the DQE which would have allowed
for a direct comparison with their simulations. The low sensitivity is at-
tributed to contamination of the CsI(Tl) during the filling process and to
the black layer on the copper placed at the top of the array. The omission
of optical transport in the simulations performed in this study is likely to
lead to large inaccuracies in the estimations of DQE. The DQE of a system
relies on the gain which is a function of the number of optical photons emit-
ted by an array. A thicker detector will lead to improved X-ray absorption
properties but the higher aspect ratio is likely to hinder the transport of
optical photons. It is more reasonable to hypothesise that absorption of the
optical photons at the tungsten inter-segment material is the primary cause
of poor sensitivity. The study also notes how arrays larger than ∼10 mm in
thickness will need to be focused towards the X-ray source. That is to shape
the segments to take into account beam divergence from a point like source.
Additionally the simulations used polystyrene as a white inter-segment ma-
terial, however polystyrene is a transparent polymer and is only white in
the expanded form or when a pigment is included.
The second paper on segmented crystalline scintillators published by
Sawant et al. [31] investigated a prototype CsI(Tl) detector which was not
the same as the one in the previous paper. The prototype in this paper was
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based on a 40 mm thick array of 160 x 160 segments with a pitch of 1016 µm
coupled to a 508 µm pitch active matrix flat panel imager (AMFPI). Each
segment was separated by an opaque and reflective polymer. A 1.2 mm
thick steel plate was coupled to the top of the detector which was given a
mirror finish. Measurements were also made with black paper and white
photo paper between the steel sheet and the array. There was virtually
no difference between the sensitivity of the mirror finish and the black and
white paper. The prototypes were significantly more sensitive showing a
quantum efficiency of 55% compared to the ∼2% in conventional AMFPI
based on a Lanex Fast-B screen. The MTF of the conventional system was
superior to that of the prototype with the Lanex screen having an MTF of
0.28 at 0.5 lp mm−1 and the arrays having an MTF of 0.08 at 0.5 lp mm−1
showing little difference between the types of reflective top layer. The NPS
was similar for all reflector top layers and reduced by an order of magnitude
from a spatial frequency of 0.02 lp mm−1 to 0.5 lp mm−1. The DQE for
all three reflector top layer was similar and was much higher than that of
the conventional AMFPI, with a DQE of ∼22% at 0 lp mm−1 compared
to the ∼1% observed in conventional systems and ∼0.04% at 0.48 lp mm−1
compared to the 0.01 at 0.48 lp mm−1 for the Lanex system. Resulting from
the larger pitch of the array compared to the prototype in the previous paper
by Sawant et al. the DQE and MTF are only measured to 0.5 lp mm−1.
The previous papers shows Lanex being able to give a DQE of 0.0015 at
1.0 lp mm−1 which would not be possible with such a large pitch array.
While not discussed in the paper the larger pitch is likely to be the cause
of the much greater DQE for this prototype compared to the ones in their
previous papers. The Lubberts effect was investigated. This is the variation
of the point spread function (PSF) of the detector caused by the generation
of scintillation light by incident radiation at different depths of the detector.
The Lubberts fraction suggested that the high frequency fall in DQE was
due to this effect. This was attributed to optical cross-talk between the
segments as a translucent inter-segment material was used. As the optical
photons are generated further away from the sensor, the probability of an
optical photon crossing over to a neighbouring segment increases.
Monajemi et al. from the University of Alberta studied a segmented
CdWO4 system using a Monte-Carlo simulation [32]. Unlike previous stud-
ies the scintillation light was included in the model. The area of each segment
was 850 x 850 µm2 with heights of 10 mm, 20 mm and 30 mm modelled
with a constant pixel pitch of 1 mm. The reflectors were 75 µm thick and
were either polystyrene with a reflectivity of 0.975 or tungsten with either
a reflectivity of 0.65 or 0.8. All surfaces were modelled as ground surfaces
which were defined as a micro-faceted surface following a Lambertian dis-
tribution with Lambertian reflections, absorption of the scintillation light
in the CdWO4 was also included. A 75 µm thick optical glue layer with
a refractive index of 1.47 separating the array and the detector was also
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included in the model. The configuration with the high reflectivity tung-
sten was found to have the highest MTF of 0.5 at 0.5 lp mm−1 while the
polystyrene had the lowest of 0.3 at 0.5 lp mm. The MTF was found to be
relatively independent of crystal height, this attributed to the reduction in
MTF being dominated by the layer of glue. When including optical trans-
port the 30 mm thick polystyrene array was found to be highest DQE(0) at
0.27. However, for the 10 mm configuration the DQE(0) was highest for the
highly reflective tungsten at 0.18, followed by the low reflectivity tungsten
at 0.15 and the polystyrene having the lowest at 0.14. The thicker detectors
with a polystyrene reflector had a higher DQE(0) than the thinner ones,
while the thinner detectors with a tungsten reflectors had a higher DQE(0)
than the thicker ones. The effect of beam divergence was studied to inves-
tigate whether an unfocused geometry would result in significant reduction
in spatial resolution. Only the polystyrene configuration was modelled for
the beam divergence. It was found that the MTF decreased significantly
with increased beam divergence angle. A 10 mm thick array had a spatial
resolution of 0.17 lp mm−1 at an MTF of 0.5 for a beam that was 15o off
axis, while the spatial resolution was 0.32 lp mm−1 for the same MTF for
an on axis beam. For the thicker detector the MTF fluctuates for the higher
spatial frequencies. This is due to divergent nature of the X-ray source
leading to X-rays entering the segments from the side. The use of optical
photons made the Monte-Carlo simulations more accurate than other simu-
lations of segmented scintillators. However, these simulations also simulate
polystyrene as a white polymer and the optical glue layer is unrealistically
thick.
Liu et al. from the University of Michigan used Monte-Carlo modelling
to study the effectiveness of focused segmented scintillators on improving
spatial resolution when using divergent X-ray sources [33]. Optical trans-
port of the scintillation light was not modelled in this study. The study
showed three possible configurations for a focussed design. However, as two
of the three were curved and had variable element-to-element pitch, the
curved design would be difficult to couple to a sensor. The studied configu-
ration was an array that was a truncated square pyramid or square frustum
with the apex of the pyramid being the point source of X-rays. The array
consisted of 916 x 916 µm2 BGO segments with a 100 µm thick polystyrene
reflectors, which corresponded to a pitch of 1016 µm. The DQE and MTF
were studied for five thicknesses, the thinnest was 5 mm and subsequent
thicknesses were doubled until it reached a detector thickness of 60 mm.
The focussed geometry at 20 cm laterally from the centre of the beam had a
similar MTF of 0.1 at 1 lp mm−1 to the unfocussed geometry in the centre.
The unfocussed detector had significantly worse MTF of 0.05 at 1 lp mm−1
when 20 cm away from the centre of the beam laterally for thicknesses of
10 mm and above. The 5 mm detector had a marginal drop in MTF when
20 cm away from the centre of the beam laterally. The MTF of the unfo-
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cussed geometry decreased significantly as the distance from the centre of
the beam was increased while the focussed geometry was unaffected. The
MTF in both unfocussed and focussed designs decreased as the thickness
increased. The unfocussed 5 mm detector in the centre of the beam had an
MTF of 0.09 at 1 lp mm−1 and the unfocussed 60 mm detector in the centre
of the beam had an MTF of 0.06 at 1 lp mm−1. The normalised noise power
spectrum for the focussed geometry was higher than that of the unfocussed
geometry. This was attributed to the lower detection efficiency of the fo-
cussed geometry when compared to the unfocussed one. The DQE of the
arrays increase with detector thickness for all frequencies up to the Nyquist
frequency. However, the DQE of the thicker detectors decreased rapidly for
high frequencies as the distance from the central axis was increased. For the
focussed configuration the DQE was independent of the distance from the
central axis. The focussed detector was also modelled using BGO, LYSO,
CdWO4 and CsI(Tl). All but CsI(Tl) had similar DQE and MTF. This was
a result of the lower density of CsI(Tl) allowing a larger range for secondary
radiations and a poorer detection efficiency. The tolerance of the focussed
design to misalignment was studied. It was found that the focussed con-
figuration was tolerant of misalignment in the Z direction but less tolerant
of lateral misalignment. A 2 cm lateral misalignment was found to cause a
similar decrease in MTF as a change of 10 cm in the source to detector dis-
tance. The degradation of the MTF resulted in a decrease in DQE. As with
the previous simulations conducted by this research group, the omission of
optical photon simulation limits the accuracy of the study. However, the
focussed design concept is an important concept for the thicker detectors,
used with a specific X-ray source.
Conclusion
The past attempts at making segmented arrays of scintillators for imaging
with MeV photons have highlighted the importance of a good light transport,
and choice of material to separate each segment. There is little mention of
the manufacturing technique which is the focus of this work, but the design
considerations are important. The simulations conducted indicated that a
high reflectivity material was more suitable for a high DQE and a high Z
for high MTF however these simulations did not include optical transport.
Some of the simulations considered inter-segment materials which are im-
practical. The use of materials such as tungsten or polystyrene, tungsten
would be too costly, difficult to manufacture in such structures and would
have low reflectivity while polystyrene is transparent. The prototype arrays
produced in the papers were far from the expected performance from the
simulations, this is likely due to the lack of attention to the optical pho-
ton transport. The differences between the results of the simulations which
modelled optical photons and ones which did not, indicate that optical pho-
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ton modelling should be included for a realistic simulation. The simulations
in the publications conducted without optical photon transport show that
the upper limit for DQE(0) for these thick arrays is ∼0.5 but the prototypes
show much lower DQE(0) values in practice in the order of ∼0.2. None of
the prototypes showed any significant advantage over the conventional sys-
tems as the MTF of the segmented arrays were worse. All of the simulations
used imaging metrics such as DQE and MTF to study the effect of array ge-
ometry. While these parameters can be tested to verify the accuracy of the
simulations, they offer little insight into the effect of each design parameter
as they are a product of several factors. Focused designs show some advan-
tages in imaging performance but a reduction in versatility in placement.
The focused array would have to be created for a specific, well characterised
X-ray source and would be more difficult to manufacture. The reviewed
papers did not adequately investigate the effect of the geometric parameters
of the arrays on the light transport, which is crucial in understanding the
construction of these arrays. These parameters are investigated in chapter
3.
2.2 Pulsed Laser Ablation
Pulsed laser ablation (PLA) was selected as the technique for the segmen-
tation of the CdWO4. PLA is a commonly used technique for machining
materials on micro to nano scale. PLA has the ability to machine a whole
range of materials including brittle ones to a high precision with minimal
damage. Ideally the laser micromachining needs to leave the surfaces of
the cut CdWO4 free of any light absorbing defects and debris and must
be smooth to allow for good optical coupling between the reflector mate-
rial and the scintillator. The choice of laser in laser micromachining has a
significant effect on the ablation process and laser micromachining is sub-
divided into different categories based on the type of laser used. The key
variable in laser micromachining is the pulse duration of the laser used, this
is closely followed by the wavelength of the laser. Out of the 4 types of
PLA three are categorised by their pulse duration which use nanosecond,
picosecond and femtosecond pulses and the fourth type are excimer lasers
which are categorised by the lasing medium which can generate ultraviolet
(UV) pulses. The reasoning behind these classifications are the type of abla-
tion mechanisms achievable with each type of laser. The excimer lasers are
not categorised by their pulse duration but by their emission wavelength.
The deep UV laser light generated by excimer lasers are typically strongly
absorbed by all materials and the UV photons have enough energy to induce
direct breaking of the chemical bonds. This type of ablation is known as
photochemical ablation [9]. The nanosecond, picosecond and femtosecond
pulsed lasers are categorised as such due to the amount of heat that dif-
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fuses into the bulk material during ablation with less heat diffusing into the
bulk with shorter pulse duration lasers. All three laser types are able to
ablate with the photochemical process which minimises the amount of heat
generated but the process is a function of material properties such as the
band-gap. The shorter pulsed lasers are also able to achieve much higher
peak intensities which allow for ablation mechanisms that are not achievable
with longer pulses.
The energy and the power delivered per unit area by a laser is given as
the fluence and intensity respectively. The fluence is typically given in units
of J cm−2 and the intensity in W cm−2. The fluence is a measure of the
total energy of a pulse as a function of area while the intensity is the power
delivered during a pulse as a function of area and are related to each other
by the pulse duration. Given the importance of the pulse duration on the
material response it is typical to quote the fluence and the pulse duration
rather than the intensity [34]. Every material will require a certain amount
of energy for ablation to occur, this energy is known as the threshold fluence
[9, 34]. The threshold fluence is typically given as a function of the number
of pulses. For a Gaussian spot the threshold fluence Fth is related to the
diameter of an ablated hole D by:
D2 = 2ω2 ln
F
Fth
(2.6)
where ω is the laser beam spot radius and F is the fluence of the laser. The
laser spot beam radius is defined as the radius at which the intensity of the
beam has fallen to 1/e.
Heat is a common problem with laser micromachining especially when
using nanosecond lasers. Thermally induced stress can induce fracturing
and cracking in brittle materials with anisotropic mechanical and thermal
properties. The formation of a heat affected zone (HAZ) is also problematic
for certain applications such as this one. A HAZ is a region neighbouring
the ablation volume which has been altered by the heat, it can contain
redeposited or recast material from the ablation process and can become
scorched or alter the microstructure of the material. If the formation of
a HAZ is unavoidable it should be easily removable. Empirical methods
are commonly used to determine the best laser parameters to process a
material. This is due to the large number of variables involved in laser-
material interactions, for example there are over a 140 interactions involved
in the process of laser welding [35]. As a result generalisations are made
in all types of laser material processing including ablation and instead of
characterising all the process variables and mechanisms the principal process
variables are identified. The scope of the experimental work in this thesis
was limited by the cost and availability of the laser micromachining systems.
Three lasers were used, the first was a 355 nm nanosecond pulsed laser, the
second was a 795 nm femtosecond pulsed laser and the third and final laser
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was a 1028 nm laser which could generate pulses with durations from 10
picoseconds to 190 femtoseconds.
2.2.1 Nanosecond Pulsed Laser Ablation
The laser used for the ablation of the CdWO4 was a Coherent Avia 7000
355 nm diode-pumped solid-state laser with a pulse width of <30 ns and
an average power of >7.0 watt at 40 kHz [36]. The laser spot size was
reported to be 20 µm by the laser machining company used, Micronanics.
The bandgap of CdWO4 is 4.15 eV [37], therefore a laser with a wavelength
<300 nm would be needed for strong absorption and direct excitation.
The mechanisms for laser ablation can be divided into three categories,
thermal, chemical and a mixture of both. The exact mechanism for laser
ablation is specific for each laser-material system [9]. The definitions of
the mechanisms involved in laser ablation are not very strict as detailed
knowledge of the fundamental interactions of light with the material and
the relaxation times of these processes is required [9]. Thermal processes
dominate in continuous wave or nanosecond and slower pulsed lasers, this
type of ablation is called photothermal. The laser wavelength and mate-
rial absorption properties will also dictate the ablation mechanism. Infrared
lasers can be treated as a purely thermal ablation mechanism as the directly
excite optical phonons. Ultraviolet lasers in dielectrics can lead to direct
breaking of the chemical bonds, a process known as photochemical ablation.
This process requires photon energies in excess of the bandgap. The ablation
of dielectrics using sub-bandgap excitation involves several processes which
are a function of the material and laser intensities [9]. For very high inten-
sities in the range of 1012 W cm−2 multi-photon ionization is the dominant
energy absorption mechanism [38]. Multiphoton absorption occurs when an
electron absorbs an incident photon and is promoted to a virtual state where
subsequent photons can be absorb to promote it to the conduction band.
Multi-photon absorption is the predominant mechanism in femtosecond ab-
lation and not typically observed in ns-PLA, the mechanism is discussed in
detail in the next section. For intensities in the range of 109-1012 W cm−2
such as those achieved by the nanosecond laser, avalanche breakdown is the
dominant absorption mechanism. Avalanche breakdown relies on a small
number of conduction band or free electrons being present in the material.
The electromagnetic field of the laser light accelerates these free electrons
which go on to impact-ionise nearby atoms which leads to an avalanche ef-
fect as the number of free electrons available to absorb subsequent pulses
increases with each pulse. Each impact will however transfer kinetic en-
ergy from the electron to the atoms which will lead to phonon excitation
and heating of the material. The origin and number of the initial free elec-
trons is material dependent. In semiconductor materials, free electrons can
be present from thermal fluctuations described by Fermi-Dirac statistics.
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However, the band-gap of CdWO4 is 4.5 eV which would result in a sta-
tistically insignificant amount of free electrons. Another common origin of
the free electrons can be defects and impurities. These could be significant
in activated scintillators but the luminescence in CdWO4 is intrinsic to the
material, and as a result there are no mid band gap states to increase the
absorption of the laser light. To further understand this process the optical
properties of the CdWO4 were measured using a Cary-5000 spectrophotome-
ter in the range of 800 nm to 330 nm (figure 2.6). The spectrophotometer
was used to measure the transmittance and the reflectance of the CdWO4,
the optical attenuation coefficient was calculated for 355 nm by resolving the
reflectance and transmittance. While the bandgap of CdWO4 is reported to
be 4.15 eV optical absorption was found to slowly increase at 400 nm and
below. The attenuation coefficient at 355 nm was determined to be 0.15 ±
0.05 cm−1. This phenomenon is known as an Urbach tail and is a function
of the temperature and is a combination of defect states, crystal disorder
and thermally generated carriers [39] which would provide the initial free
electrons for avalanche breakdown.
Figure 2.6: The measured reflectance and transmittance of a 3 mm thick
sheet of Cadmium tungstate and the resolved absorption.
The surface of a material can contain significantly more light absorbing de-
fects than the bulk. Such defect sites include terraces, dangling bonds and
ad-atoms [40]. The avalanche breakdown process can also induce light ab-
sorbing defects such as those induced by thermal stress. Any induced defects
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that increase the absorption are broadly classified as incubation centres. For
incident 355 nm light which corresponds to the wavelength of the Coherent
Avia being used for ns-PLA only 0.015% of the incident light would be ab-
sorbed in the first 10 µ. At an intensity of 1×109 W cm−2 and a 20 µm
diameter spot corresponds to 89 GeV of absorbed energy for the initial pulse.
Assuming that the average energy required to form an electron-hole pair in
CdWO4 is three times the bandgap energy [41] this would correspond to ∼
2×1010 e-h pairs and 2/3 of the 89 GeV would go into phonon excitation.
Once the laser light has been absorbed the ns-PLA can be considered
as a thermal process. It is useful to compare the thermal conductivities
of the material with the optical properties to determine which dictates the
interaction volume of the laser ablation process. The measured optical ab-
sorption values and the thermal diffusivity from [21], were used to compare
the optical penetration depth and the thermal penetration depth for this
laser-material system. The optical absorption characteristics were found to
dictate the size of the ablation volume [9]. The localised heating of the tar-
get material can lead to different material removal mechanisms that depend
on the degree of heating and the material properties. A detailed review of
these processes can be found in “Laser Processing and Chemistry” by Di-
eter Bauerle [9]. The localised heating effect will lead to a change in volume
caused by thermal expansion which will induce highly localised stresses. In
crystals with non-isotropic thermal expansion coefficients such as CdWO4
this can lead to significant local deformation, cracking, fracturing and spal-
lation of material. Continued heating will lead to a phase change where the
material will turn into liquid. The liquid can be expelled through hydrody-
namic sputtering, where large droplets are ejected because of the thermal
gradients and relaxation of laser induced pressure. Explosive boiling also
known as a phase explosion is another method of material removal. This
occurs when the liquid is superheated to 90% of its critical temperature. At
this temperature the material rapidly becomes a mixture of a liquid and a
gas phase. The escaping gas exerts a recoil pressure on the liquid causing
an explosive ejection of vapour and liquid [42, 43]. Boiling of the melted
phase cannot expel sufficient material for efficient material removal because
of the slow diffusion of bubbles compared with the time-scale of ablation
[44]. Vaporisation of the melted phase can account for a large volume of
the removed material. The plume generated by the vaporisation will con-
sist of charged and uncharged species, large clusters and electrons emitted
through multiphoton ionisation or thermal emission. As these leave the
molten surface they generate a recoil pressure which expels liquid droplets
and fragments of material. The degree of ionisation of the plume is minimal
at laser energies which are just over the vaporisation threshold energy and
the plume’s effect on ablation can be mostly ignored. Even at this low de-
gree of ionisation the absorption and scattering of laser light by the plume
can be substantial enough to effect the ablation rates. The degree of ionisa-
28
Chapter 2. Background Science
tion of the plume will increase with laser energy and at high intensities can
form a fully ionised dense plasma [9]. The plasma can transfer energy to
the material and cause damage to the area surrounding the ablated volume
[35]. An energetic plasma can be detrimental to the creation of small or
geometrically complex structures [45]. The re-deposition and condensation
of the removed material on the surface of the work-piece can be problematic.
The energetic plume can react with any gasses present in the environment,
condense and form more energetically favourable compounds or react with
the surface of the work-piece. The ablated material from the bottom of the
trench can be redeposited on the trench walls causing a narrowing of the
trench width and the edge of the ablation volume can melt and re-solidify.
The effect of the debris can be minimised by either ablating in a vacuum, in
a gas which can react with the plume to create an easily removed compound
or in an inert gas environment [9]. If this cannot be done then a chemical
etchant can be used to remove unwanted material.
For laser material processing simple models are useful for determining
what parameters are key and what material removal mechanisms are to be
expected. By treating the laser as a heat source the rise in temperature
caused by this effect can be estimated. For a semi-infinite body the rise in
surface temperature (Tp − T0) is related to the laser power density E, by
equation (2.7)
logE = log(Tp − T0) + log
(
pi
1
2 Λ
2a
1
2
)
− 1
2
logτ (2.7)
Where Tp peak temperature, T0 is the initial temperature, Λ is the thermal
conductivity, a is the thermal diffusivity and τ is the laser interaction time.
For pulsed lasers τ is the pulse duration [35]. The thermal conductivity of
CdWO4 was measured by Sabharwal et al. to be 0.67 Wm
−1K−1 and the
thermal diffusivity was calculated to be 2.67×10−07 m2s−1 from values in
[21]. By letting Tp = Tmelt = 1598 K a contour can be plotted to determine
the processing conditions required for surface melting (figure 2.7).
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Figure 2.7: A diagram showing the power density and pulse width required
to melt CdWO4, the dashed line shows the power density required by 30 ns
pulses.
At a pulse width of 30 ns 0.86 MWcm−2 is required to melt the CdWO4.
The Coherent Avia 7000 is reported to have its peak power of 7.3 W at
40 kHz and the spot size is given as 20 µm [36]. For 30 ns pulses the
intensity corresponds to 1.9 GWcm−2, which is three orders of magnitude
higher than the intensity required to reach the melting threshold. No values
for the latent heat of fusion for CdWO4 can be found in the literature,
therefore the equation cannot predict the intensity needed to induce the
phase change. The cadmium in CdWO4 is known to be volatile at high
temperatures and the material will begin to decompose at 1173 K and form
CdO [46], therefore once the CdWO4 has reached its melting point it is
expected to begin forming CdO and WO3. This simple model does not take
into account the poor absorption of 355 nm light by CdWO4 and cannot
predict the incubation effects or avalanche process.
The rapid localised heating of the crystal is expected to induce significant
stress in the crystal. The rapid increase in volume will induce a tensile stress
on any defect in the crystal which can result in crack opening and brittle
fracture [47]. The susceptibility of a material to failure through fracture is
given by the fracture toughness Kc of the material and is the square root of
the product of the elastic modulus E and the toughness of the material Gc.
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A material will fail through fast fracture when the stress intensity factor K
is equal to the fracture toughness of the material. The stress intensity factor
is a function of the fracture strength η and the length of the largest defect
am in the material and is given by:
K = η
√
piam (2.8)
A simple calculation of the tensile stress ηth generated in a material resulting
from a temperature differential ∆T is given by:
ηth =
α∆TE
1− ν (2.9)
where α is the linear coefficient of thermal expansion, and ν is Poisson’s
ratio. For a given size of defect in the crystal the material will fail by thermal
shock when ηth is equal to the fracture strength η of the material. Johnson
et al. measured the fracture behaviour of CdWO4 and found that it had a
Young’s modulus of 190 GPa, and a fracture toughness Kc of 0.21 MPa m
1/2,
Macavei et al. measured the bulk modulus to be 136 GPa and the coefficient
of thermal expansion for the (010) plane was measured to be 1.09×10−5 K−1
by Sabharwal et al. [21, 48, 49]. The bulk and Young’s modulus were used
to calculate Poisson’s ratio to be 0.27. Using these values equations 2.8 and
2.9 can be rearranged to calculate the largest temperature gradient that
CdWO4 can be exposed to before failure as a function of defect size (figure
2.8).
Figure 2.8: A graph of the largest temperature gradient CdWO4 can be
exposed to before failure as a function of defect size.
31
Chapter 2. Background Science
The plot shows that fracturing is likely to be a problem when machining
CdWO4 using ns-PLA as the material being ablated is expected to be at
temperatures in excess of 1598 K and the neighbouring material is expected
to remain a solid. CdWO4 can also exhibit large defects, Nazarenko et
al. studied structure defects in Czochralski grown CdWO4 and found that
the formation of a CdO gas phase in the melt resulted in pores as large
as 150 µm in diameter being formed, etching also revealed large amounts
of dislocations [17]. This treatment is very simplistic and assumes that
the change in temperature is instantaneous and that CdWO4 has isotropic
mechanical properties. In reality the increase in temperature is expected
to be rapid but some heat will diffuse outside of the ablation volume which
will reduce the thermal gradient. The avalanche and incubation process that
is required for ablation of CdWO4 using this wavelength of laser will also
reduce the temperature gradient as the material will only weakly absorb
until a critical number of defects and conduction electrons are present. But
the incubation process will introduce defects in the crystal that will increase
the susceptibility of CdWO4 to thermal shock.
Ultra-short pulsed laser ablation is an alternative to ns-PLA. It is known
to be able to machine brittle dielectrics effectively with minimal or no dam-
age from thermal effects resulting from the different ablation mechanisms.
2.2.2 Ultra-short Pulsed Laser Ablation
Femtosecond and picosecond pulsed lasers have several key properties that
make them highly effective for pulsed laser ablation. These lasers can gener-
ate high intensity pulses that allow for the ablation of almost any material,
including wide-bandgap dielectrics and transparent glasses and polymers.
The ultra-short laser pulse duration generates almost no heat outside of the
ablation volume as the ablated material is removed before the heat is able
to diffuse out of the volume. The ablation process involves three key steps;
the first step is the energy transfer from the laser to the material through
an ionisation process, once a critical amount of energy has been deposited
the material will breakdown and the final step will be the removal of the ex-
cited material. The exact ionisation processes involved in ultra-short pulsed
ablation are complex. During ultra-short pulsed laser ablation, matter is
subjected to a high intensity electric field generated by the pulse and the
ultra-short time scale results in matter being in a state that is far from
any thermodynamic equilibrium state. The ionisation processes are highly
material and laser dependent and require detailed material and laser charac-
terisation coupled with significant calculation to determine its nature for a
specific material [9, 34, 50]. The damage mechanisms that lead to the break-
down and material removal are still a subject of study and controversy but
it is generally accepted that a critical number of valence band electrons need
to be excited into the conduction band for ablation to occur [9, 34, 50]. The
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study of these mechanisms is beyond the scope of this work, phenomenolog-
ical descriptions are common for pulsed laser ablation [34] and an overview
of the commonly accepted mechanisms will be given here.
Ultra-short pulsed lasers are generally considered to be any laser that
can produce pulses of ≤ 10 ps. This is a result of the pulse duration being
shorter than electron-phonon relaxation of many materials which results in
a minimal HAZ and in some cases no HAZ [9]. Ultra-short lasers are also
able to achieve intensities of ≥ 1012 W cm−2 that result in non-linear opti-
cal absorption which allows for the ablation of materials where the bandgap
energy is greater than the energy of the incident photon. Multi-photon ioni-
sation is a non-linear absorption mechanism that occurs at moderately high
laser intensities of ∼ 1012 W cm−2. In multi-photon ionisation a conduc-
tion band electron is generated when nhν ≥ Eg where n is the number of
photons with energy hν and Eg is the bandgap of the material. At inten-
sities of > 1013 W cm−2 the electric field of the laser pulse is similar to
that of the internal atomic electric field resulting in an AC Stark shift that
increases the bandgap [34], in this case tunnelling ionisation becomes im-
portant [9, 34, 50]. Both tunnelling ionisation and multiphoton absorption
will lead to electrons being excited into the lower edge or the conduction
band. As with nanosecond ablation of dielectrics impact and avalanche ion-
isation can be an important ionisation mechanism, but for these mechanism
the electrons require energies much greater than the bandgap energy. Un-
like in nanosecond PLA this process cannot be considered instantaneous in
femtosecond PLA. The free electrons must gain the energy for impact ion-
isation through inverse bremsstrahlung that lead to intraband transitions.
In SiO2 the impact ionisation process was estimated to take 100 fs and the
avalanche process 1.5 ps for an intensity of 4.3×10−13 W cm−2 [51]. As a
result of this the avalanche ionisation process is only dominant for longer
pulse durations in the order of picoseconds, the impact ionisation process is
dominant in the intermediate pulse durations and the multi-photon or tun-
nel ionisation process is dominant for shorter pulse durations in the order
of 100s of femtoseconds [34, 51]. Optical breakdown is expected to occur
once a critical number of valence band electrons are excited into the con-
duction band. The critical density of these electrons is not known and is
material dependent. Two potential values for the critical density have been
proposed, the first is when the energy of the excited electron system is equal
to the binding energy of the lattice which is typically given as an electron
density in the order of 1019 cm−3 [9, 50], and the second is by setting the
frequency of the conduction band plasma to the frequency of the excitation.
For 800 nm the critical electron density is in the order of 1021 cm−3 [50].
Once the energy from the pulse is absorbed the ablation will begin 1-10 ps
after the pulse. There have been several proposed mechanisms for damage
and material removal in ultra-short laser ablation. There is evidence that
in some materials such as metals and semiconductors that some of the same
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mechanisms seen in ns-PLA are present, but at a much shorter time scale.
These include spallation, melting and phase explosion [52, 53, 54] and are
believed to occur at low fluence, the sudden heating in femtosecond PLA
is typically isochoric [34]. At higher fluences direct transformation of the
material from the solid phase to a plasma is believed to occur [52]. In di-
electrics, at very high fluences a material removal mechanism known as a
Coulomb explosion can occur. A Coulomb explosion occurs when the laser
pulse induces significant photoemission of electrons from the surface of the
material. This leads to a highly localised volume of positive charges which
will repel each other and lead to material removal [9, 34, 50, 55].
The identification of the material removal mechanisms in a specific laser-
material systems requires detailed pump-probe experiments using high speed
imaging systems. However, the outcome of the ablation mechanism is far
more important for this application than the mechanism itself. Materials
characterisation techniques can be used to analyse the ablated regions to
determine the laser induced morphological and chemical changes. Careful
study of these changes in both ultra-short and ns-PLA can reveal some of the
mechanisms such as the presence of a re-solidified liquid phase or cracking
indicating a thermal ablation mechanism. These changes can then be related
to the specific laser settings which can be used to minimise any damage and
maximise the effectiveness of the machining process.
2.3 Photon Transfer Method
The development of a scintillator for high energy digital radiography will
require testing using a suitable image sensor. The performance and char-
acteristics of an image sensor is assessed using the photon transfer method.
The photon transfer (PT) method can be used to characterise the perfor-
mance of any solid state imaging system that is shot noise limited and has
a linear response. The PT method allows for several characteristics of the
imaging system to be measured from one measurement. These include the
full-well capacity, the different noise contributions, the dynamic range and
the ADC conversion factor [56]. The ADC conversion factor allows for the
output of the imaging system to be converted into the number of electrons
used to generate the signal. As silicon has a quantum yield gain of 1 for
interacting optical photons, 1 absorbed photon results in 1 released electron.
This can be used with the interacting quantum efficiency to calculate the
number of incident photons on the sensor, and allows for the imaging system
to be used as a basic photometer. The system was not used as a photometer
in this case as the quantum efficiency and the performance of the lenses was
unknown.
The signal level from an imaging system is given in the relative form
of a number which represents the signal level from a pixel. The number is
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typically called a ”digital number” (DN) or since they are the signal level
from the analogue to digital converter they are also called ”analogue to
digital units” (ADU). It should be noted that some software such as the
commonly used ImageJ will call ADUs ”Gray Values” or ”Grey Values”
depending on whether the software uses American or British English, this
should not be confused with the SI unit of absorbed dose; the gray.
In a shot noise limited imaging system the mean signal level A will be
related to the standard deviation of the mean input signal σA by:
σA =
√
A (2.10)
As the system is linear the input signal A is proportional to the output
signal B by a proportionality constant K(A/B):
A = BK(A/B) (2.11)
this relation extends to the standard deviation of the input and output
signal:
σA = σBK(A/B) (2.12)
substituting equations 2.12 and 2.11 into equation 2.10 will yield the photon
transfer relation:
K(A/B) =
B
σ2B
(2.13)
The photon transfer relation relates the output signal and the shot noise to
the proportionality constant between the input and output signal, which is
the ADC sensitivity factor.
The PT relation can be used to determine the analogue to digitac con-
verter (ADC) sensitivity factor by plotting a photon transfer curve (PTC).
A PTC is performed by plotting the standard deviation of the output noise
against the output signal level in ADUs. The basic PTC can be analysed to
determine the full well capacity, the dynamic range, and the fixed pattern
noise (FPN) quality factor (figure 2.9). There are many variations on the
photon transfer method which allows for measurement of a whole range of
sensor characteristics which are detailed in [56]. The PT relation is only
valid when other types of noise are taken into account correctly. The other
types of noise sources are read noise and fixed pattern noise. The read noise
is independent of the signal levels and is a fundamental property of the elec-
tronics. The FPN is the variation in the performance of each pixel and is
proportional to the signal level. The read noise can be measured by taking
a frame with ideally 0 s integration time or the shortest possible exposure
or from a dark frame or the overscan area of a sensor. In addition to the
read noise there is also a constant offset applied to the signal prior to the
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ADC. This is to prevent clipping of negative signal values which can occur
due to noise, this value can be measured at the same time as the read noise.
Incorrect offset correction can lead to an incorrect ADC sensitivity factor.
Figure 2.9: A graph of a typical photon transfer curve showing the constant
read noise contribution, the fixed pattern noise contribution with a gradient
of 1, the shot noise contribution with a gradient of 0.5 and the full well
capacity.
There are two variations of the basic PT method, the first is to uniformly
illuminate the sensor while increasing the integration time of each set of
images and the second is to keep the image acquisition parameters constant
and increase the light level. For both methods the source of illumination
must be uniform to within 1% or the FPN correction will be incorrect. A
minimum of two images must be taken for each exposure level to allow for
the FPN contribution to be removed. The FPN is removed by subtracting
one image from the other image taken at the same exposure.
σSHOT+READ =
1√
2
(
(Image1− Image2)2
Npixels
) 1
2
(2.14)
This eliminates the signal and the FPN from the image and only the com-
bination of the read and shot noise is left. This resulting image should be
divided by 2
1
2 ) to compensate for the addition of two sources of random
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noise during the subtraction. The read noise is eliminated by the following
equation:
σSHOT = [σ
2
SHOT+READ − σ2READ]
1
2 (2.15)
The plot of the log of the shot noise against the log of the signal level
will yield a straight line with a gradient of 1/2 and the sensitivity factor
in e− can be determined either by using the PT relation or read from the
graph as the signal level when the shot noise is 1. The full well capacity
is determined by identifying the signal level as it begins to saturate and
applying the sensitivity factor. The saturation point can be identified on
the graph as the point where the straight line begins to curve downward.
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2.4 Materials Characterisation Techniques
The strict requirements of the micromachining process and the complexity
of the ablation processes has necessitated the use of many materials char-
acterisation techniques. A list of the techniques used is given in table 2.2.
Some of the techniques were only briefly used but allowed for greater insight
into the ablation mechanisms or the processing conditions. Other techniques
were fundamental for the understanding and optimisation of the microma-
chining process. A brief overview of the three most used instruments and
techniques will be given, these were optical microscopy, SEM with EDS and
XPS.
Instrument \ Technique Abbreviation Function
Optical Microscope - Studying
microstructure and
light absorbing defects
Scanning Electron
Microscope
SEM Studying
microstructure
Energy Dispersive
X-ray Spectroscopy
EDS Elemental Analysis
X-Ray Photoelectron
Spectroscopy
XPS Surface Elemental and
Chemical Analysis
Confocal Laser
Scanning Microscope
CLSM \ CSLM Sub-Surface
Microscopy and
Topography
X-ray Diffraction XRD Crystalline Phase
Analysis
Atomic Force
Microscope
AFM High Resolution
Topography
Micro-Raman
Spectroscopy
- Chemical Identification
Spectrophotometer
with Integrating Sphere
- Optical Properties
Table 2.2: Materials Characterisation Techniques Employed and the func-
tion they performed.
2.4.1 Optical Microscopy
Optical microscopy is one of the oldest and simplest materials characteri-
sation techniques and has seen wide scientific use since Robert Hooke first
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popularised it in Micrographia in 1665. Improvements in lens manufactur-
ing have allowed significant improvements in the quality of the microscopes.
Further improvements resulted from developments in optical theory which
allowed for new imaging techniques to be used. These techniques allow the
study of features much smaller than would be conventionally possible using
visible light, and unlike electron microscopy offers true colour information.
The compound microscope is the most commonly used optical micro-
scope and consists of a an objective lens that is focused onto the specimen
surface. This produces a real magnified image, which is then magnified again
by the eyepiece lens to produce a virtual image, which is observed by the
operator. For opaque specimens the light source must illuminate from above
and the reflected light is collected by the objective, this form of light mi-
croscopy is known as reflected-light microscopy. This form of microscopy can
also be used for translucent specimens. Translucent specimens can also be
illuminated from below and the transmitted light is collected by the objec-
tive, this form of light microscopy is known as transmitted light microscopy.
These 2 basic types of microscopy can be used to study different features on
the same specimen as they can offer different types of contrast. The contrast
in reflected-light microscopy arises from the differences in reflectivity across
the specimen, this can arise from surface topography, micro-structure and
differences in the material composition. The contrast in transmitted-light
microscopy is caused by the differences in the absorption characteristics of
the specimen, the use of polarised light can also show differences in ori-
entation of crystalline phases [57]. Both modes are particularly useful for
characterising scintillators, as any features that are visible will influence
the light transport properties of the scintillator. Developments in light mi-
croscopy have allowed for new modes that offer improved contrast for highly
scattering materials and features that do not absorb much of the incident
light. These techniques are dark field microscopy, phase contrast microscopy
and differential interference contrast microscopy.
The key characteristics of an optical microscope are the resolution, the
depth of field and the magnification. The magnification is the amount by
which the apparent dimensions of an object is increased by, in an optical
microscope it is the product of the magnification of the objective and the
eyepiece. The resolution is the minimum distance r between two objects
that can still be resolved as discrete objects by the imaging system. For
optical microscopes it is dictated by the Rayleigh criterion and is given by:
r =
0.61λ
nsinα
(2.16)
where λ is the wavelength of the incident light, n is the refractive index of the
medium separating the imaged object and the lens and α is the half-angle
acceptance of the lens. The denominator of equation 2.16 is known as the
numerical aperture of the lens. Therefore, maximum resolution which is the
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minimum r which can be achieved by using violet light and a large numerical
aperture with an oil immersion lenses. For white light the lenses must have
a low amount of chromatic aberration as it can degrade the resolution. The
depth of field is an important property of a microscope for studying the
topography of a specimen, it is the range of positions h for an object to be
in focus and is given by:
h =
0.61λ
nsinαtanα
(2.17)
Therefore the maximum depth of field h is given by red light and a
small numerical aperture [57]. As a result of this a high resolution optical
microscope will have a low depth of field and a high depth of field microscope
will have a low resolution. A higher depth of field and resolution can be
attained by using shorter wavelengths.
The confocal laser scanning microscope, or laser scanning confocal mi-
croscope is a variation of the optical microscope, it has 2 key features that
has made it a popular tool for the study of materials. The CLSM was
originally developed in 1955 by Marvin Minsky for the study of biological
samples, with the key features of slightly higher lateral and axial resolution
than conventional wide-field light microscopes, and the ability to exclude
any out of focus light from the image [58]. Out of focus light is excluded
through the use of pinholes, the original design lacked a laser and used a
pinhole in front of a lamp to create a point source, a second pinhole in focus
with the first, was placed in front of the detector, hence the name confocal
microscope (figure 2.10).
In material science the CLSM is commonly used to study sub-surface
damage in in translucent or transparent materials [59]. The use of a laser
instead of a lamp allows for high intensity light to penetrate deep into the
material. Greater contrast can be achieved by impregnating the material
with a fluorescent dye. The dye is excited by the incident laser light and
emits longer wavelength light. The laser light is then excluded from the
image through the use of a bandpass filter. This results in a greater signal
in large cracks as there is a larger quantity of dye [59].
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Figure 2.10: A schematic showing the principles of a confocal laser scanning
microscopy, the laser scanning mirrors have been omitted for clarity.
For 3D and topography data a CLSM typically uses a high precision stage
to produce a series of images as the stage is moved in Z, the data is then
stored as a stack of images with each image in the stack corresponding to a
point in Z where the image was taken. The software reconstruction of the
imaged volume is then based on the intensity of a given pixel as a function of
Z. The reconstruction can be performed through either using the maximum
intensity value or the centre of mass intensity value [60]. These capabilities
and the fact that the CLSM requires no sample preparation when not using
dye and is non-destructive makes it a powerful tool in studying sub-surface
damage in materials.
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2.4.2 Scanning Electron Microscopy and Energy Dispersive
X-ray Spectroscopy
The scanning electron microscope uses electrons to image the specimen and
therefore can achieve higher resolution and a larger depth of field than an
optical microscope. This can be shown by using the de Broglie wavelength
of the electrons used in an SEM in equations 2.16 and 2.17, the wavelengths
decrease with electron energy and are in the range of 0.0387 to 0.0071 nm
[57] for typical SEM energies. The interaction of electrons with matter is
also different to that of visible light which gives a different contrast and
allows for different characteristics of a specimen to be imaged.
The basic principle of an SEM is an electron source which emits elec-
trons that are accelerated by a high voltage and focused into a small beam
by electromagnetic lenses. The electron beam is scanned across the sample
using electromagnetic coils to steer the beam. Each pixel of the image is
formed by measuring the intensity of the detected electrons emitted from
the sample surface. To prevent scattering of the electron beam which would
degrade resolution the chamber of the SEM is in vacuum. As the primary
electron beam strikes the sample secondary and backscattered electrons are
emitted. The backscattered electrons are electrons from the electron probe
which have mostly undergone inelastic scattering and escaped the specimen.
The intensity of backscattered electrons increases with atomic number of the
atoms in the specimen. The resulting images have contrast that is due this
increased intensity at higher atomic numbers. Secondary electrons are de-
fined as electrons emitted with energies that are less than 50 eV. This arbi-
trary definition was derived from experiments that showed that the intensity
of electrons emitted by the sample below this energy was much greater than
the expected contribution from backscattered electrons [61]. This increased
intensity is caused by the emission of loosely bound outer shell electrons. The
outer shell electrons are emitted when higher electrons such as those from
the electron probe or backscattered electrons inelastically collide with them.
It should be noted that as this definition of secondary electrons is based
on an arbitrary choice of kinetic energy, it does not exclude backscattered
electrons which have lost most of their energy through inelastic scattering
[61]. The low kinetic energy of the secondary electrons limits their range
and escape depth and as a result of this the contrast is primarily from the
topography of the specimen.
To make use of both types of electrons a typical SEM has 2 different elec-
tron detectors. The most common detector type is the Everhart-Thornley
detector, it is sensitive to both secondary and backscattered electrons and
has high electron collection efficiency and low noise. The Everhart-Thornley
detector is composed of a scintillator coupled to a photomultiplier tube en-
cased in a Faraday cage. The face of the scintillator is coated with a thin
metal foil with a high positive potential in the order of 10-12 kV. This is to
42
Chapter 2. Background Science
ensure that the low energy secondary electrons, or lower energy backscat-
tered electrons have enough energy to induce scintillation in the scintillator.
The Faraday cage that surrounds the scintillator prevents the high poten-
tial on the face of the scintillator from deflecting or distorting the primary
electron beam. A bias in the range of -50 V to +250 V can also be placed
on the Faraday cage, this allows for greater control over the source of the
electrons that form the image. The -50 V bias will repel the low energy
secondary electrons ensuring that the signal is formed from the higher en-
ergy backscattered electrons that have a direct path to the detector. The
+250 V bias will ensure efficient collection of secondary electrons emitted
by the sample and secondary electrons emitted by backscattered electrons
incident on the wall of the SEM chamber [61]. The second type of common
electron detector is a dedicated backscatter detector. While the Everhart-
Thornley detector can be made sensitive to only backscattered electrons it
has low geometric efficiency. A Robinson detector is a planar scintillator
with a hole in the centre which is placed directly above the specimen, the
hole allows for the primary beam to reach the specimen. This placement
allows for a high collection angle of almost 2pi sr for backscattered electrons
[61].
Charging effects can make imaging of insulating or poorly conducting
samples difficult. This occurs when the number of electrons emitted by the
sample per unit time differs from the number of electrons incident on the
sample per unit time. This can lead to a build-up of positive or negative
charge on the specimen and can prevent imaging of the surface. Charging
effects in insulators and poorly conducting samples can be prevented by
coating the surface of the sample in a thin (few nm) conducting layer of
gold or carbon, and grounding it to the sample holder. The conductive
layer is conformal, and thin enough that it does not degrade the imaging of
the sample, and provides a conducting path for electrons.
A silicon drift detector is a common addition to an SEM that allows
for EDS to be performed. As the electrons from the electron probe interact
with the atoms in the specimen they induce the emission of characteristic X-
rays. The energy of these X-rays can then be measured by the EDS detector
and allows for the identification and quantification of the elements present
in the specimen. The EDS quantification process involves applying atomic
number, absorption and fluorescence ZAF corrections to the intensity of
the emitted X-rays which are atomic number corrections, X-ray absorption
corrections and fluorescence yield corrections. The small spot size of the
primary electron beam also allows for the generation of the characteristic
X-rays to be confined to small volumes, typically in the order of 1 µm3. The
exact volume is a function of the atomic number and density of the sample
and the energy of the primary electron beam.
Some SEMs are able to image and perform EDS on insulating samples
without the need for a conductive coating. These instruments are either
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known as variable pressure SEMs or environmental SEMs. The charge on
the sample in these instruments is eliminated by introducing small amounts
of air or water vapour into the specimen chamber which will neutralise the
charge that builds up on the sample surface [61]. The gas in the chamber
prevents the use of the Everhart-Thornley detector as the high-voltage used
at the front of the scintillator to accelerate the electrons will cause an elec-
trical breakdown in the gas. Therefore imaging is limited to the backscatter
detector [61].
An SEM equipped with EDS provides elemental information on the sam-
ple to a depth of approximately 1 µm, but does not provide chemical state
or surface sensitive information, which can instead be obtained using XPS .
2.4.3 X-ray Photoelectron Spectroscopy
XPS is a surface analysis technique where a sample is irradiated using X-
rays and the energy of the resulting low energy photoelectrons emitted from
the sample are measured. The mean free path of the photoelectrons the
sample is very small and as a result of this only the photoelectrons close
to the surface from a depth of approximately 5 nm are able to escape the
sample to be measured. The binding energy (BE) of the photoelectron is
characteristic of the atom it is emitted from which allows the composition
of the surface to be probed [62]. In addition to this the binding energies
of the electrons will shift with the chemical state of the atom allowing for
analysis of the surface chemistry. The study of the surface chemistry relies
on accurate measurement of the binding energy of the photoelectrons. The
kinetic energy of the photoelectron Ek is given by the difference between
the energy of the incident X-ray hν, the binding energy of the electron Eb
and the work function φ:
Ek = hν − Eb − φ (2.18)
The binding energy can be calculated by knowing the energy of the incident
X-ray, work function and measuring the kinetic energy of the photoelectrons
[62]. Most modern XPS instruments use a monochromated X-ray source to
produce a narrow X-ray line to improve the full width at half maximum
of the binding energy peaks. This is achieved through the use of a crystal
monochromator which is typically composed of a quartz crystal that has
been aligned to the Bragg peaks of the Kα emission of the anode of the X-
ray source. The incident X-rays which do not have energies corresponding to
the Kα of the anode material undergo destructive interference while the Kα
X-rays will undergo constructive interference. This results in a reduction in
the peak widths and allows for better chemical state information from peaks
with multiple components. Another benefit of the crystal monochromator
is that it results in a lower background, as the bremsstrahlung X-rays are
eliminated, and it removes X-ray satellite peaks from the XPS spectrum
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resulting from the removal of the lower intensity Kα3,4 and Kβ X-rays [62].
The monochromator when used in a Rowland circle configuration also forms
an image of the anode on the surface of the sample, and as a result of this can
be used to focus the X-ray beam down to a spot with dimensions of <15 µm
by focusing the electron beam on the anode [62]. The kinetic energy of
the photoelectrons are typically measured either by the deceleration of the
electrons in a retarding electric field or by the change of the trajectory of the
electrons by an electric field. The concentric hemispherical analyser (CHA)
typically used in modern XPS instruments operate by the latter principle
and offers the best combination of high energy resolution and sensitivity
coupled with the use of electron optics and a multichannel detector [62]. The
CHA is composed of a pair of concentric hemispheres separated by a channel
for the passage of the electrons to the detector. A potential difference applied
across the hemispheres ensures that only electrons with a certain energy are
able to travel through the channel to the detector. Electrons with too high
an energy will collide with the outer hemisphere, while electrons with too
low an energy will collide with the inner hemisphere as it is at a lower
potential. As the kinetic energy of the photoelectrons are typically too
high to be accurately measured by the analyser, their energy gets reduced
at the entrance of the analyser by the electron lenses or parallel grids. In
XPS the scans are typically performed with the CHA in a mode called
constant analyser energy mode. In this mode the energy of the incoming
electrons are always reduced to a set energy known as the pass energy.
This is achieved by linearly increasing the potential difference across the
lenses or grid to sample the range of photoelectron energies of interest. The
potential difference across the hemispheres is kept constant to ensure that
only electrons with energies equal to the pass energies are able to travel
through the analyser to the detector. Setting a low pass energy will result
in low electron transmission through the analyser but high energy resolution.
The removal of photoelectrons from the surface of an insulating or poorly
conductive sample can, as with electron microscopy lead to the surface de-
veloping a positive charge. However, a thin gold or carbon film as used in
EDS would be too thick for XPS and would prevent measurement of the real
surface of the sample. The positive charge will reduce the kinetic energy of
any escaping photoelectrons, potentially preventing accurate determination
of the binding energies. Charging effects can be managed through the use
of a flood gun which floods the area with low energy electrons neutralising
the charge build-up. If this charge compensation is uniform across the re-
gion being irradiated then any subsequent shift in binding energy can be
corrected for [62]. A rough surface can make uniform charge compensation
difficult. This is more problematic for samples which do not have an uniform
composition but in this work, no problems of this nature were observed.
The number of photoelectrons detected for a given energy is proportional
to the concentration of the corresponding element in the analysed surface.
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This allows for XPS to quantify the amounts of each element in a surface.
Inelastically scattered electrons from the sample lead to the formation of a
background associated with each peak. To ensure accurate quantification
the background must be subtracted from each of the analysed peaks. There
are several background subtraction methods, the three most common are a
linear background (figure 2.11 (a)), a Shirley background (figure 2.11 (b))
and a Tougaard background subtraction (figure 2.11 (c)).
Figure 2.11: The three most common background removal techniques used
in XPS, the linear background (a), the Shirley background (b) and the
Tougaard background (c).
The linear background removal is the simplest and assumes that the
background increases linearly with binding energy and draws a straight line
between 2 user defined points at the start and end of the peak(figure 2.11
(a)). Since the background does not increase linearly with binding energy
the error in the background subtraction increases for higher binding ener-
gies. A second source of uncertainty in the linear background removal is the
placement of start and end points for determination of the background. The
error caused by the shape of the real background is greatly reduced by using
the Shirley background (figure 2.11 (b)). This background removal method
assumes that the background for a given binding energy is proportional to
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the sum of the number of photoelectrons at a lower binding energy. The
Shirley background is the most generally used background due the shape
being less sensitive to the start and end points and easy implementation.
The final background removal technique is the Tougaard background which
is the only one of the three that models the distribution of the inelastically
scattered electrons. The Tougaard background algorithm requires a large
energy window extending to around 50 eV above the binding energy of the
peak of interest, this range is much larger than what is typically used for de-
tailed scans. As a result of this and the complicated nature of implementing
an accurate Tougaard background, a Shirley background is typically used
instead, and gives adequate background subtraction for most measurements
[63].
Once the background is removed the photoelectron peak of interest is
integrated, to yield the total number of counts and an elemental sensitivity
factor is applied. This process allows for the quantification of the elemental
composition of the surface. There are 2 types of sensitivity factors, these
are the Scofield and Wagner sensitivity factors. The Scofield sensitivity
factors are based on theoretical calculations of the photoelectron emission
cross-section and the transmission function of the anode while the Wagner
sensitivity factors are empirically derived and are instrument specific due
to the transmission function of the spectrometer [62]. XPS can be used to
study surface chemistry, as the binding energy of the photoelectrons are a
function of the chemical state of the element. A key parameter in the binding
energies of an electron orbiting an atom is the electromagnetic attraction
between that electron and the nucleus and the electromagnetic repulsing
between it and other electrons. In XPS the chemical state is determined by
measuring the change in binding energy of the core electrons of a particular
atom or ion caused by the chemical environment [64]. These changes can be
grouped into initial and final state effects. Initial state effects are those that
effect the electronic structure of an atom prior to phoeoelectron emission.
The primary initial state effect of interest are shifts in the binding energy of
the core electrons of an atom caused by changes in chemical state. The shift
in binding energy arises from the atom needing to maintain the same charge
density. When the central atom forms a bond with an atom with greater
electronegativity, the valance electrons will move away from the nucleus, and
the core electrons will move closer to the nucleus in order to maintain charge
balance. This results in an increase in the binding energy of the core levels.
An increase in oxidation state will in most cases also lead to an increase in
binding energy. Exceptions to this include the copper and barium core level
photoelectrons [64]. The final state effects are either rearrangement of the
electons or multiplet splitting [64]. The exact shifts in binding energy caused
by different chemical states and bonding is a non-trivial combination of many
factors and while they can be calculated using density functional theory.
However, accurate chemical state identification is best, when considering
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the theory and comparing the measured shifts in binding energy with known
reference samples or reliable published data. If a surface contains multiple
compounds where an element is present in a range of oxidation states, then
the measured peak will be a convolution of the photoelectron energies of
each oxidation state of the measured electron shell. Peak fitting algorithms
can be employed to separate each of these contribution and allow for the
quantification of each state. It is worth noting that peak fitting is not a
true deconvolution method, as several mathematically valid outcomes are
possible, which might not be scientifically valid [64]. Once the elemental
concentration of each element has been quantified, and the oxidation state
identified from the peak binding energy, then the stoichiometric ratio for
the corresponding compound can be cross checked with the quantified XPS
results to ensure a good agreement and correct identification.
The characterisation techniques discussed here along with the ones listed
in table 2.2, allowed for optimisation of the laser micro-machining process,
through detailed compositional and topographical analysis of the CdWO4
after laser micro-machining. Monte-Carlo techniques were used to study the
effect of different detector configurations to find an optimum geometry for
efficient thick segmented scintillator arrays. The outcomes of the simulations
were also used to identify the non-desirable and desirable effects that the
laser micro-machining process had on the CdWO4.
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3.1 Introduction to Scintillator Modelling
Monte Carlo simulations can be used as tools for modelling systems with
many coupled degrees of freedom, such as the modelling of the interaction of
radiation with matter. They can be useful in designing radiation shielding,
to estimate the energy deposited in materials or to design and optimise de-
tector systems. Simple calculations are useful to first evaluate fundamental
detector parameters such as X-ray absorption and the transport of the scin-
tillation light. The scintillator arrays have 3 key geometric parameters that
directly influence the performance along with the properties of the materials
that form the array. For rectangular cuboid segments the geometric param-
eters are the thickness, the segment width and the inter-segment distance.
The materials are the scintillator material, the material in the inter-segment
region and the material used to couple the scintillator to the image sensor.
Another important parameter is the interface between each material, this
is a combination of both the surface finish and the optical properties of the
materials. All of these parameters barring the coupling material between the
array and the image sensor directly influence the radiation absorption char-
acteristics of a scintillator array, and all of the parameters directly influence
the light transport properties of the scintillator arrays.
An increase in thickness leads to an increase in X-ray absorption but
also an increase in the distance travelled by a scintillation photon before
it reaches the image sensor. Decreasing the widths of the segments would
confine the light to a smaller area, increasing the spatial resolution but leads
to an increase in the number of reflections experienced by a photon at the
walls of the segment which could lead to greater absorption of the scintil-
lation light. It is clear that decreasing the thickness of the inter-segment
area would increase the area-density or fill factor of the scintillator lead-
ing to higher detection efficiency and better imaging performance but the
light transport and spatial resolution depends on the radiation absorption
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properties, reflectance, transmittance and absorptivity of inter-segment ma-
terial. The Fresnel equations can be used to determine the reflection and
transmission amplitudes of the incident light as a function of polarisation
and incident angle [65]. The geometry described by the Fresnel equations is
shown in figure 3.1.
Figure 3.1: The geometry of reflection and transmission of electromagnetic
waves at an interface. Ei and Bi is the incident EM-wave, Er and Br is the
reflected EM-wave and Et and Bt is the transmitted EM-wave.
For dielectric materials i.e. materials where the refractive index has no
imaginary component, the amplitude reflection coefficient for waves where
the electric field is perpendicular to the plane of incidence is given by:
r⊥ =
nicosθi − ntcosθt
nicosθi + ntcosθt
(3.1)
and the amplitude transmission coefficient is given by
t⊥ =
2nicosθi
nicosθi + ntcosθt
(3.2)
and when the electric field is parallel to the plane of incident:
r‖ =
ntcosθi − nicosθt
nicosθt + ntcosθi
(3.3)
and
t‖ =
2nicosθi
nicosθt + ntcosθi
(3.4)
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where r is the amplitude reflection coefficient, t is the amplitude transmission
coefficient, ni is the refractive index of the medium that the wave is in, nt
is the refractive index of the medium that the wave is incident on, θi is the
angle of incidence and θt is the transmitted angle. The reflected power R
and the transmitted power T at an interface are given by:
R = r2 (3.5)
and
T =
ntcosθt
nicosθi
t2 (3.6)
Applying conservation of energy, the reflectance and transmittance are re-
lated by:
R+ T = 1 (3.7)
As with the amplitude coefficients the transmittance and reflectance must be
calculated for the 2 different orientations of the electric field. Using Snell’s
law to determine θt these equations can be used to determine the transmitted
and reflected power as a function of the incident angle. Since the sensor
and the scintillator are never completely flat and scintillators typically have
high refractive indices it is common to use a thin layer of liquid, gel or
glue with an intermediate refractive index to couple the two components to
improve the light transport across the interface. The refractive index of all
materials change with wavelength, but the refractive index of the optical
coupling compounds vary very little with wavelength, there are differences
between manufacturers, but they typically have a refractive index of ∼1.5
[66, 67, 68]. The refractive index of cadmium tungstate differs with the
crystal orientation and with the highest in the visible spectrum being 2.3
at 400 nm and the lowest being 2.1 at 700 nm. For the peak emission
at 495 nm the average refractive index is ∼2.2 [16]. The transmittance
and reflectance for light incident on a cadmium tungstate-optical couplant
boundary was plotted as a function of incident angle and for light incident
on a cadmium tungstate-air boundary (figures 3.2 & 3.3).
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Figure 3.2: The reflectance and transmittance of light incident on a cadmium
tungstate-optical couplant boundary as a function of angle, the critical angle
was calculated using Snell’s law.
Figure 3.3: The reflectance and transmittance of light incident on a cad-
mium tungstate-air boundary as a function of angle, the critical angle was
calculated using Snell’s law.
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The cadmium tungstate-optical couplant boundary has a critical angle
which is ∼60% higher than the cadmium tungstate-air boundary. As a result
of this a greater proportion of the scintillation light that is incident on the
CdWO4-optical couplant boundary is transmitted. This indicates that a
large increase in signal is to be expected when using an optical couplant,
Monte-Carlo simulations were used to investigate this and are shown later
in this chapter.
The behaviour of light incident on the cadmium tungstate-reflective ma-
terial interface depends on properties of reflective material used. There are
3 choices to model the types of reflective material; a smooth metal surface, a
white material and a lower refractive index material. The lower refractive in-
dex material will reflect any light below the critical angle with no absorption
but lets any light above the critical angle travel to the next segment. The
behaviour will be the same as that of the exit surface. A metal surface can
be highly reflective and light incident on it will undergo a specular reflection.
The reflectivity of a metal layer is a function of the conductivity of the metal
and the absorption characteristics of bound electrons and typically reflect
85-95% of the incident light [65]. Depositing a metal layer on the walls of the
segments would be technically very difficult and is therefore not considered
as a viable option. However, if a substantial benefit to highly attenuating
inter-segment material predicted by simulation then a solution such as filling
the inter-segment region with powdered metal could be investigated. White
reflective materials are optically the most complex of the three options and
only a brief overview of some principal aspects is given. Lambertian or dif-
fuse reflections occur in these materials, they are less sensitive to surface
roughness since their reflectivity is based on the random scattering of light.
The scattering is from non-absorbing particles suspended in a transparent
medium and reflectivities of ≥ 95% can be achieved. In white polymers such
as Polytetrafluoroethylene (PTFE) the scattering centres are crystalline re-
gions in the polymer. In paints the scattering centres are non-absorbing
particles suspended in a polymer matrix. The nature of the scattering is a
function of the refractive index of the surrounding medium, the refractive
index of the scattering centre and the size of the particle with respect to the
wavelength of the incident EM-wave. Geometric ray optics can be used to
describe the scattering when the particles are much greater in size than the
incident wave. The Mie scattering equations can be used for spherical par-
ticles that are similar in size to the wavelength of the incident wave. These
equations reduce into the Rayleigh scattering equation in the case where the
particle size is much smaller than the wavelength of the incident wave. The
theory is a direct application of Maxwell’s equations to EM-waves incident
on conducting or dielectric spheres, the derivation is beyond the scope of
this work but is the subject of chapter 4 of Bohren and Huffman’s book
on the scattering of light by small particles [69]. The effectiveness of the
white reflective material will depend on the absorption characteristics of the
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binder and filler material, the difference in refractive index between the par-
ticles and suspension medium, the particle size, size distribution, particle
number density and thickness of the coating. The incident light is randomly
scattered by particles and in a highly reflective coating most of the inci-
dent light is scattered back out of the coating. This process requires that
the binder and the pigment have very low absorption and that the coating
is thick enough for enough scattering events to occur. A commonly used
reflective paint for scintillators is Saint-Gobain’s BC-620 paint, it is com-
posed of anatase titanium dioxide particles in an acrylic emulsion resin [66].
The diameter of the titanium dioxide particles typically used as pigments
in coatings is in the range of 0.2 to 0.3 µm [70], which is smaller than the
peak emission wavelength of cadmium tungstate at 495 nm. Mie’s theory
can be used to plot a polar diagram of the intensity of the scattered light
as a function of scattering angle and polarisation of the scattered light. A
Matlab script written by Maetzler was used to plot the scattering of light
incident on a 0.25 µm diameter sphere with a refractive index of anatase
titanium dioxide at n = 2.55 suspended in a acrylic binder with a refractive
index of n = 1.5 [71].
Figure 3.4: The intensity of scattered 495 nm light incident on a 0.25 µm
diameter anatase titanium dioxide particle in acrylic as a function of angle,
the incident wave moves from 180 to 0 and the particle is at the centre.
Figure 3.4 shows that the light is preferentially forward scattered, with
very little backscatter. This does not take into account the effects that neigh-
bouring particles would have on the scattering, the possibility of particle
aggregation and non-spherical particles but does suggest that thin coatings
are translucent leading to optical cross-talk between the segments.
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3.2 Gate Monte-Carlo Simulations
A commonly used Monte-Carlo simulation toolkit is Geant4. It is a particle
transport toolkit developed by the Geant4 collaboration. Geant4 uses sev-
eral models for the different interaction processes and energies ranging from
high energy nuclear interactions to low energy electromagnetic and optical
models. For some processes Geant4 gives the option of multiple models to
simulate the same process as some of the models produce more accurate
results at the cost of being more computationally intensive. The details of
each model is given in the Geant4 physics reference manual [72]. Geant4
is a versatile toolkit based on the C++ programming language. The versa-
tility and the requirement to code in C++ makes the Geant4 toolkit time
consuming for relatively simple simulations and for users who are unfamiliar
with C++ and the Geant based derivative. The OpenGATE Collaboration
developed the Geant4 Application for Tomographic Emission (GATE) with
the aim to allow an user to rapidly create simulations with no knowledge of
C++ [73]. The simulation platform is built on top of the Geant4 package,
and was originally designed for nuclear medicine applications. Subsequent
improvements and integration of further Geant4 models has allowed GATE
to be used for applications outside nuclear medicine such as scintillator based
detector development.
For simulations involving optical processes such as those using scintilla-
tors GATE uses the optical model from Geant4 which is a code derived from
the DETECT2000 code [74]. For scintillators optical photons are isotrop-
ically emitted and are tracked until they are either absorbed, escape the
detector volume or reach a boundary. At the boundary Fresnel’s equations
are solved and the photons obey Snell’s law [75]. Gate requires the following
parameters for the modelling of a scintillator:
• SCINTILLATIONYIELD (1/MeV,1/keV): The expectation value of
the number of photons emitted by the scintillator per unit energy.
• RESOLUTIONSCALE: The variance in the light yield is given by the
product of the resolution scale and the expectation value of the light
yield. This can be calculated from the energy resolution R as in the
full width at half maximum (FWHM) of the scintillator photopeak at
energy E with the following equation:
RESOLUTIONSCALE =
R
2.35
· √E · SCINTILLATIONY IELD
• FASTTIMECONSTANT: The first time constant from the fitted ex-
ponential decay of the scintillation light.
• SLOWTIMECONSTANT: The second time constant from the fitted
exponential decay of the scintillation light. Gate can only simulate
two time constants, a fast and a slow decay.
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• YIELDRATIO: The fraction of the total component of light emitted
during the fast decay.
• FASTCOMPONENT: The wavelength of the emitted scintillation light
during the fast decay.
• SLOWCOMPONENT: The wavelength of the emitted scintillation
light during the slow decay.
• ABSLENGTH: The mean distance travelled by an optical photon be-
fore being absorbed. A list of values for optical photons of different
wavelengths can be entered.
• RINDEX: The refractive index of the material. A list of refractive
index values as a function of photon wavelength can be entered.
GATE requires the refractive index and absorption length to model the
optical transport in other materials. GATE is also able to incorporate an
approximation for Mie and Rayleigh scattering using the Henyey-Greenstein
phase function. For GATE to implement the scattering approximation the
user must enter values for the forward scattering anisotropy, the backward
scattering anisotropy and the ratio between the forward and backward an-
gles. Optical fluorescence or wavelength shifting can also be simulated by
specifying the wavelength shifting absorption and emission energies and the
time constant for the emission. GATE allows for the definition of a sur-
face between two physical volumes for the modelling of optical interfaces
and optical photon detectors. A boundary can be defined between two vol-
umes of different or the same material. Gate will calculate the next step for
the optical photon from the type of surface which has been defined for the
boundary. If no surface is defined between two volumes then Gate will use
the refractive indices and Snell’s law to calculate whether the photon is to-
tally internally reflected, reflected or refracted. Gate uses two main types of
surfaces from the Geant4 UNIFIED model, DIELECTRIC DIELECTRIC
and DIELECTRIC METAL (figure 3.5).
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Figure 3.5: The surfaces available for use in the Geant4 UNIFIED model
used by GATE [76].
For a boundary between a dielectric and a metal, absorption or reflection
are the only possible processes. Surface roughness between two dielectrics
can be taken into account by introducing micro-facets and probabilities for
different reflection types. The micro-facets are defined by an angle α which
describes the angle between the average surface normal and the micro-facet
normal. The UNIFIED model assumes that the surface follows a normal
distribution of the standard deviation of σα. The reflection types available
to the UNIFIED model are specular spike, specular lobe and diffuse lobe
(figure 3.6) [75].
For applications which do not require modelling of optical processes it is
advisable not to enable this mode as it is computationally intensive. GATE
also includes a feature called an “actor” which is able to interact with a
simulation while it is running, to modify or output specific data. The dose
actor can be used to monitor any volume in the simulation and retrieve
specific information about the dose, and the energy deposited in a voxelised
form defined by the user. This can be used to create 3D dose or deposited
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energy distributions for the attached volume.
Figure 3.6: The reflection types available for use in the Geant4 UNIFIED
model used by GATE [77].
The detector parameters of interest for simulation were the effect that
thickness, pitch and coupling material have on the light transport proper-
ties of a scintillator array as a function of incident X-ray energy. The effect
that the X-ray absorption properties and thickness of the material in the
inter-segment area has on the detection efficiency and spatial resolution of
the array was also of interest. The UNIFIED optical model implemented in
Geant4, defines the surface roughness by the mean angle of a micro-facet.
This definition of quantifying surface roughness that does not correspond to
the standard methods of quantifying surface roughness. Leading to the po-
tential for unrealistic results when trying to simulate rough surfaces. Surface
roughness quantification typically rely on multiple parameters to describe
surfaces such as the average deviation from the mean, the number of peaks
or troughs and the maximum height or depth of the peaks and troughs. As
a result of this the surfaces were set as polished.
Two sets of simulations were conducted to investigate how these ge-
ometric and material parameters would influence the performance of the
scintillator arrays. The simulations were designed to look at the trends in
performance and not to extract quantitative results. The first series of simu-
lations measured the energy deposited in the array with inter-segment areas
composed of different material at a range of thicknesses. A second series of
simulations investigated the effect of different array configurations on the
transport of the scintillation photons.
3.2.1 Reflector Material and Thickness
The interaction of the inter-segment material with the incident beam must
be considered. The inter-segment region which separates each segment has
two factors governing its effectiveness. The first is its ability to guide the
optical photons into the sensor and the second is its response to the incident
and secondary radiation. At energies of a few hundred keV and above Comp-
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ton scattering is the primary X-ray interaction mechanism. This can signif-
icantly lower the spatial resolution of an X-ray imaging device as Compton
scattered X-rays can have a large range. To prevent the secondary radiation
degrading the spatial resolution a layer of material with high X-ray absorp-
tion should separate each segment, but this would increase the number of
incident X-rays being absorbed by the inter-segment region which could lead
to secondary radiation interacting with the scintillator. Monte-Carlo simu-
lations were used to investigate whether a high-Z high density layer such as
tungsten separating the segments was preferable over a low-Z low density
layer such as PTFE. The thickness of each layer was varied to determine if
there was an optimum thickness for each type of material.
An array of 3 x 3 400 µm wide, 1 cm thick CdWO4 segments was simu-
lated to investigate how the spread of secondary radiation such as Compton
scattered X-rays and fluorescence X-rays can be influenced by the choice
of inter-segment material. The inter-segment materials investigated were
PTFE, TiO2, BaSO4, tungsten and lead. The PTFE, TiO2 and BaSO4
were selected due to their optical properties and the tungsten and lead were
selected due to their atomic number and density. The modelled thicknesses
of the layers were 10, 20, 40, 60 and a 100 µm. The energy of the incident
X-rays was 511 keV with a source to detector distance of 10 cm and a beam
divergence of no more than 0.001o. The spot was moved from the centre
of the middle segment to the middle of the nearest neighbouring segment
(figure 3.7). The step size was 38 µm in the segments and the step size for
the inter-segment region was a fifth of its thickness. The energy deposited
in the middle segment and the nearest neighbour segment was measured for
each spot location. The percentage of incident X-ray energy absorbed by
the centre segment and the neighbour segment was plotted as a function of
the spot position for each material and thickness. The 40 µm data showed
similarities characteristics from the thin and thick inter-segment materials
(figure 3.8).As the beam is moved from the middle of the centre segment
the amount of energy deposited in the neighbouring segment increases. The
highly attenuating tungsten minimises this cross-talk while there is a steady
increase with the less attenuating PTFE and TiO2. Once the beam is in-
cident on the less attenuating inter-segment materials very little energy is
deposited in the segments. This is because of the low number of interactions
from the primary beam leading to less secondary radiation being generated.
However, the highly attenuating inter-segment material causes scattered ra-
diation to deposit some energy into the neighbouring segments leading to
higher overall detection efficiency but lower spatial resolutions.
The data for the 10 µm (figure 3.9 (a)), 20 µm (figure 3.9 (b)), 60 µm
(figure 3.9 (c)) and 100 µm (figure 3.9 (d)) inter-segment regions made of
PTFE, TiO2 and tungsten show the detailed trends from this data.
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Figure 3.7: A schematic of the simulations to investigate the effectiveness
of different materials at containing secondary radiation into a segment .
Figure 3.8: A graph of a different inter-segment materials .
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The 10 and 20 µm thick inter-segment region the tungsten based arrays had
lower energy deposited in the neighbouring segment at ∼25 µm away from
the edge of the inter-segment region than the TiO2 and PTFE based ar-
rays. This was a result of tungsten’s significantly higher density and atomic
number. However, the tungsten based arrays had higher deposited energy
in the neighbouring segment near the inter-segment region. There was also
an increase in deposited energy in the centre segment of the tungsten based
arrays when the beam was incident on the edge of the inter-segment region.
The increase in deposited energy was caused by X-rays interacting with the
tungsten and secondary radiation migrating into the scintillator. For the
thicker inter-segment region the energy deposited in the neighbouring seg-
ment for the PTFE was reduced by ∼2% of the incident X-ray energy. For
the tungsten the reduction was ∼5%. For the inter-segment materials with
reflectivities of ≥ 95% such as the PTFE and TiO2 the highest percentage
of incident energy deposited was only about a fifth of the energy being de-
posited in the centre segment. The simulation suggests that there was some
benefit in using a high-Z high density inter-segment material but it would
be difficult to construct.
Figure 3.9: The energy deposited in the centre segment (CS) and the neigh-
bouring segment (NS) as a function of X-ray spot position for 10 (a), 20 (b),
60 (c) and 100 µm (d) inter-segment thickness and materials.
61
Chapter 3. Detector Modelling
3.2.2 Light Transport in an Ideal Segmented Scintillator
The thickness and the pitch of a scintillator array will determine its effec-
tiveness at absorbing incident radiation, light transport which governs the
detector efficiency and its spatial resolution. For a given thickness a reduc-
tion in pitch reduces the solid angle at which the exit surface subtends to.
As the thickness of the array increases, the most probable point of interac-
tion for the lower energy radiation will be further away from the exit surface.
This also decreases the solid angle and increase the length of the path an op-
tical photon takes to reach the exit surface and be detected. A reduction in
the solid angle to which the exit surface subtends to will increase the propor-
tion of optical photons that are incident on the inter-segment region. Unless
the photon undergoes total internal reflection this will lead to some of the
scintillation light being absorbed as no material has a reflectivity of 100%.
Any scintillation light that is reflected by a diffuse reflector will be reflected
at a random angle making exact trajectories impossible to predict. The av-
erage distance travelled by an optical photon before being detected needs to
be smaller than the absorption length of the photons in the scintillator or
significant self-absorption can occur. Values of the transmission properties
of CdWO4 vary considerably in the literature with absorption coefficients
at 495 nm ranging from 0.12 cm−1 to 0.01 cm−1 [16, 78, 79, 80]. These
values differ due to the difficulty in getting the correct ratio between the
tungsten and the cadmium in the CdWO4 [79]. The fresnel equations show
that the interface between cadmium tungstate and air is more reflective
than the interface between cadmium tungstate and a coupling compound
with a refractive index of 1.5 but this does not easily translate into detector
performance (figures 3.2 & 3.3). The Fresnel equations also show that the
transmittance at the exit interface has a strong angular dependence, but the
random nature of the diffuse reflective materials, prevent accurate calcula-
tions of how much of the incident light is transmitted to the sensor. For the
modelling of diffuse reflectors Monte-Carlo simulations are needed.
The simulations were not conducted to try and model a real array, but
were conducted to identify how each geometric parameter of a segment in-
fluences the optical photon transport. This was performed with the aim of
determining a relationship between the geometric parameters and the poten-
tial performance of an array. Therefore, no optical photon absorption was
implemented in the reflector or scintillator as GATE requires a value for op-
tical absorption this was achieved by setting a very high absorption length
(70 km). This allowed for the total distance travelled by every scintillation
photon to be measured, referred to here as photon path length as well as the
distance between each reflection at an interface, referred to here as mean
free path and the number of reflections. The simulations varied the segment
width, thickness and coupling for several X-ray energies. The simulation
geometry consisted of a single crystal of cadmium tungstate where 5 of the
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faces were coated with a perfectly diffuse reflecting polished front painted
layer of PTFE, one face was open with a 5 µm layer of coupling material be-
tween the sensor and the scintillator (figure 3.10). The sensor was a layer of
silicon with perfect absorption properties set by the DIELECTRIC-METAL
interface that GATE uses for optical photon detection.
Segment widths W of 250, 400, 500 and a 1000 µm were tested at thick-
nesses, T, of 5 mm and 10 cm. The scintillation light was induced by 50
X-rays with energies of 17.5 , 100, 150, 300, 600, 900 and 1200 keV. For each
configuration and energy three coupling interfaces were tested, these were
air with a refractive index of 1, a coupling oil with a refractive index of 1.55
which matched that of the cargille oil used in the testing of the prototypes
and a layer with a refractive index of 2.2 that matched the refractive index of
cadmium tungstate. The last coupling method simulated an ideal interface
where any photon incident on the exit of the scintillator would be detected
by the sensor.
Figure 3.10: A schematic of the simulations used to study the effect of the
segment geometry and coupling method on the light transport.
For each simulation the trajectory of every scintillation photon was mea-
sured with three parameters being extracted from the trajectories. The
parameters were the path length, the number of times the scintillation un-
derwent a reflection and the optical photon mean free path. The average
path length was calculated as a function of segment width for the three
coupling methods at both thicknesses for each incident X-ray energy. The
average path length of a scintillation photon was found to vary very little
with pitch for a given thickness (figure 3.11). This was because the mean
free path of the optical photons is proportional to the segment width. The
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X-ray energy had no significant effect on the average path length of the
scintillation photons, because the random direction of the light scattering
by the inter-segment region. An increase in scintillator thickness was found
to increase the path length. For the air coupled simulation the path length
in the 10 mm scintillators was, on average over all of the widths, 2.03 times
the path length of the 5 mm scintillators. This increase was attributed to
the larger volume of the thicker segment allowing more scattering of the
scintillation light. The ratio between the path length in the 5 mm and
10 mm oil coupled scintillators increased, on average to 2.36 over all the
widths. For the ideal coupling it was increased of 2.83 over all the widths.
This increase was thought to be a result of a greater reduction in the mean
path length in the 5 mm relative to the 10 mm scintillators. The reduction
in path length in the 5 mm thick scintillator was thought to be caused by
a greater proportion of photons incident on the exit surface at angles above
the critical angle for transmission of 42.99o for air and 27.04o for oil.
Figure 3.11: The average total distance or path length of a scintillation
photons induced by 150 keV X-rays in 5 and 10 mm thick arrays with the
three simulated interfaces.
The mean free path between reflections of a scintillation photon was
calculated and found to be linearly dependent on the width. As expected,
the incident X-ray energy and the coupling method had no significant effect.
The thickness showed no significant effect. The high aspect ratio meant
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there was only a small proportion of photons would travel the relatively long
distances in the scintillators. The mean distance between each reflection was
found to be 0.9 of the width of the scintillator (figure 3.12).
The mean number of reflections that a scintillation photon undergoes
was found to increase significantly with a decrease in width and was found
to be given by the mean pathlength divided by the mean distance between
each reflection (figure 3.13). The number of reflections in the ideal and
optically coupled scintillators was significantly lower than in the air coupled
scintillator because they had a lower average path length. The average path
length of the air coupled scintillator resulted from the increased number of
totally internally reflected photons relative to the ideal and optically coupled
scintillator.
Figure 3.12: A plot of the mean distance travelled by a scintillation pho-
ton before being reflected. The mean distance was the same for all array
configurations and tested energies.
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Figure 3.13: The fitted curve of the number of reflections in a 10 mm thick
air coupled scintillator, the numerator was the mean path length in metres
and the denominator was the mean free path between each reflection for a
segment of a given width.
The number of reflections can be used to estimate the losses in an array
caused by absorption in the reflective layer assuming that there is no trans-
mission through the inter-segment material into neighbouring segments. A
layer with 95% reflectivity would reduce the intensity by 5% for each re-
flection. The reduction in initial intensity Io after n reflections is given by
equation 3.8 where R is the reflectivity of the material in the inter-segment
region and In is the final intensity. Therefore an array with a small pitch
would have significantly more losses than a larger pitch array and an array
that was mounted using a coupling medium would have significantly fewer
losses than one that had no coupling medium except for air.
In = IoR
n (3.8)
The mean number of steps could be estimated for any width of scintillator
of a known configuration. This was possible because the mean free path for
each reflection was found to be a function of the segment width, and the
average path length was a function of the coupling and thickness.
As the initial intensity Io is given by the product of the light yield of the
scintillator and the energy deposited in the scintillator, the scintillator gain
can be written as:
G = (PEXL)R
n (3.9)
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where P is the fraction of incident X-rays of energy EX absorbed and L is
the scintillator light yield. To highlight the amount of losses in finer width
segments the number of optical photons induced by 100 X-rays with an
energies of 600 keV was plotted for 5 mm thick segments. The segments
had an optical gel interface and an inter-segment reflectivity of 0.955 (figure
3.14).
Figure 3.14: The number of optical photons emitted by 5 mm thick optically
coupled segments as a function of width as calculated from equation 3.9. The
scintillation was induced by 100 incident X-rays with energies of 600 keV
and the inter-segment material had a reflectivity of 0.955.
The interacting quantum efficiency and the ADC sensitivity factor, of a
given sensor can also be incorporated to estimate the gain of the detector
system. The gain of the detector system using different array configurations
was estimated for an inter-segment material with a reflectivity of 0.955 [81],
a light yield 20 optical photons per keV deposited which matched reported
value for CdWO4 and mounted on the Lassena sensor. For a given optical
coupling method the gain was found to vary significantly and was propor-
tional to the width and inversely proportional to the thickness of the scintil-
lator. For the optically coupled scintillators the 250 µm width 10 mm thick
arrays had the lowest gains in the order of 10−15 ADU/X-ray for X-rays
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with energies of 17.5, 100 and 150 keV and 10−12 ADU/X-ray for X-rays
with energies of 300, 600 and 1200 keV. The 250 µm wide segments saw an
increase in gain at 900 keV for both thicknesses. The 5 mm thick 400 µm
segment saw an increase in gain at 600 keV. The peaks in the gain at these
energies was a function of the complex relation between the depth of inter-
action of the X-rays, the number of internal reflections, energy deposited
and light yield. The highest gain was observed in the 5 mm thick 1000 µm
wide segments ranging from 0.7 to 9.2 ADU/X-ray, higher with increasing
X-ray energy. A table of the calculated gains is given in Appendix A. The
increase in X-ray absorption with thickness did not result in an increased
gain. This resulted from the strong dependence on the number of inter-
nal reflections in the scintillator. The simulations also show that while the
400 µm and 500 µm wide segments will have similar spatial resolution the
gain in the 500 µm pitch arrays will be 3-5 times greater. The estimated gain
for 400 µm pitch, 5 mm thick array on the Lassena sensor with an optical
coupling medium is 0.08 ADU/X-ray at 150 keV and 0.36 ADU/X-ray for
the 500 µm pitch 5 mm thick array. However, this estimate assumes that
4.5% of the light incident on the inter-segment material is absorbed. The
white diffuse materials used between segments have a minimum thickness
to achieve the full reflectivity. If they are below the minimum thickness the
losses are typically due to transmission through the material, not absorption
[81]. Therefore the prototype arrays could have much higher light output
and lower spatial resolution than expected.
3.3 Summary
A series of simulations were used to study the performance of a CdWO4
based scintillator array with different array configurations. The studies fo-
cused on the effects of different inter-segment materials and thicknesses,
array thickness, optical coupling and segment width. The simulations were
conducted on ideal scintillators to extract the trends in the performance.
These trends were then used to estimate the gain of a thick segmented
CdWO4 scintillator array mounted on the Lassena sensor. The first sim-
ulations of the inter-segment material showed that high density and high
atomic number materials would contain secondary radiation in a segment
and provided an enhancement in detection efficiency of the array when ra-
diation directly incident on the material. Thicker inter-segment materials
were able to better contain the spread of the secondary radiation but at a
significantly reduced fill factor. The simulations of the light transport in the
scintillators showed that arrays with smaller pitches would have significantly
lower light output than the same thickness at a larger pitch. With a factor
of 3-5 difference in the gain of a 500 µm wide scintillator compared to a
400 µm wide one. Although thicker scintillators have a greater efficiency in
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absorbing incident X-rays, and hence higher light output the geometry of
the thicker segmented arrays result in lower light output caused by optical
absorption in the inter-segment material. The 10 mm thick optically cou-
pled 500 µm pitch scintillator was found to have a gain that was a factor of
103 to 104 smaller than the 5 mm thick array of the same configuration. The
use of a coupling medium was found to substantially decrease the number of
reflections in the scintillator which would lead to an increase in light output.
The simulations showed that the light output of a segmented scintillator
array is highly dependent on the reflection of light at the walls of the seg-
ments. The use of a metal layer is not recommended as it is not sufficiently
reflective. Diffuse reflectors are more reflective and are more practical to
use. However, they need a minimum thickness to prevent transmission to
neighbouring segments [81]. Having an inter-segment width that is smaller
than this thickness would minimise losses caused by absorption, at the cost
of a reduction in spatial resolution resulting from increased optical cross-
talk. The simulations showed that using an inter-segment material with low
optical absorption would still substantially reduce the light output. This
also highlights the need for a clean laser cut surface. An inter-segment ma-
terial such as TiO2 or BaSO4 in a polymer binder is recommended as it
simplifies assembly and they are highly reflective.
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Nanosecond Pulsed Laser
Ablation
4.1 Introduction to Nanosecond Pulsed Laser Ab-
lation
Nanosecond pulsed laser ablation had already been successfully tested in
preliminary tests as a method for segmenting CdWO4 and had been used to
create a 1 cm thick segmented CdWO4 prototype [8]. The poor efficiency
of the array necessitated further investigation of the nanosecond ablation
process to determine if it could be improved. The effectiveness of the ab-
lation for segmenting scintillators was judged using optical and electron
microscopy. The criteria used to qualify a good cut was the amount and
degree of cracking in the CdWO4, the extent of the heat affected zone and
the morphology and the width of the cuts. The ablation mechanisms were
identified by studying the morphology of the debris created during the ma-
chining with optical and electron microscopy and studying the composition
of the debris and heat affected zone using EDS and XRD.
The morphology of the debris created during ns-PLA is expected to
change with the material removal mechanism. As covered in chapter 2 in
ns-PLA material can be ejected from the ablation volume as either a solid,
liquid, gas or a plasma, the phase of the ejected material is a function of
the material properties and the laser pulse energy and duration. In this
case the pulse duration and material system is constant, leaving the pulse
energy as the only variable. The solid phase ejection is caused by highly
localised volume expansion from the heating causing a build up of stress
which leads to the material shattering and ejecting solid fragments from
the ablation volume. This form of material removal needs to be avoided
as the cracks formed during this process can propagate outside the ablation
volume which can hinder the transport of light or destroy the CdWO4 sheet.
The debris in solid phase ejection is expected to have sharp angled edges
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resulting from the fracturing. The degree of solid phase material ejection
is expected to be a function of the absorbed power both in terms of peak
power and average power. At high powers the material can turn into a liquid
almost instantaneously, and at very high powers the material can directly
form a gas or a plasma. The rapid phase change would minimise the build
up of stress resulting from thermal expansion in the ablation volume, but
the high temperature gradient could lead to a thermal up-shock causing
the neighbouring material to crack. Solid phase material ejection is also
expected to be significantly greater in the case where the laser is focused
below the surface or absorption is higher below rather than at the surface.
The formation of a liquid phase is also undesirable as it will lead to a large
thermal gradient which can induce cracking and contribute to the size of
the heat affected zone when it re-solidifies at the edges of the cut after
ablation with an unknown chemical composition and micro-structure. The
debris from liquid phase ejection is expected to be rounded with drop like
shapes for hydrodynamic sputtering. The ejection of material in the form
of a gas or plasma is the most desired mechanism as the gas or plasma can
transport the heat away from the ablation volume quickly, the gas or plasma
formation is expected to happen at very high absorbed powers. Care must
also be taken to prevent the plasma from screening the CdWO4 from the
laser. The plasma can be used to enhance the material removal as it can
bombard the surface and cause sputtering, if it is uncontrolled this can be
problematic for fine structure formation [45]. The debris from the gas phase
and plasma is expected to be a fine powder or small spheroids which are
smaller than the debris from liquid phase ejection.
The laser used was a Coherent Avia 7000 355 nm diode-pumped solid-
state laser with a pulse width of <30 ns and an average power of >7.0 watt
at 40 kHz [36]. For this model of laser changing the repetition rate changed
the available power, with the peak in available power at 40 kHz (figure 4.1).
The laser machining system used a galvanometer system and a telecentric
F-θ lens. An extract pipe was placed to next to the laser scan head above the
sample to remove any hazardous gasses that could be produced during the
ablation process. Certain laser machining parameters had been optimised
for the segmentation of the first prototype, one of these parameters was
the scan pattern of the laser spot which scanned the beam in a series of
concentric ellipses which became smaller as the laser machined into the
material [8]. This pattern gave rise to triangular cuts but was required to
allow the material to be expelled from the machined cut as the aspect ratio
of the cut increased. As the pulse duration was kept at 30 ns the parameters
of interest were the pulse energy and the pulse repetition rate. A high laser
power setting with a low repetition rate produces higher energy pulses than
high repetition rates at the same power. The average power can be the
same for high repetition rates with low pulse energies or low repetition rates
with high pulse energies. Varying the laser power and keeping the repetition
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rate constant allowed the ablation and material removal mechanisms to be
studied.
Figure 4.1: The manufacturer’s specification for the laser power as a function
of the repetition rate [36]
4.2 Laser Repetition Rate
Three series of trenches were ablated using three different laser repetition
rates of 20, 30 and 40 kHz at 90% power. This equated to pulse energies of
281, 218 and 164 µJ and powers of 5.63, 6.53 and 6.67 W respectively. The
power at the sample was not measured as there was no suitable laser power
meter available. The 25 mm x 15 mm sheet was ablated into two identical
15 mm x 12.5 mm pieces where one was analysed using visible light and
electron microscopy and the other was kept as a spare (figure 4.2). The
pieces were composed of four different test regions in each piece. One region
was left as reference and the other three regions contained 12 cuts at 20, 30
and 40 kHz. The sample was ablated in air and supported on a brass plate
during the ablation and no flow gas was used. After ablation the first sample
was first analysed without any cleaning using visible light microscopy and
then using SEM and EDS and then cleaned and re-examined.
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Figure 4.2: The schematic of the sheet used to investigate three different
repetition rates (dimensions in units of mm).
4.2.1 Optical Microscopy of Ablated Regions
The incident and reverse surface of the ablated regions were investigated
using a Keyance VH-Z250R reflected visible light microscope. Only the 40
kHz trenches penetrated the whole depth of the sheet for the same process-
ing time. The 40 kHz pulses had significantly lower pulse energy compared
to the other repetition rates, resulting in the lowest peak power of 5.6 kW
compared to the highest peak power of 9.4 kW for the 20 kHz pulses. While
the laser had the highest average power at 40 kHz of 6.67 W the difference
between 30 kHz and 40 kHz was only 0.04 W. Therefore the increased mate-
rial removal rate was not due to the peak pulse power or the average power
of the laser. The increase in material removal rate is consistent with incu-
bation processes which are typical of materials which have low attenuation
coefficients for the laser wavelength. While each incident pulse only de-
posits a small amount of its energy the energy that is absorbed can increase
the absorption properties of the material through several processes such as
avalanche ionisation and forming optically active defects. Therefore a large
number of lower energy pulses will ablate a poorly absorbing material at a
higher rate than a low number of high energy pulses.
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The micrograph of the 20 kHz ablated region shows 2 types of debris on
the surface of the sheet (figure 4.3).
Figure 4.3: Visible light micrograph of the surface of the region ablated at
20 kHz.
The cut widths were ∼100µm, but the debris obscures the exact edges of
the cut. The first type of debris was a white coarse grained debris which
extended to ∼ 90-110µm to the right of each cut and ∼ 75µm to the left.
There were more debris on the right side of each cut due to the position
of the extract pipe. This debris had a rounded morphology, the particles
varied in radius but were typically several microns in diameter. This type
of cluster formation could not occur in the vapour plume as it would require
a high number of collisions. The rounded shape therefore indicates that
the material was ejected as a liquid drop and solidified on the surface of
the material [42]. The proximity of this debris to the ablated trench also
indicated that the ejected material had a lower kinetic energy than the
second type of debris observed in this region. The second type of debris was
a fine powder which coated the whole region. There was a small section of
the middle-right segment (annotated on figure 4.3) where the powder had
been removed. The size and distribution of this type of debris is typical of
condensed vapour [42].
The 30 kHz region (figure 4.4) had three types of debris present, the first
two were as observed in the 20 kHz region.
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Figure 4.4: Visible light micrograph of the surface of the region ablated at
30 kHz.
As with the 20 kHz region the cut widths were ∼ 100µm, the coarser debris
in the vicinity of the cut edges extended to ∼ 90-120µm . The third type
of debris which was not observed in the 20 kHz region was scattered in a
seemingly random distribution around the cuts suggesting the extract was
not strong enough to alter their trajectory as with the lighter debris. This
type of debris had a jagged morphology, therefore this material had been
ejected as a solid. This is indicative of mechanical material removal from
heat induced stress, fracturing and spallation [42]. The distribution of the
debris indicated that the fragments had a higher kinetic energy than the
rounded debris nearer to the cuts.
The debris in the 40 kHz region had similar morphology to those observed
in the 30 kHz region, with fewer jagged debris present (figure 4.5).
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Figure 4.5: Visible light micrograph of the surface of the region ablated at
40 kHz.
The cut width of the trench ablated at 40 kHz was ∼115µm. The distri-
bution of the debris near the edge of the trenches was symmetrical and
extended to ∼100µm from the edge of the crystal. The symmetrical debris
distribution was a result of the 40 kHz trenches being further away from
the extract than the other two sets of trenches. The 40 kHz trenches were
successful in ablating through the whole depth of the sheet but had ablated
the brass sheet that it was supported on (figure 4.6). The cut width on the
reverse side was ∼35µm, the taper was a combination of the scan pattern
and beam shape. The regions near the edge of the cut were covered in a
dark type of debris unlike those on the incident surface. There was some
lustre to this type of debris. This leads to the conclusion that this debris
was from the brass sheet that the sample was resting upon. As the laser
penetrated the CdWO4 sheet the brass underneath was melted by the laser
and the ejected material was deposited on the surface of the sheet. Due to
this effect the samples in subsequent tests were mounted at the edges above
the stage to ensure the laser did not ablate the stage.
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Figure 4.6: Visible light micrograph of the back surface of the region ablated
at 40 kHz.
Ultrasonic Cleaning of Ablated Samples
Ultrasonic cleaning was tested as a method to remove the debris. One sample
was tested which had been ablated at 90% power at a repetition rate of 40
kHz on a brass sheet. The sample was placed in a glass beaker with deionised
water with 5 vol% of decon90, a surface active cleaning agent. The glass
beaker was placed in a Bandelin Sonorex Digita-DT255 35 kHz ultrasonic
bath with a peak output of 640 W. The ultrasonic bath was used in 1 minute
intervals and the sample was inspected between each interval. By the third
minute the sample had cracked and started to fall apart. The sample was
then mounted in epoxy resin, ground and polished to allow for a cross-
section of the trenches to be imaged. The grinding and polishing process
was a relatively aggressive process and CdWO4 easily cleaves along the (010)
plane (figure 4.7). The sample was severely damaged, the horizontal cracks
are along the cleavage plane (010) of CdWO4. Large pieces of the segments
were broken off during the polishing. Some damage caused by the laser
ablation or the ultrasonic bath was filled by the epoxy from the sample
mounting. There were three distinct regions visible, the polishing damage
and 2 types of heat affected zone on the surface of the ablated trench.
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Figure 4.7: A micrograph of the cross-section of CdWO4 ablated at 40 kHz.
At the wider end of the trench corresponding to the top of the cut there
was a region of what could be redeposited debris, melted and re-solidified
material or a combination of both forming a heat affected zone (HAZ). At
the narrow end of the trench at the top of the figure was a thinner layer
with a reddish-orange colour. This was thought to be a HAZ containing
redeposited brass from the ablation of the brass sheet used as a sample
holder underneath the CdWO4.
Further microscopy was conducted on the incident surface of the trenches
and the cross-section using a scanning electron microscope (SEM) equipped
with EDS.
4.2.2 Scanning Electron Microscopy and Energy Dispersive
X-ray Spectroscopy
A Hitachi S3200N Scanning electron microscope with a Oxford Instruments
X-act silicon drift detector for EDS was used to analyse the debris (figure
4.8). The SEM was used in variable pressure mode at a pressure of 7 Pa to
prevent charging effects and employed an accelerating voltage of 20 kV. The
interaction volume for 20 keV electrons in CdWO4 was estimated to be 2.5
µm wide and 1.5 µm deep, using the “Monte Carlo simulation of electron
trajectory in solids” or Casino v2.42 package [82].
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Figure 4.8: SEM micrograph of laser incident surface of CdWO4 ablated at
laser repetition rates of 20 kHz, before cleaning.
The higher magnification of the SEM showed that there were small
jagged debris present on the surface of the 20 kHz ablated region. The
morphology of this type of debris could not be resolved using optical mi-
croscopy and is indicative of some small scale solid phase material removal.
The EDS spectra of the locations shown in figure 4.8 showed a high concen-
tration of oxygen and low concentrations of cadmium and tungsten. The
cadmium concentration was consistently higher than that of the tungsten,
in spectrum 5 it was almost double that of tungsten (table 4.1). The small
interaction volume of the EDS results in only the debris being analysed.
Analysis point 2 had a cadmium to tungsten ratio that was similar to what
was expected for the bulk, as it did not analyse the large debris but some
contribution from the fine powder was expected. The larger piece of debris
analysed in spectrum 1 shows low levels of copper and zinc from the debris
of the brass plate which was ablated in the 40 kHz region. The 30 and
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40 kHz regions showed the same trends to the 20 kHz, where the oxygen
concentration ranged from 70 at.% to 80 at.% and the tungsten concentra-
tion was consistently lower than the cadmium concentration by as much as
9 at.% and as little as 1 at.%.
Spectrum O Cu Zn Cd W
At.% At.% At.% At.% At.%
1 71.9 4.0 2.6 13.0 8.6
2 71.6 0.00 0.00 14.8 13.6
3 71.6 0.00 0.00 16.2 12.2
4 72.9 0.00 0.00 15.1 12.1
5 71.2 0.00 0.00 18.8 10.0
Table 4.1: EDS quantification data corresponding to the points on figure
4.8.
After cleaning the surface of the CdWO4 with isopropyl alcohol and
a lens tissue a more detailed EDS analysis was conducted on each region
labelled in (figure 4.9).
Figure 4.9: A micrograph of a cleaned surface of CdWO4 laser ablated at
20 kHz (not the same site as figure 4.8).
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The cleaning removed most of the surface debris but could not remove
the brass debris on the reverse of the sheet. The inside walls of the trenches
still had debris. Point scans were conducted from the edge of a trench in
each region to the centre between two trenches (spectrum 2-13 figure 4.9).
The atomic percentage of the oxygen, cadmium and tungsten were then
plotted as a function of distance from the trench edge (figure 4.10).
Figure 4.10: A plot of the elemental composition of the cleaned surface of
CdWO4 laser ablated at 20 kHz as a function of distance from the ablation
volume.
There was no clear trend in the changes in the composition of the 20 kHz
ablated region as a function of distance from the trench. This was a result of
the cleaning being ineffective in completely removing the debris. The EDS
point scans from regions with no debris showed equal amounts of cadmium
and tungsten and as is expected for the bulk. The point scans of regions
where debris is still present show the high cadmium to tungsten ratio found
in the samples before cleaning. The measurements showed that the analysed
regions did not have the expected stoichiometry of 66 at.% oxygen, 16.5 at.%
cadmium and 16.5 at.% tungsten. This analysis was repeated for the regions
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ablated at 30 and 40 kHz (figure 4.11).
Figure 4.11: The elemental composition of the cleaned surface of CdWO4
laser ablated at 30 and 40 kHz as a function of distance from the ablation
volume.
Again there was no clear trend in the changes in the composition for both
laser ablated regions as a function of distance from the ablated trench. This
was caused by the incomplete removal of the debris. As with the 20 kHz
region the cadmium concentration was higher than the tungsten both in
regions with debris in the 30 and 40 kHz ablated region.
The cross-section of the sample ablated at 40 kHz and then cleaned
using an ultrasonic bath was coated with 2 nm of gold and imaged using
the SEM with EDS (figure 4.12). The gold coating allowed for the SEM to
be operated in secondary electron mode at high vacuum. This allowed for
higher magnification and better resolution.
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Figure 4.12: SEM micrographs of the cross-section of the CdWO4 ablated
at 40 kHz and then cleaned in an ultrasonic bath. The micrograph labelled
a) is an overview of a single segment, b) shows the HAZ at the bottom of
the cut that contained debris from the brass sheet, c) is the HAZ at the top
of the cut and d) shows this HAZ at a higher magnification.
The higher magnification of the SEM showed a clear boundary between
the bulk CdWO4 and the HAZ in the sample in figure 4.12 b) and d). The
HAZ at the bottom end of the cut (figure 4.12 (b)) contained different phases
which were attributed to brass from the sample holder. The HAZ at the
top of the cut did not contain other phases but did contain voids (figure
4.12 (d)). The width of the HAZ on the bottom of the cut (figure 4.12 (b))
was ∼6 µm and ∼10 µm at the top of the cut (figure 4.12 (d)). EDS was
performed on both types of HAZ, the composition of the debris in figure
4.12 (d) varied with exact position but was stoichiometric to within 2 at.%.
The composition of the debris in figure 4.12 (c) was measured at the points
in figure 4.12. The different phases in (c) contained a high level of copper
and zinc among traces of other metals (Table 4.2). This confirmed that the
brass sample holder had been ablated and the ablation products had been
deposited and mixed in with the CdWO4. A point scan of the bulk crystal
in spectrum 1 had almost stoichiometric quantities of oxygen, cadmium and
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tungsten.
Spectrum C O Si Cr Cu Zn Cd W
At.% At.% At.% At.% At.% At.% At.% At.%
1 31.9 45.7 0.0 0.0 0.00 0.00 10.6 10.7
2 27.4 33.2 2.8 0.0 20.1 12.5 1.1 2.1
3 46.5 10.8 0.0 0.2 38.6 1.7 0.4 0.9
4 34.5 37.8 0.0 0.0 7.2 5.4 6.8 7.4
Table 4.2: EDS quantification data corresponding to the points on figure
4.12.
The cross-sectional analysis showed two types of debris mixed in with re-
deposited material. Some of it had been removed by the ultrasonic bath, but
significant amounts still remained. The ultrasonic bath caused the ablated
sheet to crack and fragment. Therefore an ultrasonic bath is unsuitable for
the cleaning of the laser ablated CdWO4.
4.3 Laser Power and Flow Gas
The atmosphere in which PLA is performed can influence the chemical com-
position of the debris. Careful selection of this atmosphere can encourage a
favourable reaction [9]. This can minimise or prevent the formation of diffi-
cult to remove debris such as those found inside the laser ablated trenches.
Limitations in the setup of the laser cutting machine meant that a flow of gas
over the workpiece was the only option. Harmful or highly reactive gasses
were also ruled out because of the nature of the setup. A literature search of
tungsten and cadmium compounds based on relatively safe gasses revealed
that tungsten nitride decomposes in water [83] while CdWO4 is unaffected.
Pulsed laser deposition has also been used to deposit layers of tungsten ni-
tride by ablating tungsten in a nitrogen atmosphere [84]. Therefore it was
thought that a constant flow of nitrogen over the sample might encourage
the creation of easily removable debris. It was also decided to simultane-
ously investigate the role of laser power on the ablation. A 15 mm x 25 mm
x 400 µm sheet was divided into 8 regions of 8 different laser powers. For
each power 6 trenches were ablated along with a hole ablated by 50 pulses
and 3 segments were machined out of the sheet to allow for the inside of
the trenches to be analysed. The three segments were made by cutting two
trenches at the laser power for the region and then removing a rectangular
section around the two trenches at 90% power to ensure that they were cut
out. The powers used were 72% to 93% in steps of 3%. These powers were
selected as 93% was considered the most efficient power setting for the sys-
84
Chapter 4. Nanosecond Pulsed Laser Ablation
tem and then an additional 7 equispaced lower powers were selected. These
corresponding laser power to the settings are shown in table 4.3. The sample
was suspended over an air gap of 3 cm and held at the edges. The repetition
rate was selected to be 30 kHz as the previous tests demonstrated narrower
cuts for this power.
Power (%) Repetition Rate (kHz) Average Power (W) Pulse Energy (µJ)
72 30 5.22 174
75 30 5.44 181
78 30 5.66 189
81 30 5.87 196
84 30 6.09 203
87 30 6.31 210
90 30 6.53 218
93 30 6.74 225
Table 4.3: The tested power and pulse energies of the Avia 7000 laser.
The trenches, debris and HAZ were investigated using several techniques.
Visible light microscopy and scanning electron microscopy were used to in-
vestigate the morphology of the debris and the effectiveness of the ablation.
EDS and X-ray photoelectron spectroscopy (XPS) were used to investigate
the composition and X-ray diffraction (XRD) was used to determine the
crystal structure of the HAZ.
4.3.1 Light Microscopy
Reflected light microscopy was performed on the trenches of each region,
the incident surface and the opposite surface were investigated to determine
whether the laser had penetrated the whole depth of the crystal (figure
4.13). The three debris types identified in the repetition rate tests were
present in all test regions. At the lowest power the laser did not penetrate
the whole depth of the sample. The laser was only able to penetrate the
whole depth at powers higher than 87%. The bottom of the sheet where the
laser penetrated through was black (figure 4.13 (d)).
This scorching was thought to be caused by a jet of hot vapour or plasma
being ejected from the cut as it broke through, however constructive inter-
ference at the exit boundary leading to ablation cannot be ruled out. The
three segments for each area were only made at the three highest powers.
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Figure 4.13: Micrographs a) and c) correspond to the laser incident sur-
face at 72% and 93% power respectively and b) and d) correspond to the
respective opposite face, a non-exposed surface.
This was because of the lower powers not being able to penetrate the whole
depth of the crystal. The cross-section of the lowest power cut at 72%
showed how ineffective this power setting was at ablating the CdWO4. The
trench depth was ∼140µm for both cuts shown (figure 4.14), therefore the
cutting of the whole trench would take 2.85 times that for 87% power. The
surface of the cross-section was similar to the trench walls in figure 4.15 as
it was cut out at 90% power.
The successfully cut segments allowed for the inside surface of a trench
to be imaged (figure 4.15). The yellowing at the edges of the trenches
visible in figure 4.13 was visible at the top of the segment. The debris
on the surface merge into a continuous structure along the depth of the
cut. An iridescent layer was present about two thirds way down the trench
edge. Finally a textured region was visible at the bottom of the trench with
no clear discolouration. The iridescent layer was thought to be caused by
interference effects of a translucent polycrystalline layer or voids leading to
scattering of the incident light.
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Figure 4.14: Reflected light micrographs of the cross-section of the trenches
in CdWO4 ablated at 72%.
Figure 4.15: Reflected light micrographs of an ablated CdWO4 trench at
93% power, the micrograph is a composite image taken at different focus
points to allow the whole surface to be in focus.
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4.3.2 Scanning Electron Microscopy and Energy Dispersive
X-ray Spectroscopy
Each region was imaged using an SEM and EDS was used to investigate the
debris. Point analyses were used and the resulting data was plotted against
the distance from the edge of the ablated trench (figure 4.16).
Figure 4.16: An SEM micrograph of the trenches ablated with 93% power
(left), spectrum 1 and 7 correspond to the first and last EDS point analyses
respectively on the graph.
There was no presence of nitrogen in the debris, therefore it could be con-
cluded that the nitrogen gas did not react with the ablation products. The
standard enthalpy of formation ∆H0 of WO3 is reported to be -842.9 kJ/mol
[85] while W2N and WN are reported to have values of -22.2 kJ/mol and
-15.1 kJ/mol [86]. Therefore when in the presence of oxygen the tungsten
will preferentially form WO3. The oxygen for the reaction could have been
from the CdWO4 itself or the flow of nitrogen might not have been high
enough to displace the air from the ablation volume. Similarly to the repe-
tition rate analysis, there was no clear trend further away from the ablated
trench edge. As in the repetition rate experiment the debris had a higher
cadmium concentration than tungsten. It was concluded that the nitrogen
gas had no effect on the laser ablation compared to ablating in air.
The threshold fluence of the CdWO4 was determined by using the D
2
method. This method relies on plotting the fluence on a semi-log plot against
the square of the diameter of ablated holes. The threshold fluence corre-
sponds to the point at which the square of the diameter is 0 on a linear fit
[34]. This equation can also be used to determine the spot size by plotting
the pulse energy against the square of the hole diameter as the pulse energy is
directly proportional to the fluence [34]. There are however questions about
88
Chapter 4. Nanosecond Pulsed Laser Ablation
the validity of this relation for wide-bandgap materials [34]. Holes ablated
using 50 pulses were measured using an SEM, to determine the laser spot
size and threshold fluence. The spot produced by the laser for each power
setting was slightly elliptical which would suggest that the laser system has
some astigmatism in the lens system (figure 4.17).
Figure 4.17: An SEM micrograph of the spot ablated with 50 pulses at 90%
power.
A ring of material surrounded each hole with droplets present, showing
that the CdWO4 overheated causing a phase explosion and rapidly cooled
to form the surrounding ring. Due to the elliptical spot, the diameter was
calculated by measuring the area of each hole, not the debris around the hole
and calculating the diameter for a circle of the equivalent area. The hole
ablated at 75% power was not plotted as it became evident that it had been
accidentally ablated at 90% power. The laser spot size was calculated to be
14 ±11 µm based on the fit of the pulse energy against the square diameter
of the ablated holes. This spot size was then used to plot the fluence against
the square diameter of the holes (figure 4.18).
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Figure 4.18: The square of the hole diameter as a function of the laser
fluence.
The data was fitted using Equation 2.6, the threshold fluence was calcu-
lated by setting the square of the hole diameter to be 0 and determined to
be 28 J cm−2. However, the large spread in the square of the hole diameter
resulted in a large uncertainty in the threshold fluence. The large spread in
hole diameter as a function of fluence could be caused by the elliptical spot
but also by the large bandgap of CdWO4. The threshold fluence is expected
to be higher at a lower number of pulses due to incubation effects [34].
4.3.3 X-ray Photoelectron Spectroscopy
The XPS measurements were conducted using a Thermo Scientific Theta
Probe with a monochromated Al k-alpha X-ray source operated at 15 kV
and 20 mA using an X-ray spot with a radius of 400 µm for the reference
sample and 200 µm for the ablated samples as they had a smaller area.
The larger spot size allowed for a quicker measurement of the reference.
The hemispherical analyser was operated with a pass energy of 50 eV and
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a step of 0.2 eV for the core level spectra. An electron flood gun was used
to compensate the surface charge build up. The binding energies of the
photoelectron peaks were referenced to the adventitious hydrocarbon C 1s
peak at 285.0 eV to further correct for sample charging. Curve fitting was
undertaken using the Thermo Scientific Avantage software using a mixed
Gaussian-Lorentzian lineshape and after a Shirley background subtraction
quantification of atomic concentrations was performed from the peak areas
using instrument modified Wagner sensitivity factors.
XPS was performed on the (010) plane of a sheet of CdWO4 which had
been cleaned using isopropyl alcohol, acetone and de-ionised water and two
surfaces of a segment which had been ablated at 90% power. The cleaned
sheet of CdWO4 was used as a reference sample and a survey spectrum was
acquired (figure 4.19).
Figure 4.19: An XPS survey spectrum of the (010) plane of a cleaned sheet
of CdWO4.
The survey spectrum showed the binding energies of the photoelectron
lines from each element present. The same peaks were present in the laser
ablated samples but at a lower intensities because of the difference in X-
ray spot size, the intensity difference has no effect on the analysis as it
is performed on spectra which are nomralised by the total peak intensity.
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Detailed spectra were acquired for the carbon 1s (figure 4.20 (A)), oxygen 1s
(figure 4.20 (B)), cadmium 3d5 (figure 4.20 (C)) and the tungsten 4f peaks
(figure 4.20 (D)).
Figure 4.20: Detailed XPS spectra of the (010) plane of a cleaned sheet of
CdWO4.
The peak binding energies, quantification and full width at half maxi-
mum (FWHM) of the peaks are given in table 4.4.
Element Atomic % Peak Binding energy (eV) FWHM (eV)
C1s (C-C/C-H) 19.8 285.1 1.5
C1s (C=O) 4.1 287.1 1.5
C1s (O-C=O) 1.7 289.4 1.5
Cd3d5/2 + 3d3/2 12.8 405.3 + 412.1 1.3
O1s O2− 46.3 530.7 1.3
O1s H2O 2.9 533.5 1.3
O1s OH− 3.2 532.2 1.3
W4f7/2 + 4f5/2 9.3 35.6 + 37.7 1.1
Table 4.4: XPS quantification data for the reference sample.
The C 1s peak shows the presence of adventitious carbon at 285 eV,
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C=O groups at 287 eV and a O-C=O at 289 eV [87]. The O 1s peak also
has 3 components, the 530.7 eV which corresponds to a metal oxide and
was attributed to CdWO4, and peaks at 532.2 eV and 533.5 eV which are
attributed to surface contaminants such as hydroxides adsorbed water [88].
The Cd 3d peaks are known not to show any significant binding energy
shift with a change in chemical state [89] and the tungsten 4f peaks are well
matched for tungsten in the 6+ oxidation state as found in CdWO4 [88, 90].
Recalculating the atomic concentration without the contaminants showed
that the surface had 67.7% oxygen, 18.7 % cadmium and 13.6% tungsten.
This deviation from the stoichiometry was not found in EDS (table 4.2 point
1) and is further discussed in chapter 5.
The laser incident surface of a segment was analysed, significant debris
was on the surface and was similar to the surface shown in figure 4.16. As
with the reference sample high resolution spectra were taken for the C 1s
(figure 4.21 (A)), O 1s (figure 4.21 (B)), Cd 3d (figure 4.21 (C)) and W 4f
(figure 4.21 (D)), peaks were fitted to each spectra and quantification was
performed (table 4.5).
Figure 4.21: Detailed XPS spectra of the incident laser surface of a segment
of CdWO4 ablated at 90% power.
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Element Atomic % Peak Binding energy (eV) FWHM (eV)
C1s
(C-C/C-H)
19.7 285.0 1.9
C1s (O-C=O
& CO3)
6.4 289.1 1.7
Cd3d5/2 +
3d3/2
15.7 405.5 + 412.3 1.7
O1s O2−
(CdO)
1.0 528.2 1.5
O1s O2− 22.3 530.5 1.5
O1s (CdCO3
& Cd(OH)2)
22.9 531.6 1.7
O1s H2O 6.9 532.7 1.5
W4f7/2 + 4f5/2 5.3 35.4 + 37.5 1.4
Table 4.5: XPS quantification data for the laser incident surface.
Two distinct C 1s peaks were measured with the one at 285 eV being
adventitious carbon and the second at 289.1 eV which was attributed to
contamination from O-C=O groups and due to the significanlty higher peak
area a carbonate was also thought to be present [89]. The O 1s peak was fit-
ted with 4 peaks, one at 528.2 eV corresponding to CdO [89], the main metal
oxide peak in the reference at 530.5 eV. The peak at 531.6 eV was attributed
to both CdCO3 and Cd(OH)2 as they share similar binding energies [89, 91].
The W 4f peaks showed no significant shift in binding energy, but WO3 is
known to have the same binding energy as CdWO4 as the tungsten is in the
same W6+ oxidation state [90, 92]. The Cd 3d peaks also showed no shift in
the binding energy but the Cd peaks do not typically show a chemical shift
and CdO shares the same binding energy as the measured CdWO4 reference
sample [89]. For the quantification it was assumed that there was an equal
amount of contamination on the reference sample. Therefore 1.7 at.% was
subtracted from the C 1s peak at 289.4 eV to yield 4.7 at.% CdCO3. This
corresponded to 14.1 at.% of the O 1s peak at 531.6 eV being CdCO3 and
the remaining 8.8 at.% being Cd(OH)2. Therefore 4.4 at.% of the Cd 3d
peak was attributed to Cd(OH)2, 4.7 at.% attributed to CdCO3 and 1.0 at%
attributed to CdO resulting in 5.6 at.% remaining in the form of CdWO4.
This resulted in a ratio of Cd:W of ∼1 and a stoichiometry of (Cd+W)O2.1
confirming the peak assignments.
The wall of one of the ablated cuts was analysed, which showed similar
features to the incident surface as seen in the carbon 1s (figure 4.22 (A)),
oxygen 1s (figure 4.22 (B)), cadmium 3d (figure 4.22 (C)) and tungsten 4f
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(figure 4.22 (D)) peaks, and the quantification results (table 4.6).
Three C 1s peaks were measured in the ablated trench wall, two of
the peaks were present in the laser incident surface and the third peak at
286.7 eV was additional C=O contamination. Only three peaks were fitted
to the O 1s peaks as there was no evidence of a lower binding energy peak
attributable to CdO (figure 4.22). As with the incident surface there was
no shift in the binding energy of the tungsten and cadmium peaks. The
C 1s peak at 288.8 eV attributed to O-C=O groups and CdCO3 was less
intense than what was measured for the incident surface. Following the
same assumption used when analysing the laser incident surface 3.4 at.%
was attributed to CdCO3 resulting in a contribution of 10.2 at.% to the O
1s peak at 531.4 eV. This resulted in a remaining contribution of 5.5 at.%
Cd(OH)2. After subtracting the contribution of the CdCO3 and Cd(OH)2
to the Cd 3d peak the remaining 7.7 at.% was attributed to CdWO4. The
Cd:W ratio was higher than the laser incident surface at 1.4 but the resulting
stoichiometry of (Cd+W)O2.1 was the same as the laser incident surface.
The XPS chemical state information and quantified stoichiometry led to
the conclusion that there was a mixture of CdCO3, Cd(OH)2 and CdO was
formed on the surfaces during ns-PLA but significant amount of CdWO4
remained on the surface. X-ray diffraction was used to further investigate
the HAZ and debris to identify the which compounds were present on the
walls of the trench.
Figure 4.22: Detailed XPS spectra of the trench wall of a segment of CdWO4
ablated at 90% power.
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Element Atomic % Peak Binding energy (eV) FWHM (eV)
C1s
(C-C/C-H)
24.9 285.0 1.9
C1s (C=O) 1.25 286.7 1.9
C1s (O-C=O
& CO3)
4.6 288.8 1.9
Cd3d5/2 +
3d3/2
13.8 405.3 + 412.1 1.8
O1s O2− 27.5 530.5 1.9
O1s (CdCO3
& Cd(OH)2)
15.65 531.4 1.9
O1s H2O 6.7 532.5 1.9
W4f7/2 + 4f5/2 5.4 35.2 + 37.3 1.6
Table 4.6: XPS quantification data for the surface of the laser ablated trench.
4.3.4 X-Ray Diffraction
A Panalytical X’Pert Pro diffractometer was used to acquire the diffrac-
tion pattern of a powder of CdWO4 and the trench walls of laser ablated
CdWO4. The X’Pert Pro uses a monochromated Cu Kα X-ray source. The
penetration depth of the 8 keV Cu X-rays will vary with the angle of the
diffractometer but they have a mean free path of 8 µm in CdWO4 [14]. A
CdWO4 powder was prepared as a reference sample by grinding a small
piece of single crystal CdWO4 in a mortar and pestle. The powder was held
in a zero background holder and measured from 3.5o to 90o with a step size
of 0.001o. The specimen holder was set to rotate to minimise any effects of
preferred orientation caused by the sample preparation method. The small
surface area and trapezoid shape of the segments makes the acquisition of
a high quality diffraction pattern difficult. This is due to the poor counting
statistics for such a small area and the error in peak position introduced
by incorrect sample height and flatness. To improve the counting statistics
9 segments were used, they were placed in plasticine to hold the segments
adjacent to each other. This also allowed for the segments to be flattened,
eliminating any complications caused by the trapezoid shape. However,
this did not work as intended as the plasticine used did not give an amor-
phous background but had a significant amount of crystallinity. As a result
the segments were carefully removed from the plasticine and mounted on
double-sided tape. However, some traces of plasticine was still visible under
a microscope. This allowed for a large surface area but the specimen flatness
was not ideal. The specimen was mounted on a glass slide which resulted in
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a small amorphous peak. This also resulted in an error in specimen height
which leads to a systematic peak shift. This can be corrected using equation
4.1 which is derived in Appendix B.
∆2θ = −114.59s cos θ
R
(4.1)
Where ∆2θ is the shift in the peak position, s is the specimen displacement
from the ideal height with a positive value for specimens which are too close
to the centre of the diffractometer radius, θ is the measured angle and R is
the radius of the diffractometer. The pattern for the segments was acquired
using the same angles and step size as a reference and was stationary during
the measurement. The pattern was corrected using equation 4.1 and was
plotted along with the powder pattern (figure 4.23).
Several of the peaks in the laser ablated CdWO4 pattern share the same
position as the powder. The dotted lines indicate crystal plane positions
from the ICDD reference pattern 00-014-0676. The peak for the (100) plane
was not present or was below the background level in the powder or laser
ablated pattern. There were peaks at 31.75o and 34.34o that do not corre-
spond to any peaks expected in CdWO4,CdO, CdCO3, WO3 or WC. These
peaks were present in a pattern of the plasticine originally used to mount
the sample. The presence of several peaks attributable to CdWO4 indicate
that the laser induced the formation of a polycrystalline layer of CdWO4
on the trench walls. The differences in peak intensities can be caused by a
preferred orientation as the CdWO4 recrystallises.
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Figure 4.23: XRD patterns for laser ablated CdWO4 and powder CdWO4,
the dotted lines represent peak positions for a reference pattern.
4.3.5 Identification of Debris and Heat Affected Zone
The EDS and the XPS data lead to the conclusion that the surface debris
is rich in cadmium. The oxygen concentration varied considerably in the
regions with debris with a general trend toward higher than stoichiomet-
ric levels of oxygen. The high levels of Cd observed in the debris could
be due to higher volatility of CdO resulting in the plume being Cd rich
[79, 46]. As this plume condenses on the surface it creates a Cd rich layer.
The XPS data showed the presence of CdO, CdCO3 and Cd(OH)2. This
is to be expected when considering the enthalpies of formation of CdO,
CdCO3, WO3 and CdWO4 at high temperatures. Navrotsky et al. mea-
sured the enthalpy of formation for CdWO4 at a temperature of 970 K, and
determined that ∆Hformation of CdWO4 to be -18.93 ± 0.20 kcal mol−1
(-79.2 ± 0.8 kJ mol−1). The reported value of ∆Hformation of WO3 is -
764.0 kJ mol−1, -258.4 kJ mol−1 for CdO, -750.6 kJ mol−1 for CdCO3 and
-560.7 kJ mol−1 for Cd(OH)2 [85, 93] indicating that these species are more
thermodynamically favourable than CdWO4.
The micro-structure of the trench walls and the XRD pattern show that
the heat affected zone is primarily formed of recrystallised CdWO4. Any
CdWO4 that the laser heated and then melted which remained in the ablated
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trench would be expected to recrystallise as polycrystalline CdWO4 after
ablation. An etchant capable of slowly dissolving CdWO4 could be used to
remove the HAZ. Ammonium hydroxide was selected as an etchant for the
laser ablated CdWO4 as it was the only solvent listed in the CRC Handbook
of Chemistry and Physics for CdWO4
4.4 Removal of Debris and Heat Affected Zone
Based on the findings of the previous section ammonium hydroxide was
selected as an etchant as it is known to dissolve CdWO4 [85]. The optimum
time and temperature for removal of the debris was determined through
experimentation and examination of the samples using a Keyance VH-Z250R
optical microscope. It was found that immersing the CdWO4 in a solution
of 30-33% NH3 in H2O at 45
oC for 15 minutes loosened the debris enough
for it to be removed upon washing in deionised water (figure 4.24).
Figure 4.24: A before (left) and after (right) segment of laser ablated
CdWO4 cleaned using ammonium hydroxide at 45
oC for 15 minutes fol-
lowed by washing in de-ionised water.
The iridescence caused by the interference effects does not appear in
the micrographs of the cleaned segment which indicates the removal of the
polycrystalline layer. The surface of the segment after cleaning is not ideal
due to surface roughness. The lustrous regions at the top of the figure was
caused by the ablation of the sheet on the brass plate. The cuts from the
power tests were then cleaned and the incident surface was inspected using
optical microscopy. The trenches ablated at the lowest power setting 73%
had the least amount of damage (figure 4.25).
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Figure 4.25: The incident surface of a trench ablated at 73% power.
There were no traces of debris on the surface or on the trench walls.
There was no cracking present which would be expected from thermal stress
induced material removal. The edges of the cut were well defined and the
width of the cut was 123.1 ±0.5 µm. The cut was ∼25 µm larger than that
measured before cleaning and 15 µm larger than the width of the HAZ in
figure 4.12. There was a ∼20 µm discoloured region on the right side of
the trench and ∼10 µm one on the left. This is thought to be sub-surface
cracking caused by the heating effects from the laser.
The cuts at power settings higher than 73% were damaged at the edges
of the trench (figure 4.26). As with the lowest power setting there was no
debris present. The edges of the trenches were damaged throughout the
whole circumference of the trench. The damage was caused by sub surface
heating causing local thermal expansion. This exerted a compressive force
on the surrounding material which then lead to crack formation along the
cleavage plane, inducing spallation of the material at the surface.
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Figure 4.26: The incident surface of a trench ablated at 93% power.
The width of the cut was 128.0 ±0.3 µm, with the surface damage ex-
tending up to ∼45 µm from the edge. As with the lower power cuts there
was a discoloured region surrounding the cut. There were coloured bands
present in these discoloured regions which extended to ∼35 µm and were
formed as a result of sub-surface cracking. A small radial crack was also
present and extended from the lower left hand side of the trench.
4.5 Summary
The ablation rate of cadmium tungstate was found to be greater at higher
pulse repetition rates. The pulse energy was found to increase the diameter
of the ablation volume. The solid phase material ejection was found to be
greater when using 30 kHz which was ablated at high power and relatively
high pulse energies. Solid phase ejection was observed when using 20 kHz
but the particle size was considerably smaller than observed for 30 kHz and
only observable using an SEM. The 20 kHz pulses had the lowest power
but highest pulse energy. This suggested that high pulse energies should be
used to minimise solid phase material removal but the high repetition rates
are needed for high material removal rates. As expected for ns-ablation at
this wavelength the ablation mechanism was thermal and induced significant
damage to the CdWO4. The size of the HAZ varied with the depth of the
cut and was 10 µm at its widest. The HAZ was found to be predominantly
polycrystalline CdWO4 and could be removed by using ammonium hydrox-
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ide at 45oC. However, the surface chipping, sub-surface cracking and radial
cracking were thought to be problematic for optical transport.
The ns-PLA was found to be unsuitable for the manufacture of thick
a CdWO4 segmented scintillator array due to the large degree of thermally
induced damage. As a result of this femtosecond PLA was investigated as an
alternative method as ultra-short PLA has the ability to machine materials
with little or no thermal damage.
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5.1 Introduction to Femtosecond Pulsed Laser Ab-
lation
Two laser systems were tested for the femtosecond-PLA, the first was a
Thales Bright Ti:Sapphire laser which was based in Cardiff University, and
the second was a Light Conversion Pharos-SP laser. The Pharos-SP was
rented from Photonic Solutions and installed in Micronanics’ workshop on
the Rutherford Appleton Laboratory site. Due to the cost of femtosecond
laser systems, and the hazards of cadmium vapour the choice of lasers and
suitable locations were limited. The Thales Bright laser was used for a proof
of concept to investigate whether fs-PLA was a viable method of ablating
CdWO4 with minimal damage. The laser was shown to be able to produce
high quality cuts in CdWO4 and was used to produce a prototype array.
However, the Thales Bright suffered from long machining times and due to
the location of the laser and the cost of using it the studies were limited
to one day. As a result of the slow ablation rate an alternative laser was
sought and a Light Conversion Pharos-SP laser was loaned from Photonic
Solutions to investigate whether the speed of the micro-machining could be
increased without inducing damage.
5.2 100 fs Pulsed Laser Experiments
A Thales Bright Ti:Sapphire laser was used at the MetaFAB Xtreme laser
facility based in the engineering department of Cardiff University. The laser
had a wavelength of 795 nm, a pulse length of 100 fs, a fixed repetition
rate of 5 kHz and was running at 0.7 W. Unlike the nanosecond laser used,
the power and the repetition rate could not be altered. The laser beam
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was stationary and the sample was placed on an X-Y-Z stage which moved
in relation to the laser. The variables for the laser system were the feed
rate which is the movement speed of the stage, the number of passes of the
laser and the Z position of the stage which allowed for the position of the
sample to be changed relative to the focal plane of the laser. A total of 11
tests on one sheet were conducted. All cuts were 5 mm long and machined
at a feed rate of 150 mm/min unless stated otherwise. Two sides of the
400 µm thick CdWO4 sheet were resting on top of 2 sheets of LYSO which
were 2.5 mm thick. These were used because they were clean, flat and level
and introduced a 2.5 mm thick gap of air between the aluminium stage and
the CdWO4 (figure 5.1). After each test the incident and reverse side was
inspected using a Nikon MM800 measuring microscope to determine the
parameters of the subsequent tests.
Figure 5.1: The experimental setup for the femtosecond PLA tests.
The parameters of the 11 tests conducted are detailed below and refer to
the regions shown in figure 5.2. The first test was conducted to determine
the number of passes of the laser required to penetrate the sheet of CdWO4.
The second test was to investigate the optimum focus point of the laser,
by increasing the focus point into the material. The third test investigated
the number of passes with a focus point determined from the second test.
Tests four and eleven had different coatings of white paint and carbon black
on the bottom of the sheet to try and prevent the formation of a darkened
region on the bottom of the sheet induced by the ablation. The sheet was
partially immersed in water for test 5 as another method to prevent the
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formation of the darkened region on the reverse of the sheet. Tests six and
nine different feed rates were used with a different number of passes. Tests
seven and eight investigated the effect of moving the focus point of the laser
deeper into the material with each pass of the laser. Finally test ten had
the stage move the sample in the y direction instead of the x direction.
Experiment Tested Parameters Notes
1 5, 10, 15, 25 passes -
2 Focused at 0, 75, 150, 225,
300 µm below surface.
25 passes
3 10, 15, 20 passes Laser focused 75 µm below
the surface.
4 White paint on reverse of
sheet
25 passes, laser focused 75
µm below the surface.
5 Partially immersed in water 25 passes, laser focused 75
µm below the surface.
6 12 passes at 75 mm/min, 50
passes at 300 mm/min, 1
pass at 6 mm/min.
Laser focused 75 µm below
the surface.
7 Laser focussed on surface,
Laser focussed 75 µm below
surface
25 passes laser focus
increased 10 µm into
material with each pass.
8 Laser focus point started 25
µm below surface, Laser
focus point started 50 µm
below surface
30 passes laser focused
increased 10 µm into
material with each pass.
9 1 pass at 3 mm/min, 2 passes
at 6 mm/min.
Laser focused 75 µm below
the surface.
10 30 passes Laser focused 75 µm below
the surface, stage moved in Y
rather than X.
11 Carbon black on reverse of
sheet.
30 passes, laser focused 75
µm below the surface.
Table 5.1: The experimental parameters for the Thales Bright laser tests.
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Figure 5.2: An overview of the tests conducted using femtosecond PLA.
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5.2.1 Microscopy of Ablated Cadmium Tungstate
The trenches were inspected before and after cleaning with ammonium hy-
droxide using the Keyance VH-Z250R light microscope. The incident and
reverse surfaces were inspected. Most trenches did not fully penetrate the
whole thickness of the CdWO4 sheet. The laser typically penetrated at the
beginning and end of each cut due to the increased dwell time of the laser
as the stage accelerated or decelerated. Appendix C contains the widths of
each cut on the incident surface, the reverse side if fully cut, the extent of
the chipping at the edges and the extent of the darkening on the reverse of
the sheet. The location of the laser focal point in relation to the surface of
the CdWO4 was found to have a significant effect on the width of a trench
and influenced the degree of damage to the edges of the trench (figures 5.3
and 5.4). Both cuts had similar debris in the form of a fine powder. This
was removed with the ammonium hydroxide etched used for cleaning the
ns-ablated cuts. The cutting with the laser focussed on the surface had in-
duced much more chipping on the edges than in the sub-surface focussing.
There was evidence of significant sub-surface damage in the trench ablated
with the laser focussed on the surface (figure 5.3). The width of the cuts
were measured along the length of the cuts after cleaning and the average
was plotted as a function of the position of the focus relative to the surface
(figure 5.5).
Figure 5.3: The before (left) and after cleaning (right) of a trench ablated
with the laser focussed on the surface.
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Figure 5.4: Before (left) and after cleaning (right) of a trench ablated with
the laser focussed 75 µm below the surface.
The narrowest cuts were produced by focussing the beam onto the sur-
face, however this was found to cause significant damage to the edges of
the cuts. The cuts produced by focussing at 75 µm below the surface were
found to be the narrowest cuts that did not induce damage at the edges of
the cuts.
Figure 5.5: A plot of the width of the trench as a function of the laser focal
point distance from the surface.
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The reverse of the sheets was inspected (figure 5.6). Only 4 cuts out
of 26 penetrated the whole depth of the sheet. An additional 3 cuts had
partially cut through the sheet. Dark markings were seen on the reverse of
the sheet. These were present for all cuts which had cut through, and for
some which had not. Similar markings had been observed in the nanosecond
PLA.
Figure 5.6: A micrograph of the reverse of the second cut of test 9 before
(left) and after (right) cleaning.
The markings could be caused by an ejection of plasma damaging the sur-
face, material being deposited on the surface or stray light from the laser
inducing ablation (figure 5.7).
Figure 5.7: A micrograph of the markings observed on the reverse of the
sheet from the second cut of test 6 (left) and the 2nd cut of test 7 (right).
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The 2nd cut of test 6 did not fully penetrate the sheet. Some of the markings
emerge radially (circled region) from the regions where the laser began to
break through. This indicates that the markings could be caused by material
being ejected out of the trench as the laser breaks through. The cuts from
test 7 showed a dark mark running parallel to the cut at an offset of∼350 µm.
Note the hole from the laser above the dark line in figure 5.7. This could
not be caused by ejected material. Tests 4, 5 and 11 were performed to
try and prevent the dark markings. The tests did not produce good quality
cuts. The trenches ablated under the conditions of tests 4 and 5 induced
significant damage to the surrounding CdWO4 (figure 5.8). In addition to
the significant chipping at the edges of the cut there is a large crack spanning
the cut, several smaller cracks emerging from the end and evidence of sub-
surface damage.
Figure 5.8: A micrograph of test 5 where the sheet was partially immersed
in water.
The greater resolution and depth of field of an SEM when compared
to optical microscopy allowed for a better assessment of the quality of the
femtosecond PLA cutting process. As with the nanosecond ablation tests,
the Hitachi S3200N SEM was used in variable pressure mode at 7 Pa with
an accelerating voltage of 20 kV. The best cut was found to be the 2nd cut
of test 9 which was ablated with the laser focussed 75 µm into the surface,
with a feed rate of 6 mm s−1 and 2 passes (figure 5.9).
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Figure 5.9: Micrographs of the 2nd cut of test 9 taken perpendicular to the
surface (left) and with the SEM sample stage tilted in the plane of the cut
to expose the surface at the end of the cut (right).
The width of the cut was measured to be 75.8 ±0.3 µm on the laser inci-
dent side and 20.3 ± 0.4 µm on the reverse. There was virtually no damage
on the incident surface. The dark markings on the reverse of the sheet ex-
tend to 284 ±6 µm but are less dense than on other cuts. The dark markings
on the reverse side of the sheet were inspected at high magnification (figure
5.10)
The micrograph shows a region where the laser had started to break
through. There were two small holes with radial cracks propagating along
the path of the laser. The holes were surrounded by circumferential cracks
have led to spallation. The dark markings visible in the visible light micro-
graphs were seen here as either surface debris or pitting.
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Figure 5.10: Micrograph taken at high magnification of the dark markings
for the 2nd cut of test 2.
5.2.2 Damage on the Reverse of Sheets
The markings observed on the reverse of the femtosecond laser ablated sheet
were studied using Raman spectroscopy and surface profilometery. The
Raman spectroscopy was performed using a Renishaw micro Raman system
with the laser had a wavelength of 514 nm and a spot diameter of ∼2 µm.
Two regions of the CdWO4 after cleaning were analysed, one which had no
damage and one with damage (figure 5.11).
The peaks of both spectra match those found in the literature for CdWO4
[94]. The peak intensities vary slightly but clear strong similarity between
the two spectra indicates that the damaged region is still composed of
CdWO4.
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Figure 5.11: The Raman scattering spectrum for a undamaged and damaged
region of the reverse of the CdWO4 sheet.
A white light non-contact profilometer was used to investigate the surface
morphology of the dark markings on the reverse of the 2nd cut of test 9 which
had been determined to be the best cut (figure 5.12). The profilometer data
showed that the surface of the damaged region was rough and material had
been removed from the surface. The compositional analysis from the Raman
along with the profilometery shows that the surface was CdWO4 which had
been damaged during the laser ablation process. There are two mechanisms
which can cause this type of damage. The CdWO4 poorly absorbs the 355
nm and 795 nm laser light used in both laser systems. Any light which is
not absorbed in the top layer of the CdWO4 can undergo reflection on the
CdWO4 to air boundary on the exit surface. There is no phase change for
reflections on this boundary and as such the reflected light will constructively
interfere with any light which is incident on the CdWO4 to air boundary.
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Figure 5.12: The surface profile of the dark markings on the reverse surface
of the 2nd cut of test 9.
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The intensity of the light at this exit surface can become high enough to
induce ablation on the exit surface. This was demonstrated by Crisp et
al. by solving the Fresnel equations for such a system [95]. In addition
to the constructive interference the femtosecond laser creates a high energy
plasma [9]. As the laser cuts further into the material the plasma will be
confined in the trench. Once the laser starts to break through the other
side the plasma will escape and damage the surface of the CdWO4. Liu
et al. showed through time resolved pump-probe experiments the role of
plasma formation in damage induced by high power lasers for transparent
materials [96]. The damage caused by the constructive interference could
be prevented by either using an above bandgap laser or ensuring that the
optics are setup to minimise any stray light. A coating on the surface could
conceivably protect the sheet from the plasma but tests 4, 5 and 11 were
not promising.
A 1 cm x 1 cm x 4.35 mm thick prototype array was created using the
Thales Bright laser, the machining was performed by Micronanics over the
course of 3 days. The machining time was deemed to be the limiting factor
in any future plans to create a large area segmented scintillator array. The
limitations of the system for high-speed machining were thought to be the
low power and repetition rate and the use of an XYZ stage rather than a
galvanometer scanner. This resulted in the renting of a Pharos-SP laser
which was capable of running at 6 watt with a tunable repetition rate of up
to 600 kHz and installing it in Micronanics’ workshop with a galvanometer
scanner system.
While the one day trial did not allow for detailed study of the ablation
process the best cuts were produced by focussing the laser 75 µm below the
surface and using 2 passes at 6mm/min. The damage at the back of the
sheet was thought to be caused by the combination of the plasma produced
during the ablation process and constructive interference of stray laser light.
No large debris was observed which indicated that the ablation process did
not eject material in a liquid or solid phase.
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5.3 10 ps - 190 fs Pulsed Laser Experiments
In an attempt to increase the machining speed and further understand and
optimise the ultra-short pulsed micro-machining process a Pharos-SP laser
was loaned for a period of 6 weeks from Photonic Solutions Limited. A
comparison between the Thales Bright femtosecond laser and the Pharos-
SP is shown in Table 5.2.
Thales Bright
Ti:Sapphire
Light Conversion
Pharos-SP
Power 0.7 W 6 W
Wavelength 795 nm 1028 nm
Pulse Duration 100 fs 190 fs - 10 ps
Pulse Energy 140 µJ Up to 1000 µJ
depending on
repetition rate
Repetition Rate 5 kHz Up to 600 kHz
Table 5.2: A comparison between the Thales Bright laser and the Pharos-SP
laser.
The Thales bright laser is significantly less versatile owing to the fixed
repetition rate and pulse duration but benefits from having a shorter pulse
duration and wavelength. Therefore, for the same pulse energy the Thales
Bright will only require 3 photon absorption to excite an electron into the
conduction band while the Pharos-SP requires 4 photon absorption, the
shorter pulse duration of the Thales Bright also increases the probability of 3
photon absorption occurring. The Pharos-SP can achieve much higher pulse
energies and higher repetition rates which counteract those disadvantages.
The laser was delivered to the sample via 7 mirrors to a Scanlab SCAN-
cube 10 galvanometer scanner coupled to a telecentric f-theta scanning lens.
The CdWO4 sheets were supported at both ends giving a small air gap of
1 mm above the sample stage. A series of experiments were conducted to
understand and optimise the laser machining process. The aims were to
identify the cutting parameters which lead to the smoothest cut that goes
all the way through the crystal while minimising or preventing cracking in
the least amount of time. The effectiveness of the ablation process was as-
sessed using an SEM and optical microscopy to study morphology, CLSM to
study sub-surface damage and topography, AFM to perform high resolution
topography and XPS to study the chemical composition of the ablated sur-
faces. There were several unsuccessful attempts at preventing the previously
observed damage at the back of the sheets. The details of these experiments
are given in Appendix D.
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The analysis focused on the structures ablated using 190 fs as the 500
fs and 1 ps pulses were found to induce significant damage in the cadmium
tungstate which is discussed in the section on the laser induced damage.
5.3.1 Ablation Rate and Spot Size
The effect of pulse energy, pulse duration and the number of pulses were
investigated. A series of holes were machined using 1, 2, 5 and 10 pulses at
increasing pulse energies at 1 ps, 500 fs and 190 fs. The repetition rate was
kept constant at 25 kHz and the pulse energy was set by the laser power.
Ten different powers were used, these were 0.55, 1.10, 1.65, 2.20, 2.75, 3.30,
3.85, 4.40, 4.95 and 5.50 W. Due to losses in the mirrors and lenses this
corresponded to pulse energies of 18, 35, 52, 68, 85, 102, 119, 136, 153
and 169 µJ respectively. The dimension of the 190 fs holes were measured
using a Bruker Dimension Edge AFM in the non-contact tapping mode and
the data analysed using the Gwyddion scanning probe microscopy (SPM)
analysis software [60]. The 500 fs and 1 ps holes were not analysed using
the AFM as the duration of each measurement was too long. The Bruker
Dimension Edge produces 3D topography data by scanning the tip forwards
and then backwards over the same area before moving to the next region.
This results in two sets of data one for the forward scan and the other for
the backward scan to minimise any measurement errors in the topography
of the recorded image caused by high gradient regions.
Each measurement was processed using a path levelling function to level
the surface, and a remove scar function to remove measurement artefacts
functions. The deepest point measured was set as the 0 point. The holes
were selected in the software by using a height threshold to mark regions
under the height of the surrounding material. For each ablated hole the
volume, maximum depth and the radius of the hole was measured using the
inbuilt measuring functions. An average was taken between the forward and
the backward measurement. The limited Z-range of the AFM prevented the
measurement of three of the holes ablated at the 3 highest pulse energies
using 10 pulses.
The shapes of the ablated holes were generally elliptical with the lower
pulse energies producing more elliptical holes (figure 5.13 (a)) and the higher
pulse energies producing more circular holes (figure 5.13 (b)). It is thought
that the generation of an elliptical spot has arisen from astigmatism caused
by aberrations in the lenses and mirrors used or misalignment of the optics.
The change in the shape of the holes with pulse energy was thought to
be caused by the increase in intensity in the tails of the spot where the
intensity is lower along the semi-major axis than along the semi-minor axis
of the elliptical spot.
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Figure 5.13: 3D renders from AFM measurements of a hole ablated with 5
pulses using 52 µJ pulses (a) and 169 µJ pulses (b).
The ablated holes showed evidence of a liquid phase that had solidified.
This was present in all measured holes in the from of a spray of material
around the ablated holes. At a low number of pulses the holes showed
features that rose from the bottom of the ablated holes similar in shape to
stalagmites. These features were thought to form as a result of solidification
of liquid phase material as it was being removed from the ablated volume
(figure 5.14 (a)) . At higher pulse energies and number of pulses the holes
showed material that had been sprayed out of the ablated holes which would
further support the evidence of a liquid phase. These holes also showed the
presence of a thin layer of material that had solidified inside the hole to form
a crust, this was evident by cracks and chipping observed in the layer for
some holes (figure 5.14 (b)).
Figure 5.14: 3D render from an AFM measurements of a hole ablated with 1
pulse at 35 µJ showing solid material rising out of the hole (a) and an CLSM
micrograph of a hole ablated using 1 pulse at 119 µJ showing evidence of a
thin layer of re-solidified material (b).
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For the ablation process to be transferable to other laser systems the laser
fluence as opposed to the pulse energy is needed, as the spot size can vary
between each machine. The spot size is typically calculated by measuring
the increase in ablated hole diameter as a function of pulse energy using
equation 2.6. This method can also be used to determine the threshold
fluence which is the minimum laser fluence required for ablation. A reduction
in the threshold fluence as a function of number of pulses also indicates
the formation incubation centres which are defects induced by each pulse
which increases the ablation rate. The elliptical spot prevented the strict
use of equation 2.6. However, a general trend in the increase in ablated
hole diameter with pulse energy was observed. The maximum inscribed
disc radius function in Gwyddion was used to measure the diameter of the
ablated holes as it was less sensitive to chipping at the edges of the holes
than the other radius measurements available. This measurement gives the
radius of the largest circle that can fit in the hole. The radius was doubled,
squared and plotted against the pulse energy and fitted using equation 2.6.
For clarity only the holes ablated using 1 and 5 pulses are shown (figure
5.15)
Figure 5.15: The diameter squared of the holes ablated using 1 and 5 pulses
as a function of the laser fluence.
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The diameter of the ablated holes were found to increase with pulse en-
ergy and therefore fluence. However, there was a large spread in hole diam-
eter deviating from the behaviour described by equation 2.6. Additionally,
the equation is known not to be accurate for wide band-gap materials [34].
For the same pulse energy the 2 and 5 pulse holes had smaller diameters
than the 1 and 10 pulse holes. The 10 pulse holes had the largest diameters
and the 5 pulse holes had the smallest. The hole diameter were expected to
increase in diameter with the number of pulses. The unexpected decrease in
hole diameter is thought to be caused by the re-deposition of ablated mate-
rial at the edges of the ablated volume which resulted in a hump observed
at the edge in figure 5.14 a) and b). These humps were not present in the
holes ablated using 10 pulses and increased in height and width from 1 to
5 pulses. For a circular Gaussian spot the fitted curve in figure 5.15 yields
the spot size ωo and therefore should be the same for all number of pulses.
Once the spot size is known the threshold fluence can be calculated from the
fit of the fluence against the square of the hole diameter. The fitted curve
for the 1 pulse holes yielded a spot radius of 15 ±2 µm and a threshold
fluence of 2.4 J cm−2. The 5 pulse holes yielded a spot radius of 13 µm and
a threshold fluence of 3.7 J cm−2 which became 2.0 J cm−2 when using the
15 µm spot radius. The 15 µm spot was determined to be more accurate,
as the data was not influenced by incubation effects. The threshold fluence
was calculated to be 2.1 J cm−2 for 2 pulses and 2.0 J cm−2 for 10 pulses
using the 15 µm spot radius. Analysis of the depth ablated per pulse as
a function of calculated fluence using a 15 µm spot showed a similar trend
for the apparent reduction in ablation rate for 5 pulses (figure 5.16). The
ablated depth per pulse was determined by measuring the ablated depth
and dividing it by the number of pulses. The ablated depth per pulse gen-
erally increased with the number of pulses which is indicative of incubation
process. The holes ablated using 2 pulses at a fluence of 15 and 20 J cm−2
ablated a greater depth per pulse than 5 and 10 pulses at the same fluence.
The 2 pulse holes ablated using a fluence of 48 J cm−2 removed a signif-
icantly greater depth per pulse than 5 pulses at the same fluence, and is
thought to be an experimental outlier. The ablated depth per pulse begins
to plateau at fluences of greater than 30 J cm−2. The plateau is thought
to be caused by a combination of re-deposition increasing at larger depths,
leading to incomplete material removal, and where the necessary energy to
ablate the material in the laser interaction volume being reached and any
excess energy only contributing to the kinetic energy of the ablated species.
120
Chapter 5. Femtosecond Pulsed Laser Ablation
Figure 5.16: The ablated depth per pulse as a function of fluence for 1, 2, 5
and 10 pulses.
To further highlight the incubation effects the ablated volume was plot-
ted as a function of the total incident energy (figure 5.17). The 10 pulse
holes were found to ablate significantly more material for the same total in-
cident energy than the 2 and 5 pulse holes. This is indicative of incubation
effects where the previous pulses have increased the absorption properties
of the crystal leading to more energy being deposited in a smaller volume.
As with the hole diameter and depth measurements the 5 pulse holes do
not show any significant enhancement in the ablation rate over the 2 pulse
holes. The structures such as those in figure 5.14 which resulted from re-
deposition of the ablated material inside the hole, were thought to be the
cause of the discrepancy between the ablation rate of the 2 and 5 pulse
holes. The recast layer prevented the measurement of the amount of mate-
rial that was ablated, which in the case of 2 and 5 pulses was different to the
amount of material being removed. The effect of a recast layer was not seen
in the 10 pulse holes, possible explanations is that by 10 pulses the incuba-
tion effects could have plateaued resulting in much stronger absorption and
more energy being present to remove the debris.This result indicates that
the enhancement in the ablation rate expected from incubation effects will
be counteracted to some extent by the inability to remove all of the ablated
material from the ablation volume. It would be reasonable to expect that
the inability to remove all of the ablated material results in a decrease in
the ablation rate as the aspect ratio of the cuts become larger.
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Figure 5.17: The ablated volume as a function of total incident energy.
5.3.2 Pulse Overlap
The machining of the cuts in the CdWO4 involves the repeated scanning of
the laser spot across the area being cut. The repetition rate and the speed
at which the spot is scanned will dictate the intensity of the laser across
the whole region being machined due to the overlap of subsequent pulses
(figure 5.18). The degree of overlap will influence the surface roughness of
the trench and the ablation efficiency [97]. The spacing between each pulse
Sp was derived to be given by the following equation:
V
(
1
R
− τp
)
= Sp (5.1)
Where V is the laser scanning speed, R is the repetition rate in Hz and τp
is the laser pulse duration. The laser pulse duration is negligible for most
cases. The degree of overlap will be dependent on the spot size D and Sp.
The normalised pulse overlap NPO was derived to be given by:
D − Sp
D
= NPO (5.2)
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Figure 5.18: A diagram of the relationship between repetition rate and
scanning speed.
Normalised pulse overlaps of 0.3 to 0.8 in 0.1 increments were tested at
1 ps, 500 fs and 190 fs and laser powers of 4.4, 4.95 and 5.5 W by changing
the scan speed and keeping the repetition rate fixed at 25 kHz.
The effect of the different NPO on the trenches were analysed using a
Hitachi S3200N SEM at an incident energy of 20 keV using the low pressure
mode at 15 Pa to prevent charging of the samples, which limited the SEM
to the use of backscatter imaging only. The trenches ablated at different
powers and pulse durations showed the same trends as a function of NPO.
Trenches ablated using an NPO of ≤0.5 produced trenches with undulating
edges caused by the low overlap leading to a “neck” of CdWO4 in the space
between each spot (figure 5.19).
Figure 5.19: An SEM micrograph of a trench ablated with an NPO of 0.3,
the elliptical spot resulted in the asymmetry at the edges.
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The morphology of the ablated regions had a periodic structure which cor-
responded to the pulse overlap. The regions where the pulses overlapped
had a less porous structure than regions which had no overlap. The trench
ablated with an NPO of 0.8 was the most uniform of the trenches with no
undulating structure and a uniform morphology to the ablated region (figure
5.20)
Figure 5.20: An SEM micrograph of a trench ablated with an NPO of 0.8,
the high NPO reduced the asymmetry caused by the elliptical spot.
The widths of the trenches increased with the pulse overlap which corre-
sponded to a decrease in the width of a boundary region which was observed
adjacent to all the trenches. The trenches ablated with an NPO of 0.3 were
on average 11 µm narrower than those ablated with an NPO of 0.8 which
were 63 µm wide. The boundary regions were found to contain two types
of surface ripples (figure 5.21); they were only present at regions where the
pulses had overlapped and were reduced in the higher NPO trenches.
The surface ripples were classified into coarse ripples and fine ripples.
Both were periodic with a spacing of 337 nm for the fine ripples and 884
nm for the coarser ripples. The spacing was much smaller than the incident
laser wavelength of 1028 nm. These types of structures have been observed
in other materials and have been attributed to the formation of nanoplasma
bubbles [98]. Nanoplasma bubbles are formed at defect sites during multi-
pulse irradiation. They are typically associated with the generation of a
porous ablated surface. At the surface a cavity effect is thought to happen
between neighbouring nanoplasma bubbles as they evolve. This leads to
a formation of a standing wave at the maxima of the electric field of the
incident laser light. The standing wave enhances the plasma generation
leading to the creation of a periodic structure. The resulting periodic ripple
strucure is typically perpendicular to the polarisation of the laser light [98].
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Figure 5.21: An SEM micrograph of the surface ripples found in the bound-
ary region of a trench ablated using an NPO of 0.4.
Therefore the wider trenches and the reduction in border region at higher
NPO as the subsequent pulses increased the amount of energy being de-
posited at the low intensity tails of the spots.
An NPO of 0.8 was determined to be the most desirable for the appli-
cation. The undulating cuts at lower NPO was thought to be detrimental
to the light transport as it increased the surface area of the walls of the
segments. The denser structure produced by the higher overlaps was also
thought to produce a smoother surface to the cuts.
5.3.3 Laser Induced Cracking
Laser induced damage had been a problem for both the ns and the previously
tested fs ablation processes. Therefore a series of tests was conducted to
identify which laser parameters influenced the degree of cracking produced
in the CdWO4. The parameters investigated were pulse energy and pulse
duration as a function of cut depth, different cutting directions with respect
to the geometry of the sheets and the scan pattern of the laser spot.
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To investigate the effect of pulse energy and duration as a function of
depth nine parallel trenches were ablated for three different pulse durations
of 1 ps, 500 fs and 190 fs. The increase in depth was achieved by increasing
the number of passes of the laser spot from 5 to 800 passes. The pulse
energy was controlled by keeping the power constant at 5.5 W and using 5
different repetition rates of 100, 84.6, 73.3, 64.7 and 57.9 kHz. Losses in the
optics resulted in pulse energies at the sample of 43, 50, 58, 66 and 73 µJ
respectively. The scan speed was altered for all repetition rates to maintain a
NPO of 0.8. A Zeiss LSM-400 CLSM was used to non-destructively evaluate
and measure the sub-surface damage. The laser induced cracks and voids
result in a change in refractive index, the resulting CLSM image will be
composed of the laser light reflected from the interfaces in the crack. This
can lead to interference effects such as fringes in the image as a result of
the light being reflected at both interfaces. The contrast in the images is
also limited as the amount of reflected light is a function of the change in
refractive index, which is expected to be the same for all cracks. No dye was
used for imaging the sub-surface damage induced by the Pharos-SP laser.
The software reconstruction of the analysed volume and analysis method was
found to be prone to errors when analysing the CdWO4. Regions with low
intensity such as light absorbing debris on the surface and the interference
effects in the cracks were interpreted as voids (figure 5.22 (a)). Therefore the
depth of the sub-surface damage was evaluated manually by going through
every image in a stack and noting the Z position relative to the surface of
the damage when it was fully in focus (figure 5.22 (b)).
All of the trenches ablated with 190 fs pulses were analysed but only
the highest and lowest pulse energy trenches were analysed for the 500 fs
and 1 ps trenches. Two types of sub-surface cracking was observed. At
the intermediate pulse energies using 190 fs pulses small scale cracking of
<50 µm in width was inconsistently produced in some trenches. Large scale
cracking of ≥ 50 µm in width was consistently generated when using high
pulse energies, or long pulse durations. The 1 ps and 500 fs pulses were
found to induce significant sub-surface damage for all tested pulse energies.
For the lowest tested pulse energy of 43 µJ the cracking was found to begin
at 20 µm below the surface when using 500 fs pulses and 10 µm below the
surface when using 1 ps pulses. The severity of the cracking increased with
pulse energy.
The 190 fs pulses were found to induce less cracking than the 500 fs and
1 ps pulses. No cracks were found in the trenches ablated using pulses with
energies of <50 µJ. Small scale cracking was observed in trenches ablated
using 50 µJ, the cracks were only present in the trenches ablated using 80
and 160 passes of the laser and no cracks were present in the trenches ablated
using 320, 640 and 800 passes.Both cracks were 20 µm wide along the whole
length of the trenches and were 19 µm and 22 µm below the surface for the
80 and the 160 passes respectively.
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Figure 5.22: A 3-dimensional reconstruction of a volume imaged using the
CLSM (a) and images of the surface and the sub-surface cracking (b). The
debris on the surface is interpreted as a void in the reconstruction
Similar damage was observed in three of the trenches ablated using 80, 160
and 320 passes at 58 µJ, the cracks also extended along the length of the
trenches and were 16, 19 and 30 µm wide respectively and were all 26 µm
below the surface. A large crack was induced by 800 passes at 66 µJ which
was orthogonal to the cleavage plane. The crack spanned from the ends of
the 1 ps, 500 fs and 190 fs trenches and to the edges of the sheet resulting
in the sheet being broken into 2 pieces.
The extent of the sub-surface damage induced by the laser was also found
to be a function of the orientation of the trenches with respect to the edges
of the CdWO4 sheets. The damage was found to be more severe when ma-
chining a trench that was parallel to the 25 mm edge (figure 5.23 orientation
2) of the CdWO4 sheet (figure 5.24 (A)). Significantly less damage was ob-
served when cutting parallel to the 15 mm edge (figure 5.23 orientation 1)
of the CdWO4 sheets (figure 5.24(B)).
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Figure 5.23: A schematic of the 2 different cutting orientations of the
CdWO4 sheets.
Figure 5.24: CLSM micrographs of the sub-surface damage induced by ma-
chining trenches using a pulse energy of 170 µJ and a pulse duration of
190 fs. With a trench that was parallel to the 25 mm edge (A) and parallel
to the 15 mm edge (B).
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Cutting at a 45o angle to either edge produced less damage than cutting
along the 25 mm edge but more than cutting along the 15 mm edge, as with
the previous experiment longer pulse durations induced more cracks (figure
5.25).
Figure 5.25: Reflected light micrographs of 3 trenches ablated using a pulse
energy of 170 µJ and a pulse duration of 1 ps in different directions with
respect to the sheet edges, the bottom trench is parallel to the 25 mm edge
of the sheet.
It was found that cuts parallel to the 25 mm edge could be achieved without
inducing damage by reducing the scan speed to 25 % of the scan speed
used for when machining parallel to the 15 mm edge of the sheets. As
preferential cracking of the same type was also observed in circular holes it
could be concluded that it was independent of the geometry of the machined
volume (figure 5.26).
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Figure 5.26: Preferential cracking observed in circular holes machined at
different focus points using 50 180 µJ 500 fs pulses the bottom of the mi-
crograph corresponds to the 25 mm edge of the sheet.
As CdWO4 is composed of alternating layers of tungsten in the centre
of an oxygen octahedron, and similarly bonded cadmium, it is reasonable to
assume that the thermal and mechanical properties differ along these layers
and across these layers (figure 2.4). The layers alternate in the [100] direction
and the (100) slip plane is a result of the ability of the layers to move. Three
unprocessed CdWO4 sheets were sent to Dr Patricia Kidd at the PANalytical
XRD Application Laboratory, Sussex to have the orientation of the sheets
measured to further understand the source of the anisotropic cracking. All
of the sheets were found to have the same orientation where the 2 mm edge
of the sheet was 7.44o from the (101) plane, the short edge was 8.67o off
the (101¯) plane and confirming that the laser incident surface was the (010)
plane (figure 5.27).
In CdWO4 the angle between the a- and c-axis, γ is 91.5
o which results
in a subtle loss of symmetry. As the a- and c-axis form a parallelogram the
consecutive angle is 88.5o which results in 2 different angles between the a-
and c-axis. This can be seen in figure 5.27 where the difference between the
a-axis at at 55o the c-axis at 142o is 87 o and the angle between the c-axis at
142o and the a-axis at 235o is 93o. The preferential cracking corresponds to
the region where the angle between the a and c-axis is 87o. It is hypothesised
that the cracking occurs at the point of maximum shear stress between the
anisotropic thermal expansion properties of the a- and c-axis, as opposed to
the point of maximum principal stress which would be along either the a-
or the c-axis. The maximum shear stress is typically at approximately 45o
to the principal stress and is often seen in systems under high-cycle loading
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[99].
Figure 5.27: The orientation of the CdWO4 sheets measured by Dr Patricia
Kidd at PANalytical.
The high-cycle loading is thought to be introduced in this system by rapid
heating by a laser pulse and cooling after the pulse. It is thought that the
shear stress caused by thermal expansion mismatch between the (100) and
(001) plane is greater in the region where the a- and c-axis form and angle
of 87o than it is in the region where the a- and c-axis form an angle of
93o. The pulse energy and pulse duration dependence support the role of
thermal effects as higher pulse energies would result in higher temperatures
and longer pulse durations would result in greater diffusion of the heat. The
reduction in cracking observed from the reduced scanning speed is thought
to result from a reduction in the number of rapid heating and cooling cycles.
Confirmation of this hypothesis would require substantial characterisation
of the mechanical and thermal properties of the CdWO4, and the use of
ab-initio calculations and finite element analysis which is beyond the scope
of this work.
Machining the sheets for the prototype array required the machining of
a series of cuts at a spacing corresponding to the pitch of the array. It was
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found that the laser could not machine fully through the whole depth of
the sheets using pulse energies of ≤ 50 µJ and 190 fs pulses. Increasing the
number of passes did not result in a fully machined cut but did result in
pinholes at the back of the sheets and crack formation which would lead to
structural failure of the sheet (figure 5.28).
Figure 5.28: Reflected light micrographs of the back of sheet showing the
bottom of a trench ablated using a pulse energy of 50 µJ and a pulse duration
of 190 fs.
The inability of the laser to fully machine the trench at too low a pulse
energy was thought to be primarily caused by the reduced intensity at the
bottom of the trench. The possible role of the inability to remove all the
ablated material from the trench as observed in some of the ablated holes
could not be eliminated.
A slight increase in pulse energy to 54 µJ resulted in fully machined
trenches. Machining each trench in turn (figure 5.29 (A)) resulted in the
formation of cracks that originated at the tips of the cuts. The cracks that
were orthogonal to the cleavage plane, and were similar to the ones observed
when an excessive number of passes were used at too low a pulse energy to
fully machine the cuts. It was thought that heat induced by the large number
of passes required to machine each trench, was the cause of the cracking.
To avoid this the scan pattern was changed to one that would give a cut
a single pass of the laser, then moving onto the next one in a serpentine
pattern, and finally returning to the beginning for the next pass of the laser
(figure 5.29 (B)).
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Figure 5.29: Two scan patterns were tested, the first machined each trench
in turn (A) and the second distributed the passes of the lasers over all the
trenches (B).
The serpentine scan pattern was successful in machining the sheets with-
out inducing any form of cracking. The cracking was attributed to the ac-
cumulation of heat in the ablated volume, leading to an increase in the
average temperature, and resulting in thermal expansion. The geometry
and the dynamics of the heating are the key differences between this form of
cracking, and the anisotropic cracking along the cleavage plane previously
observed. The tip of the machined cuts were regions of high stress similar to
the machined notches used in the Charpy and Izod impact tests for fracture
toughness [99], and the source of the stress was the increase in the average
temperature during the prolonged machining process, rather than thermal
cycling which induced the anisotropic fractures.
To summarise 2 types of cracking could be induced by the fs-ablation
process and were attributed to thermal effects. While fs-PLA typically oc-
curs too quickly for heat to dissipate into the bulk material it is thought
that prolonged exposure to the laser during the machining process resulted
in significant heating of the bulk. The first type was cracking along the
cleavage plane that was anisotropic and a function of the pulse duration,
pulse energy and scan speed or dwell time of the laser spot. This crack-
ing was attributed to thermal cycling of the CdWO4. The pulsed nature
of the laser ablation process and the scanning of the beam to machine the
cuts induced rapid thermal expansion and contraction, resulting in a shear
force arising from the differences in the thermal, and mechanical properties
of the (100) and (001) planes. The shear force was thought to be at its
maximum at half the angle between the (100) and (001) planes. The mon-
oclinic crystal structure results in 2 different angles between the (100) and
(001) planes, and the cracking was preferentially induced at the smaller of
the 2 angles. This type of cracking could be minimised by careful selection
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of the pulse energy, using the shortest pulse duration, and machining along
the direction of preferential cracking, as any material that contained cracks
would be removed. The second type of cracking originated at the tips of
the cuts, and were attributed to the tips being regions of high stress. The
prolonged machining process was thought to raise the average temperature
of the bulk CdWO4 near the ablated volume, leading to thermal expansion
and crack formation. This type of cracking could be avoided by altering
the scan pattern of the laser to allow for the heat to dissipate between each
pass of the laser. This resulted in a cutting time of 10 minutes for a row
of 27 segments which resulted in the 27 x 27 segment prototype taking 270
minutes to machine.
5.3.4 Analysis of Ablated Surfaces
The debris, heat affected zone and cracking formed during the ns-ablation
process resulted in the ablated surfaces being unsuitable for use in a seg-
mented scintillator array. As the energies and time scales involved in fs-
ablation are different to those in ns-ablation the composition of the debris
and surfaces of the cut could differ significantly. The morphology of the
laser ablated surfaces were studied using the Hitachi S3200N SEM and the
Bruker Dimension Edge AFM. The composition was analysed using an Ox-
ford Instruments X-act silicon drift detector for EDS measurements and the
Thermo Scientific Theta Probe for XPS measurements. The ablated trench
walls were studied before and after being cleaned using the ammonium hy-
droxide process used for cleaning the ns-ablated CdWO4.
The SEM was operated at an accelerating voltage of 20 kV and at a
pressure of 15 Pa to prevent the sample from charging. The sample had
been ablated using the laser parameters used for the prototypes. The SEM
micrographs of the ablated surfaces before and after cleaning, showed the
presence of an alternating structure of light, and dark regions in the top half
of the cut surface. The spacing of the bands increased as a function of depth
(figure 5.30). The SEM micrograph also showed that the surface had a large
amount of granularity to it which would be indicative of re-deposition of fine
debris.
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Figure 5.30: An SEM micrograph of the surface inside an fs-ablated cut
showing a series of stripes in the top half of the trench. The highlighted
square represents the region analysed using an AFM
An AFM was used to measure to topography of the ablated sample.
An 80 x 80 µm2 region near the top of the cut was analysed using the
“ScanAsyst” not contact tapping mode of the AFM. This confirmed that the
striped region were surface ridges (figure 5.31). A line profile was generated
that measured the profile of the surface across the ridges from the nearest
left corner in the 3D render to the furthest right corner. The generated
line profile was an average of 128 lines to minimise the contribution from
local surface features. The SEM micrograph showed that the spacing of
the stripes decreased with ablated depth, the AFM measurement showed
an increase in amplitude as a function of depth. The cause of the ridge
structure is thought to be a result of the focus of the beam remaining at the
top surface throughout the machining process. This resulted in a reduction
of the effective intensity of the outer edges of the laser spot as a function of
depth.
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Figure 5.31: An 3D render of an AFM measurement of the striped region
of the surface inside an fs-ablated cut and an averaged line profile from the
nearest left corner to the furthest right corner. The left corner is towards
the top of the trench.
The reduction in intensity at sample surface with each pass of the laser
resulted in the tails of the beam having a sub-threshold intensity resulting in
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the “V” shape cut (figure 5.32). The change from the ridge features to the
continuous region was thought to be a result of the intensity in the central
region of the spot remaining above the threshold for ablation and coincided
with the change in the cross-sectional shape of the machined cut.
Figure 5.32: An SEM micrograph orientated down a cut prior to cleaning
ablated using 190 fs pulses with a pulse energy of 54 µJ.
The stripe structure remained after cleaning using the ammonium hy-
droxide solution but the fine debris had been removed (figure 5.33) The
smoothness of the surface after cleaning indicates that the debris had been
removed by the ammonium hydroxide etch. The presence of the bands also
confirm that they were not caused by redeposited debris on the surface.
The AFM measurements showed that the Ra mean surface roughness had
decreased from 981 nm to 378 nm.
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Figure 5.33: An SEM micrograph of the surface inside an fs-ablated cut
showing a series of stripes in the top half of the trench, the surface appears
smoother after cleaning
EDS was used to study the change in the elemental composition of an
ablated trench which had not been cleaned (figure 5.34 (A)) and one which
had been cleaned (figure 5.34 (B)). Before cleaning the ratio of cadmium
to tungsten was found to vary significantly from the top (figure 5.34 (A)
and (B) analysis point 1) to the bottom of the trench (figure 5.34 (A) and
(B) analysis points 10 and 13 respectively) with a reduction in the concen-
tration of tungsten at the top of the trench and a large depletion in the
cadmium concentration at the bottom of the trench. The large depletion in
cadmium is believed to be a result of the differences in mass between the
tungsten and cadmium. The lighter species in the plume are known to have
trajectories that are much more forward peaked than the heavier tungsten
species, leading to a higher concentration of tungsten species at the base of
the trench [100, 101]. The cadmium concentration began to increase right
at the bottom of the trench which could be related to the laser breaking
through the other end of the sheet. The ammonium hydroxide cleaning pro-
cess stabilised the variation in the cadmium to tungsten ratio as a function
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of depth but led to a small decrease in the cadmium concentration (figure
5.35).
Figure 5.34: Two SEM micrographs of the surfaces inside an fs-ablated cut
before (A) and after cleaning (B) showing the location of first and last EDS
analysis points.
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Figure 5.35: The Cd:W ratio for different positions on the trench wall corre-
sponding to the points on figure 5.34 of the laser ablated cadmium tungstate.
XPS was performed on 3 samples which were a sheet of CdWO4 before
ablation, a segment of CdWO4 that had been ablated and a segment of
CdWO4 that was ablated and then cleaned using ammonium hydroxide.
The XPS was performed using a Thermo Scientific Theta Probe with a
monochromated Al k-alpha X-ray source (hν= 1486.6 eV) operated at 15 kV
and 20 mA using an X-ray spot with a radius of 400 µm for the reference
sample and 200 µm for the ablated samples. The hemispherical analyser
was operated with a pass energy of 50 eV and a step of 0.2 eV for the core
level spectra. An electron flood gun was used to compensate the surface
charge build up. The binding energies of the photoelectron peaks were
referenced to the adventitious hydrocarbon C 1s peak at 285.0 eV to further
correct for sample charging. Curve fitting was undertaken using a mixed
Gaussian-Lorentzian lineshape and quantification of atomic concentrations
was performed from the peak areas using the Thermo Scientific Avantage
software which employs instrument modified Wagner sensitivity factors after
a Shirley background subtraction.
The XPS measurements on the samples ablated using ns-PLA and the
associated reference sample had shown a non-stoichiometric ratio of cad-
mium to tungsten in the surface, this had not been measured in the EDS
measurements of the bulk composition. To investigate this the W 4d5 and
the Cd 3p3 were also included in the scans of the reference sample in ad-
dition to the typical high resolution scans of the W 4f and Cd 3d peaks.
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An argon ion gun was also used at 3 kV and 1 µA to etch the surface of
the reference sample to investigate any possible depth distribution to the
elements.
The survey spectrum of the CdWO4 in an as received state is shown
in figure 5.36. Unlike the reference sample used for the analysis of the
ns-ablated surface this sample was not cleaned using solvents. There was
significant contamination from the atmosphere with a large C 1s peak. The
survey spectrum also showed small quantities of copper, zinc and calcium
which were quantified using high resolution scans. Table 5.3 lists the peak
positions from the high resolution scans.
The high resolution scan of the O 1s peak showed the presence of at
least 2 components, the most intense was at 530.6 eV and the second peak
at 532.2 eV was much less intense (figure 5.37). The Cd 3d peaks at 405.2
eV for the 3d5/2 and 412.0 eV for the 3d3/2 were from the cadmium in the
cadmium tungstate (figure 5.38) and similarly for the W 4f peaks at 37.7 eV
for the 4f5/2 and 35.6 eV for the 4f7/2 showed only one component coming
from the tungsten in the cadmium tungstate (figure 5.39).
Figure 5.36: Survey Spectrum of the CdWO4 reference sample in an as
received state measured using a 400 µm spot.
The Cd 3d3/2 was not used in the quantification as the sensitivity factor
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is only for the Cd 3d5/2. The quantification for the tungsten peaks was
performed by adding the contribution from the W 4f5/2 and W 4f7/2 as the
sensitivity factor is for the W 4f peaks as a whole. When only counting the
contribution from the tungsten, cadmium and the main oxygen peak using
the W 4f and Cd 3d peaks the stoichiometry is 17.7 at.% Cd, 70 at.% O and
12.4 at.% W. Four different quantifications were performed using the Cd 3d,
W 4f and the other 2 tungsten and cadmium peaks that were then measured
in the reference sample. The ratios of cadmium to tungsten concentrations
varied from 1.1 to 1.6 with the Cd 3d5/2 and W 4d5/2 peaks giving the
smallest difference and the Cd 3p3/2 and the W 4f peaks giving the largest
difference. The Cd 3p3/2 and the W 4f peaks had the largest difference
in binding energy and the Cd 3d5/2 and the W 4d5/2 have the smallest
difference in binding energy. This difference in the quantification data could
be be a result of the difference in the kinetic energy of the photoelectrons.
This would correspond to a small difference in analysis depth for each peak,
indicating that there is an enrichment of Cd at the surface.
Peak Peak BE
(eV)
FWHM
(eV)
Included in
Quantifica-
tion?
Sensitivity
Factor
Atomic
%
Cd, W
& O
at.%
C 1s (C-C/C-H) 285.0 1.6 Yes 0.25 15.3 -
C 1s (C-O) 287.1 1.5 Yes 0.25 1.8 -
C 1s CO2−3 289.4 1.5 Yes 0.25 1.6 -
Ca 2p 347.5 1.7 Yes 1.58 1.6 -
Cd 3d3/2 412 1.3 No - - -
Cd 3d5/2 405.2 1.3 Yes 3.5 13.0 13.0
Cd 3p3/2 618.2 3.5 No 1.76 - -
Cu 2p3/2 933 2.0 Yes 4.2 1.0 -
O 1s O2− 530.6 1.3 Yes 0.66 51.5 51.5
O 1s OH− 532.2 1.4 Yes 0.66 4.0 4.0
W 5p3/2 41.3 1.6 Yes - - -
W 4d5/2 247.4 3.6 No 1.73 - -
W 4f5/2 37.7 1.1 Yes 2.75 4.0 -
W 4f7/2 35.6 1.1 Yes 2.75 5.1 9.1
Zn 2p3/2 1022 1.9 Yes 4.8 0.8 -
Table 5.3: The measured peaks and peak positions in the reference sample
and the resulting quantification.
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Figure 5.37: High resolution scan of the O 1s peak for the reference sample
in the as-received state with two fitted peaks.
Figure 5.38: High resolution scan of the Cd 3d peaks for the reference sample
in the as-received state one set of fitted peaks.
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Figure 5.39: High resolution scan of the W 4f peaks and the W 5p3/2 for
the reference sample in the as-received state one set of fitted peaks.
The argon ion etch was unsuitable for performing an elemental depth
profile as it preferentially sputtered the oxygen. Etching of tungsten com-
pounds using an argon ion gun is known to induce changes in the oxidation
state of the tungsten atoms in the surface [102]. The etched reference sample
showed a complex mix of tungsten species and changes to the high energy
tail of the O 1s peak. The 30 second etch removed the adventitious carbon
and lead to a decrease in the intensity of the O 1s peak at 532 eV which was
attributed to hydroxides or carbonates. This decrease was from the peak
being 7.7 % of the area of the main peak to 2.2 % of the area of the main
peak (figure 5.40). A small low energy tail also appeared on the W 4f peaks
which could be caused by the formation of small amounts of W5+ which the
W 4f7/2 peak area corresponded to 12% of the main W 4f7/2 peak (figure
5.42). A longer 300 second etch lead to the formation of a complex set of
W 4f peaks which could be fitted with peaks that corresponded to reported
values of W6+, W5+, W4+ and W metal (figure 5.43) [92, 102]. This was
accompanied by an increase in the intensity of the O 1s peak at 532 eV to
6.6 % of the area of the main peak (figure 5.41).This slight increase was not
proportional to the increase in peak attributed to W5+ where the W 4f7/2
had a peak area of 48.5 % of the W 4f7/2 peak attributed to W
6+.
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Figure 5.40: High resolution scan of the O 1s peak after 30 s of etching using
an argon ion gun.
Figure 5.41: High resolution scan of the O 1s peak after 300 s of etching
using an argon ion gun.
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Figure 5.42: High resolution scan of the W 4f peaks after 30 s of etching
using an argon ion gun showing an additional set of peaks.
Figure 5.43: High resolution scan of the W 4f peaks after 300 s of etching
using an argon ion gun showing a continuum of tungsten oxidation states
attributed to the W6+, W5+, W4+ and tungsten metal bonds.
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Figure 5.44: Survey Spectrum of the ablated surface of the CdWO4 mea-
sured using a 200 µm spot.
The survey spectrum for the ablated surface showed broader peaks and
a change in the ratio between the peak intensities. There were no traces
of the zinc and copper measured in the reference but the calcium was still
present in similar quantities to the reference sample. Table 5.4 shows the
fitted peaks from the high resolution scans.
The high resolution scan of the Cd 3d peaks showed the presence of a
low energy tail to the Cd 3d3/2 and 3d5/2 peaks which were not present in
the reference sample (figure 5.45). The Cd 3d peaks for the ablated sample
were fitted with 2 peaks, the largest peak fitted to the Cd 3d5/2 peak had a
binding energy of 405.2 eV which matched the peak in the reference sample
and the smallest lower energy peak had a binding energy of 403.6 eV. The
O 1s peaks showed a main peak at 530.5 eV, a high energy tail at 532.3 eV
and a low energy tail at 528.7 eV indicating additional chemical species were
present in comparison to the reference samples (figure 5.46). The W 4f7/2
peak showed a clear new shoulder appearing at lower binding energies, with
the region between the W 4f7/2 and 4f5/2 peaks also exhibiting an increased
intensity, indicative of a new low energy W 4f5/2 component (figure 5.47).
The higher energy pair of peaks had binding energies of 37.5 eV and 35.3 eV
for the W 4f5/2 and W 4f7/2 respectively, and the lowest energy pair had
binding energies of 33.6 eV for the W 4f7/2 and 35.8 eV for the W 4f5/2.
147
Chapter 5. Femtosecond Pulsed Laser Ablation
Figure 5.45: High resolution scan of the Cd 3d peaks of the laser ablated
surface showing 2 sets of fitted peaks.
Figure 5.46: High resolution scan of the O 1s peak of the laser ablated
sample with 3 fitted fitted peaks.
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Figure 5.47: High resolution scan of the W 4f peaks of the laser ablated
sample with 2 sets of fitted peaks.
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Peak Peak BE
(eV)
FWHM
(eV)
Included in
Quantifica-
tion?
Sensitivity
Factor
Atomic
%
Cd, W
& O
at.%
C 1s (C-C/C-H) 285.0 2.0 Yes 0.25 20.5 -
C 1s (C-O) 287.6 2.0 Yes 0.25 3.1 -
C 1s CO2−3 289.6 2.0 Yes 0.25 2.9 -
Ca 2p1 351.1 2.4 No - - -
Ca 2p3 347.4 2.4 Yes 1.05 1.2 -
Cd 3d3/2 Cd
2+ 412.0 1.6 No - - -
Cd 3d5/2 Cd
2+ 405.2 1.6 Yes 3.5 9.8 9.8
Cd 3d3/2 Cd
+ 410.6 2.0 Yes - - -
Cd 3d5/2 Cd
+ 403.6 2.0 Yes 3.5 2.1 2.1
O 1s O2− 530.5 1.7 Yes 0.66 40.8 40.8
O 1s
CdO0−0.18WO3 /
WnO3n−1
532.3 1.7 Yes 0.66 6.4 6.4
O 1s O2− (CdO) 528.7 1.7 Yes 0.66 5.0 5.0
W 5p3/2 41.0 1.7 No - - -
W 4f5/2 W
6+ 37.5 1.4 Yes 2.75 2.4 -
W 4f7/2 W
6+ 35.3 1.4 Yes 2.75 3.1 5.5
W4f5/2 W
5+ 35.8 1.4 Yes 2.75 1.1 -
W4f7/2 W
5+ 33.6 1.4 Yes 2.75 1.45 2.6
Table 5.4: The measured peaks and peak positions in the ablated sample
and the resulting quantification.
The small amounts of calcium present in the sample had a binding en-
ergy of 347.4 eV for the Ca 2p3/2 which matched the reported binding energy
for CaCO3, the oxygen bonded in CaCO3 is reported to have a binding en-
ergy of ∼531 eV therefore it is expected that it contributes to the 530.5
eV peak. The highest energy peak at 532.3 eV was present in the refer-
ence sample and is typically ascribed to adsorbed water [88]. The high
energy tail in the O 1s peak has also been attributed to non-stoichiometric
tungsten sub-oxides [88, 103], but this peak has been observed in tungsten
bronzes [104]. Fleisch et al. observed the high energy O 1s tail and at-
tributed it to defective oxide being formed in hydrogen based molybdenum
and tungsten bronzes (HxMoO3 and HxWO3) which were created by irradi-
ating the highest binary oxide of tungsten (WO3) or molybdenum (MoO3)
with 254 nm UV light in a hydrogen atmosphere [104]. The formation of
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the high energy O 1s tail was attributed to an electron transfer from the
oxygen to the molybdenum/tungsten orbitals in the formation of the molyb-
denum/tungsten bronze. Cadmium is known to form a tungsten bronze of
the form CdxWO3 where x is in the range of 0-0.12. Therefore the small
increase in the high energy tail of the O1s peak could be a combination
of adsorbed water and very small quantities of CdxWO3 [90]. The binding
energy of the Cd 3d peaks do not typically show any significant shift result-
ing from different chemical states, one exception to this is CdO2 which is
reported to show a shift to a lower binding energy [89, 105]. As a result of
this the presence of other cadmium compounds could not be confirmed from
the Cd 3d peaks alone. The low energy tail of the O 1s peak at 528.7 eV
matched the reported binding energy of oxygen bound to CdO. Therefore
the CdWO4 concentration could be estimated by assuming that CdWO4 and
CdO were the only contributions to the main Cd 3d peaks. This assumption
was based on the work published by Ciampi et al. on the oxidation of cad-
mium in different environments [105]. They studied the surface of cadmium
using XPS as it was exposed to controlled amounts of O2, CO2 and H2O by
themselves and in mixtures. To summarise the W 4f peaks in the ablated
sample had 2 sets of peaks one set corresponded to the W6+ state of CdWO4
and WO3 and a set corresponded to the W
5+ state which could be WO3−x
and Cd0−1.8WO3. The Cd 3d peaks had two sets of peaks, the higher energy
peaks had binding energies that correspond to several cadmium compounds
such as CdWO4, CdO, CdCO3 and Cd(OH)2. Out of these compounds,
CdWO4 and CdO were deemed to be the most likely to be present in large
quantities. The lower energy set of Cd 3d peaks corresponds to CdO2. The
O 1s peak had a low energy peak that was attributed to CdO, a high energy
peak from adsorbed water and possibly a contribution from Cd0−1.8WO3 or
WO3−x and the main peak at 530.5 eV that matched the measured energy
for CdWO4 and the reported energies for WO3, CdO2 but contributions
from Cd0−1.8WO3 or WO3−x could not be dismissed. Table 5.5 shows the
breakdown of all the compounds that have been determined to be present
and their likely concentration. The low energy O 1s peak attributed to CdO
allowed for the estimation of the amount of CdWO4 present by subtracting
that amount from the main Cd 3d5/2 peak. The contribution of CdWO4
to the W 4f W6+ peak was determined by applying the ratio between the
cadmium and tungsten in the reference sample based on the W 4f and Cd
3d quantification to the amount of cadmium that was thought to be bonded
in the CdWO4 state. This then allowed for the amount of WO3 to be de-
termined. The low energy Cd 3d peaks allowed for the amount of CdO2 to
be estimated and the oxygen bonded to the CaCO3 was assumed to also
contribute to the main oxygen peak resulting from the large FWHM. This
accounted for the all of the contributions to the O1s peak except for the
W5+.
151
Chapter 5. Femtosecond Pulsed Laser Ablation
Peak Peak BE
(eV)
FWHM
(eV)
Atomic
%
Compounds
Identified
Relative Surface
Fraction (%)
C 1s (C-C/C-H) 285.0 2.0 20.5 - 20.5
C 1s (C-O) 287.6 2.0 3.1 - 3.1
C 1s CO2−3 289.6 2.0 2.9 - 2.9
Ca 2p1 351.1 2.4 - - -
Ca 2p3 347.4 2.4 1.2 CaCO3 1.2
Cd 3d3/2 Cd
2+ 412.0 1.6 - - -
Cd 3d5/2 Cd
2+ 405.2 1.6 9 .8 CdWO4 4.8
CdO 5.0
Cd 3d3/2 Cd
+ 410.6 2.0 - - -
Cd 3d5/2 Cd
+ 403.6 2.0 2.1 CdO2 2.1
O 1s O2− 530.5 1.7 40.8 CaCO3 3.7
CdO2 4.2
CdWO4 17.3
CdO0−0.18WO3
and/or
WnO3n−1
<9.0
WO3 6.6
O 1s
CdO0−0.18WO3 /
WnO3n−1
532.3 1.7 6.4 H2O
Cd0−0.18WO3 6.4
WnO3n−1
O 1s O2− (CdO) 528.7 1.7 5.0 CdO 5.0
W 5p3/2 41.0 1.7 - - -
W 4f5/2 W
6+ 37.5 1.4 5.5 CdWO4 3.5
WO3 2.2
W 4f7/2 W
6+ 35.3 1.4 - - -
W 4f5/2 W
5+ 35.8 1.4 2.6 CdO0−0.18WO3
and/or
WnO3n−1
2.6
W 4f7/2 W
5+ 33.6 1.4 - - -
Table 5.5: The fitted peaks and quantification in the ablated sample along
with the breakdown of the quantification of the identified compounds.
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There was some evidence for traces of Cd0−1.8WO3 but the two different oxy-
gen states present in tungsten bronzes and the likelihood of a contribution
by WO3−x prevented the determination of the amount present.
The sample cleaned using ammonium hydroxide showed no additional el-
ements compared to that previously measured. The survey spectrum showed
that the intensity of the tungsten, and oxygen peaks were significantly lower,
in relation to the cadmium peaks, than in the other samples (figure 5.48).
Figure 5.48: Survey Spectrum of the ablated and then cleaned surface of
the CdWO4 measured using a 200 µm spot.
The Cd:W ratio and the Cd:O ratio were significantly different to the
reference and ablated sample. The Cd:O ratios in the reference and ablated
samples were 4.0 and 4.2 respectively while in the cleaned sample it was
found to be 2.7. The Cd:W ratios in the reference and ablated samples were
found to be 1.4 and 1.8 respectively but was 4.3 in the cleaned sample (table
5.6). The O 1s peak was found to be much broader than the ones measured
in the reference and ablated samples (figure 5.49), and was fitted with 2
peaks. The Cd 3d peaks of the cleaned sample had similar binding energies
to the reference sample at 412.2 eV for the Cd 3d3/2 and 405.4 eV for the Cd
3d5/2 but were 10% broader (figure 5.50). The W 4f peaks were also found
to have similar binding energies to the W 4f peaks in the reference sample
at 37.7 eV for the W 4f5/2 and 35.5 eV for the W 4f7/2, unlike the cadmium
peaks the tungsten peaks in the cleaned sample were slightly narrower than
the ones measured in the reference sample (figure 5.51).
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Peak Peak BE
(eV)
FWHM
(eV)
Included in
Quantifica-
tion?
Sensitivity
Factor
Atomic
%
Cd, W
& O
at.%
C 1s (C-C/C-H) 285.0 1.4 Yes 0.25 29.2 -
C 1s CO2−3 289.4 2.0 Yes 0.25 5.7 -
Cd 3d3/2 Cd
2+ 412.2 1.5 No - - -
Cd 3d5/2 Cd
2+ 405.4 1.5 Yes 3.5 16.5 16.5
O 1s O2− 530.7 1.8 Yes 0.66 23.7 23.7
O 1s OH− 531.7 1.8 Yes 0.66 20.8 20.8
W 5p3/2 41.5 1.8 No - - -
W 4f5/2 W
6+ 37.7 1.0 Yes 2.75 1.7 -
W 4f7/2 W
6+ 35.3 1.0 Yes 2.75 2.1 3.8
Table 5.6: The measured peaks and peak positions in the cleaned sample
and the resulting quantification.
Figure 5.49: High resolution scan of the O 1s peak with 2 fitted fitted peaks
from the sample which had been cleaned after ablation .
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Figure 5.50: High resolution scan of the Cd 3d peaks of the cleaned surface
after laser ablation showing 1 set of fitted peaks.
Figure 5.51: High resolution scan of the W 4f peaks of the cleaned surface
after laser ablation with 1 set of fitted peaks.
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The cleaned sample showed similar peaks to the reference sample. The
binding energy of the W 4f peaks matched the reference sample and the
FWHM was comparable which showed that there were no other tungsten
states present. The Cd 3d peaks were also similar to the ones in the reference
sample; however this could only show the absence of CdO2 as many cad-
mium compounds have overlapping binding energies. As there was no cal-
cium present in the cleaned surface the C 1s peak at 289.4 eV was attributed
to CdCO3. The oxygen peak was significantly broader than the ones in the
reference and ablated sample and was fitted with two peaks. The low energy
O 1s peak at 530.7 eV was attributed to CdWO4 while the higher energy
peak at 531.7 eV was attributed to Cd(OH)2 and CdCO3. The large increase
in Cd(OH)2 and CdCO3 was a result of the sample being cleaned in ammo-
nium hydroxide. The reduction in tungsten with respect to the cadmium,
was thought be caused by the ammonium hydroxide preferentially etching
the tungsten bonded to the oxygen, as it is known to be an effective etchant
for binary tungsten oxides [90]. The ammonium hydroxide was expected to
react with the cadmium compounds to form [Cd(NH3)4]
2+ in solution and
then forming cadmium hydroxide (Cd(OH)2) [91]. The Cd(OH)2 is then
believed to react with CO2 from the atmosphere to form a surface layer of
CdCO3 resulting in a cadmium enriched surface. The quantification would
indicate that there was 5.8 at.% CdCO3 which would result in 17.4 at.%
of the 531.7 eV O 1s peak bonded as a carbonate and 3.4 at.% bonded in
the form of Cd(OH)2. This would leave the remaining Cd concentration as
7.4 at.% resulting in a stoichiometry of (Cd+W)O2.1. The formation of a
cadmium hydroxide and carbonate surface layer would not be ideal however
both are known to take the form of a white crystalline solid which would
have minimal effect on the light transport properties. Cadmium hydroxide
is also soluble in an excess of ammonium hydroxide, and can also be dis-
solved in dilute acid which would not react with the cadmium tungstate.
The cleaned sample could be treated in acid to investigate if the cadmium
to tungsten ratio would return to the reference level.
5.4 Summary
Both the Thales Bright laser and the Light Conversion Pharos-SP laser were
able to effectively machine the CdWO4 with minimal damage. Sub-surface
cracking was observed in both lasers but could be avoided with careful se-
lection of the laser parameters. The availability and the flexibility of the
Pharos-SP laser allowed for the effect of the laser machining parameters to
be thoroughly studied. This resulted in a significantly improvement in the
machining time, which was 5 times shorter than that of the Thales Bright
laser while still maintaining high quality cuts. The debris in the machined
cuts were significant but could be removed using an ammonium hydrox-
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ide etch. The methods tested to prevent the damage at the back of the
ablated sheets were unsuccessful. Studies of the morphology of the laser
ablated holes showed that the CdWO4 had formed a liquid phase during the
ablation process and had re-solidified indicating a thermal ablation mecha-
nism. The nature of the cracking observed in the CdWO4 was attributed
to thermal effects from the machining process. This showed that while the
femtosecond ablation process is able to remove material before heat is able
to diffuse into the bulk, prolonged machining of a work-piece can lead to
heating of the work-piece.
The optimised laser parameters for machining the CdWO4 with the
Pharos-SP were; 190 fs long pulses at 54 µJ using a normalised pulse over-
lap of 0.8 which was achieved by having a laser repetition rate of 78.3 kHz
and a scan speed of 707 mm s−1. The laser spot was scanned in a serpen-
tine pattern to prevent cracking caused by excessive localised heating of the
CdWO4.
The prototypes created using the both lasers were studied using optical
microscopy, and their radiation detection performance was characterised.
This included testing both prototypes on a Lassena large area CMOS sensor
and directly comparing them to each other.
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Performance of Segmented
Cadmium Tungstate Arrays
Two prototype arrays were created using femtosecond laser ablation, the
first was the one machined using the optimised process for the Thales Bright
laser and the second was machined using the optimised process for the Light
Conversion Pharos-SP. Both prototypes were studied using reflected light
microscopy to analyse their geometries, uniformity and to study any defects
in the prototypes. The uniformity, linearity and the DQE(0) of the arrays
were measured under X-rays. The measurement of the spatial resolution was
limited as the arrays did not meet the requirements for MTF measurements
to be valid as the segments were not aligned and had significant differences
in brightness resulting in the arrays not being shift invariant.
Due to the the limited access to the Lassena camera system, the major-
ity of the radiation performance of the prototypes was tested using a Canon
EOS-100D digital single-lens reflex (DSLR) camera. This camera was se-
lected as it was relatively inexpensive, robust and easy to use without the
need to mount the scintillators directly onto the sensor, could be remotely
controlled from a PC and the Canon series of camera had seen some use in
the astrophotometry community [106]. The manual controls on DSLR cam-
eras allow for the gain (ISO setting), exposure time and aperture to be easily
controlled and all DSLR cameras are capable of outputting the unprocessed
sensor data in a RAW format. The cameras also have a colour filter array
on the sensor known as a Bayer filter. The Bayer filter is an array where
each pixel has either a green, red or blue filter on it. Colour photographs
are produced by interpolating the values from each pixel. The Bayer filter
leads to a lower overall sensitivity but does offer some basic spectroscopy
[107]. The Canon EOS-100D used has an 18 megapixel (5184 x 3456 pixel)
CMOS sensor which has the APS-C format (22.3 x 14.9 mm). It has a 14
bit ADC and is capable of having an ISO i.e. gain from 100 to 25600. It has
a minimum exposure time of 1/4000 s (250 µs) and conventionally up to 30
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s but the “bulb” mode allows the duration to be as long as the user wants.
The Bayer filter is in a red, green, green, blue 2x2 configuration. The pho-
ton transfer method was used to characterise the camera before radiation
testing to ensure a stable response.
Both prototypes were tested on Lassena once a system became available
for testing. The linearity and the DQE(0) of both arrays were measured on
the same sensor to allow for a direct comparison. The 2nd prototype was
also tested on Lassena with and without an optical coupling fluid with a
refractive index of 1.55. This allowed for the effect of optical coupling to be
measured.
6.1 PTC Measurement
The measurements were performed using an aSpect Systems idLUX LED
array as a light source, it was set to emit 480 nm [108]. The lens was set to
55 mm, f5.6 and in manual focus mode with the lens defocused. The camera
and the light source were in a light tight box, the EOS utility software was
used to control the camera. The camera was set to manual shooting mode
using the RAW image format with all noise reduction modes disabled in the
settings menu and as a precaution all settings which might perform some
form of image processing were turned off. The first exposure duration was
determined by identifying the shortest duration at which a signal from the
light could still be measured and then starting from the next fastest shutter
speed. Twenty images were taken in total for each duration with 10 taken
with the light source off and the other 10 taken with the light source on.
The raw images were converted into the TIFF format using the DCRAW
program using the following command line settings “dcraw -D -r 1 1 1 1
-4 -T”, where the ‘-D’ command told the software not to scale the data or
apply any colour interpolation, the ‘-r 1 1 1 1’ applied no white balance, ‘-4’
and ‘-T’ denoted a 16-bit linear TIFF file as the output. The images were
analysed using a Python script using the matplotlib and numpy libraries
for image importing and array analysis respectively [109, 110]. The python
script split each image into 4 sub-images for each pixel type; red, green-1,
green-2 and blue. To ensure that the FPN correction was as accurate as
possible only a 100 x 100 pixel area in the centre of each image was used for
the analysis.
The shot noise and the signal was plotted on a log-log plot and showed a
straight line as expected for a shot noise limited sensor (figure 6.1). The fit
did show a small deviation from the data at lower signal levels, the deviation
could be a result of the sensor heating up during the measurement leading
to a small drift in the noise level. The analogue to digital converter (ADC)
sensitivity factor was calculated from the data by fitting the curve with
the PT relationship. Kadc was found to be 2.33 (e
−/ADU). The full well
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capacity was found to be 26000 e− by identifying the signal level in ADUs
as it began to saturate and applying the ADC sensitivity factor. The read
noise was calculated from the dark images after subtracting the baseline
signal and was found to be 16.9 e−. This resulted in a dynamic range of 64
dB.
Figure 6.1: The photon transfer curve of the blue pixels, this was represen-
tative of the other pixel types. The fit yields an ADC sensitivity factor of
2.33
The PT measurements show that the Canon 100D DSLR camera is suit-
able for testing of scintillators. The suitability was due to the linear response,
and low read noise of 16.9 e− resulting in a dynamic range of 64 db, match-
ing that of Lassena [111]. The camera could be used as a basic photometer
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by measuring the interacting quantum efficiency as a function of wavelength
and transmission characteristics of the lens.
6.2 Microscopy of Prototypes
6.2.1 First Prototype
Optical microscopy was used to measure the dimensions and assess the qual-
ity of the assembly and laser cuts for both prototypes. The first fs-ablated
prototype was machined using the Thales Bright laser and was 12 mm x
11 mm x 4.35 mm consisting of 25 x 24 segments of CdWO4. The laser
cutting was performed by Micronanics Ltd. and Hilger Crystals assembled
the prototype. The Thales Bright laser achieved narrower cuts than the
Coherent Avia ns-pulsed laser, with minimal chipping and cracking and did
not form an observable heat affected zone. The chemical treatment devel-
oped for the cleaning of the nanosecond cut CdWO4 was used to remove
the debris from the femtosecond cuts. The prototype was inspected using a
Zeiss Stereoscope and a Keyance reflected light microscope.
Figure 6.2: An overview of the femtosecond prototype taken with the Zeiss
stereoscope with the 1x objective
The fill factor was calculated from the total area of all the segments
excluding the large ones at the end divided by the total area of the array.
The key dimensions for the array are given below:
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Fill Factor 66% σ=4.6 %
Average Pitch along sheets 0.45 mm σ=0.01 mm
Average Pitch between sheets 0.42 mm σ=0.02 mm
Average Segment Area 0.15 mm2 σ=0.01 mm2
Average Sheet Thickness 0.33 mm σ=0.02 mm
Smallest Sheet Thickness 0.29 mm σ=0.02 mm
Largest Sheet Thickness 0.37 mm σ=0.01 mm
Table 6.1: Key measurements for the prototype array.
Figure 6.3: An overview of the femtosecond prototype taken with the Zeiss
stereoscope with the 1x objective
The sheets were poorly aligned (figure. 6.2) and had different thicknesses
ranging from 290 µm for the thinnest to 370 µm for the thickest (figure 6.3)
The sheets did not have a uniform thickness, with some sheets being as much
as 20 µm thicker on one end. All the cuts had gone through but the ends
of 2 of the sheets had not been completely removed, leaving a thin layer
of CdWO4 spanning the segments (figure 6.4). There was some damage in
regions resulting from the absence of the inter-segment filler material which
added strength to the structure during the polishing (figure. 6.5).
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Figure 6.4: Micrographs showing the ends which were not been fully re-
moved.
Figure 6.5: Micrograph showing damage from the polishing process.
Overall the array had good clean cuts with very little traces of debris. The
majority of the segments had clean and polished surfaces with no damage.
A high-magnification micrograph shows that there were no traces of debris,
recast material or a heat affected zone in the cuts (figure 6.6).
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Figure 6.6: A stitched image taken with a 2500x objective of one of the cuts.
6.2.2 Second Prototype
The 2nd prototype was 12.5 mm x 13.1 mm x 5.2 mm making it slightly
larger than the 1st prototype. It was assembled by Hilger Crystals and
composed of 27 CdWO4 sheets each having been ablated into 27 segments
to give a total of 729 segments.
Fill Factor 68% σ=7.64%
Average Pitch along sheets 0.45 mm σ=0.05 mm
Average Pitch between sheets 0.42 mm σ=0.02 mm
Average Segment Area 0.15 mm2 σ=0.02 mm2
Average Sheet Thickness 0.36 mm σ=0.01 mm
Smallest Sheet Thickness 0.34 mm σ=0.01 mm
Largest Sheet Thickness 0.37 mm σ=0.01 mm
Table 6.2: Key measurements for the 2nd prototype array.
As expected from this type of laser micromachining the top of the cuts
were wider than the bottom of the cuts. Due to the size of the sheets to
ensure an equal number of sheets and segments the segments at the end
were wider than the ones in the middle (figure 6.7).
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Figure 6.7: An overview of the 2nd femtosecond prototype taken with the
Zeiss stereoscope with the 0.3x objective at 3x zoom.
The sheets in the array were found to be better aligned than the 1st pro-
totype, but there was some variation in the sheet thickness and alignment.
Some cuts were incomplete suggesting the need for additional passes of the
laser. The surface of the array showed significant blemishes and there were
two sections where the inter-segment gap was much larger than the average.
This would suggest that the sheets were cracked when the paint/glue mix
was pressed into the inter-segment gap (figure 6.8). The blemishes on the
surface were seen to be regions where the crystal had fractured, one segment
was completely fractured. There were problems with the crystals cracking
during the ablation process but a CLSM was used to study the cracking
and the final prototypes were ablated using settings which induced minimal
cracking if any. The cracking induced by the laser was also found to occur
close to the laser incident surface. The cracking and fracturing observed
in the prototype was found to be distributed evenly over the segments and
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sometimes in the centre of the segments away from the laser ablated trench.
The damage was most likely caused by the polishing process as the polished
surface was orthogonal to the easily cleaved (010) plane which would have
been under significant shear stress during polishing. Evidence to support
this hypothesis is that the sheets would have fallen to pieces if they were this
damaged prior to assembly and there are regions on the prototype where the
damage spans over several segments (figure 6.8).
Figure 6.8: A micrograph of the large inter-segment gap and damage in the
bottom left corner (highlighted area) that spans three segments.
Inspection of the prototype using the high magnification microscope
showed that some of the regions that had been damaged during the polishing
were filled with the white reflective material. The heavily damaged segment
also bulged into the plastic separator which would not have occurred prior
to applying the reflector material and polishing (figure 6.9). In addition to
this the top of the laser cut trenches for many segments had white smear
marks on them (figure 6.10) and some of the intersegment regions had what
looked like dark patches of debris (figure 6.11). This suggested that the
polishing was performed before the reflective material had cured or another
layer of reflective material was applied to the surface after polishing and
any excess of removed. If the reflective material was not cured the segments
would have been able to move during the polishing which would have led to
the observed damage.
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Figure 6.9: The heavily damaged segment, note the reflective material in
the damaged region in the bottom left of the segment and the bulging which
has compressed the plastic sheet. There is also a incomplete cut in the
neighbouring sheet.
Figure 6.10: The top of the segments near the laser cut trench show evidence
of the white reflector material being smeared onto the surface.
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Figure 6.11: Dark debris found in some inter-segment regions, the distribu-
tion of the debris suggests it was formed after the reflective material was
applied and during the polishing.
The radiation response of the prototype was tested using X-rays to eval-
uate the effects of the polishing damage on the uniformity and light output
of the array.
6.3 Radiation Measurements
The prototypes were primarily tested using X-rays from a 160 kVp 3 W
tungsten anode cone beam X-ray set. The 2nd prototype was also tested
using a 50 kVp 2 kW tungsten anode collimated X-ray set. The unifor-
mity, resolution and efficiency of the prototype were measured at a range of
accelerating voltages and currents using the Canon 100D.
6.3.1 Uniformity
The uniformity of the first prototype was measured at 160 kVp 50 µA using
the Canon-100D with an 18-55 mm focal length lens at 55 mm at an aperture
of f5.7. The peak intensity of the X-ray set was measured using Hexitec to be
at 45 keV [112]. The array was 6 cm from the X-ray source and the camera
was placed 22 cm away from the X-ray source. The image was opened
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using the dcraw ImageJ plug-in without any colour interpolation and split
into images that only contained the red, green and blue pixels [113]. The
remove outliers function in ImageJ was used to remove the direct X-ray hits
on the sensor. The remove outliers function identifies pixels that deviate
from median value of the neighbouring pixels, by a certain threshold and
sets the value to the median value of the neighbouring pixels. A radius of
2 pixels was used for the number of neighbouring pixels, with a threshold
of 50 ADU. The relative brightness of each pixel to the brightest pixel in
each colour channel was plotted to show the uniformity as a function of each
colour channel (figure 6.12)
Figure 6.12: The uniformity of the first prototype from a flat field irradiation
at 160 kVp 50 µA for the green, red and blue channels from the DSLR used.
The values are relative to the brightest pixel for each channel.
The spatial distribution of the non-uniformities in the light output of the
scintillator was similar for each channel. As CdWO4’s emission is primarily
in the blue-green region of the visible spectrum the red pixels had very low
signal. The relative differences between the dim and the bright regions were
greatest in the green channel and lowest in the red channel. The relative
intensities to the brightest pixel of every pixel in each channel was plotted
as a histogram (figure 6.13).
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Figure 6.13: A histogram of the normalised intensities of all the red, green
and blue pixels.
As expected from figure 6.12 the blue and green pixels overlap. Both the
green and blue pixels have a mean value at 35% of the largest signal value
and a standard deviation of 16%. The red pixels show a different distribution
with a lower mean value of 32 % with a standard deviation of 13%. The
trough artefacts in the red histogram was found to be caused by several
factors. The images are in the form of 16-bit integer numbers and ImageJ
converts these values into real numbers when it forms a histogram and uses
256 bins. This leads to the troughs in the histograms as ImageJ is trying to
plot discreet integers as real numbers. As there is a smaller range of signal
values in the red channel the 256 bins are narrower than in the blue and
green channels. The remove outliers function will then proceed to re-bin
the data causing some of signal to move to neighbouring bins leading to the
trough artefacts.
A new 100 mm macro lens was used for the uniformity measurements of
the 2nd prototype, allowing for more detail to be resolved at the expense of
depth of field. The 1st prototype was mounted onto a Lassena sensor and
therefore could not be remeasured using the 100 mm macro lens. The array
was irradiated at 160 kVp and 50 µA and the camera was operated at f2.8
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ISO 100 and an exposure duration of 10 seconds (figure 6.14).
Figure 6.14: The uniformity of a flat field irradiation at 160 kVp 50 µA
for the green, red and blue channels from the DSLR used. The values are
relative to the brightest pixel for each channel.
The prototype was found to be significantly less uniform in light output
than the 1st prototype. Some of the non-uniformity could be attributed
to damage to the surface of the array. Cracked and fractured regions were
found to emit no light. When compared to the 1st prototype the difference
between the brightest and dimmest segments was significantly larger with
the dimmest segments having ∼ 40-50% of the light output of the brightest
segments. As with the 1st prototype the bright and dim segments, were
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grouped together along the each sheet, and the bright sheets were grouped
together. This suggests that the non-uniformity was introduced during the
assembly process, and as with the 1st prototype associated with incomplete
filling of the cuts with the reflective material. The uniformity of the green
and blue channels were almost identical while the red channel was slightly
different. The histogram of the normalised pixel intensities for each channel
showed a much broader distribution, than the 1st prototype (figure 6.15),
Figure 6.15: A histogram of the normalised intensities of all the red, green
and blue pixels .
All three pixel types showed a greater number of pixels with low intensi-
ties, this was caused by the damage to the surface of the prototype. As with
the first prototype the green and the blue pixels showed similar response,
however there were small differences in the histograms. The mean value for
the blue pixels at 33% were lower than that of the green pixels at 35% but
this was deemed insignificant as there was a large standard deviations of 21%
for the blue pixels and 22% for the green pixels. Unlike the 1st prototype
the red pixels showed a higher, mean normalised value than the green and
blue pixels of 36%. The red pixels also showed a smaller standard deviation
of 21%.
The lack of difference between the light measured by the green and
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blue pixels in both prototypes, would suggest that the cause of the in-
creased/reduced brightness of the different segments is uniform. If a light
absorbing compound was present a different distribution of bright and dim
segments would be expected in the corresponding colour channel, for exam-
ple yellow WO3 would primarily absorb the blue light and reflect the green
and red light. A possible cause of the non-uniformity would be imperfect
filling of the cuts with reflector material. Significant voids in the cut or a low
pigment concentration would result in a change of reflection mechanism from
diffuse to total internal reflection, as air and the binder have a lower refrac-
tive index than the white pigment and CdWO4. The effectiveness of total
internal reflection is a function of the refractive index which is a function
of the wavelength. Therefore the distribution of bright and dim segments
would be similar for all wavelengths but the relative brightness would change
as a function of wavelength. If significant voids were present, resulting in
total internal reflection, then the spread of light between segments is ex-
pected to be greater in these regions, resulting in reduced contrast. This
reduction in contrast was observed while testing the spatial resolution of the
1st prototype array. A line profile was taken across a bright and a dim row
of the array while imaging a small lead disc, both rows were imaging the
same size area. The relative brightness of the segments were plotted against
each other as a function of position (figure 6.16).
Figure 6.16: The relative brightness of a dim row and a bright row of the
1st prototype array imaging a small lead disc.
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The dim row showed greater reduction in signal in the masked region
than the bright row which could only be explained by an decrease in the
optical cross-talk between the segments.
6.3.2 Spatial Resolution
The modulation transfer function (MTF) a measure of spatial resolution,
was not measured for the prototypes. Fourier based image metrics such
as MTF are only valid in the strictest sense for linearisable shift-invariant
systems. All sampled imaging systems fail this criteria since they are not
shift invariant i.e. the MTF can change depending on the exact position of
the source or imaging system. The concept of MTF can be modified to be
valid for shift variant systems, this is by constructing an overall MTF for the
imaging system. This is a combination of the detector footprint MTF and
the sampling MTF. The detector footprint MTF takes into account the pixel
size, the footprint MTF becomes 0 when the input frequency has a period
corresponding to the pixel size. The sampling MTF takes into account the
pixel pitch. These require an uniform detector to be valid [25]. Therefore
the lack of uniformity in the cut width, segment size, sheet thickness and the
poor alignment of the sheets in the prototype make it difficult to measure
the spatial resolution in this way.
The spatial resolution was therefore characterised by imaging an alu-
minium test object composed of a series of holes of increasing radii. The
diameter of the holes were 0.5, 0.9, 1.0, 1.4 and 1.7 mm. The test object was
imaged at 35 kVp 3 watt which was the lowest voltage and highest power of
the X-ray set. These setting maximised contrast as the aluminium had low
X-ray absorption. The test object was placed in contact with the array to
prevent any geometrical magnification from the cone beam X-ray source.
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Figure 6.17: An image of the aluminium test object used to characterise the
imaging performance of the prototype arrays.
Figure 6.18: An image of the prototype array imaging an aluminium test
object at 35 kVp 3 watt, the dashed line represents the line profile in figure
6.19.
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Figure 6.19: An example line profile of a 0.5 mm hole imaged by the 1st
prototype.
The size of the holes were estimated by taking a line profile in X and in
Y and counting the number of segments above the background level (figure
6.19). The smallest holes in the aluminium sheet were 0.5 mm in diameter
and were clearly resolvable but extended over 2 segments along the sheets
in X and 2 across the sheets in Y. It was thought that as the smallest holes
were in the order of size of the segment pitch that they were positioned over
2 segments. The largest holes were 1.4 mm in diameter and extended over
4 segments along the sheets and 4 across the sheets. The mean pitch along
the sheets were 0.45 mm and 0.42 mm between sheets and were used to
calculate the apparent increase in the size of the holes (Table 6.3)
Hole
Diameter
(mm)
No. Segments
in X
No. Segments
in Y
Apparent Size
Increase in X
(mm)
Apparent Size
Increase in Y
(mm)
0.5 2 2 0.4 0.3
1.0 3 3 0.4 0.3
1.1 3 3 0.3 0.2
1.4 4 4 0.4 0.3
Table 6.3: The increase in the apparent size of the imaged holes for the 1st
prototype.
The analysis showed that an imaged object will typically appear one seg-
ment larger than it is. This apparent increase in the size of the holes is a
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combination of hole placement and large segment size, as observed with the
large increase for the 0.5 mm diameter holes, scattering of X-rays and opti-
cal cross talk. The scattering of the X-rays is expected to have a minimal
impact in this case as the peak X-ray energy was 35 keV. The same test ob-
ject was used for characterising the spatial resolution of the 2nd prototype
(figure 6.20).
The slightly larger area of the 2nd prototype allows for the larger holes in
the aluminium test object to be imaged. Both prototypes show similar per-
formance. The smaller holes only lead to light being emitted from 2 rather
than 3 segments as with the 1st prototype. This could simply be a result
of the exact position of the holes in the aluminium. The regions between
the middle row of holes show some evidence of light leakage. The row of
segments correspond to the brighter segments in the uniformity measure-
ment, and support the hypothesis that the cuts were not completely filled.
As with the 1st prototype the apparent size of the holes were compared to
the actual size of the holes (Table 6.4)
Hole
Diameter
(mm)
No. Segments
in X
No. Segments
in Y
Apparent Size
Increase in X
(mm)
Apparent Size
Increase in Y
(mm)
0.5 2 1 0.4 -0.1
1.0 3 3 0.4 0.3
1.1 4 3 0.7 0.2
1.4 4 4 0.4 0.3
1.8 4 4 0 0
Table 6.4: The increase in the apparent size of the imaged holes for the 2nd
prototype.
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Figure 6.20: An image of the 2nd prototype array imaging an aluminium
test object at 35 kVp 3 watt.
The analysis and the image shows that the 2nd prototype has greater
light leakage along the sheets in the lower half of the array but less across
the sheets. The top half of the array showed greater contrast than the 1st
prototype. The smallest holes only resulted in 2 x 1 segments being fully
illuminated. While hole placement could significantly change the apparent
size of the 0.5 mm holes, the 1.1 mm holes only resulted in 3 segments being
illuminated in the direction which spanned the sheets, indicating less light
leakage.
6.3.3 Lassena Test of 2nd Prototype
The prototype was also tested on 2 Lassena sensors with and without cou-
pling oil. The oil used was a Cargille series E refractive index matching fluid,
with a refractive index of 1.55. The prototype and the sensor were mounted
horizontally as the X-ray source was directly above the sample stage. As
the sensor was lying horizontally no mounting mechanics were needed. Two
Lassena sensors were used as one had been used with oil while the other was
clean. The X-ray set had a tungsten anode and was limited to 40 kVp, but
could be operated at up to 50 mA. The resulting X-ray spectrum was had a
peak intensity at 20 keV as measured by a CdTe Hexitec detector. The 20
keV X-rays have a mean free path of 30 µm in CdWO4. An average of 20
images were taken at tube currents of 10 mA to 50 mA in 5 mA increments.
The Lassena system was operating at 30 Hz resulting in an integration time
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of 33 ms. The images were processed using ImageJ and a dark frame con-
sisting of an average of 20 images was subtracted from each result. The
mean signal for the same bright segment and a dim segment, were measured
with and without oil at each tube current setting.
Figure 6.21: The measured signal from the same bright and dim segment in
the array, with and without an optical coupling fluid, as a function of X-ray
tube current at 40 kVp.
The response of the bright and dim segments were found to be linear
with increased tube current. Comparison of the gradients of straight line
fits to the data showed that the oil was 20 ±8% higher for both dim and
bright segments. The addition of a coupling medium was found to consis-
tently improve the signal from the scintillator. However, the nature of the
noise from pixel gain variation resulted in a significant increase in the stan-
dard deviation of each measurement with increasing signal. The resulting
improvement in the signal with a coupling medium would support the simu-
lation results showing the reduction in number of internal reflections in the
scintillator array, leading to a signal improvement.
6.4 Comparison Between Prototypes Using Lassena
Both prototypes arrays were mounted on a Lassena sensor for direct com-
parison without an optical coupling fluid. A cone beam X-ray set with a
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tungsten anode capable of operating at 160 kVp and 50 µA was used. As
the X-ray set was mounted horizontally mechanics were needed to hold the
scintillators onto the vertically aligned sensor. The optical coupling medium
was not used as previous tests showed that the oil would not remain in place
between the scintillator and the sensor when mounted vertically.
The response of the scintillator were tested at a range of tube voltages
and currents. The response as a function of tube voltage was conducted from
40 kVp to 160 kVp at 3 watt, and for the tube current from 5 µA to 50 µA
at a tube voltage of 160 kVp. The DQE(0) was measured for a dim and
bright segment for both prototypes at 160 kVp 50µA. The gain of the system
was estimated based on the number of photons detected using a 400 mm2 2
mm thick spectroscopic CdTe Hexitec imaging detector and corrected for the
efficiency of the CdTe as a function of energy. A Radcal 10X6-6 ion chamber
with the Radcal AccuGold+ readout electronics were also used to measure
the dose rate in the X-ray set for the tested voltages and currents at the same
source to detector distance. The dose rate of the X-ray set as a function of
tube voltage and current is given in Appendix E. The low tube current of
the X-ray source resulted in Lassena needing a long integration time of 2.5
seconds. The images were processed using ImageJ. For each measurement
20 images were taken, averaged, and then an average of 20 dark frames
was subtracted from the images. The mean signal level was measured and
plotted for a bright and dark segment in both prototypes. The response
of the scintillators to increasing voltage at constant power was found to be
linear (figure 6.22), with the 1st prototype being brighter than the 2nd.
The difference in brightness between the bright segments was 15% at the
highest tube voltage and 35% for the lowest tube voltage. The dim segments
followed the same trend but the difference at the highest tube voltage was
27% and at the 37% at the lowest tube voltage. The linear response of the
arrays was not expected as the output of an X-ray tube was found to be
non-linear with increasing tube voltage and plateaued at around 110 kVp.
The linear response was a result of the increased gain of the scintillators at
higher X-ray energies, as predicted by the simulations, combining with the
plateau of the dose rate at higher tube voltages. Plotting the mean signal
from as a function of X-ray dose with increasing tube voltage showed the
non-linearity of the scintillators to increasing incident X-ray energy.
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Figure 6.22: The measured signal as a function of X-ray tube voltage from 40
kVp to 160 kVp, at a constant power of 3 watt, for bright and dim segments
from the 1st and 2nd prototype arrays.
Figure 6.23: The measured signal as a function of dose as measured by a
calibrated ion chamber, at a constant power of 3 watt, from bright and dim
segments from the 1st and 2nd prototype arrays. The superlinear behaviour
was caused by the increase in average X-ray energy.
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The response of the scintillators to increasing tube current, at a constant
voltage was measured (figure 6.24). The behaviour of the scintillators with
increasing current were similar to the results from the tests on the 2nd
prototype with and without oil and the response of the ion-chamber.
Figure 6.24: The measured signal as a function of X-ray tube current, at a
constant tube voltage of 160 kVp, from bright and dim segments from the
1st and 2nd prototype arrays.
The DQE(0) of both prototypes was calculated from the images taken at
160 kVp 50 µA. The DQE(0) was measured using the procedure in reference
[24], and equations 2.4 and 2.5, however the source was not monochromated.
The gains for both prototypes were calculated by estimating the number of
incident X-rays from measurements on the X-ray tube conducted at RAL
using the Hexitec Spectroscopic imaging detector [112]. Using this data,
the number of incident X-rays at a source to detector distance of 62 cm
was estimated to be 5830 ±76 X-rays per 0.0025 mm2 which correspond to
the area of a Lassena pixel over the integration time of 2.5 s. This number
was then used to calculate the number of X-rays incident on a segment.
An average of the sum of signal from several segments were taken and used
to calculate the gain. The gain for the 1st prototype was found to be 0.57
±0.06 ADU/X-ray and 0.53 ±0.05 ADU/X-ray for the 2nd prototype. These
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gain values compared favourably to the estimated gain from the simulations
of the 5 mm thick, 500 µm pitch optically coupled array which had a gain
of 0.36 ADU/X-ray for 150 keV energy X-rays. For both prototypes the
photon shot noise was measured by subtracting 2 images taken using the
same exposure level and dividing the result by
√
2. This assumed the read
noise was much smaller than the photon shot noise [24]. The DQE(0) of the
1st prototype was calculated to be 0.08±0.01 and the 0.06±0.01 for the 2nd
prototype. The lower DQE(0) of the 2nd prototype was attributed to the
damage to the surface of the array resulting in fewer optical photons being
detected by the sensor. The DQE(0) for both prototypes were found to be
much lower than the DQE(0) of imaging systems designed for keV energies.
A Medipix2 system reported in [24] had a DQE(0) of 0.35, the DQE of 5
CsI(Tl) based CMOS image sensor or CCD detectors designed for diagnostic
imaging are given in [114]. The thickness of the CsI(Tl) is unknown but the
DQE values were in found to be in the range of 0.39 to 0.74. The low DQE(0)
for keV energy X-rays was expected,the simulations showed the geometry
would result in significant absorption of the scintillation photons resulting
in low gain and these arrays were never intended for such low energies. The
use of an optical coupling medium could result in an improvement in the
DQE(0).
6.5 Summary
The assembly of both prototypes was found to have resulted in non-uniformity
in segment alignment and segment gain, resulting in difficulty quantifying
the spatial resolution of the arrays. Both arrays were able to resolve features
as small as 0.5 mm. Both prototypes had high and low gain rows which were
attributed to incomplete filling of the cuts with the reflective material lead-
ing to total internal reflections. This was supported by the rows containing
brighter segments also having greater optical cross-talk. The use of an opti-
cal coupling medium was found to result in an consistent increase in signal.
The DQE(0) of both arrays without an optical coupling medium were found
to be low at 0.08 for the first and 0.06 for the second prototype. This was
due to the large amount of losses expected in the high aspect ratio structure
resulting in low gain. The use of an optical coupling medium could improve
the gain and the measured signal resulting in a better DQE(0).
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Conclusions
The aim of the work was to investigate and develop a process to create thick
segmented scintillators for high energy imaging applications. Pulsed laser
ablation was investigated and optimised as a machining technique. It was
demonstrated to be capable of producing thick segmented scintillator arrays
for the targeted high energy applications.
• Monte-Carlo simulations were used to study the effect of various ar-
ray configurations on the potential performance of the arrays. There
were 2 key results from the simulations. The first result showed that
while the thicker, 10 mm arrays had increased X-ray absorption, they
had lower output resulting from much greater number of reflections
at the inter-segment material resulting in large amounts of optical
absorption. The second result showed that smaller pitch arrays had
significantly less gain than larger pitch arrays of the same thickness.
Again, this was caused by the increase in the number of reflections at
the inter-segment material. The number of reflections in a segment
of a given thickness and coupling method was found to double with
a halving of the segment width. These results informed the decision
to limit the thickness of the prototype arrays to 5 mm and pitch to
greater than 400 µm. The simulations also highlighted the need for a
highly reflective inter-segment material, and the removal of any light
absorbing debris created during the laser micromachining.
• The CdWO4 was machined using a 355 nm nanosecond pulsed laser.
The nanosecond pulses were shown to be unsuitable for machining of
scintillators because of the thermal ablation mechanism. The nanosec-
ond ablation induced a large amount of cracking in the crystals and
generated a large heat affected zone which was measured to be ∼10 µm
thick. Both the cracks and the heat affected zone would result in poor
light transport and low detector efficiency. The composition of the
heat affected zone was identified using XPS and XRD and determined
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to be primarily composed of polycrystalline CdWO4. Immersion of
the ablated CdWO4 in ammonium hydroxide at 45
oC for 15 minutes
was successful in removing the debris and HAZ. Once the debris was
removed the extent of the cracking and chipping was fully revealed.
• Femotsecond pulsed laser machining was investigated as it is reported
to be a non-thermal ablation process and can avoid the formation of
a HAZ. While the femtosecond ablation process is reported to occur
too quickly for the heat to diffuse into the bulk material, effects that
were best attributed to crystal heating were observed. Two femtosec-
ond lasers were tested. The first was a Thales Bright 100 fs pulsed
Ti:Sapphire laser which was limited to 0.7 watt. The second was a
Pharos-SP 6 watt laser capable of pulses ranging from 190 fs to 10 ps.
The Thales Bright laser was found to be able to produce high quality
cuts with no chipping, cracking or an observable HAZ. Cracking and
chipping was observed for some cutting parameters and damage on the
reverse of the sheet was observed for all cutting parameters. The lim-
iting factor in the use of the Thales Bright was the low power which
resulted in impractically low machining rates. The problem of low
machining rates were addressed through the use of the higher power
Pharos-SP laser. The versatility of the Pharos-SP also allowed for a
more detailed study of the effects of various laser parameters such as
pulse energy, pulse duration, pulse repetition rate and laser scan speed
and pattern.
• It was found that the high machining rates and long pulse durations
induced significant cracking in the sample. Two types of cracking
were observed, one form of cracking was attributed to the crystals
slowly heating up over the extended period of time required to machine
the cuts. This type of cracking could be avoided by allowing the
heat to dissipate between each pass of the laser. The other form of
cracking would occur along the cleavage plane which was orthogonal
to the laser direction and was anisotropic. The anisotropic cracking
was more severe at higher pulse energies and longer pulse durations.
These laser parameters are associated with greater thermal input into
the bulk material. The anisotropic cracking could be avoided by using
lower pulse energies, shorter pulse durations and reducing the scan
speed and repetition rate of the laser. This led to the conclusion
that the cracking was caused by the pulsed laser thermally cycling
the CdWO4 leading to a shear stress along the cleavage plane arising
from the anisotropic thermal and mechanical properties of CdWO4.
The damage on the reverse of the sheets were also observed for all
experimental parameters and attempts at preventing the damage were
unsuccessful. The CdWO4 was machined using optimised parameters
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of 190 fs long pulses, at a laser power of 5.5 watt and a repetition
rate of 78.3 kHz. Losses in the optics resulted in a pulse energy of
54 µJ corresponding to a fluence of 5.3 J cm−2 when using a laser
spot radius of 15 µm as measured by the D2 method. A scan speed of
707 mm s−1 was used to maintain a normalised pulse overlap of 0.8.
The laser spot was scanned in a serpentine pattern to prevent cracking
caused by excessive localised heating of the CdWO4.
• Analysis of the debris created during the femtosecond ablation process
using XPS showed the presence of a mixture of tungsten and cadmium
in different oxidation states. The tungsten was found in the W6+
and W5+ oxidation states, which were attributed to CdWO4, WO3,
WO3−x and a cadmium tungsten bronze of the form CdO0−0.18WO3.
The cadmium was found to be in the Cd1+ and Cd2+ oxidation states
which were attributed to CdO, CdO2 and CdWO4. XPS, EDS and
electron microscopy showed that the tungsten oxides were removed by
immersing the laser cut CdWO4 in ammonium hydroxide at 45
oC for
15 minutes. However, XPS indicated the formation of a surface layer
of Cd(OH)2 and CdCO3.
• Two prototypes were created using femtosecond pulsed ablation, the
first was machined using the Thales Bright and resulted in the machin-
ing of a 1 cm x 1 cm x 4 mm prototype over the course of 3 days. The
second was machined using the Pharos-SP laser, which was able to
machine a 1 cm x 1 cm x 5 mm prototype in 4 hours. Both prototypes
had an average pitch of 0.45 mm in one direction and 0.42 mm in the
other direction. The performance of both prototypes were found to
be similar, however both showed defects caused by the assembly pro-
cess. The alignment of the 1st prototype was poor but was improved
for the 2nd prototype, however the polishing of the face of the 2nd
prototype array caused considerable damage. The performance of the
prototypes were tested using X-rays with energies of up to 160 keV.
Both arrays contained dim and bright rows. This effect was attributed
to incomplete filling of the cuts with the reflective material, leading to
some photons undergoing total internal reflection at interface between
the voids and the segment. This would explain the greater optical
cross-talk observed in these segments, a reduction in optical absorp-
tion at the interfaces would also explain the increase in light output.
The DQE(0) of both arrays were measured for a tube voltage of 160
kVp and were found to be very low at 0.08±0.01 and the 0.06±0.01
for the 1st and 2nd prototype respectively. Low DQE(0) was to be
expected for the tested X-ray energies, as simulations had shown that
large amounts of losses could be expected resulting from absorption of
the scintillation photons in the inter-segment regions. The gain of the
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scintillator arrays were found to be similar to what was predicted for
150 keV X-rays from the simulations conducted in chapter 3.
7.1 Future Work
A significant improvement in the assembly process is needed for future ar-
rays. As the assembly process was outsourced it is difficult to state where
improvements could be made. Damage to the arrays during polishing is
unacceptable, and could be avoided by not polishing the surface. A rough
exit surface could improve the light yield as it leads to a greater probabil-
ity of a scintillation photon being incident on the surface at less than the
critical angle. This would however necessitate the use of an optical coupling
medium. The alignment and uniformity of the arrays also need improve-
ment. A dedicated assembly jig could be developed to aid with alignment
during assembly, however too little is known about the filling process to
comment on it.
Unlike the nanosecond pulsed laser ablation the absorption of the laser
light in femtosecond laser ablation is almost independent of the optical and
thermal properties of the material. Therefore, the femtosecond ablation
process could be used for the machining of other scintillator materials. LYSO
and BGO would be ideal candidates for these tests as they offer similar X-ray
absorption characteristics but much faster scintillation decay times. These
could be used in applications where higher frame rates or more accurate
timing is needed. The machining of other scintillators should be coupled
with further simulations. These simulations should study the effect of the
refractive index of the scintillator. It is expected that the mean optical
photon pathlength is shorter in lower refractive index scintillators resulting
in fewer losses. This could also lead to the determination of a relationship
between the configuration of the array and the scintillator properties to
determine the mean optical pathlength, allowing for simpler estimations of
the performance of an array.
There is also further room for improvement in the machining time of
an array through the use of multi-beam optics. The Pharos-SP could not
be operated at the highest pulse energy or power because of cracking in
the CdWO4. However, multi-beam optics could be used to split the high
power beam from the laser into multiple lower power beams better suited
for machining CdWO4. This would allow for several sheets to be machined
simultaneously and could also be coupled with a large automated stage that
could hold multiple sheets for processing. This would not only increase
throughput but also minimise time lost due to handling and sheet position-
ing. However, this setup would be expensive and could only be justified if
very large areas and quantities of thick segmented arrays were needed.
The exact cause of the anisotropic cracking should also be investigated
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and could improve the laser micromachining of similarly anisotropic materi-
als. This would require measurements of the thermal and mechanical prop-
erties of CdWO4, and subsequent finite element analysis using this data.
The exact source and mechanism of the damage on the reverse of the sheets
also need further investigation. It is not a problem that is unique to CdWO4
and has been observed in other dielectrics such as fused silica. This dam-
age, that is thought to occur as a result of constructive interference at the
CdWO4-air interface on the back, could potentially be eliminated by using a
femtosecond laser with a wavelength of ≤ 330 nm as it is strongly absorbed
by CdWO4. The possible role of plasma in the formation of damage on the
back of the sheet should also be studied. A high speed camera could be
used to study the evolution of the damage on the reverse of the sheets. This
could allow for the potential role of plasma formation to be understood and
to identify whether the damage can be prevented or mitigated.
The prototypes were not tested at high energies as no suitable source
could be accessed at the time. Despite the remaining technical challenges
with these arrays there is a strong desire for imaging at high energies. UCL
and UCLH expressed an interest in testing the prototypes mounted on a
Lassena sensor. These were loaned to UCL and UCLH and were tested on
a radiotherapy linac at 6 and 10 MV. The analysis is still being conducted
by UCL. The CLF will also test the scintillator arrays on their system dur-
ing their next experimental run. The outcomes of these tests should allow
for better optimisation of the arrays, confirmation of the simulations and
support further developments in this technology.
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Appendix A
X-ray
Energy
(keV)
Air 5 mm Coupled
5 mm
Perfect
5 mm
Air 10 mm Coupled
10 mm
Perfect 10 mm
17.5 970×10−24 18×10−6 1×10−3 743×10−48 6×10−15 12×10−12
150 21×10−21 308×10−6 24×10−3 5×10−45 102×10−15 166×10−12
300 71×10−21 922×10−6 65×10−3 1×10−42 16×10−12 18×10−9
600 122×10−21 2×10−3 47×10−3 304×10−45 16×10−12 16×10−9
900 180×10−21 739×10−3 8 131×10−21 3×10−3 100×10−9
1200 28×10−21 1×10−3 173×10−3 194×10−45 13×10−12 100×10−9
Table 1: The calculated gain for 250 µm pitch CdWO4 scintillator arrays as
a function of incident X-ray energy
X-ray
Energy
(keV)
Air 5 mm Coupled
5 mm
Perfect
5 mm
Air 10 mm Coupled
10 mm
Perfect 10 mm
17.5 427×10−15 7×10−3 127×10−3 2×10−27 164×10−9 24×10−6
150 4×10−12 77×10−3 1.3 16×10−27 2×10−6 260×10−6
300 3×10−12 123×10−3 1.3 89×10−27 15×10−6 3×10−3
600 7×10−12 170×10−3 2.6 797×10−27 19×10−6 11×10−3
900 13×10−12 168×10−3 1.5 472×10−27 37×10−6 31×10−3
1200 5×10−12 155×10−3 1.7 159×10−27 54×10−6 8×10−3
Table 2: The calculated gain for 400 µm pitch CdWO4 scintillator arrays as
a function of incident X-ray energy
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X-ray
Energy
(keV)
Air 5 mm Coupled
5 mm
Perfect
5 mm
Air 10 mm Coupled
10 mm
Perfect 10 mm
17.5 142×10−12 38×10−3 431×10−3 2×10−21 20×10−6 1×10−3
150 2×10−9 361×10−3 4.0 15×10−21 166×10−6 12×10−3
300 2×10−9 512×10−3 8.0 73×10−21 1×10−3 65×10−3
600 4×10−9 502×10−3 6.1 104×10−21 1×10−3 169×10−3
900 2×10−9 739×10−3 8.1 131×10−21 3×10−3 79×10−3
1200 2×10−9 801×10−3 10.3 1×10−18 4×10−3 151×10−3
Table 3: The calculated gain for 500 µm pitch CdWO4 scintillator arrays as
a function of incident X-ray energy
X-ray
Energy
(keV)
Air 5 mm Coupled
5 mm
Perfect
5 mm
Air 10 mm Coupled
10 mm
Perfect 10 mm
17.5 17×10−6 678×10−3 3 130×10−12 36×10−3 423×10−3
150 124×10−6 5.6 25.1 1.1×10−9 306×10−3 3.6
300 150×10−6 7.2 32.8 2.6×10−9 675×10−3 8.7
600 188×10−6 7.4×10−3 35.7 2.8×10−9 883×10−3 10.0
900 182×10−6 8.2 40.2 4.6×10−9 1.3 14.1
1200 206×10−6 9.2 48.9 4.6×10−9 1.5 14.7
Table 4: The calculated gain for 1000 µm pitch CdWO4 scintillator arrays
as a function of incident X-ray energy
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Figure 1: A schematic of the diffractometer circle and the effect of incorrect
sample height.
The difference in X-ray path length between the expected sample position
and the actual X-ray path is given by:
C = s cos θ
the angle θs corresponding to this path difference is given by:
tan θs =
s cos θ
R
θs is small therefore:
tan θs ≈ θs
This yields the shift in 2θ in radians as:
2θs = ∆2θ =
2s cos θ
R
Convention states that s is negative for a sample which is too high, conver-
sion to degrees is given by:
∆2θ = −2s(
180
pi ) cos θ
R
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Appendix C
Test 1 Incident
width (µm)
Reverse
width (µm)
Sub surface
(µm)
damage
Edge
chipping
(µm)
Marking on
Reverse
(µm)
Cut 1 43 N/A 34 44 N/A
Cut 2 40 N/A 58 31 N/A
Cut 3 44 N/A 24 37 N/A
Cut 4 42 N/A 57 30 N/A
Cut 5 44 6-12 45 31 200
Test 2 Incident
width (µm)
Reverse
width (µm)
Sub surface
(µm)
damage
Edge
chipping
(µm)
Marking on
Reverse
(µm)
Cut 1 43 ∼8* 66 35 195
Cut 2 67 ∼12* N/A 15 159
Cut 3 95 10 N/A 30 150
Cut 4 113 N/A N/A N/A 56
Cut 5 N/A N/A 117 N/A 140
Test 3 Incident
width (µm)
Reverse
width (µm)
Sub surface
(µm)
damage
Edge
chipping
(µm)
Marking on
Reverse
(µm)
Cut 1 70 N/A N/A N/A N/A
Cut 2 66 N/A N/A N/A N/A
Cut 3 72 N/A N/A N/A 175
Test 4 Incident
width (µm)
Reverse
width (µm)
Sub surface
(µm)
damage
Edge
chipping
(µm)
Marking on
Reverse
(µm)
Cut 1 67 15* 80 N/A 243
*not fully cut.
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Test 5 Incident
width (µm)
Reverse
width (µm)
Sub surface
(µm)
damage
Edge
chipping
(µm)
Marking on
Reverse
(µm)
Cut 1 81 N/A 170 61 N/A
Test 6 Incident
width (µm)
Reverse
width (µm)
Sub surface
(µm)
damage
Edge
chipping
(µm)
Marking on
Reverse
(µm)
Cut 1 75 N/A N/A N/A 118
Cut 2 75 N/A 45 N/A 230
Cut 3 75 N/A N/A N/A 20
Test 7 Incident
width (µm)
Reverse
width (µm)
Sub surface
(µm)
damage
Edge
chipping
(µm)
Marking on
Reverse
(µm)
Cut 1 115 N/A N/A N/A 23+
Cut 2 135 N/A N/A 15 36+
Test 8 Incident
width (µm)
Reverse
width (µm)
Sub surface
(µm)
damage
Edge
chipping
(µm)
Marking on
Reverse
(µm)
Cut 1 126 N/A 64 22 113+
Cut 2 133 N/A 47 13 69+
Test 9 Incident
width (µm)
Reverse
width (µm)
Sub surface
(µm)
damage
Edge
chipping
(µm)
Marking on
Reverse
(µm)
Cut 1 76 N/A N/A N/A 70
Cut 2 75 20 N/A N/A 277
+laterally offset from cut
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Test 10 Incident
width (µm)
Reverse
width (µm)
Sub surface
(µm)
damage
Edge
chipping
(µm)
Marking on
Reverse
(µm)
Cut 1 77 5-30 N/A 32 152
Test 11 Incident
width (µm)
Reverse
width (µm)
Sub surface
(µm)
damage
Edge
chipping
(µm)
Marking on
Reverse
(µm)
Cut 1 96 N/A 35 46 N/A
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Appendix D
Previous nanosecond and femtosecond laser ablation showed the presence
of two types of damage on the rear of the ablated sheets. One type of
damage was attributed to the ejection of energetic plasma as the laser broke
through the rear of the sheet. The second type of damage was attributed to
laser light which was not absorbed in the ablation volume being absorbed
at the CdWO4-air interface. Constructive interference resulted in ablation
at the back of the sheet. Collins et al. found that laser light that was
polarized perpendicularly to the plane of incidence (s-polarized) induced the
least amount of damage in a transparent material and produced the highest
quality cuts in the least amount of time [115]. When unpolarised light is
incident on a transparent material the s-polarized light is reflected and the
p-polarised light is transmitted. Therefore laser light which does not contain
p-polarised light should not induce damage on the rear of the sheet as no
light is transmitted. This however would not prevent damage caused by
the plasma breaking through the bottom of the cut and etching the surface.
Coatings were tested as a method to prevent the plasma induced damage
but a transparent coating with an intermediate refractive index, could also
minimise any reflections at the exit surface. The tested coating were a thin
coating of silicone grease, Parafilm and AZ photo-resist. The silicone grease
and Parafilm was selected as they were easily applied, removed and were
transparent in thin coatings, the AZ was selected as it could be applied in
an uniform thinner coating and removed using solvents.
The polarisation of the laser was found to not have any significant effect
on the damage. The silicone grease and Parafilm were found to induce more
damage to the back of the sheets. This was a result of the laser ablating
the silicone grease and Parafilm resulting in the generation of plasma from
the coatings that resulted in more damage. Two different thicknesses of AZ
coatings were tested one at 10 µm and the other at 6.5 µm. Both coatings
were modified by either the laser or the plasma which could be seen by the
formation of large bubbles in the photoresist (figure 2). The as-deposited
AZ could be removed using acetone while the modified AZ was required the
use of NMP at 50oC.
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Figure 2: Reflected light micrographs of the back of sheet coated with 10
µm of AZ photoresist which was modified during the ablation process.
The thin coating was not as susceptible to modifications due to the
ablation process as the thick coating. High magnification optical microscopy
of the reverse of the sheets showed the presence of what was thought to be
powdered CdWO4 trapped in the AZ (figure 3).
Figure 3: Reflected light micrographs of the back of sheet coated with 6.5
µm of AZ photoresist showing the presence of debris in the photoresist.
To further assess the effectiveness of the AZ coating the sheets were
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cleaned in NMP to remove the coating and then using the ammonium hy-
droxide process developed for cleaning the ns-ablated CdWO4. The reverse
of the sheets were then studied using optical microscopy (figure 4).
Figure 4: Reflected light micrographs of the back of sheet which was ablated
with a 6.5 µm coating of AZ photoresist on the back and cleaned in NMP
and ammonium hydroxide.
Both types of damage were observed in the cleaned sheet which showed
that the AZ-coating did not prevent the formation of pits near the ablated
cut or the rear side ablation. However, once cleaned in ammonium hydrox-
ide the surface lightened and revealed a rough surface similar to the ones
produced by the Thales Bright laser. Some of the damage could be poten-
tially avoided by using a laser with an above bandgap wavelength but the
damage near the exit holes would still be present.
208
Appendix E
Figure 5: The measured dose rate from the cone beam X-ray set used, as a
function of increasing tube voltage at constant power of 3 watt.
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Figure 6: The measured dose rate from the cone beam X-ray set used, as a
function of increasing tube current at an tube voltage of 160 kVp.
210
