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摘要 
隐喻是无所不在的，它充斥在我们的日常生活和行为思想中。隐喻不仅仅是
一种语言现象，更是一种认知手段。现如今，隐喻已经成为了语言学家、认知学
家、哲学家和计算机学家的重要研究课题。在自然语言处理的过程中，隐喻也扮
演着不可或缺的角色，可以说，隐喻若得不到很好的解决，必将制约自然语言处
理中其他子任务的发展。 
本文首先结合相关的隐喻理论基础，从隐喻处理的两个子任务---隐喻识别
和隐喻理解出发，综述了隐喻计算的研究现状，介绍了现有的隐喻计算模型以及
隐喻语料资源，分别阐述了各自的优缺点和使用范围，并对各种模型进行了对比。 
不同于现有的大部分隐喻计算方面的研究，在隐喻识别和隐喻理解这两个隐
喻计算的子任务中，本文主要关注于隐喻的自动理解，而目前的主要研究则关注
于前者。根据隐喻是一个“求同存异”的过程这一思想，本文认为隐喻理解主要
是“求同”，也就是寻求隐喻表达中本体和喻体之间的相似点。在对语义相似重
新定义，将其分为浅层语义相似和深层语义相似后，本文提出了隐喻理解的本质
在于寻求隐喻表达中本体和喻体之间的深层语义相似关系，并分别提出了两种不
同的算法实现基于深层语义相似的隐喻理解：基于 WordNet的同义词扩展算法和
基于形容词网的隐喻理解算法。 
在基于 WordNet的同义词扩展算法方面，本文从“六度空间理论”出发，使
用 WordNet 分别对本体和喻体提取出来的感知特征进行六次同义词扩展，从而寻
找本体和喻体之间的深层语义相似关系，实现隐喻的自动理解。 
在基于形容词网的隐喻理解方面，本文首先提出形容词是认知过程中的核心
和基础，而不是传统观念中的概念。基于此，本文使用 WordNet构建了以形容词
为核心和基础的涉身知识网络，并将此网络应用于形容词之间的相似度计算，以
相似度计算实现探索本体和喻体之间的深层语义相似关系，实现隐喻的自动理解。 
综上所述，本文提出了基于深层语义相似的隐喻理解思想和算法，创新性地
构建了以形容词为核心的涉身知识网络，为隐喻计算研究提供了新的思路。 
 
关键词：自然语言处理；隐喻理解；WordNet；形容词网 
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Abstract 
As a traditional form in NLP, the identification and comprehension 
of metaphor is a bottle-neck problem in NLP and machine translation. Today 
metaphor has become the focus of linguistics, philosophy, cognitive 
science and computer science. In the process of NLP, metaphor plays an 
important role. 
In this paper, based on the basic theory, firstly the current 
computational models for metaphor are reviewed. According to the methods, 
models are divided into metaphor identification and comprehension. The 
advantages of every model are also analyzed. At last, the paper introduces 
the current resources of metaphor processing. 
Different from the previous work, between the two subtasks, this paper 
focuses more on the metaphor interpretation. According to the theory that 
metaphor is the process of seeking common ground while putting aside 
differences, it is considered that the task of metaphor interpretation 
is to seek the similarities between the target domain and the source domain. 
After redefining the semantic similarity and dividing it into shallow 
semantic similarity and deep semantic similarity, this paper proposes two 
methods to seek the deep semantic similarity between the target domain 
and the source domain, WordNet-based method and adjective net based 
method. 
In terms of the WordNet-based method, beginning from the theory of 
Six Degrees, this paper uses WordNet to expand the extracted perceptual 
features of the target and the source, thus to find the deep semantic 
similarity and achieve metaphor interpretation. 
In terms of the adjective net based method, this paper constructs an 
adjective-based embodied knowledge net, based on the viewpoint that it 
is the adjective that is the basis of cognition rather than concepts. And 
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then, the adjective net is used to compute the similarity between 
adjectives and achieve metaphor interpretation. 
In a word, this paper proposes the definition of deep semantic 
similarity and uses it to achieve metaphor interpretation. 
 
Keywords: Natural Language Processing; Metaphor Interpretation; WordNet; 
Adjective-based Net 
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