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Our aim in this paper is to improve on the algorithms for the computation of SAGBI
and SAGBI-Gro˜bner for subalgebras of polynomial rings in the special case where the
base ring is a principal ideal domain. In addition we will show the existence in general
of strong SAGBI bases (the natural analogue of strong Gro˜bner bases) over a PID.
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1. Introduction
In this paper we will discuss computational and structural properties of subalgebras of
polynomial rings when the base ring is a principal ideal domain (PID). The objects
we study are the so-called SAGBI (subalgebra analogues of Gro˜bner bases for ideals)
bases for the subalgebras themselves and SAGBI-Gro˜bner bases for the ideals in the
subalgebras (SG bases). We will discuss how to compute these objects, and our goal
is to avoid computations over the PID as much as possible. Further we will show the
existence of strong SAGBI bases for these subalgebras and give an algorithm to compute
them. For the general theory and history of SAGBI and SAGBI-Gro˜bner bases over any
commutative Noetherian ring we refer the reader to Miller (1996) and the references
given there.
In Miller (1996) algorithms are given for the computation of SAGBI and SG bases over
an arbitrary Noetherian commutative ring R. In addition to the usual Buchberger-style
algorithms the algorithms presented there relied on elimination order computations of
Gro˜bner bases over R. When R is a fleld, these extra Gro˜bner basis computations were
replaced by computing the minimal Hilbert basis for the set of solutions of certain linear
diophantine equations. These in turn can be constructed by Gro˜bner basis techniques,
but over a fleld. In this paper flrst we show that in the construction of SAGBI bases
over R, a PID, we can avoid these extra Gro˜bner basis computations over R. Next we
go on to consider the same question for SG bases. Here we show that the elimination
order computations over R can be replaced by a degree reverse lexicographic (degrevlex)
computation over the same ring R. In the last section we will show that strong SAGBI
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bases, the analogue of strong Gro˜bner bases for ideals in polynomial rings, always exist
(under the assumption that a flnite SAGBI basis exists in the flrst place) and we will give
an algorithm for their construction. This last problem leads to some interesting results
in integer programming and its connection to SAGBI bases. Again, given a flnite SAGBI
basis, all the relevant computations are carried out over a fleld.
We consider the polynomial ring R[x1; : : : ; xn] where R is a PID. For a flxed term order
on R[x1; : : : ; xn] and for f 2 R[x1; : : : ; xn] we denote as usual lp(f) = the leading power
product of f , lc(f) = the leading coe–cient of f , and lt(f) = lc(f)lp(f) = the leading
term of f . Moreover, for a subset F of R[x1; : : : ; xn] we denote LtF = flt(f) : f 2 Fg.
We will now recall the deflnitions of the basic notions. Let F be a subset of R[x1; : : : ; xn]
and consider the R-subalgebra of R[x1; : : : ; xn] generated by F which we denote by
A = R[F ]. By a SAGBI basis for A with respect to a given term order we mean a subset
S of A such that R[LtS] = R[LtA]. Also if I µ A is an ideal of the algebra A we call a
subset G of I a SAGBI-Gro˜bner basis (SG basis) of I provided that LtG generates the
ideal hLtIi in the algebra R[LtA]. For a flnite subset G = fg1; : : : ; gtg µ A and a vector
ˆ = (ˆ1; : : : ; ˆt) in Nt (where N denotes the natural numbers) set Gˆ = g
ˆ1
1 ¢ ¢ ¢ gˆtt : We
say that G is a strong SAGBI basis provided that for each f 2 A, there is an r 2 R and
a ˆ 2 Nt such that lt(f) = rlt(Gˆ). It is not clear whether such an object should exist,
but we prove in the last section that they always do exist, under the assumption that a
flnite SAGBI basis exists in the flrst place, and we give an algorithm for computing them
from a SAGBI basis. The necessary tools for the algorithm are prime factorization in R
and Gro˜bner bases computations over a fleld.
2. Construction of a Toric Ideal over a PID
Let R be a PID and consider the polynomial ring R[x1; : : : ; xn]. Let c1xa1 ; : : : ; ctxat
be terms with ci 2 R and ai 2 Nn, where here we adopt the notation that for a vector
a = (a1; : : : ; an) 2 Nn, xa = xa11 xa22 ¢ ¢ ¢xann . We introduce t new variables y1; : : : ; yt, and
we wish to compute a generating set for the kernel of the map
’ : R[y1; : : : ; yt] ¡! R[x1; : : : ; xn]
yi 7¡! cixai : (2.1)
It is well-known (see, for example, Adams and Loustaunau (1994, Theorem 4.3.13))
that this kernel is equal to the ideal I \ R[y1; : : : ; yt], where I is the ideal hyi ¡ cixai :
i = 1; : : : ; ti in R[x1; : : : ; xn; y1; : : : ; yt]. To compute this intersection, one computes a
Gro˜bner basis G for I with respect to an elimination order with the x-variables larger
than the y-variables and one uses the fact that I \ R[y1; : : : ; yt] = hG \ R[y1; : : : ; yt]i.
We will now give explicit formulas for generators of ker(’) without having to compute a
Gro˜bner basis over the ring R.
For ˆ = (ˆ1; : : : ; ˆt) 2 Nt, we deflne similar to the above yˆ = yˆ11 ¢ ¢ ¢ yˆtt and
cˆ = cˆ11 ¢ ¢ ¢ cˆtt . Deflne
… : Nt ¡! Nn by …(u1; : : : ; ut) = u1a1 + ¢ ¢ ¢+ utat;
and let L be the submonoid of N2t deflned by
L = f(ˆ; ·)jˆ; · 2 Nt and …(ˆ) = …(·)g: (2.2)
It is well-known that this monoid is flnitely generated and has a unique minimal gener-
ating set called its Hilbert basis (see Schrijver (1986, Section 16.4)). Let f(ˆ(1); ·(1)); : : : ;
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(ˆ(s); ·(s))g be any generating set for L, (we note that one way to compute these genera-
tors is to compute a Gro˜bner basis, but over a fleld (see Sturmfels (1995, Algorithm 7.2))).
For i = 1; : : : ; s, we deflne c(i) 2 R to be a gcd of cˆ(i) and c·(i) : Then it is easy to see
that, for each i = 1; : : : ; s;
gi =
c·
(i)
c(i)
yˆ
(i) ¡ c
ˆ(i)
c(i)
y·
(i) 2 ker(’): (2.3)
Theorem 2.1. The polynomials g1; : : : ; gs in equation (2.3) generate ker(’) for the ’
given in equation (2.1).
Proof. We flrst note that ker(’) is generated by binomials. This is well-known in the
fleld case and we can prove it over a PID as follows. Let f 2 ker(’), say f = Pm”=1 r”yˆ” ;
with r” 2 R and ˆ” 2 Nt. Then 0 = f(c1xa1 , c2xa2 ; : : : ; ctxat) =
Pm
”=1 r”c
ˆ”x…(ˆ”), so
we may assume that all the terms in f have corresponding x power products equal, say
xa. Hence we have that
0 =
mX
”=1
r”c
ˆ”x…(ˆ”) =
µ mX
”=1
r”c
ˆ”
¶
xa;
and so
mX
”=1
r”c
ˆ” = 0
and we have that the r” ’s are syzygies of the cˆ” ’s. Since R is a PID, the syzygy module
of (cˆ1 ; : : : ; cˆm) is generated by vectors with only two non-zero coordinates (see, for
example, Adams and Loustaunau (1994, Proposition 4.5.3)). Therefore, f can be written
as the sum of polynomials in ker(’) of the form ayˆ¡by·; where a; b 2 R, acˆ¡bc· = 0,
and …(ˆ) = …(·). That is, ker(’) is generated by binomials. In order to complete the
proof, we need the following identity.
Lemma 2.1. Let f1 = a1yˆ1 ¡ b1y·1 and f2 = a2yˆ2 ¡ b2y·2 be non-zero polynomials
in ker(’), with gcd(a1; b1) = gcd(a2; b2) = 1. Also, let f3 = a3yˆ1+ˆ2 ¡ b3y·1+·2 be a
non-zero polynomial in ker(’), with gcd(a3; b3) = 1: Then there exist fi1; fi2; fl1; fl2 2 R
such that
f3 = (fi2yˆ2 ¡ fl2y·2)f1 ¡ (fi1yˆ1 ¡ fl1y·1)f2:
Proof. Let h = gcd(a2; b1) and k = gcd(b2; a1). We have that gcd(h; k) = 1 and so
there are r; s 2 R such that rk + sh = 1. We obtain that
(r
a2
h
yˆ2 + s
b2
k
y·2)f1 + (s
a1
k
yˆ1 + r
b1
h
y·1)f2 =
rk + sh
hk
(a1a2yˆ1+ˆ2 ¡ b1b2y·1+·2)
=
1
hk
(a1a2yˆ1+ˆ2 ¡ b1b2y·1+·2)
is in ker(’). Thus given f3 = a3yˆ1+ˆ2 ¡ b3y·1+·2 2 ker(’) it su–ces to show that there
is a t 2 R such that
a3y
ˆ1+ˆ2 ¡ b3y·1+·2 = t 1
hk
(a1a2yˆ1+ˆ2 ¡ b1b2y·1+·2):
Since f1; f2; f3 2 ker(’), we have (i) a3cˆ1+ˆ2 = b3c·1+·2 , (ii) a1cˆ1 = b1c·1 , and (iii)
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a2c
ˆ2 = b2c·2 . Equating the product of the LHS of (i) and the RHS’s of (ii) and (iii) with
the product of the RHS of (i) and the LHS’s of (ii) and (iii), we get b1b2a3cˆ1+ˆ2+·1+·2 =
a1a2b3c
ˆ1+ˆ2+·1+·2 , so that b1b2a3 = a1a2b3, or
b1b2
hk
a3 =
a1a2
hk
b3:
In particular, since gcd(a1a2=hk; b1b2=hk) = 1, a1a2=hk divides a3 and b1b2=hk di-
vides b3. Thus, letting t = hka3=a1a2 = hkb3=b1b2, we get a3yˆ1+ˆ2 ¡ b3y·1+·2 =
(t=hk)(a1a2yˆ1+ˆ2 ¡ b1b2y·1+·2), as desired.
We now continue the proof of the theorem. We need to show that any f = ayˆ¡by· 2
ker(’) lies in hg1; : : : ; gsi. We may assume that gcd(a; b) = 1. Note that
a
cˆ
d
= b
c·
d
;
where d = gcd(c·; cˆ). Thus
a =
c·
d
v and b =
cˆ
d
v;
where v is in R.
Since f 2 ker(’), we have (ˆ; ·) 2 L and so (ˆ; ·) = Psi=1 ui(ˆ(i); ·(i)); for some
ui 2 N: We flrst see that
cui·
(i)
di
yuiˆ
(i) ¡ c
uiˆ
(i)
di
yui·
(i) 2 hg1; : : : ; gsi;
where di is the gcd of cui·
(i)
and cuiˆ
(i)
, since di = c(i)ui and so this binomial is divisible
by gi. Then, we see that
f 2
*
cui·
(i)
di
yuiˆ
(i) ¡ c
uiˆ
(i)
di
yui·
(i)
; i = 1; : : : ; s
+
;
using induction on s and Lemma 2.1. Therefore f 2 hg1; : : : ; gsi and the theorem is
proved. 2
We will now relate what we have done to the case where R = k is a fleld. In this case
ker(’) is a toric ideal; see Sturmfels (1995). As noted above, it is easy to see that ker(’)
is generated by binomials. A binomial yˆ¡ by· 2 ker(’) is said to be primitive provided
there is no other binomial yˆ
0 ¡ b0y·0 2 ker(’) such that yˆ0 jyˆ and y·0 jy·. The set
of all such primitive binomials is called the Graver basis for ker(’). An algorithm for
computing a Graver basis for ker(’) is given in Sturmfels (1995). Moreover, it is proved
there that this Graver basis contains a universal Gro˜bner basis for ker(’).
Now consider the monoid L given in (2.2) and a generating set, f(ˆ(1); ·(1)); : : : ;
(ˆ(s); ·(s))g for L. Also consider the corresponding polynomials fi = yˆ(i) ¡ biy·(i) 2
ker(’) (1 • i • s). We observe that f(ˆ(1); ·(1)); : : : ; (ˆ(s); ·(s))g is a Hilbert basis
for L iff ff1; : : : ; fsg is a Graver basis of ker(’). To see this, we flrst assume that
f(ˆ(1); ·(1)); : : : ; (ˆ(s); ·(s))g is a Hilbert basis of L. We note then that each fi is primi-
tive since if f = yˆ
0 ¡ b0y·0 2 ker(’) is non-zero and difierent from fi and yˆ0 jyˆ(i) and
y·
0 jy·(i) we would get (ˆ0; ·0) 2 L and (ˆ(i); ·(i)) ¡ (ˆ0; ·0) 2 L; they are both strictly
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smaller than (ˆ(i); ·(i)) and so in writing them as a non-negative linear combination of
the (ˆ(j); ·(j)) we must have that the coe–cient of (ˆ(i); ·(i)) is zero and this would al-
low us to eliminate (ˆ(i); ·(i)) from the Hilbert basis, violating the deflnition of Hilbert
basis as a minimal generating set. Moreover if f = yˆ ¡ b0y· 2 ker(’) is primitive, then
(ˆ; ·) 2 L implies that (ˆ; ·) is a non-negative sum of the (ˆ(j); ·(j))’s, and then the
primitivity would imply that (ˆ; ·) is one of the (ˆ(j); ·(j)). Conversely, suppose that
the fi form a Graver basis for ker(’). Choose (ˆ; ·) 2 L. Then either (ˆ; ·) is primi-
tive and we are done, or there is a primitive fi such that yˆ
(i) jyˆ and y·(i)jy· and so
(ˆ; ·) ¡ (ˆ(i); ·(i)) 2 L and we see that the (ˆ(i); ·(i)) generate L; also the set is easily
seen to be a minimal generating set.
We now go back to considerations over the PID R. We showed in Theorem 2.1 that
if we consider the polynomials fg1; : : : ; gsg in (2.3) corresponding to the Graver ba-
sis ff1; : : : ; fsg in the preceding paragraph, we automatically get a generating set for
ker(’). In particular, the algorithm given in Sturmfels (1995) provides an algorithm for
computing this generating set and uses no computations over the PID except for com-
puting greatest common divisors. It is interesting to note that the polynomials in (2.3)
do not necessarily form a universal Gro˜bner basis for ker(’). We do note, however, that
in most of the examples we computed, the set of polynomials in (2.3) is a Gro˜bner basis.
Example 2.1. Generators for a toric ideal.
We consider the monomials 2x21; 6x
2
2; 2x1x
3
2; 3x
4
1x2 in Z[x1; x2]. So in this case
…(u1; u2; u3; u4) = u1
•
2
0
‚
+ u2
•
0
2
‚
+ u3
•
1
3
‚
+ u4
•
4
1
‚
:
Then, eliminating the trivial solutions and the symmetric solutions to the given ones, we
get that the Hilbert basis for L in this case is
f((1; 3; 0; 0); (0; 0; 2; 0)); ((4; 1; 0; 0); (0; 0; 0; 2)); ((3; 0; 2; 0); (0; 2; 0; 2));
((2; 0; 4; 0); (0; 5; 0; 2)); ((7; 0; 2; 0); (0; 1; 0; 4)); ((1; 0; 6; 0); (0; 8; 0; 2));
((11; 0; 2; 0); (0; 0; 0; 6)); ((0; 0; 8; 0); (0; 11; 0; 2))g:
This computation was carried out using the subroutine Dragon of the software pack-
age Pegasus designed by Dachsel (see Dachsel (1990)). Then we have immediately from
Theorem 2.1 that
g1 = y1y32 ¡ 108y23 ; g2 = 3y41y2 ¡ 32y24 ; g3 = 81y32y23 ¡ 8y22y24 ;
g4 = 37y21y
4
3 ¡ 2y52y24 ; g5 = 35y71y23 ¡ 64y2y44 ; g6 = 2 ¢ 310y1y63 ¡ y82y24 ;
g7 = 36y111 y
2
3 ¡ 213y64 ; g8 = 28 ¢ 313y83 ¡ y112 y24 :
We note that this ideal is homogeneous with respect to the natural weights (2; 2; 4; 5)
given by the degrees of 2x21; 6x
2
2; 2x1x
3
2; 3x
4
1x2. If we compute the reduced Gro˜bner basis
for this ideal with respect to the degrevlex ordering with these weights and y3 > y1 > y2 >
y4, we discover that this Gro˜bner basis contains the polynomial y51y
4
2¡11y1y32y24 +36y23y24
whose leading term y51y
4
2 is not reducible with respect to the polynomials g1; : : : ; g8 above.
This shows that fg1; : : : ; g8g is not a Gro˜bner basis with respect to this order. This latter
computation was carried out on Mathematica 3.0, using the Coe–cientDomain option of
Integers.
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3. Construction of SAGBI Bases
As in Section 1 we let R be a PID and F be a flnite subset of R[x1; : : : ; xn] with
A = R[F ]. We note that there is an obvious generalization of the notion of reduction
with respect to a subset S of A in this situation (see Miller (1996)), which we denote
by S¡!. It can be used to reduce elements of R[x1; : : : ; xn] and has the property that
S is a SAGBI basis for A iff the following holds: if f 2 R[x1; : : : ; xn] then f S¡! 0 iff
f 2 A. (The computations necessary to carry out these reductions do not need to use
computations in the polynomial ring over R.)
We now recall the method presented in Miller (1996) for constructing a SAGBI basis
for A. We assume that F = ff1; : : : ; ftg and set ltfi = cixai for i = 1; : : : ; t. We then
have the R-algebra homomorphism in Section 2
’ : R[y1; : : : ; yt] ¡! R[LtF ] µ R[x1; : : : ; xn]
yi 7¡! cixai :
We see that ker(’) is a homogeneous ideal with respect to the multigrading where the
degree of yi is the exponent vector ai. Then the degree of a monomial yˆ is …(ˆ). The
main result on constructing SAGBI bases in Miller (1996) states that if P1(y); : : : ; Pm(y)
is a homogeneous set of generators of ker(’), then F is a SAGBI basis for A iff
Pj(F )
F¡! 0
for each j = 1; : : : ;m. Thus using the notation of the previous section and Theorem 2.1
we have the following
Theorem 3.1. F is a SAGBI basis for A iff
c·
(i)
c(i)
Fˆ
(i) ¡ c
ˆ(i)
c(i)
F·
(i) F¡! 0; for i = 1; : : : ; s: (3.1)
So the SAGBI analogue of Buchberger’s algorithm is as follows: given the set F we flnd
a basis of L in equation (2.2) (for example, using Algorithm 7.2 of Sturmfels (1995)), and
then we check that all of the polynomials in equation (3.1) reduce to zero. If they do,
then the algorithm ends, and if not, we add all of the flnal reducta to F and repeat the
process. The procedure will eventually stop provided that there is a flnite SAGBI basis
with respect to the given order. Unfortunately, this need not be so; see Miller (1996).
4. Construction of SAGBI-Gro˜bner Bases
We now turn to the construction of SAGBI-Gro˜bner bases (SG bases). We assume
throughout that A has a flxed flnite SAGBI basis S. In particular it follows that each
ideal in A has a flnite SG basis. There is a straightforward notion of reduction with
respect to flnite subsets, say, G in A which we again denote by G¡! (note that this is not
the same reduction as used in the last section for SAGBI bases). The actual reduction
algorithm is more complicated, however, because of the necessity of staying inside the
algebra A. The basic result we use is given in Miller (1996, Theorem 4.8).
Let G = fg1; : : : ; gkg µ A and let I be the ideal generated by G in A. Let Q ‰ Ak
with Q = fq1; : : : ;qmg and set qi = (qi1; : : : ; qik), (1 • i • m). Assume that the
vectors (lt(qi1); : : : ; lt(qik)) (1 • i • m) are homogeneous generators with respect to
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the multigrading in Section 3 of the module of syzygies of (lt(g1); : : : ; lt(gk)) inside
R[LtA]k (that is, they generate SyzR[LtA](lt(g1); : : : ; lt(gk))). Then G is a SG basis
for I iff we have
Pk
j=1 qijgj
G¡! 0 for 1 • i • m. So it su–ces to solve the follow-
ing problem since we are assuming we have an explicit flnite SAGBI basis for A: let
c1x
a1 ; : : : ; ctx
at be in R[x1; : : : ; xn] where the ci 2 R and the xaj are power products, as
usual. Let B = R[c1xa1 ; : : : ; ctxat ] and let d1xb1 ; : : : ; dkxbk 2 B. We want to compute
SyzB(d1xb1 ; : : : ; dkxbk), the module of syzygies of (d1xb1 ; : : : ; dkxbk) inside Bk.
In Miller (1996) (following Proposition 4.9) it was suggested that this could be done
using ordinary Gro˜bner basis techniques, i.e. using an elimination order in a polynomial
ring over R. Our purpose here is to eliminate this step in that we compute over R only
using a degrevlex order and we solve diophantine equations as in Section 2.1. This will
be an improvement since it is generally true that computations using elimination orders
is much slower than computations using the degrevlex ordering.
The flrst step is to compute the kernel K of the evaluation map
R[y1; : : : ; yt; z1; : : : ; zk] ¡! R[c1xa1 ; : : : ; ctxat ; d1xb1 ; : : : ; dkxbk ]
yi 7¡! cixai
zi 7¡! dixbi :
(4.1)
This is done in Theorem 2.1. The next step is to compute K \ hz1; : : : ; zki in R[y1; : : : ;
yt; z1; : : : ; zk]. For this we introduce the following term order on R[y1; : : : ; yt; z1; : : : ; zk].
Let w1; : : : ; wt; v1; : : : ; vk denote a set of positive weights. Given two monomials in R[y1;
: : : ; yt; z1; : : : ; zk] we flrst compare them using the weights above and then break ties by
using the reverse lexicographical ordering with y1 > ¢ ¢ ¢ > yt > z1 > ¢ ¢ ¢ > zk. With this
we have the following basic fact: let J = hz1; : : : ; zki and let g 2 R[y1; : : : ; yt; z1; : : : ; zk]
be homogeneous with respect to the given weights. Assume there is an i, 1 • i • k, such
that zijlp(g). Then g 2 J . We now have the following proposition, which we note is valid
for any integral domain R.
Proposition 4.1. Let I be any ideal in R[y1; : : : ; yt; z1; : : : ; zk], homogeneous with re-
spect to a set of positive weights on the variables. Let G be a homogeneous Gro˜bner basis
for I with respect to the ordering described above with the given weights and such that
y1 > ¢ ¢ ¢ > yt > z1 > ¢ ¢ ¢ > zk. Let J = hz1; : : : ; zki. Then
I \ J = IJ + hG \ Ji: (4.2)
Proof. Since it is obvious that IJ+hG\Ji µ I\J , it su–ces to prove (see, for example,
Adams and Loustaunau (1994, Lemma 4.4.3)) that
Lt(I \ J) µ Lt(IJ + hG \ Ji):
Write G = fg1; : : : ; gsg and let f 2 I \ J . Then f 2 I and since G is assumed to be a
Gro˜bner basis for I,
lt(f) =
X
ajy
fljz°j lt(gj);
where the aj 2 R, the yflj and z°j are power products in the y- and z-variables respec-
tively, and for each j such that aj 6= 0 we have yfljz°j lp(gj) = lp(f). Also f 2 J and so
there is an i with 1 • i • k such that zi divides lp(f). Fix a j such that aj 6= 0. Then zi
divides yfljz°j lp(gj). If zi divides lp(gj) then by the basic property of the order we are
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using we have gj 2 G \ J and so
ajy
fljz°j lt(gj) 2 Lt(IJ + hG \ Ji): (4.3)
On the other hand if zi does not divide lp(gj) then zi divides z°j and so ajyfljz°jgj 2 IJ
and again (4.3) holds. Combining these two gives the result.2
To apply this proposition to K we flrst observe that K is indeed homogeneous with
respect to certain weights. For example, the analogous ideal, ker(’), described in Theo-
rem 2.1 is homogeneous as described in Section 3. Then applying this to K, we see that
K is also homogeneous with respect to the positive weights wj = aj1 + ¢ ¢ ¢ + ajn for
the y-variables, where aj = (aj1; : : : ; ajn), and vj = bj1 + ¢ ¢ ¢ + bjn for the z-variables,
where bj = (bj1; : : : ; bjn). That the weight is positive follows by the assumption that
in each of the cixai , respectively the dixbi , there are non-trivial terms. This, then com-
pletes the process for computing K\hz1; : : : ; zki in R[y1; : : : ; yt; z1; : : : ; zk]. We note that
this computation can probably be shortened by using the generating set described in
Theorem 2.1.
We may now write down a generating set for SyzB(d1xb1 ; : : : ; dkxbk) as follows.
Theorem 4.1. Let G be the Gro˜bner basis constructed in Proposition 4.1 with K = I.
Write each element of G \ hz1; : : : ; zki in the form
f
(i)
1 (y1; : : : ; yt; z1; : : : ; zk)z1 + ¢ ¢ ¢+ f (i)k (y1; : : : ; ; yt; z1; : : : ; zk)zk; 1 • i • ‘: (4.4)
Then the vectors
kX
j=1
f
(i)
j (c1x
a1 ; : : : ; ctx
at ; d1x
b1 ; : : : ; dkx
bk)ej ; 1 • i • ‘ (4.5)
together with the trivial syzygies (dj=dij)xbjei ¡ (di=dij)xbiej where dij = gcd(di; dj),
for 1 • i < j • k, generate the syzygy module SyzB(d1xb1 ; : : : ; dkxbk) where ej for
1 • j • k are the standard unit vectors in k-space.
Proof. It is straightforward that when we write the generators of K \ hz1; : : : ; zki in
the form of (4.4) and then use the corresponding syzygies in (4.5) together with the
trivial syzygies we get a generating set for SyzB(d1xb1 ; : : : ; dkxbk). Here we are making
use of the easily proved fact that SyzR[y1;:::;zk](z1; : : : ; zk) is generated by the vectors
zjei ¡ ziej for 1 • i < j • k. Then using Proposition 4.1 we see that the generators for
K \ hz1; : : : ; zki are of two types. One of these gives rise to the syzygies in (4.5) of the
theorem, and the other, coming from KJ , give rise to zero syzygies when expressed in
the form (4.5). 2
Example 4.1. Generators for a syzygy module.
Consider the subalgebra B = Z[2x21; 2x
2
2; 3x1x2] of Z[x1; x2]. We consider 4x
2
1x
2
2; 18x
2
1x
4
2 2
B. Then using the method of Theorem 2.1 (see Example 2.1) we get a generating set for K
consisting of the 9 polynomials y1y2¡z1; 9z1¡4y23 ; 4z2¡9y2z1; 4y23¡9y1y2; z2¡y2y23 ; 4z2¡
9y1y22 ; 4y1z2 ¡ 9z21 ; y23z1 ¡ y1z2; 4y43 ¡ 9y1z2. Computing the degrevlex Gro˜bner basis of
Proposition 4.1 with the weights (2; 2; 2; 4; 6) on (y1; y2; y3; z1; z2) and the order given
there, we get the 6 polynomials G = fy1y2¡ z1; 9z1¡ 4y23 ; 4z2¡ 9y2z1; z2¡ y2y23 ; 4y1z2¡
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9z21 ; y
2
3z1 ¡ y1z2g (a subset of the flrst set of polynomials). Then G \ hz1; z2i = f4z2 ¡
9y2z1; 4y1z2¡ 9z21 ; y23z1¡ y1z2g. These give rise to the syzygies 18x22e1¡ 4e2; 36x21x22e1¡
8x21e2; 9x
2
1x
2
2e1¡2x21e2 together with the trivial syzygy 18x21x42e1¡4x21x22e2. The second
and fourth are multiples of the third and so we get flnally that SyzB(4x21x
2
2; 18x
2
1x
4
2) =
h18x22e1 ¡ 4e2; 9x21x22e1 ¡ 2x21e2i.
We note that if R is a fleld then the polynomials in (2.3) are a universal Gro˜bner basis
and the extra degrevlex computation in Proposition 4.1 is unnecessary. Even though, as
we pointed out in Section 2, there do exist orders in which the set G of polynomials in
(2.3) is not a Gro˜bner basis, the identity I \J = IJ + hG\Ji still holds for this G in all
the examples we have checked. For example, in Example 2.1 we have checked the identity
for all possible term orders and it always is valid (and, of course, in Example 4.1 this is
also the case.) It would be interesting to resolve this question.
5. Strong SAGBI Bases
The algorithm presented in the previous section sufiers from the defect that we must
add extra variables in order to do the computation. One way to get around this might
be as follows. Consider again the map
’ : R[y1; : : : ; yt] ¡! R[c1xa1 ; : : : ; ctxat ]: (5.1)
We lift d1xb1 ; : : : ; dkxbk to h1; : : : ; hk in R[y1; : : : ; yt]. As in the last section and as
explained in Miller (1996), the main point is to compute ker(’)\hh1; : : : ; hki. This should
be much easier if we can take the h1; : : : ; hk to be monomials. This is clearly equivalent
to the statement that each of the monomials dixbi can be expressed as a monomial in the
c1x
a1 ; : : : ; ctx
at . This property in general means that the c1xa1 ; : : : ; ctxat form a strong
SAGBI basis (see the Introduction for the deflnition). Although we have not been able
to get a good formula for the intersection in this case, we do show in this section that
strong SAGBI bases of subalgebras in a polynomial ring over a PID exist and then give
an algorithm to compute them. For a simple family of subalgebras we will also give a
bound on the number of elements in a strong SAGBI basis. We will also mention a few
implications in the theory of integer programming. First of all we see that it su–ces to
show the existence of strong SAGBI bases for monomial subalgebras only.
Proposition 5.1. Let S0 = ff 01; : : : ; f 0sg be a SAGBI basis and let P=fc1xa1 ; : : : ; ctxatg
be a strong SAGBI basis for R[Lt(S0)]. Suppose cixai = pi(lt(f 01); : : : ; lt(f
0
s)) where pi is
a polynomial in R[y1; : : : ; ys]. Then S = ff1; : : : ; ftg where fi = pi(f 01; : : : ; f 0s) is a strong
SAGBI basis.
Proof. If f is a subalgebra element in R[S0], then lt(f) = rPˆ for some r 2 R and
ˆ 2 Nt. By our construction Pˆ = (LtS)ˆ. 2
Now let F = fc1xa1 ; : : : ; ctxatg and let A = R[F ] be the monomial subalgebra in
R[x1; : : : ; xn]. We let A = [a1; : : : ;at] 2 Nn£t be the matrix whose columns are the
exponent vectors of the elements of F . As in Section 2 we consider the map …(u) = Au
for u 2 Nt. Since each ci is an element of R, it will be a product of primes. In particular,
we let ci =
Qk
j=1 p
!ij
j with pj ; j = 1; : : : ; k primes and !ij 2 N. The following lemma
connects the coe–cients of monomials in the algebra A to certain integer programs. We
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denote by N(A) the monoid of non-negative integral linear combinations of the columns
of A.
Lemma 5.1. For b 2 N(A), let kb = gcd(cu : u 2 …¡1(b)). Then kbxb is in A and if
we write kb =
Qk
j=1 p
!j
j , we have for each j, 1 • j • k, that !j is the optimal solution
value for the integer program
IPjA(b) : minimize
tX
i=1
!ijui subject to u 2 …¡1(b):
Proof. Let kb =
P
u2…¡1(b) ruc
u where ru 2 R. Then
P
u2…¡1(b) ruF
u =
(
P
u2…¡1(b) ruc
u)xb = kbxb, therefore kbxb is in A. The power of pj in kb must be
the minimum of the powers of pj over all cu with u 2 …¡1(b). But this is precisely the
optimal solution value for the above integer program. 2
In order to show the existence of strong SAGBI bases, we need to deflne and work with
the standard pairs of a monomial ideal M in K[y1; : : : ; yt], where K is an arbitrary fleld
now. Recall that a monomial yfi =2 M is called a standard monomial. For a monomial
yfi and a subset Z of f1; : : : ; tg such that supp(fi) \ Z = ;, the pair (yfi; Z) is called
admissible if all the monomials in yfi ¢K[yi : i 2 Z] are standard. The admissible pairs
of M are partially ordered by
(yfi; Z1) ` (yfl; Z2) () fl • fi and supp(fi¡ fl) [ Z1 µ Z2;
where fl • fi means that fli • fii for i = 1; : : : ; t. The pairs corresponding to the maximal
elements of this partial order are called standard pairs. Observe that every standard
monomial of M is \covered" by a standard pair. For more details about the standard
pairs and for the following theorem, we refer to Sturmfels et al. (1995).
Theorem 5.1. Let M be a monomial ideal in K[y1; : : : ; yt].
(1) The prime ideal PZ = hyi : i =2 Zi is an associated prime of M iff there exists a
standard pair (yfi; Z) of M . Furthermore, PZ is a minimal prime iff (1; Z) is a
standard pair.
(2) The multiplicity of PZ in a minimal primary decomposition of M is the number of
standard pairs of the form (yfi; Z). Hence the arithmetic degree (see Bayer and
Mumford (1993), Sturmfels et al. (1995)) of M is the total number of the standard
pairs of M .
Example 5.1. Standard pairs of a monomial ideal.
Let M be the monomial ideal in K[y1; y2; y3] with minimal generators fy113 ; y1y3; y41y72 ;
y51y
5
2 ; y
6
1y
3
2 ; y
7
1y2; y
8
1g. There is a total of 14 standard pairs associated to Z = f2g:
f(y103 ; f2g); : : : ; (y3; f2g); (1; f2g); (y1; f2g); : : : ; (y31 ; f2g)g and there are 16 standard pairs
of the form (yi1y
j
2; ;) where i = 4; : : : ; 7 and j = 0; : : : ; (14 ¡ 2i). As Theorem 5.1 pre-
dicts, M has hy1; y3i as its minimal prime with multiplicity 14, and hy1; y2; y3i as its
embedded prime with multiplicity 16. So the arithmetic degree of M is 30. These can
be checked from the following minimal primary decomposition of M = hy1y3; y41 ; y113 i \
hy81 ; y71y2; y61y32 ; y51y52 ; y72 ; y3i.
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Suppose IA is the toric ideal in K[y1; : : : ; yt] associated with A = [a1; : : : ;at] 2 Nn£t.
Given a non-negative integral vector w = (w1; : : : ; wt), let `w be a degree term order in
which deg(yi) = wi. The following connects the standard monomials of the initial ideal
Lt`w(IA) to integer programming.
Proposition 5.2. (cf. Thomas (1995)) A monomial yfi is a standard monomial of
Lt`w(IA) iff fi is the optimal solution vector for the integer program:
minimize
tX
i=1
wiui subject to …(u) = …(fi) and u 2 Nt:
Given b = …(u) for some u 2 Nt, each integer program IPjA(b) has an optimal solution
flj ; j = 1; : : : ; k, corresponding to the standard monomial y
flj of Lt`!j (IA) where !j =
(!1j ; !2j ; : : : ; !tj). The standard monomial yflj will be covered by a standard pair Sj =
(yfij ; Zj).
Lemma 5.2. Let CS1;:::;Sk be the set of all b 2 N(A) such that the optimal solution for
IPjA(b) is covered by the standard pair Sj of Lt`!j (IA) for j = 1; : : : ; k. So CS1;:::;Sk =Tk
j=1(…(fij)+N(AZj )), where AZj = [ai : i 2 Zj ]. Moreover, CS1;:::;Sk is the flnite union
of translates of a certain integral monoid, i.e.
CS1;:::;Sk =
s[
p=1
(bp + N(D)) for some bp 2 CS1;:::;Sk ; (5.2)
where each column di of D is in N(AZj ) for all j = 1; : : : ; k.
If we prove the above lemma then the existence of strong SAGBI bases follows.
Theorem 5.2. Let Stj be the set of all standard pairs of Lt`!j (IA) for j = 1; : : : ; k.
For each (S1; : : : ; Sk) 2 St1 £ ¢ ¢ ¢ £ Stk, let BS1;:::;Sk be the collection of bp’s in (5.2)
belonging to CS1;:::;Sk together with the columns in D whenever the corresponding bp
is zero. Then F = fkbxb : b 2
S
(S1;:::;Sk)
BS1;:::;Skg is a strong SAGBI basis for the
monomial subalgebra A = R[c1xa1 ; : : : ; ctxat ].
Proof. Suppose rxb is a monomial in A where r 2 R. Then clearly b 2 N(A), hence
rxb = r0(kbxb). So we just have to consider monomials of the form kbxb. Now b is
in one of CS1;:::;Sk =
Tk
j=1(…(fij) + N(AZj )), and by the above lemma it is in some
bp + N(D). Therefore b ¡ bp 2 N(D) µ N(AZj ) for j = 1; : : : ; k. If bp = 0, then
b 2 N(Dp) and we can assume that bp is one of the vectors in D which is used to
express b. Since both b and bp are in …(fij) + N(AZj ) for all j = 1; : : : ; k, we have
b = …(fij) +…(fl1j ) and bp = …(fij) +…(fl
2
j ) for fl
1
j ; fl
2
j 2 Nt with supp(fl1j ) and supp(fl2j ) in
Zj . Here fij + fl1j and fij + fl
2
j are the optimal solutions for IP
j
A(b) and IP
j
A(bp) respec-
tively. Hence b ¡ bp = …(fl1j ¡ fl2j ) 2 N(AZj ), and since by Lemma 12.14 in Sturmfels
(1995) the vectors in AZj are linearly independent, we have fl1j ¡ fl2j ‚ 0. This means
that fl1j ¡ fl2j is a feasible solution of the integer program IPjA(b ¡ bp) for j = 1; : : : ; k.
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We need to show that it is actually an optimal solution. By Theorem 5.1 there exists
Z 0j ¶ Zj corresponding to a minimal prime of Lt`!j (IA) for each Zj . Hence, because
supp(fl1j ) and supp(fl
2
j ) are contained in Z
0
j , the monomial y
fl1j¡fl2j is covered by the stan-
dard pair (1; Z 0j) for j = 1; : : : ; k. Now Proposition 5.2 implies that fl
1
j ¡fl2j is the optimal
solution for IPjA(b ¡ bp) for each j. In fact we have shown that the optimal solution
for IPjA(b) is the sum of the optimal solution for IP
j
A(bp) and the optimal solution for
IPjA(b¡bp) for j = 1; : : : ; k. This implies that kbxb = (kbpxbp)(kb¡bpx(b¡bp)). Now we
can repeat this process for kb¡bpx
(b¡bp) and eventually have kbxb =
Q
kbpx
bp where
kbpx
bp 2 F . 2
Proof of Lemma 5.2. Since for each j = 1; : : : ; k the standard monomial correspond-
ing to the optimal solution of IPjA(b) is covered by Sj = (y
fij ; Zj), b is in …(fij)+N(AZj )
for all j = 1; : : : ; k. This shows CS1;:::;Sk =
Tk
j=1(…(fij) + N(AZj )). Now CS1;:::;Sk is the
collection of b 2 N(A) where b = …(fij) + …(flj) for all j = 1; : : : ; k for some flj 2 Nt
with supp(flj) µ Zj . In other words, b = …(fij) + …(flj) for j = 1; : : : ; k is in CS1;:::;Sk
iff (fl1; : : : ; flk) is an integral vector in the rational polyhedron P = f(u1; : : : ;uk)T 2
Rtk+ : …(fir) ¡ …(fii) = A(ui) ¡ A(ur); 1 • i < r • k and supp(uj) µ Zj ; j = 1; : : : ; kg.
By Theorem 16.4 and the discussion after it in Schrijver (1986) we see that P \ Zkt
is the union of translates of a certain integral monoid, i.e. there exists integer vectors
(w1p; : : : ;w
k
p)
T 2 Nkt for p = 1; : : : ; s and matrices B1; : : : ;Bk such that P \ Zkt =Ss
p=1((w
1
p; : : : ;w
k
p)
T + N((B1; : : : ;Bk)T )). Now we can take bp = …(fij) + …(wjp) and
D = …(Bj) for any j = 1; : : : ; k. Therefore CS1;:::;St =
Ss
p=1(bp + N(D)). Since the sup-
port of the rows of Bj is in Zj we also see that the columns of the matrix D = …(Bj) are
in N(AZj ). This completes the proof of Lemma 5.2.2
Theorem 5.2 and Lemma 5.2 give an algorithm to compute strong SAGBI bases for
monomial subalgebras over a PID.
Algorithm 5.1. How to compute strong SAGBI bases.
INPUT: A monomial subalgebra A = R[c1xa1 ; : : : ; ctxat ] in R[x1; : : : ; xn].
OUTPUT: A strong SAGBI basis F for A.
1 Let p1; : : : ; pk be the distinct primes appearing in the coe–cients ci’s, and write
ci =
Qk
j=1 p
!ij
j . Let !j = (!1j ; : : : ; !tj).
2 For each j = 1; : : : ; k, compute the initial ideal Lt`!j (IA) of the toric ideal IA ‰
K[y1; : : : ; yt] (where A = [a1; : : : ;an]) with respect to a degree term order `!j with
degree(yi) = !ij . This could be done by computing the reduced Gro˜bner basis of
IA with respect to `!j . Let M1; : : : ;Mk be the resulting initial ideals.
3 For each initial ideal Mj compute the standard pairs Stj of Mj (for an algorithm
see Ho»sten and Thomas (in press, Algorithm 2.5)).
4 For every (S1; : : : ; Sk) 2 St1£: : :£Stk compute the generators BS1;:::;Sk of CS1;:::;Sk
of Lemma 5.2, i.e. compute the bp’s and D in (5.2). This could be done by com-
puting a generating set of the integral vectors in the polyhedron P of the proof of
Lemma 5.2.
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5 Let F = fkbxb : b 2 [(S1;:::;Sk)BS1;:::;Skg where kb = gcd(
Qt
i=1 c
ui
i : u 2 …¡1(b)).
Example 5.2. A strong SAGBI basis.
Let A = Z[120x31; 4x
2
1x2; 3x1x
2
2; 15x
3
2] in Z[x1; x2]. Here
A = [a1;a2;a3;a4] =
•
3 2 1 0
0 1 2 3
‚
;
and 120 = 23 ¢ 3 ¢ 5, 4 = 22, and 15 = 3 ¢ 5. So we take p1 = 2, p2 = 3, and p3 =
5; hence !1 = (3; 2; 0; 0), !2 = (1; 0; 1; 1), and !3 = (1; 0; 0; 1). When we choose `!j
to be the degrevlex term order where y4 `!j ¢ ¢ ¢ `!j y1, we get three distict initial
ideals of IA: M1 = hy2y4; y22 ; y1y4i, M2 = hy1y3; y23 ; y1y4i, and M3 = hy2y4; y1y3; y1y4i.
The corresponding standard pairs are St1 = f(1; f1; 3g); (y2; f1; 3g); (1; f3; 4g)g, St2 =
f(1; f1; 2g); (1; f2; 4g); (y3; f2; 4g)g, and St3 = f(1; f1; 2g); (1; f2; 3g); (1; f3; 4g)g. There
are 27 CS1;S2;S3 ’s to be computed in this case and the following table lists the results of
this computation:
S1 2 St1 S2 2 St2 S3 2 St3 CS1;S2;S3
(1; f1; 3g) (1; f1; 2g) (1; f1; 2g) N(a1; 2a2)
(1; f1; 3g) (1; f1; 2g) (1; f2; 3g) N(2a2)
(1; f1; 3g) (1; f1; 2g) (1; f3; 4g) 0
(1; f1; 3g) (1; f2; 4g) (1; f1; 2g) N(2a2)
(1; f1; 3g) (1; f2; 4g) (1; f2; 3g) N(2a2; 2a3)
(1; f1; 3g) (1; f2; 4g) (1; f3; 4g) N(2a3)
(1; f1; 3g) (y3; f2; 4g) (1; f1; 2g) ;
(1; f1; 3g) (y3; f2; 4g) (1; f2; 3g) a3 + N(2a2; 2a3)
(1; f1; 3g) (y3; f2; 4g) (1; f3; 4g) a3 + N(2a3)
(y2; f1; 3g) (1; f1; 2g) (1; f1; 2g) a2 + N(a1; 2a2)
(y2; f1; 3g) (1; f1; 2g) (1; f2; 3g) a2 + N(2a2)
(y2; f1; 3g) (1; f1; 2g) (1; f3; 4g) ;
(y2; f1; 3g) (1; f2; 4g) (1; f1; 2g) a2 + N(2a2)
(y2; f1; 3g) (1; f2; 4g) (1; f2; 3g) a2 + N(2a2; 2a3)
(y2; f1; 3g) (1; f2; 4g) (1; f3; 4g) ;
(y2; f1; 3g) (y3; f2; 4g) (1; f1; 2g) ;
(y2; f1; 3g) (y3; f2; 4g) (1; f2; 3g) (a2 + a3) + N(2a2; 2a3)
(y2; f1; 3g) (y3; f2; 4g) (1; f3; 4g) ;
(1; f3; 4g) (1; f1; 2g) (1; f1; 2g) ;
(1; f3; 4g) (1; f1; 2g) (1; f2; 3g) ;
(1; f3; 4g) (1; f1; 2g) (1; f3; 4g) ;
(1; f3; 4g) (1; f2; 4g) (1; f1; 2g) ;
(1; f3; 4g) (1; f2; 4g) (1; f2; 3g) N(2a3)
(1; f3; 4g) (1; f2; 4g) (1; f3; 4g) N(2a3;a4)
(1; f3; 4g) (y3; f2; 4g) (1; f1; 2g) ;
(1; f3; 4g) (y3; f2; 4g) (1; f2; 3g) a3 + N(2a3)
(1; f3; 4g) (y3; f2; 4g) (1; f3; 4g) a3 + N(2a3;a4)
From the table, we see that the exponents of the strong SAGBI basis elements will
be a1;a2;a3;a4; 2a2; 2a3, and (a2 + a3). In order to determine the coe–cients of these
elements we need to compute …¡1(b) for each b in the above list. For instance …¡1(2a2) =
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f2a2; (a1 +a3)g, therefore the coe–cient of x41x22 is the gcd of 42 and 120 ¢3, which is 8. So
we get as a strong SAGBI basis F = f120x31; 4x21x2; 3x1x22; 15x32; 8x41x22; 3x21x42; 12x31x32g.
In Algorithm 5.1, there will be
Qk
j=1 arithdeg(Lt`!j (IA)) difierent CS1;:::;Sk ’s to be
considered, and each of these might have many generators. Hence, in general it is hard
to estimate the number of elements in a strong SAGBI basis. But we can do this when
n = 1, i.e. when there is only one variable.
Theorem 5.3. Let A = R[c1xa1 ; : : : ; ctxat ] with ai 2 N, and let a = maxfa1; : : : ; atg.
Suppose IA where A = [a1; : : : ; at] has k distinct initial ideals. Then there is a strong
SAGBI basis of A with at most a2k elements.
Proof. Lt`!j (IA) is a one-dimensional ideal for j = 1; : : : ; k, and therefore the standard
pairs are either of the form (yfij ; ;) or (yfij ; fig). If (S1; : : : ; Sk) 2 St1£¢ ¢ ¢£Stk contains
a standard pair of the flrst kind, then CS1;:::;Sk consists of at most one point. If all Sj are
of the second kind and CS1;:::;Sk 6= ;, then CS1;:::;Sk = b+ N(m) where b is the smallest
non-negative integer in CS1;:::;Sk and m = lcmfai : Sj = (yfij ; fig)g. So each CS1;:::;Sk
contributes at most one element to the strong SAGBI basis. Since arithdeg(Lt`!j (IA))
is bounded above by a2 (see Ho»sten and Thomas (in press, Corollary 3.11)), there will
be at most a2k elements in the basis.2
The number of initial ideals in the above theorem and in general the number of initial
ideals one needs to compute in Algorithm 5.1 is bounded by the total number of initial
ideals of IA. This is known to be equal to the number of vertices of the state polytope of IA
(cf. Bayer and Morrison (1988) and Sturmfels and Thomas (1997)) and so, in particular,
is independent of the number of primes used in the coe–cients of subalgebra generators.
This fact leads to a kind of universal strong SAGBI basis of a monomial subalgebra
in the following sense: suppose a monomial subalgebra is generated by elements with
exponent vectors A = [a1; : : : ;at] 2 Nn£t. In Algorithm 5.1, instead of computing the
initial ideals dictated by the coe–cients of the subalgebra generators, we can compute
all initial ideals and flnd exponent vectors for strong SAGBI basis elements which will
work for any choice of coe–cients. Once these exponent vectors are computed, in order
to give a strong SAGBI basis for a particular choice of monomial subalgebra, we need to
compute the kb’s in step 5 of Algorithm 5.1. Note that this is the only step where the
values of ci’s are needed.
Actually, in order to compute a universal strong SAGBI basis, we can use a more direct
algorithm that does not use Algorithm 5.1. Given A with the associated map …, for each
b 2 N(A) we deflne Pb = conv(u 2 …¡1(b)) as the b-flber of …. Since A 2 Nn, Pb is a
polytope for all b 2 N(A).
Definition 5.1. The b-flber Pb is called an atomic flber of … if there do not exist two
flbers Pb1 and Pb2 with b 6= b1;b2 and b1;b2 • b such that Pb = Pb1 + Pb2 . In other
words, Pb cannot be written as a Minkowski sum of two flbers Pb1 and Pb2 where b1
and b2 are strictly smaller than b.
The following is a consequence of Algorithm 5.1 and has applications in integer program-
ming.
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Theorem 5.4. Let A = [a1; : : : ;at] 2 Nn£t and let … be the associated map. Then there
are flnitely many atomic flbers of ….
Proof. Suppose that we compute all initial ideals of the toric ideal IA and compute
the generators of CS1;:::;Sk ’s as in step 4 of Algorithm 5.1. With the notation of Theo-
rem 5.2, these constitute the set [(S1;:::;Sk)BS1;:::;Sk . We will show that atomic flbers are
contained in the flnite set of flbers fPb : b 2 [(S1;:::;Sk)BS1;:::;Skg. Suppose an atomic
flber Pb is not contained in this set. Then by the proof of Theorem 5.2, there is a bp in
[(S1;:::;Sk)BS1;:::;Sk where b 6= bp and bp • b such that for any weight vector w the opti-
mal solution to IPwA(b) is the sum of the optimal solutions of IP
w
A(bp) and IP
w
A(b¡bp).
But this means Pb = Pbp +P(b¡bp), contradicting the fact that Pb is an atomic flber. 2
As a corollary to Theorem 5.4 we obtain that there are flnitely many facet directions
which describe all b-flbers Pb (see Schrijver (1986, Theorem 17.4)). We state this corollary
using normal fans of polytopes (for details see Ziegler (1995, Chap. 7)). Recall that two
polytopes P and Q are called strongly isomorphic if they have the same normal fans
N (P ) and N (Q). Strong isomorphism is obviously an equivalence relation.
Corollary 5.1. Given A = [a1; : : : ;at] 2 Nn£t and the associated map …, the flbers
of … are partitioned into flnitely many strong isomorphism classes. The number of these
classes is at most 2p where p is the number of atomic flbers of ….
Proof. By Theorem 5.4 any b-flber can be written as a Minkowski sum of flnitely many
atomic flbers
Pb =
X
Pb0 atomic
nb0Pb0 ; nb0 2 N;
where nb0Pb0 is the polytope obtained by taking the Minkowski sum of Pb0 with itself
nb0 times. This means that the normal fan of Pb is
T
nb0 6=0N (Pb0). Therefore N (Pb) has
to be one of the possible 2p normal fans. 2
Example 5.3. Atomic flbers of the twisted cubic.
Suppose A is the set of vectors in Example 5.2, i.e. IA is the ideal of the twisted cubic
in P3. There are 20 atomic flbers in this case and we list them together with the feasible
points in each flber.
Degree 3 : (3; 0) : (1; 0; 0; 0)
(2; 1) : (0; 1; 0; 0)
(1; 2) : (0; 0; 1; 0)
(0; 3) : (0; 0; 0; 1)
Degree 6 : (4; 2) : (1; 0; 1; 0); (0; 2; 0; 0)
(3; 3) : (1; 0; 0; 1); (0; 1; 1; 0)
(2; 4) : (0; 1; 0; 1); (0; 0; 2; 0)
Degree 9 : (6; 3) : (2; 0; 0; 1); (1; 1; 1; 0); (0; 3; 0; 0)
(5; 4) : (1; 1; 0; 1); (1; 0; 2; 0); (0; 2; 1; 0)
(4; 5) : (1; 0; 1; 1); (0; 2; 0; 1); (0; 1; 2; 0)
(3; 6) : (1; 0; 0; 2); (0; 1; 1; 1); (0; 0; 3; 0)
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Degree 12 : (8; 4) : (2; 1; 0; 1); (2; 0; 2; 0); (1; 2; 1; 0); (0; 4; 0; 0)
(6; 6) : (2; 0; 0; 2); (1; 1; 1; 1); (1; 0; 3; 0); (0; 3; 0; 1); (0; 2; 2; 0)
(4; 8) : (1; 0; 1; 2); (0; 2; 0; 2); (0; 1; 2; 1); (0; 0; 4; 0)
Degree 15 : (9; 6) : (3; 0; 0; 2); (2; 1; 1; 1); (2; 0; 3; 0); (1; 3; 0; 1); (1; 2; 3; 0); (0; 4; 1; 0)
(8; 7) : (2; 1; 0; 2); (2; 0; 2; 1); (1; 1; 3; 0); (1; 2; 1; 1); (0; 4; 0; 1); (0; 3; 2; 0)
(7; 8) : (2; 0; 1; 2); (1; 2; 0; 2); (1; 1; 2; 1); (1; 0; 4; 0); (0; 3; 1; 1); (0; 2; 3; 0)
(6; 9) : (2; 0; 0; 3); (1; 1; 1; 2); (1; 0; 3; 1); (0; 3; 0; 2); (0; 2; 2; 1); (0; 1; 4; 0)
Degree 18 : (12; 6) : (4; 0; 0; 2); (3; 1; 1; 1); (3; 0; 3; 0); (2; 3; 0; 1); (2; 2; 2; 0); (1; 4; 0; 1);
(0; 6; 0; 0)
(6; 12) : (2; 0; 0; 4); (1; 1; 1; 3); (1; 0; 4; 1); (1; 0; 3; 2); (0; 3; 0; 3); (0; 2; 2; 2);
(0; 0; 6; 0)
The atomic flbers provide strong SAGBI bases for monomial subalgebras over PID’s.
Theorem 5.5. Let A = R[c1xa1 ; : : : ; ctxat ] µ R[x1; : : : ; xn] be a monomial subalgebra
over a PID R. Let A = [a1; : : : ;at] 2 Nn£t and let … be the associated map. Then
F = fkbxb : Pb is an atomic flberg with kb = gcd(cu : u 2 …¡1(b)) is a strong SAGBI
basis for A. Moreover, if R has su–ciently many primes, then F is a minimal strong
SAGBI basis, i.e. there exists a choice of coe–cients c1; : : : ; ck such that no element of
F is redundant.
Proof. Since we can write any b-flber as a Minkowski sum of atomic flbers, and by the
proof of Theorem 5.2 we obtain that F is a strong SAGBI basis. For the second claim,
suppose that IA has k distinct initial ideals M1; : : : ;Mk with Mj = Lt`!j (IA) for !j 2
Nt. Let p1; : : : ; pk be k distinct primes of R and let ci =
Qk
j=1 p
!ji
j ; i = 1; : : : ; t. We claim
that F is a minimal strong SAGBI basis for A = R[c1xa1 ; : : : ; ctxat ]. Suppose a strictly
smaller subset F 0 of F is a strong SAGBI basis, and let kbxb 2 FnF 0. Then there must be
a kb0xb
0 2 F 0 such that kbxb = (kb0xb0)(kb¡b0xb¡b0). This means the optimal solution
to IPjA(b) is the sum of the optimal solutions of IP
j
A(b
0) and IPjA(b¡b0) for j = 1; : : : ; k.
But since we are considering all initial ideals of IA, N (Pb) = N (Pb0) \ N (Pb¡b0), i.e.
Pb = Pb0 + Pb¡b0 . This is a contradiction since Pb is an atomic flber. 2
Example 5.4. A minimal strong SAGBI basis for the twisted cubic.
IA in Example 5.2 has eight initial ideals. A set of eight vectors which induce these initial
ideals is as follows
!1 = (1; 0; 0; 1)
!2 = (1; 0; 1; 1)
!3 = (0; 0; 2; 1)
!4 = (0; 1; 3; 2)
!5 = (2; 3; 3; 2)
!6 = (2; 3; 1; 0)
!7 = (0; 2; 1; 2)
!8 = (3; 2; 0; 0):
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Let p1; : : : ; p8 be distinct prime numbers and consider the subalgebra
Z[(p1p2p25p
2
6p
3
8)x
3
1; (p4p
3
5p
3
6p
2
7p
2
8)x
2
1x2; (p2p
2
3p
3
4p
3
5p6p7)x1x
2
2; (p1p2p3p
2
4p
2
5p
2
7)x
3
2]
of Z[x1; x2]. Using the atomic flbers and the feasible points in these flbers from the
previous example we obtain the minimal strong SAGBI basis for this subalgebra:
F = f(p1p2p25p26p38)x31; (p4p35p36p27p28)x21x2; (p2p23p34p35p6p7)x1x22;
(p1p2p3p24p
2
5p
2
7)x
3
2; (p
2
4p
5
5p
3
6p7p
3
8)x
4
1x
2
2; (p2p3p
2
4p
4
5p
2
6p
2
7p
2
8)x
3
1x
3
2;
(p2p3p34p
5
5p
2
6p
2
7)x
2
1x
4
2; (p
2
4p
6
5p
4
6p
2
7p
5
8)x
6
1x
3
2; (p2p3p
3
4p
7
5p
4
6p
2
7p
3
8)x
5
1x
4
2;
(p2p3p44p
7
5p
3
6p
3
7p
2
8)x
4
1x
5
2; (p
2
2p
2
3p
4
4p
6
5p
2
6p
3
7)x
3
1x
6
2; (p
3
4p
9
5p
6
6p
2
7p
6
8)x
8
1x
4
2;
(p2p3p44p
8
5p
4
6p
3
7p
3
8)x
6
1x
6
2; (p
2
2p
2
3p
6
4p
9
5p
3
6p
4
7)x
4
1x
8
2; (p2p3p
4
4p
10
5 p
6
6p
3
7p
6
8)x
9
1x
6
2;
(p2p3p54p
11
5 p
6
6p
4
7p
5
8)x
8
1x
7
2; (p
2
2p
2
3p
6
4p
11
5 p
5
6p
4
7p
3
8)x
7
1x
8
2; (p
2
2p
2
3p
6
4p
10
5 p
4
6p
5
7p
2
8)x
6
1x
9
2;
(p44p
12
5 p
8
6p
3
7p
9
8)x
12
1 x
6
2; (p
3
2p
3
3p
8
4p
12
5 p
4
6p
6
7)x
6
1x
12
2 g:
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