The tight binding model is a minimalistic electronic structure model for predicting properties of materials and molecules. For insulators at zero Fermi-temperature we show that the potential energy surface of this model can be decomposed into exponentially localised site energy contributions, thus providing qualitatively sharp estimates on the interatomic interaction range which justifies a range of multi-scale models. For insulators at finite Fermitemperature we obtain locality estimates that are uniform in the zero-temperature limit. A particular feature of all our results is that they depend only weakly on the point spectrum.
Introduction
A wide range of electronic, optical and magnetic properties of solids are determined by electronic structure. Computational methods, such as density functional theory, have been used succesfully to model electronic structure and thus allowed the investigation and prediction of properties of materials [13, 20] . The tight binding model is a simple quantum mechanical model lying, both in terms of computational cost and accuracy, between empirical interatomic potential methods and expensive ab initio calculations. Nevertheless, due to the underlying eigenvalue problem, a naive implementation of tight binding models requires O(N 3 ) computational cost, where N denotes the number of particles in the simulation. A possible route to alleviate this cost are linear scaling algorithms [4, 14, 19, 21] , which rely on the "nearsightedness" of the density matrix.
If the quantities of interest in a simulation are mechanical properties, then it may be advantageous to entirely bypass the electronic structure model and replace it with an interatomic potential (IP). The recent transfer of machine learning technology into this domain has made it possible to "fit" high-accuracy IP models [1] [2] [3] 24] , which makes this approach particularly attractive. A starting assumption in most IP models for materials is that the potential energy surface can be decomposed into site energies, i.e., contributions from individual atoms that depend only on a small neighbourhood.
A partial justification for this assumption was given in [5, 7] , for a linear tight binding model at finite Fermi-temperature. For nuclei positions y = {y n }, it was shown that there is a decomposition of the total potential energy into site energies
where ∂G ℓ (y) ∂y n e −η|y ℓ −yn| , (
is only justified if η is not too small. Similarly, in QM/MM multi-scale schemes the exponent η determines the size of the QM region that must be imposed [7] [8] [9] as well as the interaction range of the coarse-grained MM model. We emphasize that results such as (1.1) do not follow from the classical near-sightedness of the density matrix. Indeed, exponential off-diagonal decay of the density matrix is not sufficient to validate multi-scale and hybrid models [8, 9] . Unfortunately, one expects (and we make this precise in the present paper) that, in general,
where β is the inverse Fermi-temperature. This means that, for moderate to low temperature regimes, the practical value of (1.1) is limited.
The main purpose of the present paper is to demonstrate that for insulators the presence of a spectral gap significantly improves the estimate. Specifically, we consider a linear tight-binding model at either zero or finite-Fermi temperature, with electrons in a grand-canonical ensemble. In this setting we prove that (1.1) holds with η independent of β, but instead η is linear in the spectral gap. Moreover, we demonstrate that "pollution" of the spectral gap by a point spectrum caused, for example, by local defects in the crystal, affects only the prefactors, but not the exponent η in (1.1). These results significantly strengthen the locality results of [5, 7] as well as extend them to the case of zero Fermi-temperature.
In addition to supporting the justification of interatomic potentials and QM/MM multi-scale models, our results also allow for an extension of the thermodynamic limit models for crystalline defects [6, 7, 12] to the zero-temperature case and an investigation of the (non-trivial) relationship between zero and finite-temperature models, which we will pursue in a forthcoming paper [23] .
Outline
In §2, we state the main results of this paper. In order to do this, we introduce a simple two-centre linear tight binding model ( §2.1) and show that, at both finite and zero Fermitemperature, the total energy of the system can be decomposed into exponentially localised site energy contributions ( §2.2). We then discuss how these results can be improved upon in the case of a point defect embedded into a homogeneous host crystal ( §2. 2) , showing that the resulting point spectrum does not affect the exponent. The main conclusions of this work are then discussed in §3 and all of the proofs are collected into §4.
Notation
The Frobenius norm will be denoted by · F while · and | · | will denote the ℓ 2 and Euclidean norms, respectively. We write b + A = {b + a : a ∈ A} and similarly for A − b. Moreover, for A ⊂ C and b ∈ C, the distance between b and A is defined by dist(b, A) := inf A |b − · |. For a finite set A, we denote by #A the cardinality of A. The set of strictly positive real numbers will be denoted by R + := {r ∈ R : r > 0}.
The symbol C will denote a generic positive constant that may change from one line to the next. In calculations, C will always be independent of Fermi-temperature. The dependencies of C will normally be clear from context or stated explicitly.
Results

Tight Binding Model
We consider a finite or countable reference configuration Λ ⊂ R d and deformation y : Λ → R d satisfying the following uniform non-interpenetration condition:
(L). There exists m > 0 such that |y(ℓ) − y(k)| m for all ℓ, k ∈ Λ.
We consider N b atomic orbitals per atom, indexed by 1 a, b N b . For a given admissible configuration y, we define the following two-centre tight binding Hamiltonian:
(TB). For ℓ, k ∈ Λ and 1 a, b N b , we suppose that the Hamiltonian take the form
where h ab : R d → R are ν times continuously differentiable for some ν 1. Further, we assume that there exist h := (h 0 , . . . , h ν ), γ := (γ 0 , . . . , γ ν ) ∈ (R + ) ν+1 such that, for each 1 j ν,
The condition in (2.2) with j = 0 is satisfied for all linear tight binding models. In fact, in most tight binding models, a finite cut-off radius is used and so Hamiltonian entries are zero for atoms beyond a finite interaction range. For j = 1, (2.2) states that there are no longrange interactions. That is, the dependence of the Hamiltonian entry H(y) ab ℓk on site m decays exponentially to zero in |y(ℓ) − y(m)| + |y(m) − y(k)|. In particular, we are assuming that the Coulomb interactions have been screened.
Under (TB), σ(H(y)) ⊂ [σ, σ] where σ, σ only depend on m, d, h 0 , γ 0 and are independent of system size and configuration y satisfying (L) with the constant m. A proof of this fact is an application of the Gershgorin circle theorem [7, Lemma 4] .
Remark 1 (Symmetries). By definition of the two-centre tight binding model (2.1), the Hamiltonian satisfies the following permutation invariance: if σ : Λ → Λ is a permutation, then
In practice, we also require the Hamiltonian to be invariant under isometries of R d up to an orthogonal change of basis [25] : if I : Henceforth we will entirely ignore these symmetries, however we mention now that they give rise to permutation and isometry invariance of the site energies that we define below. This can be see exactly as in [7] .
While nuclei are treated as classical particles, we assume that electrons are described by a grand canonical potential model. That is, the Fermi-temperature, volume and chemical potential, µ, are fixed model parameters. In this model, after diagonalising the Hamiltonian,
(where the dependence of the eigenpair (λ s , ψ s ) on y has been omitted) the potential energy surface is given by
Here, β is the inverse Fermi-temperature given by T = (k B β) −1 where k B is the Boltzmann constant and T the Fermi-temperature. We consider β < ∞ (as defined in [5, 10] ) and β = ∞:
where f β := (1 + exp(β ·)) −1 is the Fermi-Dirac distribution which describes the occupation numbers for the electronic states. The factor of 2 accounts for the spin. The zero Fermitemperature energy is simply given by the point-wise limit as β → ∞.
Remark 2. Our analysis requires G ∞ (y) to be a differentiable function of the configuration (that is, the derivative with respect to [y(m)] i exists for all m ∈ Λ and 1 i d) and so we will usually impose the condition that µ ∈ σ(H(y)). Justification for considering this zero Fermitemperature grand potential is given in [5] and a forthcoming paper [23] where we formulate the geometry relaxation problem for the grand potential (2.4) at zero Fermi-temperature as a variational problem and show that this is consistent with taking Fermi-temperature to zero.
Site Energy Decomposition
For a given configuration, y : Λ → R d with Λ finite, we can distribute the total energy of the system into site energy contributions. Since ψ s = 1, we can decompose G β (y) into
Using resolvent calculus, the site energies defined in (2.5) can be extended to the case where Λ is infinite: By Lemma 6 below, g β ( · ; µ) extends to a holomorphic function defined on the set
where C β is a simple closed contour contained within the region of holomorphicity of g β (z; µ) and encircling the spectrum σ(H(y)); see Figure 1 . We may choose C β such that
Since the resolvent operator, (H(y) − z) −1 , is a well defined bounded linear operator for all z ∈ C \ σ(H(y)), the definition in (2.6) is valid for countable Λ. Obtaining a site energy on the infinite domain can also be derived by taking an appropriate sequence of finite domains Λ R and considering the thermodynamic limit of the site energies along this sequence [5, Lemma 3.1]. This resolvent calculus approach for the tight binding model has been widely used [5, 7, 11, 15] .
For finite Fermi-temperature, the site energies defined in (2.6) are exponentially localised [5, 7] in the sense of Proposition 1 below. The only difference between Proposition 1 and [7, Lemma 7] or [5, Lemma 2.1] is that we explicitly track the β-dependent constants in the estimates.
Proposition 1 (Finite Fermi-Temperature Locality for Metals).
(i) Suppose y : Λ → R d and H(y) satisfy (L) and (TB), respectively. Then, for 1 j ν, there exist positive constants C j = C j (β) and η j = η j (β) such that
for any ℓ, m 1 , . . . , m j ∈ Λ and 1 i 1 , . . . , i j d. Sketch of the Proof. The β-dependence in the estimate (2.8) comes from the fact that the distance between the contour and the spectrum can, in general, only be bounded below by a constant multiple of β −1 as in (2.7). We summarise the main ideas in §4.2 below. Figure 1 : Cartoon depicting an approximation of σ(H(y)) for y ∈ Adm(Λ) (in black on the real axis), see Lemma 3, and the contours C β (in red) and C ∞ (in blue). The positive constants d(y), d h , g(y) and g h are also displayed. By (4.3), the finite Fermi-temperature contours avoid the balls of radius bβ −1 (grey dashed circles) about µ ± iπβ −1 (shown with black crosses).
For the case of insulators (where µ lies in a spectral gap), Proposition 1 can both be improved and extended to zero Fermi-temperature. In this case, the following constants are strictly positive d(y) := dist(µ, σ(H(y))) and (2.9)
Using (2.10), and the fact that z → 2(z − µ) is analytic, means that the expression (2.6) holds for zero Fermi-temperature with a simple closed contour C ∞ encircling σ(H(y)) ∩ (−∞, µ) and avoiding σ(H(y)) ∩ (µ, ∞); see Figure 1 . Further, we may suppose that dist(z, σ(H(y))) 1 2 g(y) ∀z ∈ C ∞ .
(2.11)
In this case, we obtain the following locality results that are uniform in Fermi-temperature:
Proposition 2 (Locality Estimates for Insulators).
(i) Suppose y : Λ → R d and H(y) satisfy (L) and (TB), respectively. Further, we assume that µ ∈ σ(H(y)). Then, for 1 j ν, there exist positive constants C j , η j , such that
for any ℓ, m 1 , . . . , m j ∈ Λ and 1 i 1 , . . . , i j d.
(ii) For β < ∞, the constants C j and η j depend on d = d(y) from (2.9). For all sufficiently small d, C j (d) = Cd α where C > 0 depends only on N b , h, m and α > 0 depends only on j and d. Further, η j (d) = c min{1, d} for some c > 0 depending only on j, h, γ, m and d.
(iii) For β = ∞, the constants C j and η j depend on g = g(y) from (2.10). For all sufficiently small g, C j (g) = Cg α where C > 0 depends only on N b , h, m and α > 0 depends only on j and d. Further, η j (g) = c min{1, g} for some c > 0 depending only on j, h, γ, m and d.
Sketch of the Proof. This result follows from the same arguments as in the proof of Proposition 1.
In this case, the pre-factors and exponents are β-independent because the constants (2.9) and (2.10) are. Again, the main ideas are summarised in §4.2.
Point Defects
For y : Λ → R d , the spectrum of the Hamiltonian may be composed of the essential spectrum together with eigenvalues of which only finitely many are bounded away from the spectral bands. We demonstrate this for the case of a point defect embedded in a homogeneous host crystal.
The main result of this paper is that, within this setting, the locality results discussed in §2.2 are independent of discrete spectra inside the band gap in the sense of Theorems 4 and 5 below.
Band Structure of a Homogeneous Crystal
In preparation for this result, we consider the Hamiltonian on a homogeneous crystal, Λ h , given by
A simple calculation (or by use of Bloch's Theorem [18] ) allows us to diagonalise the homogeneous Hamiltonian and write the spectrum as a union of continuous energy bands:
where ε a : BZ → R are continuous functions on the (closure of the) Brillouin zone. Since we are considering N b atomic orbitals per atom, we have at most N b spectral bands.
For the remainder of this paper, we make the following assumption:
(GAP). There exists a band gap in σ(H h ) and the chemical potential, µ, lies in the interior of this band gap.
Under (GAP), we may introduce the following positive constants that will determine the interaction range in the improved locality estimates:
Point Defect Reference Configurations
From now on, we shall assume that Λ is a point defect reference configuration:
We now introduce energy spaces of displacements which restricts the class of admissible configurations. Given ℓ ∈ Λ and ρ ∈ Λ−ℓ, we define the finite difference D ρ u(ℓ) := u(ℓ+ρ)−u(ℓ). The full (infinite) finite difference stencil is then defined to be Du(ℓ) := (D ρ u(ℓ)) ρ∈Λ−ℓ . For Υ > 0, the ℓ 2 Υ semi-norm on the full interaction stencil is given by
All of the semi-norms D· ℓ 2 Υ for Υ > 0 are equivalent [6] and so we fix an exponent Υ > 0 for the remainder of this paper and define the following function space of finite energy displacements:
We hence define the space of admissible configurations by Adm(Λ) := {y ∈ x +Ẇ 1,2 (Λ) : y satisfies (L)} where x : Λ → Λ denotes the identity configuration.
For y ∈ Adm(Λ), the spectrum, σ(H(y)), can be related to σ(H h ):
Lemma 3 (Decomposition of the Spectrum). Fix y ∈ Adm(Λ). Then, for all δ > 0, there exists
Sketch of the Proof. We approximate H(y) as a finite rank update of H h . The finite rank perturbation only introduces finitely many eigenvalues outside σ(H h ). See §4.3 for a full proof.
Locality of Site Energies
Using Lemma 3, together with a locality result for the spectral projection (see Lemma 8 below) corresponding to the finitely many eigenvalues bounded away from the spectral bands, allows us to approximate (H(y) − z) −1 in terms of the homogeneous resolvent, (H h − z) −1 . This means we can apply the existing locality estimates of Proposition 2 on the homogeneous spectrum. The approximation does not affect the exponent in the estimates and only increases the constant pre-factor. We show that the pre-factor may be chosen to depend on the atomic sites and this converges exponentially to the corresponding pre-factor in the defect-free case, as we send the atomic sites away from the defect core. That is, away from the defect, the locality estimates resemble the corresponding homogeneous crystal estimates.
Theorem 4 (Improved Finite Fermi-Temperature Locality).
(i) Fix y ∈ Adm(Λ). Then, for 1 j ν, ℓ ∈ Λ, m = (m 1 , . . . , m j ) ∈ Λ j and 1 i 1 , ·, i j d, there exists a positive constant C βj = C βj (ℓ, m) such that In fact, the point-wise limit of the first derivatives as β → ∞ exist. We have the following analogous zero Fermi-temperature result:
Theorem 5 (Improved Zero Fermi-Temperature Locality).
(i) Fix y ∈ Adm(Λ) with µ ∈ σ(H(y)). Then, for 1 j ν, ℓ ∈ Λ, m = (m 1 , . . . , m j ) ∈ Λ j , and 1 i 1 , . . . , i j d, there exists a positive constant C ∞j (ℓ, m) such that Similarly for Theorem 5 with β = ∞ and the exponent η h ∞1 . For higher derivatives, the relationship between ℓ and m is more complicated.
Conclusions
In this paper, we have extended the results of [5, 7] to the zero Fermi-temperature case under the assumption that the chemical potential is not an eigenvalue of the Hamiltonian. In particular, we have described a site energy decomposition for a zero Fermi-temperature linear tight binding model and shown that the site contributions are exponentially localised. Further, in the case of insulators, we have derived improved locality estimates for both the finite and zero Fermitemperature site energies. In particular, the exponents in these estimates are independent of the discrete spectrum inside the band gap. The constant pre-factors in the improved locality estimates are larger than those presented in [5] . However, as the distance between the subsystem and the defect core increases, the pre-factors converge exponentially to the pre-factors that would result from using the homogeneous site energy in the estimates. This is even true for finite Fermi-temperature in the case where the chemical potential is an eigenvalue.
The same analysis can be directly applied to the Helmholtz free energy in the canonical ensemble under the assumption that the Fermi level is fixed. In particular, this improves the locality results of [5] for insulators. Moreover, the analysis carries over to other quantities of interest as in [5] .
The results of this paper allow us to formulate zero Fermi-temperature lattice relaxation as a variational problem on the energy space of displacements. In particular, for y ∈ Adm(Λ), we can define
This quantity, known as the grand potential difference functional, is well defined if µ ∈ σ(H(y)). This can be shown by applying results of [6] together with the locality estimates of this paper. We can then consider the meaningful problem: for fixed δ > 0, where "arg min" denotes the set of local minimisers. The locality results presented in this paper allow us to show that the site energies and their derivatives converge exponentially quickly in the zero Fermi-temperature and thermodynamic limits. This observation allows us to prove that (3.1) is the limiting model of analogous finite Fermi-temperature and finite domain size models. Rigorous results are presented in a forthcoming paper [23] .
Proofs
Definition of the Site Energies
Before we begin the proof of the locality estimates, we need to show that the definition of the finite Fermi-temperature site energy is valid. That is, we need g β ( · ; µ) to extend to a holomorphic function on some open neighbourhood of the spectrum and we need to consider appropriate contours C β , C ∞ .
Lemma 6 (Analytic Continuation of g β (z; µ)). Fix β ∈ (0, ∞). Then, z → g β (z; µ) can be analytically continued to the set C \ µ + i(2k + 1)πβ −1 k∈Z .
Proof. Extending g β ( · ; µ) into the complex plane amounts to choosing a branch cut of the complex logarithm. For each n ∈ N, we define,
Arg n (z) = Arg(z) (mod 2π) and Arg n (z) ∈ ((n − 1)π, (n + 1)π].
(4.1)
To simplify notation, and without loss of generality, we suppose µ = 0. It is clear that the Fermi-Dirac distribution has isolated singularities at i(2k + 1)πβ −1 for all k ∈ Z (that is, when e βz = −1) and is holomorphic away from these singularities. Therefore, g β n ( · ; 0) is holomorphic on the set that avoids the branch cut of the complex logarithm and the non-analyticity of 1 − f β . That is, g β n ( · ; 0) is holomorphic on
for n even,
for n odd.
Rewriting 1 − f β we obtain, 1 − f β (z) = e βz 1 + e βz = e βz 1 + e βz |1 + e βz | 2 = e β Re(z) |1 + e βz | 2 e iβ Im(z) + e βRe(z) . for some k ∈ Z. We can therefore conclude that g β n ( · ; 0) is holomorphic on the set
We may therefore consider the analytic continuation of g β n ( · ; 0) to A n β ∪ A n+1 β . We do this for each n ∈ Z and conclude since n∈Z A n β = C \ (2k+1)πi β k∈Z
.
From now on, we denote the analytic continuation by z → g β (z; µ). We need conditions on the family of contours, {C β } β , to ensure that g β (z; µ) remains uniformly bounded for z ∈ C β and β > 0. We suppose there exists some β-independent constant 0 < b < π such that
for all β > 0. Proof. Since A is bounded, we can find a strip of width r > 0 about the real axis containing A. This means that for fixed β > 0, the number branches of the complex logarithm that we must consider, as in (4.1), in order to have extended g β ( · ; µ) to the whole of A is at most a constant multiple of rβ π . This means that |Arg n (1 − f β (z − µ))| (n + 1)π Crβ for all n such that A ∩ {z ∈ C : β Im(z) ∈ ((n − 1)π, (n + 1)π)} = ∅ and z ∈ A n β . Therefore, for z ∈ A and β > 0, we have that Im g β (z; µ) is bounded on A independently of β.
Fix β > β 0 . Now we show that, away from the singularities, Re g β ( · ; µ) is uniformly bounded. We know that Re g β (z; µ) = 2 Re(z − µ)− 2 β log 1 + e β(z−µ) and 2(z−µ) is uniformly bounded on A. Moreover, 
Proof of Propositions 1 and 2: Locality Estimates
We now briefly sketch the main ideas in the proof of Propositions 1 and 2. We mainly do this so that we can track the β-dependent constants in the proof. A key ingredient is the following Combes-Thomas type estimate on the resolvent: for all 0 γ CT 1 2 γ 0 . To conclude, we note that in the proof of [7, Lemma 6] , γ CT > 0 must be chosen sufficiently small such that the right hand side of (4.4) is less than 1 2 d.
To simplify notation, we shall write r ℓk (y) := |y(ℓ) − y(k)| for the distance between two atomic sites and R z (y) := (H(y) − z) −1 for the resolvent operator corresponding to H(y). We will drop the argument (y) in r ℓk (y), the resolvent and Hamiltonian when the dependence on y is clear from context. Moreover, we shall use the following shorthand for derivatives of the Hamiltonian: for m = (m 1 , . . . , m j ) ∈ Λ j and i = (i 1 , . . . , i j ) ∈ R d j , define
Often, to simplify notation further, we will drop the Euclidean coordinate in this notation. Before we prove the locality estimates of Propositions 1 and 2, we shall derive general bounds for the first and second derivatives of the resolvent. We choose z ∈ C such that dist(z, σ(H(y))) d (4.5)
for some d > 0. Moreover, we let γ CT = γ CT (d) > 0 be the corresponding Combes-Thomas exponent from Lemma 8 and define d j := min{γ 1 , . . . , γ j , γ CT } for each j. By applying the Combes-Thomas estimate and using the regularity of the Hamiltonian, we have
Similarly, for the second derivatives,
Each of the terms in (4.7) can be bounded separately:
Therefore, we obtain the following bound: It should be clear that, for higher derivatives, the same arguments can be made and similar estimates hold.
Proof of Proposition 1: Finite Temperature Locality for Metals. We will only consider the case where j ∈ {1, 2}. For j > 2, similar arguments can be made but is omitted as the notation becomes tedious and no new ideas are used. Since for all z ∈ C β , dist z, σ(H(y)) π 2β ,
we may use (4.6) and (4.8) with γ CT = γ CT ( π 2β ). First, we consider j = 1 and write:
−2d e −min{γ 1 ,γ CT ( π 2β )} r ℓm By (4.3) and Lemma 7, g β ( · ; µ) is uniformly bounded along C β independently of β. We can thus conclude with η 1 := min{γ 1 , γ CT ( π 2β )}. Similarly, for j = 2, we may apply (4.8) together with
to conclude with η 2 := 1 2 min{γ 1 , γ 2 , γ CT ( π 2β )}. The fact that, for sufficiently large β > 0, the pre-factor is Cβ α for some α = α(j, d) > 0 should be clear from (4.9) and Lemma 8.
In the case of an insulator, the separation between the spectrum and the contour can be chosen to be β-independent and equal to d(y) as in (2.9). In the zero temperature case, this constant may be chosen to be 1 2 g(y) where g(y) is the constant from (2.10). Proof of Proposition 2: Locality Estimates for Insulators. The proof follows in the exact same way as Proposition 1 with γ CT = γ CT (d(y)) for finite Fermi-temperature. In the case of zero Fermi-temperature, we use the proof of Proposition 1 with γ CT = γ CT ( 1 2 g(y)) and the fact that |2(z − µ)| is uniformly bounded along the contour C ∞ .
Decomposition of the Spectrum
We need to show that the defective Hamiltonian can be written in terms of the homogeneous Hamiltonian. However, we are considering a point defect reference configuration, Λ, for which Λ ∩ B buf = Λ h ∩ B buf in general. This means that the defective and homogeneous Hamiltonians may be defined on different spaces. We shall extend the definitions to Λ ∪ Λ h : for y ∈ Adm(Λ) and ℓ, k ∈ Λ ∪ Λ h , let us define This only changes the spectrum by introducing additional zero eigenvalues. We shall shift the spectrum away from {0} so that we can replace H(y) and H h with H(y) and H h , respectively. This does not lead to any problems as we will now see: fix β ∈ (0, ∞] and an appropriate contour C . Choosing z 0 ∈ C such that the contour C + z 0 does not encircle {0}, we have
where (H(y) + z 0 ) Λ∪Λ h is the extension of H(y) + z 0 to Λ ∪ Λ h as in (4.10). Therefore, by considering H(y) + z 0 , we can shift the spectrum away from {0} and this does not affect the site energies as long as we also shift the chemical potential and the contour by z 0 . We now show that the Hamiltonian may be decomposed into the homogeneous part and two perturbations that are small in the sense of rank and Frobenius norm, respectively. Proof. To simplify notation, we let u := y − x. Firstly, since u ∈Ẇ 1,2 (Λ) and y satisfies (L), there exists an accumulation parameter 0 < m < 1 such that |y(ℓ) − y(k)| m|ℓ − k| for all ℓ, k ∈ Λ [22] . Moreover, since the semi-norm defined by
, we may choose R > R buf sufficiently large such that for ℓ, k ∈ Λ∪ Λ h . We then define P 2 (y) to be the finite rank operator such that (4.11) is satisfied. P 2 (y) is local in the sense that P 2 (y) ab ℓk = 0 if (ℓ, k) ∈ B R ′′ × B R ′′ for some R ′′ (depending on R and R ′ ). To conclude, we simply use (4.14) and (4.15) to bound P 1 (y) F :
Since this expression can be made arbitrarily small by choosing R and then R ′ sufficiently large, this completes the proof.
We now use Lemma 9 to prove that the spectrum can be decomposed as in Lemma 3:
Since, adding P 1 (y) only perturbs the spectrum by δ as in Lemma 3, the same estimates hold with exponent γ CT (d h − δ) when ( H h + P 2 (y) − z) −1 is replaced by R z (y). Finally, we show that the estimate (4.20) implies improved estimates for derivatives of the resolvent. Moreover, we will show that the pre-factor decays away from the defect. To simplify notation further, we let d h j := min{γ 1 , . . . , γ j , γ CT (d h )} for each j. In place of (4.6), we now have The pre-factor, C(ℓ, m), in (4.21) converges to the corresponding pre-factor for the homogeneous resolvent, i.e. to C d h 1 −2d d h −2 , as |y(ℓ)| + |y(m)| − r ℓm → ∞.
We will now do the same calculation for the second order derivatives of the resolvent. In this case, (4.8) now takes the form where the pre-factor converges to the pre-factor arising if R z (y) is replaced with R h z , i.e. to C d h −3 max d h 1 −4d , d h d h 2 −2d , as we send ℓ, m 1 and m 2 away from the defect core together.
Again, we omit the arguments for j > 2.
Proof of Theorem 5: Improved Zero Temperature Locality. We directly apply (4.21) and (4.24) with d h = 1 2 g h and d = 1 2 g. We again use the fact that |2(z − µ)| is uniformly bounded along the contour C ∞ .
If µ ∈ σ(H(y)), similar arguments can be made for the finite temperature case. However, if µ ∈ σ(H(y)), another contribution to the site energy must be considered:
Proof of Theorem 4: Improved Finite Temperature Locality. In the case that µ ∈ σ(H(y)), we can directly apply (4.21) and (4.24) with d h = d h and d = d(y). Here we again use the fact that the analytic continuation of g β (z; µ) is uniformly bounded along C β .
In the case that µ ∈ σ(H(y)), we may split C β into three simple closed contours C − , C + and C 0 such that C − and C + are contained in C \ (µ + iR) and encircle σ(H(y)) ∩ [σ, µ) and σ(H(y)) ∩ (µ, σ], respectively, and C 0 encircles {µ} and avoids the rest of the spectrum. Now the finite temperature site energy is of the form: where m(µ) is the multiplicity of µ as an eigenvalue of H(y), {ψ s } is basis for the eigenspace of µ and ε s (y) are the eigenvalues at µ written as functions of the configuration. We wish to show that (4.26) has the same locality properties as the first two terms of (4.25). (2) is analytic, there is no β-dependent restriction on the contour C 0 . This again allows us to apply the Woodbury identity and the Combes-Thomas type estimate on the homogeneous resolvent to obtain improved locality results.
For j = 2, we have Again, we see that z → − 1 4 β(z − µ) 2 + z − µ − 2 β log(2) is analytic and so we may use the improved resolvent estimates on a temperature independent contour. This results in improved locality estimates with temperature independent exponents but pre-factors of the form Cβ.
For higher derivatives, the same arguments can be made which gives rise to β-independent exponents but pre-factors that are of the form Cβ j−1 .
