Heterobilayer moir\'e magnets: moir\'e skyrmions,
  commensurate-incommensurate transition and more by Hejazi, Kasra et al.
Heterobilayer moire´ magnets: moire´ skyrmions,
commensurate-incommensurate transition and more
Kasra Hejazi,1, ∗ Zhu-Xi Luo (罗竹悉),2, ∗ and Leon Balents2, 3
1Department of Physics, University of California Santa Barbara, Santa Barbara, California, 93106-4030, USA
2Kavli Institute for Theoretical Physics, University of California, Santa Barbara, CA 93106-4030, USA
3Canadian Institute for Advanced Research, Toronto, Ontario, Canada
(Dated: September 3, 2020)
We study untwisted heterobilayers of ferromagnetic and antiferromagnetic van der Waals materi-
als, with in particular a Dzyaloshinskii-Moriya interaction in the ferromagnetic layer. A continuum
low energy field theory is utilized to study such systems. We develop a phase diagram as a function of
the strength of inter-layer exchange and Dzyaloshinskii-Moriya interactions, combining perturbative
and strong coupling analyses with numerical simulations using Landau-Lifshitz-Gilbert equations.
Various moire´-periodic commensurate phases are found, and the commensurate-incommensurate
transition is discussed. Among the commensurate phases, we observe an interesting skyrmion lat-
tice phase wherein each moire´ unit cell hosts one skyrmion.
Magnetic skyrmions are long-lived, topologically pro-
tected spin-textures that were predicted to exist in chi-
ral magnets [1–3], and experimentally observed in cu-
bic, non-centrosymmetric materials such as MnSi [4],
Fe1−xCoxSi [5, 6] and FeGe [7]. Non-collinear spin con-
figurations occur in these materials due to the antisym-
metric Dzyaloshinskii-Moriya (DM) interactions [8, 9]. In
three-dimensional bulk magnets,
skyrmion lattices are stabilized by thermal fluctuations
above the helical state [4]. Interestingly, in the thin-film,
two-dimensional limit, the skyrmion lattice is stable over
a wide range of the phase diagram [10–12].
A new class of two-dimensional crystals, magnetic van
der Walls (vdW) materials, has opened up numerous pos-
sibilities for both theoretical and experimental physics
[13, 14]. All three fundamental spin Hamiltonians have
been reported in these materials: the two-dimensional
Heisenberg, Ising, and XY models [15, 16]. Furthermore,
novel quantum phases are expected to appear in the het-
erostructures of these materials [17]. Recently, skyrmion
crystals have been observed in the single-layered ferro-
magnetic vdW material Fe3GeTe2 [18–20], predicted to
exist in CrI3 [21] and Janus magnets [22], all attributed
to the DM interaction, motivating us to study the moire´
physics of such vdW systems.
We will focus on a nontwisted heterobilayer of ferro-
magnetic and antiferromagnetic vdW materials. A sim-
ilar construction was explored in [23], where dipolar in-
teractions along with an external field were added to the
moire´ structure in contrast to the DM interaction of the
present work. In this work, we show that a skyrmion
lattice on the moire´ scale can form without an exter-
nal field. Furthermore, we find a wealth of other phases
that comply with the moire´ potential. These spin tex-
tures can possibly be observed by neutron scattering [4],
Lorentz transmission electron microscopy [6] and spin-
resolved scanning tunnelling microscopy [24].
We will use the continuum formalism introduced in
[17], which has the advantage of obviating the need to
consider numerous lattice sites with complicated local
environments. First, we review this continuum formal-
ism and derive the Hamiltonian that we will focus on,
followed by a perturbative analysis. The competition be-
tween the DM interaction and the moire´ potential in-
duces a commensurate-incommensurate transition that
will further be analyzed in the weak-coupling regime.
Then different types of commensurate phases are intro-
duced, supplemented furthermore by a numerical ground-
state phase diagram, obtained from a Landau-Lifshitz-
Gilbert simulation. Finally, we discuss the possible ex-
tensions and experimental relevance of the work. De-
tails of the weak-coupling analysis will be presented in
Ref. [25].
Definition of the problem–We study a heterobilayer
system of honeycomb ferromagnetic and honeycomb an-
tiferromagnetic vdW materials. Both layers are assumed
to exhibit long-range order, so a local description in terms
of the order parameters M , N for the ferromagnetic and
the Ne´el antiferromagnetic layers will be employed, where
|M | = |N | = 1. After Ref. [17], we will develop a con-
tinuum model to provide a low energy description of the
system. When the interlayer coupling and the displace-
ment gradients act as small perturbations on the intrinsic
magnetism of the two layers, a continuum treatment is
justified. Since we will only be concerned with ground
state configurations (and possible other nearby states) in
this work, it suffices to analyze the classical Hamiltonians
only. This consists of intralayer and interlayer terms; we
take the former as:
Hintra = ρ1
2
(∇M)2 + ρ2
2
(∇N)2
+DM · (∇×M)− C (Nz)2,
(1)
where a DM interaction and a single-ion anisotropy are
assumed for the ferromagnetic and the antiferromagnetic
layers, respectively. The anisotropy term is neglected in
the ferromagnetic layer.
We now turn to the interlayer coupling: the spin
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2densities of the two layers are parametrized as: S1 =
m0M [f0 −
∑
a cos(ba · r)] and S2 = n0N
∑
a sin(ca ·r),
where m0 and n0 are proportional to the ordered mo-
ments in the two layers, and the zeroth Fourier compo-
nent f0 is undetermined; its value will not matter for the
low-energy physics. Taking a minimal Fourier expansion,
we limit the summation over ca and ba to the three small-
est reciprocal lattice vectors for the antiferromagnetic
and the ferromagnetic layers, respectively. Assuming a
local interlayer exchange of the form H ′ = −J ′S1·S2 and
that |ba| − |cb|  |ba|, |cb|, one arrives at the following
interlayer interaction:
H′ = J ′M ·N
∑
a
sin(da · r), (2)
where the three vectors da = ba − ca represent the re-
ciprocal vectors of an emergent moire´ lattice, and the
fast-oscillating terms have been omitted. We would also
like to mention in passing that considering a triangular
lattice ferromagnet also leads to the same interlayer cou-
pling, since the spin density S1 introduced above, with
an additional minus sign and up to additive constants,
can also describe a triangular lattice ferromagnet.
The sum of the two terms Hintra and H′ describes the
system in the general setting described above. However,
for simplicity, in the remainder of this work we make the
assumption that spin stiffness and anisotropy parameters
of the antiferromagnetic layer are large enough to render
it essentially nondynamical. In the extreme limit, this
results in a uniform Ne´el vector in the ±zˆ directions. We
chooseN = +zˆ for conciseness. With these assumptions,
the Hamiltonian reduces to an effective single-layer one,
which, up to a constant rescaling, has the form:
H = 1
2
(∇M)2 + βM · (∇×M) + αMz Φ(x). (3)
We have introduced the dimensionless parameters α =
J′
ρ1d2
, β = Dρ1d with d = |da|, and adopted the di-
mensionless coordinates x = d r and defined Φ(x) =∑
α sin(dˆα · x).
When α = 0, ground states of the system consist
of spirals with wavenumber β (period 2pi/β). Generi-
cally, M = (qˆ × zˆ sin [q · x] , cos [q · x]) describes a spi-
ral propagating in the qˆ-direction for β > 0 (and |q| = β).
In the strong-coupling limit when α is large and β is zero,
the energy is minimized by a coplanar solution, where do-
mains with M close to (0, 0,±1) form, separated by nar-
row domain walls. Each domain is identified as a region
in which Φ(x) has a definite sign, resulting in the oppo-
site sign for Mz. In Fig. 1, we plot the structure of Φ(x),
which forms a triangular lattice; Φ(x) has a positive or
negative sign in each of the faces of the triangles.
Weak-coupling Analysis– Two possibilities can arise in
the small α and β limit based on the observations from
the α = 0 and β = 0 cases: when the β term plays a sub-
dominant role compared to the α term, one expects to see
FIG. 1. A plot for the moire´ potential Φ(x). The basis vectors
a1, a2 are also shown.
a twisted solution, where in each face of the triangular lat-
tice the magnetization tends to bend towards +zˆ or −zˆ
based on the sign of Φ(x); nonzero β causes distortions
in the coplanar configuration. We call the phase that this
solution belongs to the twisted phase. On the contrary,
when the α term plays a subdominant role to the β one,
one expects a spiral configuration that is perturbed by
the moire´ potential lattice. Since the spiral can have a
period that is different from that of the moire´ lattice, we
call this the incommensurate phase. A commensurate-
incommensurate (CI) transition can occur between these
two phases. Below we perform a perturbative solution
in the commensurate case, and then extend the analy-
sis to the incommensurate phase and also the transition
between the two phases.
The problem to be solved is the minimization of the
classical Hamiltonian in (3); for the commensurate phase,
we impose moire´ periodicity. We will use a polar coordi-
nates parametrization M = (sin θ cosφ, sin θ sinφ, cos θ),
and derive the Euler-Lagrange equation (see Ref. [25] for
a complete discussion). To zeroth order in β, the angle
φ takes a constant value: φ(x) = φ(0) + O(βα). The
simplified Euler-Lagrange equation for θ then reads
∇2θ + α sin θΦ(x) = 0. (4)
As discussed in the SM, and in a similar fashion to the
approach in Ref. [17], the solution to zeroth order in β
takes the form θ(x) = pi2 +αΦ(x)+O(α
3, β2α); this solu-
tion requires a definite mean value for θ, i.e. pi/2, in each
unit cell in order for the energy to be minimized. It fur-
thermore predicts that in the twisted phase, fluctuations
of θ from pi/2 are given by the function Φ(x) and hence
triangular domains form in which spins prefer either up
or down directions. We have checked numerically that
the solution even with infinitesimal β, prefers only three
values for φ(0), i.e. eiφ
(0)
=
[
dˆy − idˆx
]n
, with n = 1, 2, 3.
We now turn to a perturbative study of the incommen-
surate phase and the CI transition; we will focus on the
incommensurate solutions when they are close to the CI
transition line. If α plays a subdominant role, the solu-
tion resembles a spiral with a period close to 2piβ ; however
3as β is lowered, this period increases; one expects a con-
tinuous CI transition to happen at some value of β. Thus
close to this transition point, the incommensurate period
should become larger and larger such that locally the
configuration looks similar to a commensurate one but
small-width discommensurations (or solitons) can form
with large separations. It is this separation distance that
diverges at the CI transition [26]. We exploit this key in-
formation to find incommensurate solutions close to the
transition by considering configurations that are locally
very close to being commensurate but their local prop-
erties could change appreciably if a distance close to the
long incommensurate periodicity is taken.
To this end, we make use of the commensurate so-
lution found above but allow the mean value of θ to
fluctuate slowly as the position is varied. However, we
saw above that the mean value for θ is determined to
be pi/2 in the minimization process; in order for each
unit cell to have a specific mean value for θ, the above
Euler-Lagrange equation should be modified to have the
form ∇2θ + α sin θΦ(x) = λ, where λ is a Lagrange
multiplier. This equation can be solved, and one finds
the energy density per unit cell of such a periodic solu-
tion to have the form − 34α2 sin2 θ¯, where θ¯ is the mean
value of θ in each unit cell; note that this is mini-
mized for θ¯ = pi/2. Letting θ¯ fluctuate over long dis-
tances will result in an energy penalty; we require this
energy penalty to be compensated by the DM interac-
tion energy gain in the incommensurate solutions. In
fact an effective one-dimensional Hamiltonian of the form
Heff = 12
(
∂y θ¯
)2 − 34α2 sin2 θ¯− β ∂y θ¯, can be exploited to
study this competition. This sine-Gordon Hamiltonian
has been extensively studied, see e.g. Ref. [26], and is
known to have a continuous CI transition at βc =
√
6
pi α.
This means that the phase separation line between the
commensurate and the incommensurate phases has a lin-
ear form for small α and β. For β & βc, the order-
ing wavevectors deviate from the moire´ ones (including
the vanishing wavevector) with the asymptotic behavior
δk ∼
√
3α
2 1/ log
(
α2 1β−βc
)
; the direction of this incom-
mensurate wavevector correction is not fixed at this order
of perturbation theory.
Possible Commensurate Phases– Since the properties
of different possible commensurate phases are in most
contrast for large α values, we focus on this regime. In
the large α regime, triangular domains of spins mostly
pointing in the +zˆ or −zˆ directions form. These domains
coincide with the triangular domains shown in Fig. 1,
where Φ(x) < 0 or Φ(x) > 0 respectively. The widths of
the domain walls (in dimensionless units) decrease as α
increases, resulting from the competition of the kinetic
and moire´ potential terms. On the domain walls Φ(x) ≈
0, thus the magnetization is not constrained by the α
term. It is actually the different configurations that the
magnetization could take on these domain walls that give
rise to different solutions lying in different commensurate
phases. Starting at β = 0, the energy is minimized by
a coplanar configuration wherein for all points, the in-
plane magnetization can take any direction, i.e. there is
an SO(2) rotational symmetry.
Next we consider the effect of nonzero β. The DM
term, up to integration by parts, can be written as
−2βM · (zˆ × ∇Mz). Namely, M prefers to be per-
pendicular to the gradient of Mz, which lies normal to
the domain walls. When β is not large, it does not affect
configurations deep inside the triangular domains, but
drives the magnetization vectors on the triangles’ edges
to point along them in the direction preferred by the DM
interaction, as shown in Fig. 2(a).
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FIG. 2. (a) An avoided vertex. The magnetization vectors on
the domain walls point along them. (b-d) The 3-state clock
vertex. (e-f) The Ising vertex.
However, the configurations close to the vertices are
frustrated, i.e., the three directions of magnetization vec-
tors along the edges of the triangles cannot be satis-
fied at the same time, and hence different vertex con-
figurations could arise. One possibility is that the ver-
tex magnetization follows one of the three directions on
the edges, breaking the SO(2) symmetry down to C3,
as shown in Figs. 2(b-d); we name this a 3-state clock
vertex. Interestingly, a solution consisting of the same
vertex configuration everywhere lies in the same phase
as the twisted solution discussed above. Consider a solu-
tion with e.g. the configuration in Fig. 2(b) realized at all
its vertices, its symmetries include: translation symme-
tries of the moire´ triangular lattice Ta1 , Ta2 (the basis
vectors are shown in Fig. 1), reflection symmetry with
respect to the y = 0 line, and a simultaneous action of
y → −y and Mz → −Mz [27].
Another possibility of the vertex configuration is Ising-
like, i.e. spins pointing along +zˆ or −zˆ as in Figs. 2(e)
and 2(f), enabling the possibility of skyrmions: if all
the vertices choose the same configuration, say 2(f), a
4skyrmion lattice of moire´ scale is formed: triangular do-
mains with up spin constitute a lattice of skyrmions in a
down-spin sea (see also Fig. 4). Symmetries of this phase
include again the transnational ones Ta1 , Ta2 , and there
is an additional C3 rotation symmetry.
The skyrmion lattice phase can be viewed as stabi-
lized due to an effective ferromagnetic interaction be-
tween neighboring Ising-type vertices, however it could
happen that this interaction becomes antiferromagnetic,
making a translational-symmetry-broken phase possible:
Our numerical results (see below) indicate that one of
such phases is possible, where the Ising vertices all point
in the same direction along the direction specified by one
of the moire´ lattice vectors, while along the direction of
the other lattice vector, the Ising vertices alternatively
point up and down (see Fig. 4). We name it as the Ising
stripy phase. Its symmetries are: Ta1 , T2a2 , and a simul-
taneous action of y → −y, Mz → −Mz, and x→ x+a2.
Since these phases only differ in the vertex configura-
tions, simple dimensional analysis will not select an en-
ergetically favored one. One needs to solve the full equa-
tions of motion to compare them, which will be done in
the next section.
Landau-Lifshitz-Gilbert Simulation–We present the
numerical phase diagram obtained from Landau-Lifshitz-
Gilbert (LLG) simulation [28, 29], which treats the varia-
tion of the Hamiltonian with respect to the magnetization
vector as an effective external field, Beff = −δH/δM .
The LLG equations are:
dM
dt
= −gM ×Beff + ηM × dM
dt
, (5)
where g is the gyromagnetic ratio and η is the Gilbert
damping coefficient which is taken to be large for faster
convergence. Releasing from various trial configurations,
we observe different late-time static configurations repre-
senting energy minima: we find that the twisted phase,
the moire´ skyrmion phase and the Ising stripy phase in-
troduced above constitute the main body of the phase
diagram. In Figs. 3 and 4, we present examples of steady-
state configurations for these three phases (note that the
shown configurations are not necessarily ground states for
the chosen parameters). In the moire´ skyrmion phase, in-
terestingly, there is one skyrmion per moire´ unit cell with
skyrmion number +1 and helicity pi/2, i.e.
Nsk =
1
4pi
∫∫
u.c.
d2x M ·
(
∂M
∂x
× ∂M
∂y
)
= 1. (6)
Fig. 5 shows the numerical phase diagram obtained
from LLG simulation imposing periodic boundary condi-
tions on blocks containing 2 by 4 moire´ unit cells.
We see that the twisted phase has the lowest energy
for small β as expected. Upon increasing β, it is then re-
placed by the skyrmion lattice or the stripy Ising phases
FIG. 3. Top view of the twisted configuration generated at
(α, β) = (1.25, 1). The background of −zˆ pointing magneti-
zation vectors are simply depicted as points for better visual-
ization. The vertices are of the type shown in Fig. 2(b).
FIG. 4. The moire´ skyrmion lattice (left) and the stripy
Ising (right) configurations generated at (α, β) = (1.25, 1) and
(2.5, 0.5), respectively. The background −zˆ pointing magne-
tization vectors are depicted as points. The vertices are of the
type shown in Fig. 2(f) for the skyrmion lattice and of both
2(e) and 2(f) types for the Ising stripy.
depending on the value of α, but then again at higher val-
ues of β it becomes the ground state. We claim that these
two disconnected patches belong to the same twisted
phase since they have the same symmetry and could be
continuously deformed into each other. Furthermore, all
transitions between these commensurate phases are first
order.
In the upper left corner of the phase diagram, we have
found different incommensurate phases, i.e., states with-
out the moire´ periodicity. For example when α = 0, the
periodicity of the spirals is given by 2pi/β. In general,
the competition between α and β can lead to configu-
rations with various periods and symmetries, and even
chaotic structures [30]. Since, in the LLG simulations,
we cannot exhaust all possible trial configurations with
all possible unit cells, we take a cautious view and do
not make definitive conclusions regarding the nature of
this region or its phase boundary, except what can be ex-
tracted from the weak-coupling analysis presented above.
Furthermore, we observe numerically that for very large
values of α around the bottom transition line between the
skyrmion and the twisted phases, yet another phase be-
comes energetically favored and intervenes between the
skyrmion and the twisted phases. We have not fully ex-
5plored this part of the phase diagram that is shown as
shaded in Fig. 5, due to unreliability of the numerics.
Finally, we would like to comment on another possible
phase at large β. When the interlayer term is strong, it
effectively acts as a slow-varying external field inside each
domain. It is well-known that an external field of scale
α ∼ β2 could lead to a skyrmion lattice phase [1, 2, 11];
we therefore expect an incommensurate skyrmion lattice
of scale 2pi/β to form for appropriately chosen α and β.
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FIG. 5. The ground-state phase diagram obtained from LLG
simulation. The phase boundary between the incommensu-
rate states and the commensurate ones is blurred, as the na-
ture of the former phase as well as the transition line cannot
be concluded from numerics.
Discussion–In this paper, we have ignored the single-
ion anisotropy for the ferromagnetic layer. Such
anisotropy, if Ising-like, stabilizes Ising-type vertices. A
perpendicular magnetic field will similarly stabilize the
Ising vertices, and in particular favor the skyrmion lat-
tice, consistent with the well-known fact that external
fields can stabilize skyrmion lattice phases [1, 2, 10–12].
We have made the assumption that the spin-stiffness
and anisotropy parameters of the antiferromagnetic layer
are large, such that the antiferromagnetic layer is in the
collinear phase. We expect this assumption to be valid in
the regime where C/(ρ2d
2) & α2 and ρ2/ρ1 & 1, as ana-
lyzed in our previous work [17]. Relaxing this assumption
could lead to ground state solutions requiring nontrivial
textures in both layers; in the small β case, the resultant
phases will resemble those discussed in [17], namely, the
M and N vectors will be parallel (antiparallel) for neag-
tive (positive) values of Φ(x). Furthermore, we would like
to comment on the effect of a small twisting between the
two layers; such twist effectively increases the magnitude
of the wavevector d introduced above. In the dimension-
less parametrization, this corresponds to a modification
of the spatial structure of Φˆ(x), and a decrease in α and
β.
The material MnPS3, having an antiferromagnetic
Heisenberg Hamiltonian and an Ising-like anisotropy
[15, 31–33], may be a good candidate for the antifer-
romagnetic layer. The family of Janus transition metal
dichalcogenides [34] could be a promising candidate for
the FM layer; these materials have small lattice mis-
matches compared with MnPS3 and also exhibit the DM
interaction [22].
Interesting phenomena such as the topological Hall ef-
fect could arise due to the effect of moire´ skyrmions on
the conduction electrons through the emergent electro-
magnetic field (see for example [35, 36]). We leave the
full description of the related physics to future work.
Note added: During the preparation of this draft, we
noticed Ref. [37] which has some overlap with our work.
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SUPPLEMENTARY MATERIAL
Perturbation theory
Using a polar parametriztion for the magnetization vector M = (sin θ cosφ, sin θ sinφ, cos θ), the Hamiltonian
density takes the form:
H =1
2
(∇θ)2 + 1
2
sin2 θ (∇φ)2 + α cos θΦ(x)
+ 2β cos θ [cos θ (sinφ∂xθ − cosφ∂yθ) + sin θ (cosφ∂xφ+ sinφ∂yφ)] ,
(7)
7where Φ(x) =
∑
α sin(dˆα · x), and x = (x, y). The Euler-Lagrange equations read:
∇2θ − sin θ cos θ (∇φ)2 + α sin θΦ(x) + 2β sin2 θ (cosφ∂xφ+ sinφ∂yφ) = 0,
sin θ ∇2φ+ 2 cos θ (∇φ · ∇θ)− 2β sin θ (cosφ∂xθ + sinφ∂yθ) = 0.
(8)
First, we seek a commensurate solution for θ and φ; the perturbation expansion to lowest orders in β and α read:
θ =
pi
2
+ αΦ(x) +O(α3)
+ 4β2α
[
cos2 φ(0) ∂2xΦ(x) + 2 sinφ
(0) cosφ(0) ∂x∂yΦ(x) + sin
2 φ(0) ∂2yΦ(x)
]
+ . . . ,
φ = φ(0) − 2βα
(
cosφ(0)∂xΦ(x) + sinφ
(0)∂yΦ(x)
)
+ . . . .
(9)
The energy per unit cell taking the solutions up to this order into account reads:
E = −3
4
α2 + . . .
− 2β2α2
∑
a
(
mˆ
(0)
‖ .dˆa
)2
+ . . . ,
(10)
where mˆ‖ is a unit vector in the direction of the in-plane component of the magnetization vector M . The . . . on
the first row stands for terms higher order in α and zeroth order in β, while the . . . on the second row represents
higher orders in both α and β. The above form can be further simplified using
∑
a
(
mˆ
(0)
‖ · dˆa
)2
= 32 , this means that
to this order there is no preferred direction for mˆ
(0)
‖ or equivalently that φ
(0) is not determined to this order. We
expect higher order corrections to break this rotational symmetry and give φ(0) the three preferred values (that are
C3 equivalent) we found numerically.
Now we turn to a perturbative study of incommensurate configurations close to the commensurate-incommensurate
transition line. Such configurations can show slow variations of the magnetization over a large incommensurate length
scale on top of the fluctuations on the moire´ scale. Additionally, one can see that the above form for the average energy
per unit cell (10) contains no linear-in-β contribution; however such a linear term can arise in an incommensurate
configuration where the angle θ acquires some accumulated winding over a long length. In the following, we will study
this contribution and how it can lead to the commensurate-incommensurate transition.
In this limit, the following approximation is made: we take the incommensurate configuration to look locally like a
commensurate one for which we found the perturbative solution above. In the above solution, the mean value of θ in
moire´ unit cells has to take the value pi/2 in order for the energy to be minimized. However, in order to allow for large
scale variations in θ, we let its mean value to change slowly as one moves in the moire´ lattice; this will bring in some
energy penalty due to the fact that in some unit cells the mean value of θ is different from its preferred value. The
requirement for this energy penalty to be compensated by the linear-in-β term (arising from large-scale variations of
θ also) allows us to find the point where the commensurate-incommensurate transition occurs.
To this end, we modify the above solution to accommodate an arbitrary mean for θ in each unit cell. This can be done
by adding a Lagrange multiplier term to the Hamiltonian that is minimized. To zeroth order in β, φ = const. +O(β),
and thus an equation of the form ∇2θ + α sin θ Φˆ(x) = λ is obtained. λ is the Lagrange multiplier and is found order
by order to ensure that θ¯ is the mean of θ to all orders. Solving with a definite θ¯:
θ(x) = θ¯ + α sin θ¯Φ(x). (11)
The energy per moire´ unit cell is derived using the Hamiltonian density given by 12 (∇θ)2 + α cos θΦ(x):
E = −3
4
α2 sin2 θ¯. (12)
θ¯ = pi/2 minimizes this energy density and thus we expect that in the twisted solution fluctuations of θ happen around
θ¯ = pi/2 as shown in (9).
Now one can let θ¯ to fluctuate slowly from a unit cell to another one that has an appreciable distance, such
fluctuations will be controlled by an effective Hamiltonian of the form Heffkin+pot = 12
(∇θ¯)2 − 34α2 sin2 θ¯, where the
gradient is discretized and θ¯ takes values in moire´ unit cells and varies slowly with position. One also needs to add the
8θ˜
pi
L w y
FIG. 6. A possible configuration for the variable θ˜ = pi/2− θ¯ in the incommensurate phase close to the CI transition, where θ¯ is the local
mean value of the θ angle in unit cells. An incommensurate configuration consists of large regions with θ¯ close to pi
2
which minimizes the
energy in a commensurate configuration, however these regions are separated by narrow discommensurations (or solitons) where θ¯ varies
by pi. The width of the discommensurations is shown by w and their relative distance with L. As one gets closer to the transition line L
diverges. This plot is inspired by a figure in Ref. [26].
effect of the DM interaction, to first order in β, the Hamiltonian density reads HeffDM = 2β cos2 θ¯(sinφ∂xθ¯− cosφ∂y θ¯),
where we have used the fact that φ is a constant to zeroth order in β. Any choice of φ determines a preferred direction
for θ¯ variations. For example φ = 0 corresponds to having variations of θ¯ in the y direction only. To this order in
perturbation theory, there is no preferred direction for the incommensurate wavevector. Proceeding with this choice
of φ, an effective one-dimensional Hamiltonian, taking all the above points into account, can be achieved:
Heff = 1
2
(
∂y θ¯
)2 − 3
4
α2 sin2 θ¯ − β ∂y θ¯, (13)
the Hamiltonian is defined on a dicretized lattice but we use a continuum limit approximation, which is most justified
in the simultaneous limits of small α and β and large incommensurate periodicity. With a transformation θ˜ = pi/2− θ¯,
the potential term in the effective Hamiltonian takes a positive definite form and one arrives at Heff = 12
(
∂y θ˜
)2
+
3
4α
2 sin2 θ˜ + β ∂y θ˜. Such Hamiltonians and their commensurate-incommensurate transitions are studied extensively
in Ref. [26]. In particular, it is shown that a profile like the one shown in Fig. 6 is expected for the variable θ˜ in the
incommensurate phase; the transition happens at a β value equal to βc =
√
6
pi α, and above this β value, creation of
the solitons shown in Fig. 6 becomes energetically favored; in fact their relative distance is also found to have a form
like L = 2√
3α
log
(
α2 1β−βc
)
.
