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Chapter 1
Introduction
The comissioning of the large hadron collider (LHC) has marked the onset of a new era of pre-
cision in high-energy physics. In 2010-2013, the general-purpose experiments CMS and ATLAS
have each delivered ∼ 5 fb−1 of data at a center-of-mass energy of 7 TeV and ∼ 20 fb−1 at
8 TeV. This has allowed to probe the standard model (SM) of particle physics and deviations
thereof at an unprecedented level of precision and lifted the energy frontier for searches for new
physics. Most notably, it has led to the discovery of a new neutral scalar boson with a mass
of 125 GeV [1, 2]. The compatibility of this new particle with the SM Higgs boson has been
established [3] and later confirmed by refined analyses [4–6].
The Higgs boson emerges as a byproduct of the mechanism of spontaneous symmetry breaking,
which confers a mass to the SM particles in a gauge invariant way [7]. Its discovery completes the
SM and ensures its validity as a predictive theory. Some questions however remain unanswered
by now which call for new physical content. Various observations indicate that visible matter
constitutes only a small fraction of the total mass present in the universe [8]. The exact nature
of the remaining ‘dark matter’ is the object of active research and many models which provide
a candidate particle are under investigation [9–11]. Another issue is the difference between the
weak mass scale mEW ∼ 103 GeV and the other fundamental mass scale, MPlanck ∼ 1018 GeV,
at which gravity becomes strongly interacting. In absence of new physics, the squared Higgs
boson mass receives virtual corrections proportional to M2Planck. To obtain the measured Higgs
boson mass would require an amount of fine-tuning between the bare mass and the quantum
corrections which appears hardly justifiable [12]. One therefore expects the onset of physics
beyond the standard model (BSM) around the electroweak scale to protect the Higgs boson
mass from such large corrections. A variety of models has been proposed to implement such
interactions, amongst which supersymmetric models [9] and composite Higgs models, which
are extensions of technicolor models [11], are the most promising. These BSM models feature
additional particles which carry the new interactions and fix their properties such as to achieve
consistence with the SM at low energies. Such particles are expected at energies around 1 TeV
and their observation would be a breakthrough towards a more fundamental theory. On the
other hand new physics models differ in particular in the way electroweak symmetry breaking
is implemented, sometimes involving several Higgs bosons. Precision studies of the properties
of the newly discovered boson might therefore yield hints regarding the nature of BSM physics.
In particular, measurements of its spin, charge and parity as well as its coupling to other SM
particles can lead to a better understanding of the mechanism of spontaneous symmetry break-
ing and have become a priority in the LHC research programme.
A major obstacle for Higgs studies at the LHC is that the signal is overwhelmed by the back-
ground from quantum chromodynamics (QCD) processes. In order to increase the signal-to-
background ratio, increasingly sophisticated techniques have been developed which rely on the
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knowledge of the kinematical characteristics of the relevant processes. These techniques consist
on one hand in investigating production and decay channels whose specific signature allow for
a better detection and event reconstruction, and on the other hand in restricting the scrutiny
to phase-space regions where the background is known to be more modest w.r.t. the signal.
One of the most common variables used in this respect is the transverse momentum pT,H of the
Higgs boson. In the vector boson fusion (VBF) production channel V V → H, the V bosons
are recoiling against a quark pair and the Higgs boson receives a pT of the order of MV. In the
gluon fusion channel the initial state gluons have a negligible transverse momentum, and the
pT of the Higgs boson is associated with its production together with a QCD jet against which
it recoils. The applications of the pT,H spectrum in the background rejection for Higgs studies
are manifold. For instance, when considering the production of a Higgs boson via vector boson
fusion followed by its decay into a W boson pair it has become customary to apply a veto on
highly transverse jets in order to get rid of the dominating tt background [1,2,13]. This restric-
tion on the jet kinematics has of course also an effect on the signal itself. In order to assess
this effect, a good understanding of the H + 1J process is essential. A further example is the
binning of the signal according to the number of jets as is being done for instance when studying
the H → WW decay channel [1, 2, 14]. Since the final states of distinct jet multiplicity suffer
from different backgrounds, the possibility to apply dedicated selection cuts to the individual
bins substantially improves the background rejection. It appears however that the samples of
different multiplicities are correlated due to migration of events between the jet bins [15]. In
order to take account of it in a consistent way in the evaluation of the perturbative uncertainty,
it becomes important to know the H+0J and H+1J predictions at the same level of theoretical
precision. This is in particular the case since final states with H + 0J and H + 1J contribute
to roughly equal amount in many Higgs studies. The Higgs boson pT spectrum also comes into
play in situations where it is required to be produced with high transverse momentum. This is
the case when investigating H → bb decays, which can be tagged by studying the substructure
of the fat jet which emerges in boosted Higgs boson decays [16].
In the SM the different Higgs production channels contribute to final states of different jet mul-
tiplicities. While gluon fusion mainly contributes to zero- and one-jet final states, Higgs plus
two jets final states receive a significant contribution from VBF and associate Higgs production
(VH). For higher jet multiplicities ttH production becomes increasingly important. The study
of jets and their multiplicities in Higgs boson production thus allows to probe the different Higgs
production mechanisms. In the LHC run II, ∼ 300 fb−1 of data are expected to be recorded.
This will lower the statistical uncertainty of the measured observables, and in order to keep
track with the increasing precision of experimental measurements, higher orders in the pertur-
bative expansion will be needed on the theory side.
At the LHC, the dominant Higgs boson production mode is gluon fusion, where the interaction
is mediated through a quark loop. Since the coupling of the Higgs boson to fermions is propor-
tional to their masses, the interaction effectively amounts to the top quark contribution [17].
In the mt → ∞ limit, the top quark loop can be integrated out, which yields an effective the-
ory where the loop-induced interaction between the Higgs boson and gluons has been replaced
by point-like effective vertices [18]. The use of this effective field theory (EFT) represents a
substantial computational gain, since it allows to reduce the number of loops in a calculation
by one, however it is only valid as long as the scales involved in the process are smaller than
2mt [19]. The fully inclusive cross section for pp→ H has been calculated in gluon fusion in the
full theory up to the next-to-leading order (NLO), where the NLO correction has been observed
to be large [20]. Using the EFT, the same computation has been performed at NLO [21] and
next-to-next-to-leading order (NNLO) [22] accuracy, which established the convergence of the
perturbative prediction. The cross section has also been computed differentially including the
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Higgs boson decay to two photons or two weak gauge bosons [23, 25]. On the other hand, the
differential cross section for pp→ H + 1J and its contribution to the pT,H spectrum are known
only at LO in the full theory [19]. At NLO its computation has been carried out using the
EFT [26] and supplemented by 1
m2t
effects [27], leading again to large NLO corrections.
At leading order in gluon fusion the pp → H + 1J cross section is given at α3s by the squared
gg → gH and qq → gH amplitudes as well as crossings of the latter. This work documents the
computation of its NNLO α5s correction using the EFT, where the cross section is computed
inclusively in the number of jets but fully differentially otherwise. At this order in αs three
contributions enter the calculation. The first one is the squared amplitudes for the scattering of
a Higgs boson and five partons at tree-level [28] (here and in the following the number of loops
refers to the one using the EFT). Compact expressions have been obtained for these using MHV
techniques [29]. The second ingredient is the one-loop Higgs plus four partons amplitudes, for
which analytical expressions have been obtained using unitarity methods [30]. They contribute
to the computation in terms of interferences with their tree-level counterparts. The third contri-
bution encompasses interferences of two-loop and tree-level Higgs plus three parton amplitudes
as well as the corresponding squared one-loop amplitudes. The latter are known [31], while the
two-loop amplitudes are the genuine new ingredient and one of the main results of this work.
The main bottleneck for loop calculations is the integration over the loop momentum. Due
to the high tensorial rank of Feynman rules involving gluons, gluonic amplitudes in particu-
lar require the evaluation of a large number of integrals. The standard procedure is then to
use integration-by-parts identities [32, 33] to relate them to a small basis of master integrals.
Recently, all master integrals with three massless and one massive external leg have become
available at two loops [34,35], such as to make possible the computation of the H → 3 partons
amplitudes at this loop order [36].
In order to obtain a cross section out of these three ingredients, the integration over their final
state phase-space and the convolution with the parton distribution functions (PDF) needs to
be performed. Due to the complexity of the phase-space, itself subjected to constraints from
the definition of the experimental observable, an analytical treatment is not appropriate. The
integration is thus performed numerically in terms of a parton-level event generator. Its core
consists of a FORTRAN implementation of the VEGAS adaptive Monte Carlo (MC) integration
algorithm [37]. Based on it a program has been developed which evaluates the fully inclusive
cross section and generates distributions in various user-defined kinematical variables on the fly.
The decay of the Higgs boson to two photons is built in and the inclusion of other decay modes is
feasible. Modifications of the phase-space restrictions can be implemented in a straightforward
manner, which confers a great flexibility to the program and allows for the study of various
experimental observables to be performed.
It is well-known that the contributions to higher order corrections involving massless particles in
the final state are separately infrared (IR) divergent and that only their sum is finite and well-
defined. While the UV-renormalised loop amplitudes display an explicit pole structure, the
divergent behaviour of real radiation contributions depends on the kinematical configuration
and manifests itself only after integration over the phase-space. Since a numerical integration
is spoiled by these implicit divergences, a subtraction formalism is needed to extract them from
the real matrix elements and add them back in integrated form to the virtual interferences. In
this way the individual contributions are rendered finite and integrable over the whole phase-
space and the numerical integration may be safely performed. Several subtraction formalisms
have been successfully applied to compute NNLO observables. QT-subtraction [38] is restricted
to colourless final states and uses the well known resummation of small-pT contributions to
approximate real radiation corrections. It has been applied to Higgs boson production [25],
vector boson production [39], associated V H-production [40], photon pair production [41] and
6
top quark decay [42]. Sector decomposition [43] performs an iterated decomposition of the
final state phase-space to disentangle and isolate the loop and unresolved divergences, and nu-
merically cancels their coefficient without the need of actual subtraction terms. This has been
applied to Higgs boson production [24,44,45] and vector boson production [46]. STRIPPER [47],
combines the ideas of sector decomposition and residue subtraction and has been applied to top
quark pair production [48]. The subtraction formalism used in this work is antenna subtrac-
tion [49–52], which has been used at NNLO for e+e− → 3 jets [53, 54] as well as gluons-only
dijet [55] and H + 1J production [56]. Finally, an independent STRIPPER-like formalism [57]
has been used at NNLO for fully differential top quark decay [58] as well as an independent
computation of H + 1J [59]. This will allow for a benchmarking of the performance of the
different subtraction formalisms.
This work is organised as follows. In chapter 2, some important theoretical concepts are re-
viewed and some notation established. In chapter 3, the computation of the two-loop helicity
amplitudes for H → 3 partons is outlined. In chapter 4, the antenna subtraction formalism is
explained and its application to the H + 1J process is sketched. In chapter 5, some essential
concepts of the implementation of the parton-level event generator are listed. Chapter 6 details
the validation of the program. Results are displayed in chapter 7 and chapter 8 concludes.
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Chapter 2
Theory
In this chapter the theory underlying to the computation is shortly rewieved and some notation
is fixed.
Matter in its microscopic state is described in terms of elementary particles subjected to certain
forces. The dynamics are controlled by the Schro¨dinger equation, in which the physical rules
governing the behaviour of matter and its interaction with radiation is implemented in terms
of a Hamiltonian (or equivalently a Lagrangian) operator. It is well-known that this equation
is not solvable exactly. However, an approximation which captures the dominant features of
the solution can be obtained using perturbation theory. This provides a picture in terms of a
classical solution and quantum corrections on top of it. The corrections are organised as a series
in the coupling which quantifies the strenght of the respective interaction. The validity of the
perturbative approach thus depends crucially on the value of the coupling which itself depends
on the energy scale of the process. In energy ranges where perturbation theory breaks down,
phenomena may still be qualitatively described by nonperturbative models based on reasonable
assumptions.
In practical calculations, the perturbative solution of the Schro¨dinger equation for a certain
interaction can either be written as a Dyson series or a Feynman path integral. Both formalisms
lead to an expression in terms of spacetime processes involving a definite set of particles. For
these, a diagrammatic representation can be given in terms of modular building blocks, called
Feynman rules, which can be obtained from the Lagrangian corresponding to the respective
interaction. Assembling the Feynman rules correctly ultimately leads to the cross section σ,
which describes the probability for that interaction to take place.
The structure of the Lagrangian L is based on very general principles. Renormalisability (see
sec. 2.7) together with dimensional analysis, puts an upper bound on the number of fields which
may appear in a particular term of L. It has furthermore turned out that physical laws are
invariant under local gauge transformations. These can be understood as rotations in the space
spanned by the charges connected with a certain force. Imposing this symmetry on L, together
with renormalisability, yields tight constraints which leave only Lagrangians with a particular
structure and a finite number of terms. In particular this yields a finite set of Feynman rules.
In the following some aspects of gauge theory and perturbative computations are detailed, with
emphasis on the theory of the strong nuclear force, quantum chromodynamics, and the Higgs
mechanism. The theory of electroweak (EW) forces, altough mentioned, is not a topic of this
work and will not be further treated. Together with QCD and the Higgs mechanism this forms
the standard model of particle physics, the by now most successful attempt to describe the
fundamental structure of matter and forces.
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2.1 Elements of QCD
The idea of a substructure of protons and neutrons appeared around the 1960’s. At that time,
several new particles had been discovered in scattering experiments, raising the need to organ-
ise them into some theoretical structure. It was discovered that this ‘particle zoo’ could be
classified into multiplets of the special unitary Lie group SU(3). Following this insight, three
new elementary particles, called ‘quarks’ (or, initially, ‘partons’), were postulated in the funda-
mental representation of SU(3). The members of the particle zoo were thought of as composed
of quarks and called ‘hadrons’. These were further classified as ‘baryons’, fermionic particles
being built out of three quarks and to which protons and neutrons belong, and ‘mesons’, being
composed of a quark-antiquark pair and obeying Bose-Einstein statistics. The quarks would
carry fractional electrical charges ±13 or ±23 and have spin 12 .
At high energies, inelastic lepton-hadron or hadron-hadron scattering could then be described
in terms of incoherent elastic scattering with the hadron’s quark constituents. This necessitates
the knowledge of how the momentum of a hadron is shared among the quarks. To this end
so-called parton distribution functions (PDF) were introduced, which represent the probability
to find inside a hadron a parton with a certain identity (flavour) and a certain fraction of the
hadron’s momentum. They are obtained from fits to experimental data.
This picture described hadron spectroscopy rather well, but led to a problem when considering
baryons like the Ω−. This spin-32 -particle had a fully symmetric wavefunction, which was in
contradiction to the Fermi-Dirac statistics it obeyed to. The solution of this problem consisted
in introducing a new ‘colour’ quantum number carried by the quarks and represented by the
three charges ‘red’, ‘green’ and ‘blue’. The requirement of fully antisymmetric wavefunctions for
the hadrons then translates as the colour wavefunction behaving as a singlet under SU(3) trans-
formations. This new colour symmetry is not to be confused with the SU(3) flavour symmetry.
The colour symmetry of the quarks implies that they cannot be observed as single particles and
rather remain confined inside the hadrons. Nevertheless, over the time indirect experimental
evidence gave strong support to this new model. The observation of scaling in proton-electron
deep inelastic scattering (DIS) data hinted towards the hypothesis of nucleon substructure. The
Callan-Gross relation holding experimentally between proton structure functions confirmed the
fermionic nature of the quarks and their fractional charges successfully described the observed
ratio
R =
σ(e+e− → hadrons)
σ(e+e− → µ+µ−) , (2.1)
in electron-positron annihilation. This also confirmed the presence of a new degree of freedom
which can take three values. Further experimental results were to confirm these observations.
On the other hand it turned out that the SU(3) flavour symmetry is not an exact symmetry
of the theory. Six quark flavours are now known: up-, charm- and top quarks have a charge of
+23 , while down-, strange- and bottom quarks are −13 -charged. Still, the up- down- and strange
quarks are very light in comparison to the other three, such that their mass is often neglected.
In this limit, flavour SU(3) can be considered as an approximative symmetry of the Lagrangian.
These experimental results motivated a field theoretical formulation of this model. Taking the
colour quantum numbers of the quarks seriously as the charges of a colour field, one can work
out the Lagrangian of QCD [60,61],
LQCD = Lquarks + Lgauge + Lgauge fix + Lghost. (2.2)
The quark and gauge parts are (/p = pµγµ) :
9
Lquarks = qi(x)
(
i /Dij −mδij
)
qj(x), (2.3)
Dµij = ∂
µδij + igsA
µ
aT
a
ij , (2.4)
Lgauge = −1
4
F aµνF
a,µν , (2.5)
F aµν = ∂µA
a
ν − ∂νAaµ − gsfabcAbµAcν , (2.6)
where indices appearing pairwise are being summed over. For the sake of generality the number
of colours is kept as NC . The Lagrangian LQCD is then invariant under a SU(NC) transfor-
mation, which is characterised by the generators T aij and the structure constants f
abc, defined
through the relation [T a, T b]ij = if
abcT cij . The indices i, j run over the NC dimensions of the
fundamental representation, to which the quark and antiquark fields qi, qi belong, while the
colour gauge fields Aaµ live in the (N
2
C − 1)-dimensional adjoint representation and are labeled
by the corresponding indices a, b, c. The covariant derivative Dµij in Lquarks guarantees that it
is invariant not only under a global but also under a local gauge transformation exp(θ(x)aT
a).
The dynamics of the gauge field, represented by a new massless coloured particle called gluon,
is encapsulated in the field strength tensor F aµν . The strength of the interaction is given by the
strong coupling constant αs respectively the gauge coupling gs =
√
4piαs.
It turns out that Lgauge is ill-defined, since the gauge field exists in an infinite number of config-
urations which are equivalent under gauge transformations. In order to remove this degeneracy,
one introduces two further contributions
Lgauge fix = − 1
2ξ
f(A)af(A)a, (2.7)
Lghost = ∂µηa,†
(
∂µδab + gsfabcA
c,µ
)
ηb. (2.8)
In Lgauge fix, the function f(A)a implements a condition which fixes the gauge via f(A)a = 0.
Popular gauges are the covariant gauges f(A)a = ∂µA
a,µ and the axial gauges f(A)a = n ·Aa.
The gauge fixing condition still leaves some gauging freedom which is parametrised by the vari-
able ξ. The procedure which leads to Lgauge fix requires the introduction of a further unphysical
‘ghost’ field [62]. These are Lorentz scalars but obey to Fermi-Dirac statistics, and are repre-
sented by Grassmannian numbers ηa. They don’t appear as external particles but only inside
loops, where they cancel unphysical polarisations of the gluons.
The complete Lagrangian LQCD then describes a gauge-invariant theory of strong interactions
and allows for perturbative predictions of QCD processes. This is done as already mentioned
with Feynman rules derived from the Lagrangian.
2.2 Higgs mechanism
In contrast to QCD, the electroweak Lagrangian implements a SU(2)L⊗U(1)Y symmetry [63].
The gauge part is given by
Lgauge = −1
4
Wα,µνWαµν −
1
4
BµνBµν ,
Wαµν = ∂µW
α
ν − ∂νWαµ − gW αβγW βµW γν ,
Bµν = ∂µBν − ∂νBµ, (2.9)
with the massless SU(2)L gauge field triplet W
α,µ, SU(2)L gauge coupling gW and U(1)Y gauge
field Bµ. The interaction with matter is implemented in a similar way than in eq. (2.3) via the
SU(2) field doublet and the covariant derivative
ψli,L =
(
νl
l
)
L
=
(
1− γ5
2
)(
νl
l
)
, Dµij = δij∂
µ + igW (T ·Wµ)ij + iY δijg′WBµ,
(2.10)
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where g′W is the U(1)Y gauge coupling, Y the weak hypercharge and T
α
ij are a representation of
the SU(2)L weak isospin algebra.
The Higgs mechanism [7] addresses the problem that a mass term for the gauge bosons ∝ m2W 2
would violate gauge symmetry. The solution is to keep the symmetry at the Lagrangian level,
while working with an effective theory with a lower degree of symmetry. The symmetry is
broken by the ground state of the theory, while expanding around it yields the effective theory.
This is done with the mechanism of spontaneous symmetry breaking. A new piece is added to
the Lagrangian:
φi =
(
φ+
φ0
)
,
LHiggs =
(
iDµ · φ)†(iDµ · φ)− V(φ†φ),
(2.11)
V(φ†φ) = µ2φ†φ+ λ(φ†φ)2, (2.12)
where in the most simple formulation φi is a complex scalar doublet. The potential V is
symmetric under SU(2)L ⊗ U(1)Y , however for the choice of parameters µ2 < 0, λ > 0, its
minimum is not at φi = 0. Rather one has a subset of degenerate minima given by
|φ| =
√
µ2
2λ
=
v√
2
. (2.13)
The choice of a particular vacuum state among this subset spontaneously breaks the original
symmetry. It can be chosen as
〈φ〉 = 1√
2
(
0
v
)
. (2.14)
This choice of vacuum breaks the SU(2)L ⊗U(1)Y symmetry but preserves a U(1)Q subgroup,
where Q = T3 +
Y
2 is the electric charge. This ensures that the photon remains massless. One
can then parametrise quantum fluctuations around this vacuum as
φi = exp
(− iT · ξ)
ij
 0(
H(x)+v
)
√
(2)
 . (2.15)
In particular, the three Goldstone bosons ξa correspond to the three degrees of freedom of the
broken symmetry subgroup. Inserting this into eq. (2.11), one obtains a Lagrangian where the
W 1 and W 2 components of the weak isospin gauge field triplet obtain a mass MW =
1
2vgW
from the absorbtion of the Goldstone bosons into an additional longitudinal degree of freedom.
They are recombined as
W±,µ =
1√
2
(
W 1,µ ∓ iW 2,µ), (2.16)
such that in the covariant derivative, eq. (2.10), the T ·Wµ term becomes
W 3,µT3 +
1√
2
W+,µT+ +
1√
2
W−,µT−, (2.17)
and T± = T 1 ± iT 2 are the raising and lowering operators acting on the weak isospin doublets.
The new Lagrangian also features a combination of the W 3,µ and Bµ acquiring a mass:
Zµ = −Bµ sin(θW ) +W 3,µ cos(θW ) (2.18)
with the Weinberg mixing angle θW and MZ =
1
2v
√
g2W + g
′2
W . The combination orthogonal to
it,
Aµ = Bµ cos(θW ) +W
3,µ sin(θW ) (2.19)
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remains massless and is associated with the photon. In addition, the Lagrangian now features
a Higgs boson H(x) with a mass mH = v
√
2λ.
Mass terms for the fermions can be obtained through interactions of the form:
glψlLφl , g
dψudL φdR , ψ
ud
L =
(
u
d
)
L
, (2.20)
where ψlL is as in eq. (2.10), and g
l, gd are the Yukawa couplings of the lepton and the down-
quark. Performing again the expansion around the vacuum state in terms of v and H(x), this
yields mass terms
glv√
2
ll = mlll ,
gdv√
2
dd = mddd, (2.21)
as well as interaction terms
gl√
2
hll =
ml
v
hll ,
gd√
2
hdd =
md
v
hdd, (2.22)
where the interaction strength is proportional to the mass of the fermion. The neutrino νl and
the up-quark do not receive a mass through this terms. The up quark can be given a mass by
adding a further term involving the charge conjugate doublet φc:
guψudφcuR , φ
c = iσ2φ, (2.23)
where σ2 is the usual Pauli matrix. The remaining quarks can be given a mass with similar
terms.
2.3 Higgs effective field theory
Effective theories are a widely used tool to describe phenomena which take place at scales
where they are not sensitive to the structure of a more fundamental theory defined at much
higher scales. This is the case for the interaction between the Higgs boson and gluons, which
is mediated by a quark loop, where the dominant contribution comes from the top quark [17]
since the coupling between the Higgs boson and fermions is proportional to the mass of the
latter. A scale is thus set by the mass mt of the top quark, at which the internal structure
of the top quark loop is resolved. At much lower scales, this is not the case anymore and the
interaction can be seen as a point-like vertex. The effective theory is then described in terms
of the Lagrangian [18]
Leff = −H
v
∑
i
CiOi, (2.24)
where the terms Oi depend only on the light degrees of freedom. The operator Og = F aµνF a,µν
is of particular interest, since the corresponding term in Leff describes the effective interaction
between the Higgs boson and gluons. The coefficients Ci can be found by matching Greens
functions evaluated once in the full and once in the effective theory. This yields for Cg [64]
Cg = − 1
12
α
(6)
s (µ)
pi
{
1 +
(
α
(6)
s (µ)
2pi
)[
11
2
− 1
3
log
(
µ2R
M2T
)]
+
(
α
(6)
s (µ)
2pi
)2[2693
72
− 25
12
log
(
µ2R
M2T
)
+
1
9
log2
(
µ2R
M2T
)
+ nl
(
− 67
24
+
4
3
log
(
µ2R
M2T
))]
+O(α3s)
}
, (2.25)
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where nl is the number of light quarks, MT is the top quark pole mass and the evolution of the
strong coupling constant αs (see sec. 2.7) involves all quark flavours. With a similar matching
procedure, this can be related to the strong coupling of the effective theory whose running is
determined only through the light quark flavours:
α(5)s (µ) = α
(6)
s (µ)
{
1− α
(6)
s (µ)
2pi
1
3
log
(
µ2R
M2T
)
+
(
α
(6)
s (µ)
2pi
)2[
− 7
6
− 19
6
log
(
µ2R
M2T
)
+
1
9
log2
(
µ2R
M2T
)]}
. (2.26)
Using this relation gives the coefficient
Cg = − 1
12
α
(5)
s (µ)
pi
{
1 +
(
α
(5)
s (µ)
2pi
)
11
2
+
(
α
(5)
s (µ)
2pi
)2[2777
72
+
19
4
log
(
µ2R
M2T
)
+ nl
(
− 67
24
+
4
3
log
(
µ2R
M2T
))]
+O(α3s)
}
. (2.27)
It should be noted that the effective operators Oi have an anomalous dimension and therefore
standard RGE evolution (see secs. 2.7, 5.1.6) does not apply. The contributions proportional
to log
( µ2R
M2T
)
should rather be considered separately from the remaining terms when evolving an
observable to a different scale, and be plainly evaluated at that scale.
This effective Lagrangian gives rise to new Feynman rules. The coupling strength between the
Higgs boson and gluons is given by
λ =
αs
3piv
= 2
1
4
√
GF
αs
3pi
, (2.28)
with the Fermi constant GF . It should be emphasised that the running (see sec. 2.7) of λ differs
at two loops from the running of αs. The resulting renormalisation scale dependence will be
discussed in sec. 3.4.
2.4 Experimental setup
Due to the nature of quantum field theory, particle physics is a fundamentally statistical science.
From the theory point of view, the predictions are made in terms of probabilities for a certain
process to happen. Likewise, the objects of these predictions, elementary and composite par-
ticles, cannot be manipulated and observed individually in an experiment. The experimental
apparatus of particle physics are therefore statistical machines, carrying out an ‘experiment’
(rather, an event) a large number of times, with results in terms of total probabilities and
probability distributions.
2.4.1 Colliders
Colliders are facilities where two particle beams are accelerated in opposite directions and made
to cross each other at a certain interaction point. With an energy EB of the beams, the center-
of-mass (c.o.m.) energy available in a collision is 2 · EB, in contrast to experiments where a
beam hits a fixed target and where the c.o.m. energy grows like the square root of the incoming
beam energy. Via the De-Broglie relation
λ =
h
|~p| , (2.29)
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where h is Plancks constant and ~p and λ are the momentum and wavelength of a wavepacket, it
follows that at high energies shorter wavelengths and thus a better resolution power is obtained
for the probing particles.
There are two common types of colliders, which both use electric potential differences to ac-
celerate charged particles. In a linear collider, the particle beams are crossed once after an
initial acceleration in a straight beam pipe. A circular collider consists of a storage ring, in
which the beams circulate and may cross each other several times. A circular collider allows for
acceleration to higher energies, and provides higher luminosities, however they are limited by
synchrotron radiation and represent a huge technical challenge. The particles are maintained
on their trajectory by magnets, while other magnets focus the beam such as to maximise the
particle density. At the LHC, for instance, the necessary magnetic fields of up to ∼ 8 Tesla
require superconducting magnets to be used, which need to be cooled down to ∼ 2◦K with
liquid helium. Furthermore an ultra-high vacuum must be kept in the beam pipe to reduce
unwanted scattering with air molecules.
The main characteristics of a collider are the beam energy and the luminosity. The luminosity
L can be understood as a measure of the intensity of the beam and is defined as
R = Lσ, (2.30)
where σ is the cross section and R the number of interactions per second. Assuming two beams
with N particles, revolution frequency f and a gaussian profile of the region of overlap between
the beams with dimensions sx and sy, the luminosity is given as
L =
fN2
4pisxsy
(2.31)
The integral of the luminosity over time is a measure of the data provided by the collider.
One distinguishes furthermore between hadron and lepton colliders. Hadrons are composite
particles made of partons, where at high enough energies elastic scattering takes not anymore
place between the hadrons but rather involves individual partons. Since their momentum is
only constrained to sum up to the parent hadron’s momentum, but otherwise is distributed
randomly, the effective partonic c.o.m. energy can take any value between 0 and 2 ·EB. Hadron
colliders thus scan an energy range and are good discovery machines, but with the drawback of
a huge hadronic background. Leptons on the other hand are (to current knowledge) elementary
particles. Lepton-lepton collisions thus always take place at a c.o.m. energy of 2 ·EB and suffer
from much less background. Lepton colliders are thus clean precision study machines.
This work treats phenomena taking place at the LHC, a proton-proton collider with a cir-
cumference of ∼ 27 km. It is designed for a c.o.m. energy of 14 TeV and a luminosity of
∼ 1034 cm−2s−1. It has up to present day been operated at a c.o.m. energy of up to 8 TeV.
The LHC can alternatively also accelerate lead ions to study quark-gluon plasmas.
2.4.2 Detectors and kinematic variables
Detectors collect the data from scattering events in terms of the trajectories and energies of final
state particles, and in some cases their identities. There are four main detectors at the LHC.
While CMS and ATLAS are general-purpose detectors, ALICE is specialised towards final states
of heavy-ion collisions and LHCb towards physics involving bottom- and charm quarks. CMS
and ATLAS both have a cylindrical onion geometry around the interaction point. This geometry
concentrates the resolution power in the regions which are transverse to the beam where the
interesting high energy physics takes place. The inner detector layers consist of trackers which
record the particle trajectories. This region is usually subjected to a magnetic field to allow
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momentum measurements on charged particle tracks. The next layers are made of the electric
and hadronic calorimeter cells which measure the energy of the corresponding particle species.
The final layer is made of the muon detectors. Two endcap regions are dedicated to particles
emitted close to the beam.
The particle collisions happen at relativistic energies. Furthermore, since the partons usually
carry different fractions of the parent hadron’s momentum, the c.o.m. frame is related to the
laboratory frame by a Lorentz boost along the beam direction (which from now on is taken
as the z-direction). The measurement is thus made in terms of variables which are invariant
under such a boost. These are usually the transverse momenta pT and the azimuthal (around
the z-axis) angle φ of the final state particles. Furthermore the rapidity is defined as
y =
1
2
log
(
E + pz
E − pz
)
. (2.32)
This variable is not Lorentz-invariant, however differences in rapidity are. In particular, the
final state phase-space expressed in terms of these variables is Lorentz-invariant. For massless
particles, the rapidity converges to the pseudorapidity.
η = log
(
cot
(
θ
2
))
, (2.33)
which can be related to the polar angle θ. Since the Higgs boson is massive, however, for
consistency the rapidity y is used throughout this work.
2.5 Collider observables
Following the previous sections all the necessary ingredients are there to write down the quantity
of interest. At leading order, the total cross section σLO for the scattering of hadrons H1 and
H2 is
σLO(H1, H2) =
∑
i,j
∫
dξ1
ξ1
dξ2
ξ2
fi(ξ1, µ
2)fj(ξ2, µ
2)dσˆij,LO(ξ1H1, ξ2H2). (2.34)
It is written as a sum over all possible contributions from the scattering of partons i inside
hadron H1 and j inside hadron H2, who carry a fraction ξ1 and ξ2 of the momentum of their
parent hadron. The respective partonic contributions are weighted by the PDF’s fi(ξ1, µ
2) and
fj(ξ2, µ
2) giving the probabilities to find partons with such identity and momentum assignements
in the hadrons H1 and H2 and then integrated over the momentum fractions, since these are
not specified by kinematics. The probability for the scattering with the partons specified above
to happen is given by the partonic differential cross section
dσˆij,LO(ξ1H1, ξ2H2) =
∫
dΦn
dσˆBij,LO(ξ1H1, ξ2H2; p3, . . . , pn+2)J
(n)
m (p3, . . . , pn+2). (2.35)
Here dσˆBij,LO is the born-level differential cross section for the ij → n-partons scattering. The
jet function J implements the definition of the observable under investigation in a certain
experiment, typically by selecting out of the n partons a number m of jets satisfying certain
kinematical conditions. At leading order, one has n = m. The final state n-particle phase-space
subjected to the jet function is then integrated over to select all kinematical configurations
contributing to the observable.
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2.5.1 Partial amplitudes and colour ordering
The born differential cross section can be itself written as
dσˆBij,LO(p1, p2; p3, . . . , pn + 2) = NBLO
∑
n
dΦn
1
Sn
|M(0)n+2(p1, p2; p3, . . . , pn+2)|2, (2.36)
where NBLO includes all non-QCD factors. The sum is over all configurations with n partons in
the final state, and Sn is the symmetry factor accounting for identical partons in a particular
configuration. The n-parton phase-space dΦn is
dΦn(p1, p2; p3, . . . , pn+2) =
dd−1p3
2E3(2pi)d−1
· · · d
d−1pn+2
2En+2(2pi)d−1
(2pi)dδd(p1 + p2 − p3 − . . .− pn+2).
(2.37)
At tree-level, the amplitude for the n-gluons process with fixed helicities can be written as
[65,66]:
M(0)n ({ki, λi, ai}) = gn−2s
∑
σ∈ Sn
Zn
Tr(T aσ(1) · · ·T aσ(n))M (0)n (σ(1λ1), . . . , σ(nλn)), (2.38)
where ki, λi and ai are the gluon momenta, helicities and colour charges. gs =
√
4piαs is the
gauge coupling and the sum is over all non-cyclic permutations of the gluon indices. The ‘partial
amplitudes’ M treen do not carry colour information, which is itself encapsulated in the trace over
colour matrices T ai . The partial amplitudes are separately gauge invariant and colour ordered,
in the sense that they receive only contributions from Feynman diagrams with a cyclic ordering
of the external gluons as in the colour trace. Gluons which are represented by colour matrices
inside the same colour trace are called colour-connected. If the colour matrices are adjacent,
the gluons are called colour-neighbouring.
Consider the n-particle scattering process involving m qq¯ pairs of different flavour and n−2m = l
gluons, where ik and jk label a quark respectively an antiquark connected by an internal fermion
line (k ∈ 1, . . . ,m). Let {n1, . . . , nm−1} be a partition of the l gluon indices. The amplitude for
the process is then [67,68]
M(0)m,l = gn−2s
∑
σ∈ Sl
Zl
∑
{ni}
∑
ρ
(−1)p
Np
×(T σ(a2m+1) . . . T σ(an1 ))i1ρ(j1)(T σ(an1+1) . . . T σ(an2 ))i2ρ(j2) . . . (T σ(anm−1+1) . . . T σ(an))imρ(jm)
×M (0)m,l(1λ1q , 2λ2q¯ , 3λ3Q , 4λ4Q¯ , . . . ;σ((2m+ 1)λ2m+1), . . . , σ(nλn)) (2.39)
The rightmost sum is over the permutations ρ of the antiquark label, where p is the signature of
the permutation ρ. The middle sum is over all ways of partitioning the l gluons σ(2m+1) . . . σ(n)
amongst the m quark strings defined by ikρ(jk). A quark string without colour matrix between
the quark and antiquark indices is a kronecker delta δikρ(jk). The leftmost sum is over the
non-cyclic permutation of the l gluons. The colour stripped partial amplitudes M treem,l are again
separately gauge invariant and colour ordered. A similar picture in terms of traces of colour
matrices and quark strings multiplying colour-stripped partial amplitudes can be drawn for
one-loop diagrams.
In order to write eq. (2.36) one needs to square either of eqs. (2.38) or (2.39), sum over the
helicities and carry out the colour algebra. The technicalities involved in these steps are the
subject of many textbooks, and this knowledge is assumed here. One then obtains in general a
sum of interferences between various partial amplitudes times some colour factors, according to
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which it is customary to order the sum. In the leading colour approximation, only the highest
power of the number of colours NC is retained and terms O( 1N2C ) neglected. One property of
the partial amplitudes is incoherence at leading colour, such that the squared matrix element is
just a sum of squares of partial amplitudes. At subleading colour this is not the case anymore,
however for low multiplicities one can still write the squared matrix element as a sum of squared
amplitudes where one or more gluons behave in an abelian way [65,68,69]. Abelian gluons are
not colour connected to the other gluons inside a quark string, but only to the quark and
antiquark at the ends of the string.
It should be noted here that the leading order does not necessarily correspond to tree-level
diagrams. The interaction between certain types of particles can only take place if it is mediated
by an internal loop, in which case the leading order contribution, eq. (2.34), would consist of
one-loop Feynman diagrams. The leading order is usually denoted as ‘born level’, while ‘tree
level’ labels diagrams without internal loops.
2.5.2 Jet selection
In order to study the behaviour of QCD many observables with sensitivity to different topo-
logical and kinematical properties of the collision have been devised. The sometimes rather
involved definition of these observables is implemented in theoretical calculations in terms of a
jet function. This reflects the fact that the observed outcome of a collision involving final state
partons tends to form collimated sprays of hadrons, called jets. The jet function consists of
some procedure to cluster partons in the final state of a perturbative computation, respectively
the hadrons as registered in a detector, into jets. Thanks to the factorising nature of QCD, the
‘theoretical’ jets can be related to the experimentally measured ones up to non-perturbative
corrections which can be expected not to change the picture too much [70]. The jet function
may also implement selection criteria as applied in an experiment to single out the jets, namely
restrictions on kinematical variables such as transverse momentum pT, rapidity y, azimuthal
angle φ of the jets as well as isolation criteria.
One central requirement on the jet clustering algorithm motivated from theory is that of IR
safety (see section 2.8). This states that the outcome of the application of the jet algorithm on a
set of partons should not depend of radiation of further partons, if the radiation does not change
the distribution of energy inside the detector. There exist several jet algorithms, amongst which
sequential recombination algorithms are often used [71]. Such algorithms base on an iterative
chain of steps during which partons are merged into jets according to some distance measure.
In general one evaluates for each particle a particle-beam distance diB and a particle-particle
distance dij for each pair of particles according to
∆R2ij = (yi − yj)2 + (φi − φj)2,
dij = min(p
2p
T,i, p
2p
T,j)
∆R2ij
R2
diB = p
2p
T,i, (2.40)
where p is either of {−1, 0, 1} and R is a parameter. One then finds which of the diB and
dij is smallest. If it is a dij , the corresponding particles i and j are being recombined into
a new particle (sometimes called ‘protojet’) according to some prescription, where typically
the momenta pi and pj are just being added. If the smallest of all distances is a diB, the
corresponding particle is declared a jet and taken out of the list of particles to be considered in
the next iteration. These steps are then repeated until the list of particles has been exhausted.
Different values of p correspond to different jet algorithms. The p = 1 one is called ‘inclusive
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kT’ algorithm [72]. When p = 0 one obtains the ‘Cambridge/Aachen’ (C/A) algorithm [73].
This is being appreciated for leading to clustering sequences which are hierarchical in the angle
between the particles being clustered. This allows a correspondence to the angular ordering of
parton branching as motivated by QCD and used in the simulation of non-perturbative effects
through showering of the partons. Finally setting p = −1 gives the ‘anti-kT’ algorithm [74].
Unlike the kT and C/A algorithms, which produce jets with jagged boundaries, the anti-kT
algorithm yields geometrically clean cone-like jets. However, its clustering history cannot be
related to the branching behaviour of QCD.
2.6 Higher orders
Often the leading order prediction, eq. (2.34), does not provide a sufficiently satisfying descrip-
tion of the experimental data. In particular, processes which contribute substantially to the
cross section may rely on additional internal loops in the Feynman diagrams to mediate the
corresponding interaction. Furthermore, the leading order processes correspond to the minimal
number of particles necessary in the final state to satisfy the requirement on the number of jets
from the jet function, which results in a one-to-one correspondence between hard partons and
jets. This gives a poor description of jets which can be improved by considering interactions
with additional particles in the final state. Since diagrams with more loops and legs are accom-
panied with higher powers of the QCD coupling due to its presence in the three- and four-parton
interaction vertices, such contributions will appear as higher orders in the expansion w.r.t. the
coupling constant.
The next-to-leading order (NLO) contribution to the process described by eqs. (2.34) and (2.35)
is given by
dσˆij,NLO =
∫
dΦn
dσˆVij,NLOJ
(n)
n +
∫
dΦn+1
dσˆRij,NLOJ
(n+1)
n , (2.41)
where the dependence on the external momenta is understood. The virtual contribution
dσˆVij,NLO = N VNLO
∑
n
dΦn
1
Sn
|M(1)n+2M(0)†n+2 +M(0)n+2M(1)†n+2|, (2.42)
contains interferences between tree-level and one-loop partial amplitudes. The real radiation
contribution on the other hand contains only squares of partial amplitudes for the scattering of
n+ 3 partons.
The NNLO order contribution reads
dσˆij,NNLO =
∫
dΦn
dσˆV Vij,NNLOJ
(n)
n +
∫
dΦn+1
dσˆRVij,NNLOJ
(n+1)
n +
∫
dΦn+2
dσˆRRij,NNLOJ
(n+2)
n , (2.43)
where the double-virtual contribution features interferences between two-loop and tree-level
partial amplitudes as well as squares of one-loop partial amplitudes for 2→ n scattering, while
the real-virtual contribution consists of interferences between tree-level and one-loop partial
amplitudes for 2→ (n+ 1) scattering,
dσˆV Vij,NNLO = N V VNNLO
∑
n
dΦn
1
Sn
|M(2)n+2M(0)†n+2 +M(1)n+2M(1)†n+2 +M(0)n+2M(2)†n+2|, (2.44)
dσˆRVij,NNLO = NRVNNLO
∑
n+1
dΦn+1
1
Sn+1
|M(1)n+3M(0)†n+3 +M(0)n+3M(1)†n+3|. (2.45)
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The double-real contribution contains squares of tree-level partial amplitudes for 2 → (n + 2)
scattering. The full NNLO partonic differential cross section is then
dσˆNNLOij = dσˆij,LO + dσˆij,NLO + dσˆij,NNLO, (2.46)
and replaces dσˆij,LO in eq. (2.34). The running of the couplings and the PDF’s (see secs. 2.7
and 2.9) is carried out at NNLO for all three terms.
2.7 Renormalisation
k
p1 + k
p1 + p2 + k
p1
p2 p3
p4
p1 + p2 − p3 + k
Figure 2.1: A one-loop Feynman diagram
When computing virtual contributions one has to eval-
uate diagrams like fig. 2.1. Since the momentum k flow-
ing through the loop is not kinematically constrained,
it needs to be integrated over. The most important
features are briefly recalled here. The integration over
the loop momentum yields divergences, which originate
from probing the process at very short distances respec-
tively at high momentum |k|, and are thus labeled ultra-
violet (UV) divergences. Making these divergences ex-
plicit necessitates a regulation procedure. Dimensional
regularisation is a procedure where the number of dimensions is continued to a real number
D = 4− 2. This yields the divergences in terms of poles in  and has the advantage of preserv-
ing gauge and Lorentz invariance.
The idea of renormalisation is to absorb these divergences in a redefinition of the couplings,
field strengths and masses of the theory. One distinguishes then between the original ‘bare’ pa-
rameters, whose use in a calculation leads to UV divergences, and the renormalised parameters
which include the short-distance effects and are the ones measured by experiments.
Technically the renormalisation is carried out by inclusion of new Feynman rules constructed
such as to subtract the UV poles coming from the high-|k| region [75]. These ‘counterterm’ rules
are determined by studying self-energy and vertex correction diagrams at the required pertur-
bative order. There is a certain arbitrariness concerning the absorbtion of finite terms besides
the 1 poles into the redefined parameters. This gives rise to different subtraction schemes, of
which the MS scheme [76] is the one used here.
One important issue is to define what is to be considered a short-distance effect and absorbed
into the renormalised parameters. This is specified by introducing a new renormalisation scale
µR, which corresponds to the typical scale at which the process takes place. Interactions which
occur at much higher scales than µR cannot be resolved by the experiment and should be
included in the redefined parameters. This induces a µR-dependence of the couplings, field
strenghts and masses as well as of the amplitudes evaluated using the renormalised Lagrangian.
Observable quantities however should be independent on µR, which is merely an auxilliary pa-
rameter with arbitrary value. This requirement leads to the so-called renormalisation group
equations (RGE) [77], which control the µR-dependence of the masses and couplings such as
to guarantee that bare quantities do not depend on the renormalisation scale. For the QCD
coupling in particular one obtains
µ2R
dαs(µR)
dµ2R
= −αs(µR)
[
β0
(αs(µR)
2pi
)
+ β1
(αs(µR)
2pi
)2
+ β2
(αs(µR)
2pi
)3
+O(α4s)
]
, (2.47)
with the coefficients (in the MS scheme)
β0 =
11CA − 4TRNF
6
,
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β1 =
17C2A − 10CATRNF − 6CFTRNF
6
,
β2 =
1
432
(
2857C3A + 108C
2
FTRNF − 1230CFCATRNF − 2830C2ATRNF
+ 264CFT
2
RN
2
F + 316CAT
2
RN
2
F
)
, (2.48)
where CA = NC and CF = TR
N2C−1
NC
are the eigenvalues of the quadratic Casimir operator for
the adjoint and fundamental representation of SU(3) and the Dynkin index TR is
1
2 . NF is the
number of quark flavours. Solving this equation allows to express the coupling at some scale µ1
in terms of the coupling at another scale µ2 as
αs(µ1) = αs(µ2)
[
1 + β0L12
αs(µ2)
2pi
+
(
β20L
2
12 + β1L12
)(αs(µR)
2pi
)2
+O(α3s)
]
, (2.49)
with L12 = log
(
µ22
µ21
)
. By inserting eq. (2.49) in the expression for an observable which has been
renormalised at the scale µ1, one obtains the corresponding expression at the scale µ2. In doing
so, the boundary between resolved effects and effects absorbed into the renormalised Lagrangian
has been shifted, and the corresponding change of the UV counterterms taken into account.
In particular, replacing the bare coupling with the running coupling in an unrenormalised
expression yields the renormalised expression. A similar running also applies to the effective
coupling between the Higgs boson and gluons. It should be noted that in the same way as the
UV poles are absorbed in the renormalised Lagrangian order-by-order in perturbation theory,
so do the running couplings and masses control the scale (in)dependence of observables only up
to corrections of higher perturbative order.
The running of the strong coupling αs has some very deep consequences on the use and validity of
perturbation theory in QCD. It turns out that at large scales αs decreases, while at small scales
it increases and ultimately diverges at a finite scale ΛQCD. This can be explained in terms of
vacuum fluctuations of the colour field, which tend to enhance the effect of the coupling because
of the self-interacting nature of gluons. At high scales, these effects are resolved and explicitly
present in the description of the interaction, while at small scales they are absorbed in αs.
This behaviour explains the confinement of partons inside the hadrons. At smaller, hadronic
scales, the coupling is large and prevents any parton from escaping. At large scales on the
other hand the partons can be considered essentially free, and the use of perturbation theory
is justified [61, 78]. The scale ΛQCD demarcates the boundary between these two regimes, at
which perturbation theory breaks down. Its value is roughly 200 MeV, which corresponds to
the inverse size of a proton. A further consequence concerns the PDF’s. These describe the
dynamics of the partons inside the hadrons at times far before the scattering. The PDF’s thus
describe phenomena taking place at low scales and cannot be described perturbatively.
2.8 Infrared divergences of colour ordered QCD matrix ele-
ments
After having their UV singularities removed by the renormalisation procedure, amplitudes in-
volving charged particles still display a different kind of singular behaviour. These infrared
divergences arise when the virtuality q2 of an internal particle becomes small, and are therefore
associated with the long-distance behaviour of the amplitudes, respectively with interactions
happening long before or after the high virtuality part of the scattering. This interpretation
leads to a ‘factorised’ picture of the process in terms of a factor describing the long-distance
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physics times a ‘hard’ short-distance component, which involves only large scales and is insen-
sitive to the IR behaviour.
This factorisation property can be observed on one hand in kinematical configurations where
a parton becomes ‘unresolved’, that is, when the jet selection algorithm does not recognise it
as an individual jet. Loop diagrams on the other hand also feature IR-like divergences since
the integration over the loop momentum involves regions where the momentum of one of the
particles in the loop vanishes. These diagrams also display a factorisation of their singularities.
2.8.1 Infrared behaviour in unresolved phase-space regions
In a Feynman diagram where two external particles with momenta p1 and p2 are connected to
a third internal particle with momentum p3 (for instance a quark and a gluon are connected to
an internal quark), the propagator of the internal particle shows the following behaviour:
1
(p1 + p2)2 +m23
=
1
2E1E2(1− β cos(θ12)) , β =
√
1− m
2
3
E23
, (2.50)
where Ei and mi are the energies and masses of the corresponding particles and θ12 is the angle
between the two external partons. Two different types of divergences may be discerned here,
where the regions of phase-space where these occur may overlap. The propagator diverges when
the energy of one of the external particles becomes small, which is labeled a soft divergence.
On the other hand, when the mass m3 of the internal particle is small, the denominator of the
propagator vanishes in the limit where θ12 → 0, i.e. in configurations where the two external
particles become collinear.
At tree level, the following factorisation patterns then hold for the single unresolved configu-
rations [79]. In limites where a gluon b becomes soft, the squared colour ordered amplitude
behaves as
|M (0)n+1(1, . . . , a, b, c, . . . , n+ 1)|2
pb→0−→ Sabc|M (0)n (1, . . . , a, c, . . . , n+ 1)|2, (2.51)
where the soft divergence is described by the eikonal factor
Sabc = 2sac
sabsbc
. (2.52)
It should be noted that due to fermion number conservation, there are no single unresolved
singularities associated with quarks becoming soft. This formula does not hold for the full
matrix element squared because of interferences with the colour factors. In limites where two
colour neighbouring partons a and b become collinear to form a parton c the squared colour
ordered amplitude behaves as
|M (0)n+1(1, . . . , a, b, . . . , n+ 1)|2
pa||pb−→ 1
sab
Pµνab→c(z)|M (0)n (1, . . . , c, . . . , n+ 1)|2µν , (2.53)
where Pab→c describes the splitting of parton c into partons a and b and depends on the momen-
tum fraction z of one of the two daughter partons. |M(0)n (1, . . . , c, . . . , n+ 1)|2µν is obtained by
performing the average over all polarisations except the ones of partons a and b. If the parent
parton c is a quark, then Pµνab→c(z) is the identity in colour space and one has complete factorisa-
tion. Collinear limites of partons which are not colour neighbouring do not lead to divergences.
There are four splitting functions at NLO which after average over the spins read [80]:
P (0)gg→g(z) = 2CA
( z
(1− z)+ +
(1− z)
z
+ z(1− z)
)
+
(11CA − 4NFTF )
6
δ(1− z),
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P
(0)
qq¯→g(z) = TF (z
2 + (1− z)2),
P (0)qg→q(z) = CF
(1 + z2
1− z
)
+
,
P (0)gq→q(z) = CF
1 + (1− z)2
z
, (2.54)
where z is the momentum fraction carried away by one of the partons after the splitting and
the plus distribution is defined as
F (z)+ = F (z)− δ(1− z)
∫ 1
0
dyF (y). (2.55)
For the splitting functions the notation P
(n)
ij = P
(n)
jX→i, is used, where X is arbitrary and should
be summed over the allowed parton identities.
If the jet function allows for two partons to become unresolved, which is the case when NNLO
corrections are considered, two cases need to be distinguished. If the two unresolved particles
are not colour neighbouring, then the factorisation pattern is described by a product of single
unresolved factors. If the unresolved particles are colour neighbouring, new double unresolved
limites appear. These are [81–84]:
Double soft The energies of two colour connected partons simultaneously vanish.
Soft collinear A pair of colour connected partons become collinear and the energy
of a parton colour connected to one of the collinear partons vanishes.
Triple collinear Three colour connected partons become simultaneously collinear.
Each of these limites is adequately described by a corresponding double unresolved factor times
the squared matrix element containing only the resolved partons.
The single unresolved behaviour of one-loop diagrams has also been studied [85–87]. At the
amplitude level, the pattern which emerges is that of a one-loop unresolved factor times a
tree-level amplitude plus a tree-level unresolved factor times a one-loop amplitude. In terms of
helicity amplitudes, in collinear limites one has
M
(1)
n+1(1
λ1 , . . . , aλa ,bλb , . . . , (n+ 1)λn+1)
pa||pb−→
∑
λ=±
[
split
(0)
−λ(a
λa , bλb)M (1)n (1
λ1 , . . . ,Kλ, . . . , (n+ 1)λn+1)
+ split
(1)
−λ(a
λa , bλb)M (0)n (1
λ1 , . . . ,Kλ, . . . , (n+ 1)λn+1
]
, (2.56)
with pK = pa + pb and splitting amplitudes which can be considered as ‘square roots’ of the
splitting functions. This formula can be generalised to higher loop orders provided the number
of partons considered is small enough, which is used in sec. 3.5 to derive the two-loop splitting
amplitudes. In soft limites, one has
M
(1)
n+1(1, . . . , a, b
λb , c, . . . , n+ 1)
pb→0−→ soft(1)(a, bλb , c)M (0)n (1, . . . , a, c, . . . , n+ 1)
+ soft(0)(a, bλb , c)M (1)n (1, . . . , a, c, . . . , n+ 1). (2.57)
The same behaviour can be recovered for the interference of the tree- and one-loop amplitudes
relevant for NNLO real-virtual corrections.
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2.8.2 Infrared behaviour in loop diagrams
After renormalisation, loop amplitudes still contain divergences. These originate from regions
of the loop integration where the loop momentum becomes unresolved w.r.t. the external mo-
menta, much in the same way as in the previous section. After the integration, these divergences
appear as explicit poles in the analytical expression of the amplitude. Catani [88] has shown
how to organise the IR pole structure of the one- and two-loop contributions renormalised in
the MS scheme in terms of the tree and renormalised one-loop amplitudes. This formula for the
pole structure is proven [89] from the structure of soft and collinear radiation in perturbation
theory and can be generalised to higher loop order.
The IR behaviour of a colour ordered one-loop amplitude is given by,
M(1) = I(1)M()M(0) +M(1),finite. (2.58)
The IR singularity operators I
(1)
M() are in general matrices in the colour space which act on
the colour vector M and are given by,
I
(1)
M() =
eγ
2Γ(1− )
∑
i
1
T2i
Vsingi ()
∑
j 6=i
Ti ·TjSij , (2.59)
where
Sij =
(
µ2e−iλijpi
2pi · pj
)
, (2.60)
and λij = 1 if both of i and j are incoming or outgoing and λij = 0 otherwise. The singular
function Vsingij depends on the identity of the partons and is given by
Vsingi () = T2i
1
2
+ γi
1

,
T2q = T
2
q = CF , T
2
g = CA,
γq = γq =
3
2
CF , γg =
11
6
CA − 3
2
TRNF . (2.61)
Using colour conservation,
∑
j 6=iTj = −Ti, it can be showed that the 12 pole factorise com-
pletely in colour space, whereas colour correlations between individual partons remain for the
1
 poles. A complete factorisation is possible for three-parton and four-gluon amplitudes. The
I
(1)
M -operator then takes a very simple form in terms of a sum of contributions over all pairs of
colour-neighbouring partons. The two-loop singularity structure is,
M(2) = I(1)M()
(
M(1) − β0

I
(1)
M()
)
M(0)
− 1
2
I
(1)
M()I
(1)
M()M(0)
+
(
e−γ
Γ(1− 2)
Γ(1− )
(
β0

+K
)
I
(1)
M(2) +H
(2)
M()
)
M(0) +M(2),finite (2.62)
where the constant K is,
K =
(
67
18
− pi
2
6
)
CA − 10
9
TRNF . (2.63)
The origin of the various terms in eq. (2.60) is straightforward. Each parton pair ij in the event
forms a radiating antenna of scale sij . Terms proportional to Sij are canceled by real radiation
23
emitted from leg i and absorbed by leg j. The soft singularities O(1/2) are independent of
the identity of the participating partons and are universal. However, the collinear singularities
depend on the identities of the participating partons. For each quark one finds a contribution
of 3/(4) and for each gluon one finds a contribution of β0/(2) coming from the integral over
the collinear splitting function.
Finally, the last term of eq. (2.62) that involves H(2)() produces only a single pole in  and is
given by,
H
(2)
M() =
eγ
4 Γ(1− )H
(2)
M , (2.64)
where the constant H
(2)
M is renormalisation scheme dependent. For less than five partons, the
process-dependent H
(2)
M can be constructed by counting the number of radiating partons present
in the event as with the single pole parts of I
(1)
M(). In the MS scheme,
H(2)q =
(
7
4
ζ3 +
409
864
− 11pi
2
96
)
N2 +
(
−1
4
ζ3 − 41
108
− pi
2
96
)
+
(
−3
2
ζ3 − 3
32
+
pi2
8
)
1
N2
+
(
pi2
48
− 25
216
)
(N2 − 1)NF
N
, (2.65)
H(2)g =
(
1
2
ζ3 +
5
12
+
11pi2
144
)
N2 +
5
27
N2F +
(
−pi
2
72
− 89
108
)
NNF − NF
4N
. (2.66)
2.8.3 Infrared cancellation
Despite their seemingly different nature, the IR divergences appearing in unresolved phase-
space regions can be related to the ones of loop amplitudes. The relation bases on the optical
theorem, which is itself a consequence of the unitarity of the S-matrix. In loop diagrams, the
IR singularities come from regions of the integrals where the loop momenta become on-shell.
In this regions, the loop integrals can be viewed as integrals over the on-shell phase-space of
the loop momenta. This insight, which is quantified by the optical theorem, implies that both
types of IR singularities in fact have the same origin. This has been used to prove the KLN
theorem [90], which states that once the phase-space integral in eq. (2.41) is performed, the IR
singularities of the real and virtual contributions cancel. In particular, the integral of a squared
amplitude over the region of phase-space where a parton becomes unresolved yields poles in 
related to the antenna formed by the hard partons between which it was radiated. These poles
have the same coefficients than the corresponding poles of the virtual contributions, but with a
negative sign.
This cancellation however relies on the full phase-space integral to be performed. Often the
integral in eq. (2.41) is constrained due to the presence of the jet function, which results in an
incomplete cancellation of the IR singularities. This typically results in large logarithms of the
scale at which the phase-space is cut, which may spoil the convergence of the perturbative series
and need to be resummed. The cancellation also requires the jet function to be insensitive to
unresolved radiation, that is, the reconstruction of jets out of partons should be independent
on whether one of this partons has undergone a collinear splitting or radiated a soft particle.
The kT-algorithms belong to the class of IR-safe algorithms satisfying this condition.
2.9 Mass factorisation
In lepton-hadron and hadron-hadron colliders, final state partons can also become collinear
with initial state ones. These unresolved limites yield the same singularities than in eq. (2.53),
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however, since the initial state momenta are not part of the phase-space being integrated over,
such collinear limites are not the object of a cancellation described in the previous section.
The initial state collinear limites correspond to interactions taking place at times and distances
far before the hard interaction. It appears thus natural to associate them with the PDF’s
which precisely describe the internal structure of the hadrons prior to the collision. The proper
treatment is then to absorb the initial state collinear limites into a redefinition of the PDF’s in
the frame of a procedure which follows the same lines as the renormalisation of UV divergent
quantities as described in section 2.7:
fa(ξ, µ
2
F ) = f˜a(ξ) +
αs(µR)
2pi
log
(
µ2F
κ2
)
P
(0)
ab ⊗ f˜b +O(α2s),
P
(0)
ab ⊗ f˜b =
∫ 1
ξ
dz
z
P
(0)
ab (z)f˜b
(ξ
z
)
, (2.67)
where f˜ are the bare PDF’s and there is an implicit sum over all partons b which might split
into parton a. κ2 is a lower cutoff on the transverse momentum of the emitted parton which,
similarly to , regulates the phase-space integration. In particular, a new, internal, factorisation
scale µF is being introduced to separate the long-distance effects from the hard interaction. The
requirement of independence of bare quantities of the factorisation scale leads to the DGLAP
equations [80,91] which describe the evolution of the PDF’s along a change of scale. The effect
of changing the factorisation scale from µ1 to µ2 can be implemented by substituting
fa(ξ, µ
2
1) = fa(ξ, µ
2
2)−
αs(µR)
2pi
P
(0)
ab ⊗ fb(ξ, µ22)L12
−
(
αs(µR)
2pi
)2[
P
(1)
ab ⊗ fb(ξ, µ22)L12 −
1
2
P
(0)
ab ⊗ P (0)bc ⊗ fc(ξ, µ22)L212
+ P
(0)
ab ⊗ fb(ξ, µ22)β0L12
(
l +
1
2
L12
)]
, (2.68)
where L12 = log
(
µ22
µ21
)
, l = log
(
µ2R
µ22
)
and P
(1)
ab is the one-loop splitting function.
eq. (2.67) can be inverted, which leads to a description of the cross section in terms of the
physical PDF’s instead of the bare ones together with a new mass factorisation counterterm
which implements the absorbtion of the initial state singularities into the PDF’s:
dσˆij,LO(ξ1H1, ξ2H2) = dσ˜ij,LO(ξ1H1, ξ2H2), (2.69)
dσˆij,NLO(ξ1H1, ξ2H2) = dσ˜ij,NLO(ξ1H1, ξ2H2) + dσˆ
MF
ij,NLO(ξ1H1, ξ2H2), (2.70)
dσˆij,NNLO(ξ1H1, ξ2H2) = dσ˜ij,NNLO(ξ1H1, ξ2H2) + dσˆ
MF
ij,NNLO(ξ1H1, ξ2H2), (2.71)
where
dσˆMFij,NLO(ξ1H1, ξ2H2) =−
∫
dz1
z1
Γ
(1)
ki (z1)dσˆkj,LO(z1ξ1H1, ξ2H2)
−
∫
dz2
z2
Γ
(1)
lj (z2)dσˆil,LO(ξ1H1, z2ξ2H2), (2.72)
dσˆMFij,NNLO(ξ1H1, ξ2H2) =−
∫
dz1
z1
Γ
(2)
ki (z1)dσˆkj,LO(z1ξ1H1, ξ2H2)
−
∫
dz1
z1
Γ
(1)
ki (z1)dσˆkj,NLO(z1ξ1H1, ξ2H2)
−
∫
dz2
z2
Γ
(2)
lj (z2)dσˆil,LO(ξ1H1, z2ξ2H2)
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−
∫
dz2
z2
Γ
(1)
lj (z2)dσˆil,NLO(ξ1H1, z2ξ2H2)
−
∫
dz1
z1
∫
dz2
z2
Γ
(1)
ki (z1)Γ
(1)
lj (z2)dσˆkl,LO(z1ξ1H1, z2ξ2H2). (2.73)
In the above expressions, there is again an implicit sum over the partons k and l. In dimensional
regularisation the mass factorisation kernels read as
Γ1ba(z) = −
1

P
(0)
ab (z) (2.74)
Γ2ba(z) =
1
22
[∑
c
[P (0)ac ⊗ P (0)cb ](z) + 2β0P (0)ab (z)
]
− 1
2
P
(1)
ab (z), (2.75)
with the one-loop splitting functions P
(1)
ab (z) [92].
It is a remarkable fact that altough PDF’s themselves cannot be described perturbatively, their
evolution as given by the mass factorisation kernels can be computed using perturbation theory.
2.10 Subtraction terms
In practical calculations, the cancellation described in section 2.8.3 is not realisable by ana-
lytical means, since the jet function substantially complicates the phase-space integration. An
alternative consists in performing the integration numerically in the frame of a Monte-Carlo
integration (see next section). This tries to estimate the integral by evaluating the integrand
at a sample of random phase-space points. The integration boundaries can then easily and
flexibly be implemented by applying an acceptance-rejection test on the phase-space points,
basing on the jet function criteria. The integration can however develop numerical instabilities
in phase-space regions where partons become unresolved and the integrand diverges. These di-
vergences must therefore be removed prior to the integration. To this intent, a new contribution
is introduced, which satisfies following requirements:
- It approximates the real radiation contributions in all their unresolved limites.
- It is sufficiently simple for the integration over the phase-space of the unresolved parton
to be performed analytically.
A contribution which fulfils these conditions can be subtracted from the real contribution such
as to remove its divergences locally for every phase-space point and obtain a function which is
well-defined and integrable over the whole integration domain. Furthermore, once the integral
over its unresolved phase-space has been carried out, the divergences become explicit in terms of
poles in . This integrated subtraction term can be added back to the virtual contribution, where
together with the mass factorisation counterterms it will cancel its pole structure analytically.
At NLO, the real contribution features n + 1 partons whereas the jet function constrains only
n to be resolved. Thus one parton may become unresolved, which leads to singularities as
described in section 2.8.1. On the other hand, the virtual contribution contains loop diagrams
which display a pole structure as in section 2.8.2. Following the previous discussion, subtraction
terms are constructed such that in
dσˆij,NLO =
∫
dΦn+1
[dσˆRij,NLO − dσˆSij,NLO]J (n+1)n
+
∫
dΦn
[dσˆVij,NLO − dσˆTij,NLO]J (n)n , (2.76)
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dσˆTij,NLO = −
∫
1unresolved
dσˆSij,NLO − dσˆMFij,NLO, (2.77)
the content of the square brackets is well-defined and can be integrated over numerically.
At NNLO, three new contributions appear. The integration over the phase-space of the double-
real contribution includes regions where up to two partons become unresolved. Again, subtrac-
tion terms need to be introduced to remove this complex singularity structure. The real-virtual
contribution has simultaneously single unresolved limites (see eqs. (2.56) and (2.57)), as well
as up to 1
2
poles. A part of the double-real subtraction terms can be integrated over their
single unresolved region such as to obtain integrated subtraction terms which in combination
with the mass factorisation counterterms cancel the poles of the real-virtual matrix elements.
At the same time, new subtraction terms need to be constructed in order to remove the single
unresolved limites of the real-virtual matrix element. The double-virtual contribution finally
displays poles up to 1
4
. These can be canceled by integrating the remaining double-real sub-
traction terms over their double unresolved regions as well as the real-virtual subtraction terms
over their single unresolved regions, such as to cancel the double-virtual pole structure together
with the mass factorisation counterterms. The picture which emerges at NNLO is thus the
following:
dσˆij,NNLO =
∫
dΦn+2
[dσˆRRij,NNLO − dσˆSij,NNLO]J (n+2)n
+
∫
dΦn+1
[dσˆRVij,NNLO − dσˆTij,NNLO]J (n+1)n
+
∫
dΦn
[dσˆV Vij,NNLO − dσˆUij,NNLO]J (n)n , (2.78)
dσˆTij,NNLO = dσˆ
V S
ij,NNLO −
∫
1unresolved
dσˆS1ij,NNLO − dσˆMF1ij,NNLO, (2.79)
dσˆUij,NNLO = −
∫
1unresolved
dσˆV Sij,NNLO −
∫
2unresolved
dσˆS2ij,NNLO − dσˆMF2ij,NNLO. (2.80)
There are different subtraction formalisms available, following the different ways of approxi-
mating the real contributions. In this work the antenna subtraction formalism is being ap-
plied [49–52].
2.11 Monte-Carlo integration
In order to obtain the cross section, eq. (2.34), the integral over the phase-space needs to be
performed. Due to its high dimensionality and the complicated integration boundaries which
result from the jet function, classical Newton-type numerical integration is not suited. Monte-
Carlo (MC) integration offers an appealing alternative, since it is very flexible and the error
on the integration does not depend on the dimension. This is however at the cost of slow
convergence towards the true result, and various strategies exist to improve the efficiency of the
integration.
The basic idea of MC integration is to sample the integrand with randomly generated points.
Using N random phase-space points ~xi, the integral can be evaluated as
EN =
1
N
N∑
n=1
f(~xn), (2.81)
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lim
N→∞
EN = I, (2.82)
I =
∫
dD~xf(~xi), (2.83)
where D is the dimensionality of the integration volume, f is the integrand and the second
equation holds due to the law of large numbers. The error on the integration is given by SN√
N
where
S2N =
1
N
N∑
n=1
f(xn)
2 − E2N , (2.84)
which for large N converges towards the variance σ2(f). The error thus scales as 1√
N
.
A technique to improve the convergence of the integration is importance sampling. Obviously
MC integration gives the best results when the integrand f is almost constant. The idea then
is to ‘flatten out’ the integrand by performing the variable transformation∫
dD~xf(~x) =
∫
dP (~x)
f(~x)
p(~x)
, (2.85)
where
p(~x) =
∂D
∂x1 . . . ∂xD
P (~x) ,
∫
dD~xp(~x) = 1. (2.86)
This can be understood as generating the phase-space points according to the probability dis-
tribution p(~x). It turns out that the variance S2 can be reduced by choosing p(~x) to be close
to f(~x). This however requires a priori knowledge of the integrand.
VEGAS [37] is an adaptive MC algorithm which tackles this problem by iterating integrations,
during which it gains information on the integrand which it uses to optimise the next integra-
tion. VEGAS uses a unit hypercube [0, 1]D as integration volume . It starts by partitioning
it into a rectangular grid and then performs the integration in each individual D-dimensional
box. The result of this run is then used to adjust the grid such that more points are generated
in phase-space regions where the magnitude of the integrand is large. VEGAS thus obtains
knowledge of the integrand in terms of a step function, according to which it distributes the
phase-space points. The rescaling of the grid is done independently for each integration variable
xi, which amounts in using a separable probability distribution
p(~x) = p1(x1) · p2(x2) · . . . · pD(xD). (2.87)
This avoids keeping track of KD boxes, where K is the number of grid points in one dimension.
This approximation is efficient if the peaks of the integrand can be located from its projection
on the xi axis.
The integrations can be iterated until the grid provides a satisfactory description of the inte-
grand. This is being done in a ‘warmup’ phase with typically less phase-space points. The
optimised grid is then ‘frozen’ and a series of high-statistics production runs can be performed.
For each run a central value, a variance and a χ2 per degree of freedom is given, as well as a
total average and variance over all production runs.
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Chapter 3
Two-loop helicity amplitudes for H
→ 3 partons
In this chapter the computation of the two-loop helicity amplitudes for H → 3 partons [36],
which are relevant for the double-virtual contribution to pp → H + 1J , is described. Helicity
amplitudes are in general interesting for several reasons:
- They are of use in processes where information about the polarisation state of external
particles is needed, i.e. for observables at colliders with polarised beams, in oriented event
shape variables and in decays of vector particles, when the direction of the decay products
is considered.
- Helicity amplitudes, when expressed in the four-dimensional spinor helicity formalism,
yield very compact expressions [69]. This greatly simplifies the study of formal aspects
of scattering amplitudes, which has already led to many interesting developments like
recursive formulae for multi-gluon processes [93].
- Furthermore, such amplitudes implement collinear factorisation in a more natural way as
in helicity averaged squared matrix elements [69]. This gives them the advantage of better
numerical stability.
The computation of the helicity amplitudes can be done by studying the Lorentz-invariant
tensor structure of the full amplitude [94]. After enforcing gauge symmetry by applying the
ward identities, one obtains its gauge invariant decomposition in terms of independent Lorentz
tensors. The coefficients of this decomposition can be obtained out of a Feynman diagram
calculation by projecting the amplitude onto the individual tensor structures using projection
operators. The coefficients and projectors are defined in an arbitrary number D of dimensions.
In particular, this allows to perform a fully D-dimensional computation of the Feynman dia-
grams.
The helicity amplitudes can be expressed in terms of the tensor coefficients, where this relation
is valid at all orders in perturbation theory. Since the helicity amplitudes are defined in D = 4
dimensions, in doing this one needs to set the dimensionality of the Lorentz tensors to four.
The mismatch induced by this procedure is of order  when using dimensional regularisation
with D = 4− 2.
In the following, some aspects of this calculation are detailed. Throughout this chapter the
following conventions are used. One considers the decay of the Higgs boson to three gluons,
H(p4) −→ g1(p1) + g2(p2) + g3(p3) , (3.1)
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or into a quark-antiquark pair and a gluon,
H(p4) −→ q(p1) + q¯(p2) + g(p3) . (3.2)
It is convenient to define the invariants,
s12 = (p1 + p2)
2 , s13 = (p1 + p3)
2 , s23 = (p2 + p3)
2 , (3.3)
which fulfill
p24 = s12 + s13 + s23 ≡ s123 ≡M2H , (3.4)
as well as the dimensionless invariants,
x = s12/s123 , y = s13/s123 , z = s23/s123 , (3.5)
which satisfy x+ y + z = 1.
3.1 Tensor structures, helicity amplitudes and projectors
The amplitudes |M〉 can be written as,
|Mggg〉 = Sµνρ(g1; g2; g3)µ1 ν2ρ3 ,
|Mqq¯g〉 = Tρ(q, q¯; g)ρ , (3.6)
while the partonic currents may be perturbatively decomposed as,
Sµνρ(g1; g2; g3) = λ
√
4piαsf
a1a2a3
[
S(0)µνρ(g1; g2; g3) +
(αs
2pi
)
S(1)µνρ(g1; g2; g3)
+
(αs
2pi
)2
S(2)µνρ(g1; g2; g3) +O(α3s)
]
, (3.7)
Tρ(q; q¯; g) = λ
√
4piαsT
a
ij
[
T (0)ρ (q; q¯; g) +
(αs
2pi
)
T (1)ρ (q; q¯; g)
+
(αs
2pi
)2
T (2)ρ (q; q¯; g) +O(α3s)
]
, (3.8)
where S
(i)
µνρ and T
(i)
ρ are the i-loop contributions to the amplitude. The SU(3) generators are
normalised as tr(T aT b) = δab/2.
3.1.1 The general tensor for H → ggg
The most general tensor structure for the partonic current Sµνρ(g1; g2; g3) is given by,
Sµνρ(g1; g2; g3)
µ
1 
ν
2
ρ
3 =
3∑
i,j,k=1
Ai j k pi ·1 pj ·2 pk ·3 +
3∑
i=1
Bi pi ·1 2 ·3
+
3∑
i=1
Ci pi ·2 1 ·3 +
3∑
i=1
Di pi ·3 1 ·2
= A211 p2 ·1 p1 ·2 p1 ·3 +A212 p2 ·1 p1 ·2 p2 ·3 +A231 p2 ·1 p3 ·2 p1 ·3
+ A232 p2 ·1 p3 ·2 p2 ·3 +A311 p3 ·1 p1 ·2 p1 ·3 +A312 p3 ·1 p1 ·2 p2 ·3
+ A331 p3 ·1 p3 ·2 p1 ·3 +A332 p3 ·1 p3 ·2 p2 ·3
+ B2 2 ·3 p2 ·1 +B3 2 ·3 p3 ·1
+ C1 1 ·3 p1 ·2 + C3 1 ·3 p3 ·2
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+ D1 1 ·2 p1 ·3 +D2 1 ·2 p2 ·3 , (3.9)
where the constraints p1 · 1 = 0, p2 · 2 = 0 and p3 · 3 = 0 have been applied. The tensor must
satisfy the QCD Ward identity when the gluon polarisation vectors 1, 2 and 3 are replaced
with the respective gluon momentum,
(1 → p1)→ Sµνρ(g1; g2; g3)pµ1 ν2ρ3 = 0 ,
(2 → p2)→ Sµνρ(g1; g2; g3)µ1pν2ρ3 = 0 ,
(3 → p3)→ Sµνρ(g1; g2; g3)µ1 ν2pρ3 = 0 . (3.10)
These constraints yield relations amongst the 14 distinct tensor structures and applying these
identities give the gauge invariant form of the tensor,
Sµνρ(g1; g2; g3)
µ
1 
ν
2
ρ
3 = A211T211 +A311T311 +A232T232 +A312T312 , (3.11)
where Aijk are gauge independent functions and the tensor structures Tijk are given by,
T232 = p2 ·1 p3 ·2 p2 ·3− 1
2
2 ·3 p2 ·1 s23− p3 ·1 p3 ·2 p2 ·3 s12
s13
+
1
2
2 ·3 p3 ·1 s23 s12
s13
,
T211 = p2 ·1 p1 ·2 p1 ·3− 1
2
1 ·2 p1 ·3 s12− p2 ·1 p1 ·2 p2 ·3 s13
s23
+
1
2
1 ·2 p2 ·3 s13 s12
s23
,
T311 = p3 ·1 p1 ·2 p1 ·3− 1
2
1 ·3 p1 ·2 s13− p3 ·1 p3 ·2 p1 ·3 s12
s23
+
1
2
1 ·3 p3 ·2 s13 s12
s23
,
T312 = p3 ·1 p1 ·2 p2 ·3−p2 ·1 p3 ·2 p1 ·3+ 1
2
1 ·3 p3 ·2 s12+ 1
2
1 ·2 p1 ·3 s23
−1
2
1 ·3 p1 ·2 s23+ 1
2
2 ·3 p2 ·1 s13− 1
2
1 ·2 p2 ·3 s13− 1
2
2 ·3 p3 ·1 s12 . (3.12)
The coefficients are functions of the invariants s12, s23 and s13 and are further related by
symmetry under the interchange of the three gluons,
A211(s12, s13, s23) = −A311(s13, s12, s23) ,
A232(s12, s13, s23) = −A311(s12, s23, s13) . (3.13)
The coefficients Aijk may be easily extracted from a Feynman diagram calculation using pro-
jectors such that, ∑
spins
P(Aijk)Sµνρ(g1; g2; g3)µ1 ν2ρ3 = Aijk , (3.14)
where the four projectors are given by,
P(A311) = − (D − 4)
s12 s23 s13 (D − 3)T
†
232 −
s23 (D − 4)
s132s122 (D − 3)T
†
211
+
s23D
s12 s133 (D − 3)T
†
311 −
(D − 2)
s132s12 (D − 3)T
†
312,
P(A232) = s13D
s12 s233 (D − 3)T
†
232 +
(D − 4)
s23 s122 (D − 3)T
†
211
− (D − 4)
s12 s23 s13 (D − 3)T
†
311 +
(D − 2)
s232s12 (D − 3)T
†
312,
P(A312) = (D − 2)
s232s12 (D − 3)T
†
232 +
(D − 2)
s13 s122 (D − 3)T
†
211
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− (D − 2)
s132s12 (D − 3)T
†
311 +
D
s12 s23 s13 (D − 3)T
†
312,
P(A211) = (D − 4)
s23 s122 (D − 3)T
†
232 +
s23D
s13 s123 (D − 3)T
†
211
− s23 (D − 4)
s132s122 (D − 3)T
†
311 +
(D − 2)
s13 s122 (D − 3)T
†
312.
(3.15)
Each of the tensor coefficients Aijk has a perturbative expansion of the form,
Aijk = λ
√
4piαs
[
A
(0)
ijk +
(αs
2pi
)
A
(1)
ijk +
(αs
2pi
)2
A
(2)
ijk +O
(
(αs)
3
)]
, (3.16)
while the tree-level values are,
A
(0)
211 =
2
s13
,
A
(0)
311 = −
2
s12
,
A
(0)
232 =
2
s12
,
A
(0)
312 = −
2
s12
− 2
s23
− 2
s13
. (3.17)
3.1.2 The general tensor for H → qq¯g
The most general tensor structure for the partonic current Tρ(q; q¯; g) is given by,
Tρ(q; q¯; g)
ρ
3 = A1u¯(p1)/p3v(p2)p1 · 3 +A2u¯(p1)/p3v(p2)p2 · 3 +A3u¯(p1)/3v(p2), (3.18)
where p3 · 3 = 0 has been applied. The QCD Ward identity yields,
A3 = −p1 · p3A1 − p2 · p3A2 ,
such that the amplitude can be written as,
Tρ(q; q¯; g)
ρ
3 = A1
(
u¯(p1)/p3v(p2)p2 · 3 − u¯(p1)/3v(p2)p2 · p3
)
+A2
(
u¯(p1)/p3v(p2)p1 · 3 − u¯(p1)/3v(p2)p1 · p3
)
(3.19)
≡ A1T1 +A2T2 . (3.20)
The coefficients Ai can be extracted from a Feynman diagram calculation by using projectors
such that, ∑
spins
P(Ai)Tρ(q; q¯; g)ρ3 = Ai , (3.21)
where the projectors are given by,
P(A1) = (D − 2)
2(D − 3)s12s213
T †1 −
(D − 4)
2(D − 3)s12s13s23T
†
2 , (3.22)
P(A2) = − (D − 4)
2(D − 3)s12s13s23T
†
1 +
(D − 2)
2(D − 3)s12s223
T †2 . (3.23)
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Each of the coefficients Ai has a perturbative expansion of the form,
Ai = λ
√
4piαs
[
A
(0)
i +
(αs
2pi
)
A
(1)
i +
(αs
2pi
)2
A
(2)
i +O
(
(αs)
3
)]
, (3.24)
while the tree-level values are simply,
A
(0)
1 = A
(0)
2 =
1
s12
. (3.25)
3.1.3 Helicity amplitudes
The general form of the renormalised helicity amplitude |Mλ1λ2λ3ggg 〉 for the decay, H(p4) →
g1(p1, λ1) + g2(p2, λ2) + g3(p3, λ3) can be written as,
|Mλ1λ2λ3ggg 〉 = Sµνρ(g1; g2; g3)µ1,λ1(p1)ν2,λ2(p2)
ρ
3,λ3
(p3) , (3.26)
where the λi = ± denote helicity. Similarly, the amplitude for the decay |Mλ1λ2λ3qq¯g 〉 for the
decay, H(p4)→ q(p1, λ1) + q¯(p2, λ2) + g(p3, λ3) can be written as,
|Mλ1λ2λ3qq¯g 〉 = Tρ(qλ1 ; q¯λ2 ; g)ρ3,λ3(p3) . (3.27)
The helicity amplitudes can be obtained from the general D-dimensional tensors of eqs. (3.9) and
(3.18) by setting the dimensionality of the Lorentz matrices to be four and using standard four-
dimensional helicity techniques [69,95,96]. This corresponds to working in the ’t Hooft-Veltman
scheme. The standard convention of denoting the two helicity states of a four-dimensional light-
like spinor ψ(p) by,
ψ±(p) =
1
2
(1± γ5)ψ(p), (3.28)
is being used with the further notation,
|p±〉 = ψ±(p), 〈p±| = ψ±(p). (3.29)
Particles may thus be crossed to the initial state by reversing the sign of the helicity. The basic
quantity is the spinor product,
〈pq〉 = 〈p−|q+〉, [pq] = [p+|q−], (3.30)
such that
〈pq〉[qp] = 2p · q. (3.31)
The polarisation vector of an outgoing light-like particle with momentum p can then be written
as
µ±(p; q) = ±
〈q∓|γµ|p∓〉√
2〈q∓|p±〉 (3.32)
where q is a light-like reference momentum that satisfies q · p 6= 0 but which otherwise can be
chosen freely. Important identities relating spinorial objects are the Fierz rearrangement,
〈p+|γµ|q+〉〈r+|γµ|s+〉 = 2[pr]〈sq〉 (3.33)
and charge conjugation,
〈p+|γµ|q+〉 = 〈q−|γµ|p−〉. (3.34)
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Contractions with gamma matrices can be expressed in terms of projection operators,
/ki =
[1
2
(1 + γ5) +
1
2
(1− γ5)
]
/ki = |i+〉〈i+|+ |i−〉〈i−|. (3.35)
Substituting eq. (3.12) into eq. (3.11), one can express the helicity amplitudes for H → ggg
directly in terms of spinor products. It turns out that the only two independent helicity ampli-
tudes are |M+++ggg 〉 and |M++−ggg 〉. The other helicity amplitudes are obtained from |M+++ggg 〉 and
M++−ggg 〉 by the usual parity relation and by exploiting the symmetry of the gluons. Explicitly,
choosing pi+1 as reference momentum for i,λi one finds,
|M+++ggg 〉 = α
1√
2
M4H
〈p1p2〉〈p2p3〉〈p3p1〉 ,
|M++−ggg 〉 = β
1√
2
[p1p2]
3
[p2p3][p1p3]
, (3.36)
where the coefficients α and β multiply the tree-level helicity amplitudes and are written in
terms of the tensor coefficients,
α =
s12s13s23
2M4H
(
s12
s23
A211 +
s23
s13
A232 − s13
s23
A311 − 2A312
)
,
β =
s13
2
A211. (3.37)
Likewise (3.19) yields the helicity amplitudes for H → qq¯g in terms of spinor products. There is
only one independent helicity amplitude |M−++qq¯g 〉 and all other amplitudes can be obtained from
|M−++qq¯g 〉 using the usual parity and charge conjugation relations. By choosing p1 as reference
momentum for 3,λ3 , one obtains,
|M−++qq¯g 〉 = γ
1√
2
[p2p3]
2
[p1p2]
. (3.38)
The helicity coefficient γ is obtained from the tensor coefficients as,
γ = s12A1 . (3.39)
As with the tensor coefficients, the helicity amplitude coefficients α, β and γ are vectors in
colour space and have perturbative expansions,
Ω = λ
√
4piαsTΩ
[
Ω(0) +
(αs
2pi
)
Ω(1) +
(αs
2pi
)2
Ω(2) +O(α3s)
]
,
for Ω = α, β, γ. The colour factor is Tα = Tβ = f
a1a2a3 and Tγ = T
a3
i1j2
.
3.2 REDUZE and master integrals
The rich tensorial structure of the gluon self-couplings results in a large number of two-loop
integrals to be computed. These can be expressed by introducing a basis of propagator momenta,
called an auxilliary topology, such that all scalar products involving loop momenta which appear
in a given Feynman diagram can be written as linear combinations of these propagators. The
loop integrals can then be expressed in terms of powers of these propagators, either in the
denominator or in the numerator of the integrand:
It,r,s(k1, . . . , kl, p1, . . . , pn) =
∫
dDk1 . . .
∫
dDkl
P s1jt+1 . . . P
sn−t
jn
P r1j1 . . . P
rt
jt
, (3.40)
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where r =
∑
i ri and s =
∑
i si and the integral is completely specified by the ri’s and si’s. The
subset of t propagators needed to describe the integrals of a given Feynman diagram is called
a topology and subsets of a topology where one or more propagators have been removed are
called subtopologies.
The number of independent integrals can be reduced by using integration-by-parts (IBP) iden-
tities [32,33]. These follow from the fact that in dimensional regularisation, the integral over a
total derivative vanishes. By carrying out derivatives of the type∫
dDki
∂
∂ki
[qµIt,r,s(k1, . . . , kl, p1, . . . , pn)] = 0, (3.41)
where q is a loop or external momentum, one obtains relations between different integrals.
Obviously a great number of these identities can be derived in this way, and not all of them are
linearly independent. Such identities can be used to set up a homogeneous system of equations
which can be solved for a small set of integrals, called master integrals, in terms of which all
other integrals can be expressed. This procedure has been automatised and implemented in
the program REDUZE [97] using the Laporta algorithm [98], which is based on a lexicographic
ordering of the integrals. REDUZE also offers the optional use of Lorentz invariance (LI)
[99] identities, which are not linearly independent to the IBP identities but can speed up the
calculation.
The master integrals relevant for this calculation are two-loop four-point functions with one leg
off-shell. These functions were all computed in [34, 35] in dimensional regularisation using the
method of differential equations [99] which is sketched in the following:
For a given t-propagator topology, one first needs to choose the master integral. One typically
takes It,t,0, the integral where all propagators in the denominator are raised to unit power and
no further propagator in the numerator. Certain topologies depend on two master integrals
and thus require a further choice. Differentiating the master integral with respect to one of the
Lorentz invariants it depends on yields a combination of integrals, among which are integrals
with one of the propagators in the denominator raised to power two and potentially a propagator
in the numerator, as well as the master integral and integrals appearing in subtopologies:
sij
∂
∂sij
It,t,0(sij , sjk, ski) ∼ It,t+1,1(sij , sjk, ski) + It,t+1,0(sij , sjk, ski).
+ It,t,0(sij , sjk, ski) + It−1,r,s(sij , sjk, ski). (3.42)
By application of IBP identities the first two integrals can again be mapped to a linear combi-
nation of the master integral and integrals contained in subtopologies, such as to yield following
differential equation:
sij
∂
∂sij
It,t,0(sij , sjk, ski) = A(sij , sjk, ski)It,t,0(sij , sjk, ski)
+ F (sij , sjk, ski, It−1,r,s(sij , sjk, ski)). (3.43)
These equations can be solved in a bottom-up approach, where one first solves the differential
equations for the topologies with the smallest number t of propagators, such that integrals
contained in this topology are known in terms of the corresponding master integrals when they
appear as the inhomogeneous term in differential equations for topologies with more propagators
in the denominator. Boundary conditions can be obtained from the analyticity of the master
integral at y = 0 and z = 0. A special treatment is required for topologies depending on two
master integrals, especially in the case of non-planar topologies [35].
The results of [34, 35] take the form of a Laurent series in , starting at −4, with coefficients
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containing one- and two-dimensional harmonic polylogarithms (HPLs [100] and 2dHPLs [34]),
which are a generalisation of Nielsen’s polylogarithms [101]. Several numerical implementations
of HPLs and 2dHPLs are available [102,103].
3.3 Feynman diagrammatic calculation
The calculation of the two-loop Feynman amplitudes contributing to H → ggg and H → qq¯g
follows closely the calculation of the two-loop helicity amplitudes for γ∗ → qq¯g [104], which
contribute to the NNLO corrections to e+e− → 3j and related event shapes [105, 106], and of
the two-loop helicity amplitudes for qq¯ → V γ [107]. Two completely independent calculations
of the amplitudes have been performed, which provides a strong internal cross-check of the
results.
The Feynman diagrams contributing to the i-loop amplitude |M(i)〉 (i = 0, 1, 2) were all gener-
ated using QGRAF [108]. For H → ggg, there are four diagrams at tree-level, 60 diagrams at
one loop and 1306 diagrams at two loops, while for H → qq¯g, there is one diagram at tree-level,
15 diagrams at one loop and 328 diagrams at two loops. Computer algebra methods imple-
mented in FORM [112] have been used to perform the evaluation of the Feynman rules, as well
as the summation over colours and spins after application of the D-dimensional projectors given
in eqs. (3.15) and (3.23). When summing over the polarisations of the external gluons in the
projectors, the axial gauge with a D-dimensional metric has been used. Internal gluons were
kept in Feynman gauge, resulting in internal ghost contributions to the loop amplitudes. The
integrals appearing in the individual two-loop diagrams contain up to seven propagators in the
denominator, and up to five irreducible scalar products in the numerator (i.e. scalar products
which can not be expressed as linear combinations of the occurring propagators). Since the
loop momenta as assigned by QGRAF do not in general match the momenta of the auxilliary
topology, an iterated shifting and matching algorithm for the momenta has been implemented in
FORM. It furthermore might require a permutation of the external momenta, which is undone
after insertion of the master integrals. The planar resp. nonplanar topologies are
Planar topology Non-planar topology
q1 = k1 q1 = k1
q2 = k2 q2 = k2
q3 = k1 − k2 q3 = k1 − k2
q4 = k1 − p1 q4 = k1 − k2 − p3
q5 = k2 − p1 q5 = k2 − p1
q6 = k1 − p1 − p2 q6 = k1 − p1 − p3
q7 = k2 − p1 − p2 q7 = k2 − p1 − p2
q8 = k1 − p1 − p2 − p3 q8 = k1 − p1 − p2 − p3
q9 = k2 − p1 − p2 − p3 q9 = k2 − p1 − p2 − p3
Expressing the diagrams in terms of the topologies and performing the reduction yields very
large expressions O(MByte). This partly originates in the fact that FORM performs operations
only term by term and thus is unable to cancel expressions of the form(
1− a
a+ b
− b
a+ b
)
· large expression, (3.44)
where a and b represent two Lorentz invariants. This problem has been solved by performing
a partial fractioning at strategic places in the computation. In the case above for instance, the
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replacement
a
a+ b
→ 1− b
a+ b
, (3.45)
implements the cancellation of the ‘hidden zero’. In fact, repeated application of the above
replacement and
1
a(a+ b)
→ 1
ab
− 1
b(a+ b)
, (3.46)
achieves the cancellation of all hidden zeroes where the denominator and the numerator can
be factorised into products of linear combinations of the sij ’s. To achieve this the partial
fractioning has to be hierarchical in the invariants, that is, it is first performed with a = s12
in the above formulae, then with a = s13 in cases where b does not contain any s12’s. The
dimension D = 4− 2 has also been included in this procedure.
Inserting the master integrals into the amplitudes and truncating the Laurent series to the
required order, the unrenormalised one-loop and two-loop helicity coefficients are obtained.
Their Laurent expansion contains HPLs and 2dHPLs up to weight 4.
The expressions for the master integrals derived in [34] apply to the kinematical situation of
a 1 → 3 decay, while the H + 1J production corresponds to a 2 → 2 scattering process. The
helicity amplitudes must therefore be crossed to the appropriate kinematical configuration.
Their definitions in terms of momentum spinors eqs. (3.36),(3.38) remain unchanged by the
crossing, such that only the helicity coefficients α, β, γ are to be continued to the appropriate
kinematical region. This requires the analytic continuation of the polylogarithmic functions,
which is described in detail in [107, 113]. For Higgs boson production plus one jet, the helicity
coefficients have to be continued to three kinematical regions, depending on which of s12, s13, s23
is the s-channel variable. In the case of the qqg amplitudes:
region 2: q(p1) + q¯(p2)→ H(p4) + g(−p3),
region 3: q(p1) + g(p3)→ H(p4) + q(−p2),
region 4: q¯(p2) + g(p3)→ H(p4) + q¯(−p1).
Since the helicity coefficient α corresponds to the |M+++ggg 〉 helicity amplitude, due to the sym-
metry between gluons α2 = α3 = α4 holds. The β coefficient corresponds to the |M++−ggg 〉
helicity amplitude, such that β3 = β4 and only the crossings into regions 2 and 4 are needed.
That this holds represents an additional check of the computation. For the qqg amplitudes on
the other hand the helicity coefficient γ is different in all three crossings.
3.4 Results
Renormalisation of UV divergences is performed in the MS scheme. Denoting unrenormalised
quantities with a superscript U , it is carried out by replacing the bare coupling αU with the
renormalised coupling αs ≡ αs(µ2), evaluated at the renormalisation scale µ2,
αUµ20 S = αsµ
2
[
1− β0

(αs
2pi
)
+
(
β20
2
− β1
2
)(αs
2pi
)2
+O(α3s)
]
, (3.47)
where
S = (4pi)
e−γ with Euler constant γ = 0.5772 . . .
and µ20 is the mass parameter introduced in dimensional regularisation [109–111] to maintain
a dimensionless coupling in the bare QCD Lagrangian density; β0 and β1 are the first two
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coefficients of the QCD β-function, see section 2.7. The renormalisation relation for the effective
coupling λ is given in [114] as,
λU = λ
[
1− β0

(αs
2pi
)
+
(
β20
2
− β1

)(αs
2pi
)2
+O(α3s)
]
, (3.48)
The i-loop contribution to the unrenormalised coefficients is denoted by Ω(i),U, using the same
normalisation as for the decomposition of the renormalised amplitude (3.40). The renormalised
coefficients are then obtained as,
Ω(0) = Ω(0),U,
Ω(1) = S−1 Ω
(1),U − 3β0
2
Ω(0),U,
Ω(2) = S−2 Ω
(2),U − 5β0
2
S−1 Ω
(1),U −
(
5β1
4
− 15β
2
0
82
)
Ω(0),U. (3.49)
For the remainder of this chapter the renormalisation scale is set to µ2 = M2H = s123. The full
renormalisation scale dependence of the helicity coefficients is:
Ω = λ
√
4piαs(µ2)TΩ
{
Ω(0) +
(
αs(µ
2)
2pi
)[
Ω(1) +
3
2
β0Ω
(0) ln
(
µ2
s123
)]
+
(
αs(µ
2)
2pi
)2 [
Ω(2) +
(
5
2
β0Ω
(1) +
5
2
β1Ω
(0)
)
ln
(
µ2
s123
)
+
15
8
β20Ω
(0) ln2
(
µ2
s123
)]
+O(α3s)
}
. (3.50)
The renormalisation scale dependence of a pure QCD process is described in sec. 5.1.6. Differ-
ences with the above formula start at two-loops with the β1 coefficient, as can also be seen by
comparing eqs. (3.47) and (3.48).
3.4.1 Infrared factorisation
Following the discussion in section 2.8.2, the IR singularity operators I
(1)
Ω () can be written as
I(1)α () = −
eγ
2Γ(1− )
[
N
(
1
2
+
β0
N
)
(S12 + S13 + S23)
]
, (3.51)
= I
(1)
β (), (3.52)
I(1)γ () = −
eγ
2Γ(1− )
[
N
(
1
2
+
3
4
+
β0
2N
)
(S13 + S23)− 1
N
(
1
2
+
3
2
)
S12
]
, (3.53)
where, since µ2 = s123 holds,
Sij =
(
−s123
sij
)
. (3.54)
Note that on expanding Sij , imaginary parts are generated, the sign of which is fixed by the
small imaginary part +i0 of sij .
The constant H
(2)
Ω of eq. (2.62) can be constructed by counting the number of radiating partons
present in the event. In this case,
H(2)α = H
(2)
β = 3H
(2)
g ,
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H(2)γ = 2H
(2)
q +H
(2)
g . (3.55)
At leading order, one can insert the values of the tensorial coefficients given in eqs. (3.17) and
(3.25), into eqs. (3.37) and (3.39) respectively to find,
α(0) = β(0) = γ(0) = 1 . (3.56)
The renormalised NLO helicity amplitude coefficients can be straightforwardly obtained to all
orders in  from the helicity coefficients Ω(1). For practical purposes they are needed through to
O(2) in evaluating the one-loop self-interference and the IR divergent one-loop contribution to
the two-loop amplitude, while only the finite piece is needed for the one-loop self-interference.
They can be decomposed according to their colour structure as follows,
Ω(1),finite =
(
NC A
(1)
Ω +
1
NC
B
(1)
Ω +NFC
(1)
Ω
)
. (3.57)
This makes sense in view of applying a subtraction scheme since different channels of the real
corrections integrate down to different colour structures of the virtual contributions. Such a
decomposition thus helps to implement the subtraction terms in a modular way. Furthermore,
for some subleading orders in NC the subtraction terms take very simple forms.
The finite two-loop remainder is obtained by subtracting the predicted IR structure (expanded
through to O(0)) from the renormalised helicity coefficient. The finite remainder can be de-
composed according to the colour Casimirs as follows,
Ω(2),finite =
(
N2CA
(2)
Ω +N
0
CB
(2)
Ω +
1
N2C
C
(2)
Ω +
NF
NC
D
(2)
Ω +NCNFE
(2)
Ω +N
2
FF
(2)
Ω
)
,(3.58)
where the functions A
(2)
Ω -F
(2)
Ω contain HPL’s and 2dHPL’s up to weight four which depend on
dimensionless ratios of the invariants.
3.5 Application to two-loop splitting amplitudes
The computation described above can be upgraded to allow for the calculation of the two-
loop splitting amplitudes. These are necessary to describe the collinear behaviour of two-loop
matrix elements in single collinear limites. In the course of a subtraction procedure, the splitting
functions are integrated over the phase-space of the unresolved parton. Since this yields single
poles in , the splitting functions need to be known up to O(), since this results in finite terms
which need to be accounted for. The splitting amplitudes can be extracted using the l-loop
generalisation of eq. (2.56):
|M(0)H→gggM(l)†H→ggg| '
8piα0
s13
l∑
k=0
(
α0S
2pi
)k (s13
µ2
)−k
P (k)gg (z)|M(0)H→ggM(l−k)†H→gg|,
|M(0)H→qqgM(l)†H→qqg| '
8piα0
s12
l∑
k=0
(
α0S
2pi
)k (s12
µ2
)−k
P
(k)
qq (z)|M(0)H→ggM(l−k)†H→gg|,
|M(0)γ∗→qqgM(l)†γ∗→qqg| '
8piα0
s13
l∑
k=0
(
α0S
2pi
)k (s13
µ2
)−k
P (k)gq (z)|M(0)H→qqM(l−k)†H→qq|, (3.59)
where α0 is the bare coupling, P
(k)
ij (z) is the k-loop splitting function and the hard matrix
elements |M(0)H→ijM(l−k)†H→ij | and |M(0)γ∗→ijM(l−k)†γ∗→ij | are given in terms of the corresponding form
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factors, which are known up to three loops in QCD [115]. The ’'’ means equality up to terms
which are power-supressed in the limit. This means that if the two-loop interferences on the
left hand side of the above equations are known up to O(), the splitting functions at the same
loop and  order can be solved for. To this end, the master integrals of [34, 35] have been
recomputed [116] up to transcendental weight five using the method of differential equations
described in this chapter in a canonical basis [117] where the master integrals have uniform
transcendental weight. The boundary conditions have been obtained from the expansion of the
master integrals around the soft limit [118]. This yields the splitting functions in terms of a
Laurent series in  with coefficients which are combinations of 2dHPL’s.
As an application, the double-virtual-real contribution to the N3LO Higgs boson production has
been considered [116]. These are the two-loop three parton p1p2 → Hp3 interferences, where
one parton is allowed to become unresolved. With the two-loop splitting functions, subtraction
terms have been constructed which remove the corresponding divergences. Using a suitable
phase-space parametrisation, the integration over the single unresolved phase-space of the split-
ting functions is performed. For qq initial states there is no collinear limit and the integration
can be easily performed order-by-order in  using the recursive definition of the 2dHPL’s. For
the qg initial state a collinear limit between the initial and final quarks is successfully subtracted
using the P
(k)
qq splitting function. The residue of the subtraction is then finite and can be inte-
grated in the same way as for the qq initial state. The treatment of the gg initial state is similar
up to a soft limit which needs to be subtracted beforehand. This necessitates the two-loop soft
current [118]. The collinear limites are then canceled with subtraction terms based on the P
(k)
gg
splitting functions, where also here the soft limit has been removed.
Analytic expressions are given for the integrated double-virtual-real subtraction terms. To-
gether with the other contributions (triple-real, triple-virtual, double-real-virtual and real-
virtual squared), once available, the total cross section for Higgs boson production at N3LO can
be calculated.
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Chapter 4
Antenna subtraction
Antenna subtraction is an implementation of the idea of subtraction as described in section 2.10.
It has been successfully applied both at NLO and at NNLO, in particular with the calculation
of the NNLO corrections to e+e−-production [53, 54], to the all gluons contribution to dijet
production [55] as well as to the production of heavy particles [119].
The insight that the soft and collinear radiation described in section 2.8 can be consistently
integrated into the notion of radiation between a pair of hard ‘radiators’ [120] is at the basis
of antenna subtraction. According to this, the factorisation of tree-level amplitudes can be
described in terms of an antenna function, X(pa, p1, . . . , pn, pb), which describes faithfully the
radiation of partons with momenta p1, . . . , pn off their colour-neighbouring hard partons with
momenta pa and pb in all their unresolved limites. This generality is reflected in a momentum
map (pa, p1, . . . , pn, pb) → (pA, pB), which maps to the set of resolved momenta prior to the
radiation and interpolates between all unresolved limites. Using these functions, subtraction
terms can be written which reproduce and subtract away the IR divergent behaviour of matrix
elements with unresolved coloured particles.
This can also be performed at the level of squared colour ordered amplitudes. The factorisation
properties are then encapsulated in the spin-summed squared antenna functions. They can
readily be obtained from normalised matrix elements of suitable decay processes, which however
goes along with the drawback of involved colour logistics when squaring amplitudes with large
parton multiplicities. In the following, the term ‘antenna function’ will always denominate the
squared antenna functions.
Since they are functions of low multiplicity, the integral over the phase-space of the potentially
unresolved momenta p1, . . . , pn can be performed analytically using the factorisation of phase-
space. This yields the integrated antenna functions X (pA, pB), which depend only on the
mapped momenta pA and pB. As expected, using dimensional regularisation these feature a
structure of explicit 1 poles. These cancel analytically the pole structure of loop matrix elements
when added back as described in section 2.10.
4.1 Antenna functions
There are different classes of antenna functions depending on the identity of the hard radia-
tor partons: gluon-gluon, (anti)quark-gluon and quark-antiquark antennae. This fixes a basic
two-parton antenna X02 which is just the squared amplitude for a process involving the hard
radiators only. For the gluon-gluon antennae one considers the H → 2g decay, for the quark-
gluon antennae one uses the decay X˜ → g˜g of a heavy neutralino to a massless gluino and
a gluon, and for quark-antiquark antennae the decay of an off-shell photon γ? → qq is used.
These X02 antennae are normalised to one. The n-parton l-loop antenna function X
l
n is then
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obtained as the squared amplitude for the real radiation correction of appropriate multiplicity
and loop order to the underlying 2-parton process normalised to the corresponding X02 antenna.
It therefore naturally contains all IR singularities of unresolved partons radiated off the two
hard radiators specified by the antenna kind.
As already mentioned the antenna functions are obtained from spin-summed squared ampli-
tudes. Since according to eq. (2.53) the IR behaviour of squared amplitudes in collinear limites
is given in terms of a tensorial splitting function, this means that angular terms are left over if
antenna functions are used to subtract such divergences. These angular terms average to zero
after performing the phase-space integral. One alternative solution is to average over phase-
space points which are related by a rotation by an angle pi2 around the axis of the collinear
limit under consideration. The angular terms then cancel out and a pointwise subtraction is
maintained.
Depending on the identity of the partons in the antenna, including the radiated ones, differ-
ent letters are used to label the antenna. Pure gluonic antennae are named F ln(. . .). Since an
F 0n(1, . . . , n) antenna is proportional to a |MH→ng(1, . . . , n)|2 squared amplitude, any of the n
partons can become unresolved. The momentum maps, on the other hand, require two partons
to be assigned as hard radiators. In order to avoid one of the hard radiators to become soft,
partial fractioning is used to decompose the antennae into sub-antennae whose singularity struc-
ture corresponds to a single phase-space mapping. These are identified with a small letter, for
instance f0n(. . .) for a gluons-only subantenna. Clearly different decompositions of the antennae
are necessary depending on the kinematics, since an initial state parton is constrained to be
resolved due to the convolution with a PDF, and thus can be unambigously labeled as a hard
radiator.
4.2 Real subtraction term
The construction of the real subtraction terms is guided by the colour-connected nature of
unresolved singularities in colour-ordered amplitudes. At NLO, the singularities appearing
due to a parton j which is colour connected to the hard partons i and k are encapsulated in
the three-parton tree-level antenna function X03 (i, j, k) associated with a mapping (i, j, k) →
(I,K). The antenna multiplies a ‘reduced’ matrix element which depends only on the hard
mapped momenta, thus reflecting the factorising nature of IR singularities. The antenna and
mapping are such that in limites where j becomes unresolved, they collapse to the correct
unresolved factor as in section 2.8.1, times the reduced matrix element where the momenta
I and K have been adequately reconstructed out of i, j and k. For a squared colour ordered
amplitude |M (0)n+3(1, 2; 3, . . . , n+3)|2, the following subtraction terms remove all single unresolved
singularities:
dσˆRNLO = NRNLO
∑
j
dΦn+1
1
Sn+1
×X03 (i, j, k)|M (0)n+2(. . . , I,K, . . .)|2J (n)n (p3, . . . , pI , pK , . . . , pn+3), (4.1)
where the sum is over all partons in the final state, and the order of the momenta in the
antennae and reduced squared amplitudes follow the colour ordering of the squared amplitude
they subtract the singularities from. This means in particular that either of partons i or k may
be in the initial state. Depending on this the mappings take different forms which are detailed
in the following sections, together with the antennae they are associated to. In general the
mappings are required to conserve momentum and keep the mapped momenta on-shell.
The previous discussion shows that colour ordering is a useful guide for the construction of the
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subtraction terms. It is therefore convenient to work with squared colour ordered amplitudes
instead of the full squared matrix element. The matrix element can then be obtained by
summing over the different colour orderings. In the remainder of this chapter, this sum will be
left implicit and the term ‘squared amplitude’ will refer to squared colour ordered amplitudes
respectively interferences of colour ordered amplitudes of different loop orders.
4.2.1 Final-final kinematics
When both partons are in the final state, the i, j, k → I,K mapping is given by [120,121]:
pµI = p
µ
(˜ij)
= xpµi + rp
µ
j + zp
µ
K
pµK = p
µ
(˜jk)
= (1− x)pµi + (1− r)pµj + (1− z)pµK , (4.2)
where
x =
1
2(sij + sik)
[
(1 + ρ)sijk − 2rsjk
]
,
z =
1
2(sjk + sik)
[
(1− ρ)sijk − 2rsij
]
,
ρ2 = 1 +
4r(1− r)sijsjk
sijksik
,
r =
sjk
sij + sjk
. (4.3)
It has the following properties in unresolved limites of the parton j:
pj → 0 pI → pi pK → pk
pj ||pi pI → pi + pj pK → pk
pj ||pk pI → pi pK → pj + pk.
Thus at NLO the real subtraction contribution dσS typically contains terms of the following
kind:
X03 (i, j, k)|M0n+2(1, . . . , I,K, . . . , n+ 3)|2J (n)n (p3, . . . , pI , pK , . . . , pn+3), (4.4)
where the reduced squared amplitude M and the jet function Jn depend on the mapped mo-
menta. Taking advantage of the factorisation of phase-space
dΦn+1(p1ˆ, p2ˆ; p3, . . . , pi, pj , pk, . . . , pn+3) = dΦn(p1ˆ, p2ˆ; p3, . . . , pI , pK , . . . , pn+3)
· dΦXijk(pi, pj , pk; pI + pK), (4.5)
where hatted momenta are in the initial state and the antenna phase-space dΦXijk is propor-
tional to the 1→ 3 decay phase-space, one can perform the integration
1
C()
∫
dΦXijkX
0
3 (i, j, k) = X (I,K), (4.6)
where the normalisation factor C() is
C() = (4pi)
e−γE
8pi2
. (4.7)
This yields the integrated antenna function X (I,K), which depends only on the scale sIK =
sijk. At NNLO one also needs three-parton one-loop antenna functions X
1
3 (i, j, k) to reproduce
the single unresolved divergences of one-loop matrix elements as well as four-parton tree-level
antenna functions X04 (i, j, k, l) to reproduce the double unresolved behaviour of tree-level matrix
elements. While the same mapping can be used for the X13 as for the X
0
3 antennae, a new
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mapping (i, j, k, l) → (I, L) is needed to interpolate between the double unresolved limites of
the X04 (i, j, k, l) antenna. It also implements momentum conservation, yields on-shell mapped
momenta and is given by [122]:
pµI = p
µ
(˜ijk)
= xpµi + r1p
µ
j + r2p
µ
k + zp
µ
l ,
pµK = p
µ
(˜jkl)
= (1− x)pµi + (1− r1)pµj + (1− r2)pµk + (1− z)pµl ,
r1 =
sjk + sjl
sij + sjk + sjl
,
r2 =
skl
sik + sjk + skl
,
x =
1
2(sij + sik + sil)
[
(1 + ρ)sijkl − r1(sjk + 2sjl)− r2(sjk + 2skl)
+ (r1 − r2)sijskl − siksjl
sil
]
,
z =
1
2(sil + sjl + skl)
[
(1− ρ)sijkl − r1(sjk + 2sij)− r2(sjk + 2sik)
− (r1 − r2)sijskl − siksjl
sil
]
,
ρ2 = 1 +
(r1 − r2)2
s2ils
2
ijkl
λ(sijskl, silsjk, siksjl)
+
1
silsijkl
[
2(r1(1− r2) + r2(1− r1))(sijskl + siksjl − sjksil)
+ 4r1(1− r1)sijsjl + 4r2(1− r2)sikskl
]
,
λ(u, v, w) = u2 + v2 + w2 − 2(uv + uw + vw). (4.8)
In the various double unresolved limites it fulfills:
pj , pk → 0 pI → pi pL → pl,
pi||pj ||pk pI → pi + pj + pk pL → pl,
pj ||pk||pl pI → pi pL → pj + pk + pl,
pj → 0 , pk||pl pI → pi pL → pk + pl,
pk → 0 , pi||pj pI → pi + pj pL → pl,
pi||pj , pk||pl pI → pi + pj pL → pk + pl.
In colour ordered limites of the F 04 antenna where only one of the partons j and k becomes
unresolved, this mapping collapses to a NLO final-final mapping. This allows the subtraction
of single unresolved limites from the four-parton antenna function with products of tree-parton
antennae as described in section 4.5.1. These antennae and mappings are sufficient to construct
all subtraction terms for observables at e+e− colliders.
4.2.2 Initial-final kinematics
In electron-hadron scattering experiments, one parton is in the initial state. Collinear emission
off these partons takes place prior to the scattering and the associated singularities need to be
absorbed into the PDF’s. The extraction of these divergences requires the analytic continuation
of the antenna function to kinematics where one of the hard radiators is in the initial state as
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well as an initial-final mapping (ˆi, j, k) → (Iˆ , K) = (ˆ¯i,K), where the initial state parton is
merely being rescaled as denoted by the bar notation [50]:
pµI = p
µ
ˆ¯i
= xip
µ
i ,
pµK = p
µ
(˜jk)
= pµj + p
µ
k − (1− xi)pµi , (4.9)
where
xi =
sij + sik + sjk
sij + sik
. (4.10)
When j becomes unresolved it fulfills:
pj → 0 pˆ¯i → piˆ pK → pk
pj ||piˆ pˆ¯i → zipiˆ pK → pk
pj ||pk pˆ¯i → piˆ pK → pj + pk,
where (1− z) is the momentum fraction carried away by the collinear parton j. The new NLO
subtraction term corresponding to this configuration is
X03 (ˆi, j, k)|M0n+2(1, . . . , ˆ¯i,K, . . . , n+ 3)|2J (n)n (p3, . . . , pK , . . . , pn+3). (4.11)
In the initial-final case, the factorisation of phase-space reads as a convolution of a n-particle
phase-space with a two-particle phase-space:
dΦn+1(p1ˆ, p2ˆ; p3, . . . , pj , pk, . . . , pn+3) = dΦn(p1ˆ, x2p2ˆ; p3, . . . , pK , . . . , pn+3)
· Q
2
2pi
dΦ2(pj , pk; p2ˆ, q)
dx2
x2
, (4.12)
q = pj + pk − p2, (4.13)
Q2 = −q2, (4.14)
and similarly for subtraction terms involving pa. Performing the integration over the antenna
phase-space yields
1
C()
∫
dΦ2
Q2
2pi
X03 (ˆi, j, k) = X (ˆ¯i,K, zi), (4.15)
where C() is given as in eq. (4.7). There remains a dependence on the momentum fraction zi of
the initial state parton after collinear emission prior to the scattering. The momentum fraction
is not kinematically fixed (altough its boundaries are) and has to be integrated over. This
integration formally corresponds to the convolution in eq. (2.67) resp. in the mass factorisation
counterterms, and is therefore combined with it. The NLO initial-final mapping holds also for
the X13 (ˆi, j, k) appearing at NNLO. In a similar way as for the final-final kinematics, a new
mapping (ˆi, j, k, l) → (ˆ¯i, L) is required to implement the double unresolved behaviour of the
four-parton tree-level antennae X04 (ˆi, j, k, l) [121]:
pµI = p
µ
ˆ¯i
= xpµi ,
pµK = p
µ
(˜jkl)
= pµj + p
µ
k + p
µ
l − (1− x)pµi , (4.16)
where
xi =
sij + sik + sil + sjk + sjl + skl
sij + sik + sil
. (4.17)
In the double unresolved colour ordered limites of the partons j and k it satisfies the appropriate
limites:
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pj , pk → 0 pˆ¯i → piˆ pL → pl,
piˆ||pj ||pk pˆ¯i → zpiˆ pL → pl,
pj ||pk||pl pˆ¯i → piˆ pL → pj + pk + pl,
pj → 0 , pk||pl pˆ¯i → piˆ pL → pk + pl,
pk → 0 , piˆ||pj pˆ¯i → zpiˆ pL → pl,
pˆi||pj , pk||pl pˆ¯i → zpiˆ pL → pk + pl,
where z is again the momentum fraction of pˆ¯i left after the collinear splittings. This mapping
collapses to a NLO initial-final mapping in single unresolved limites of the four-parton antenna.
4.2.3 Initial-initial kinematics
In hadron-hadron scattering, up to two partons present in the antenna function may be in the
initial state. This requires antennae where both radiators are in the initial state and a further
mapping (3, . . . , iˆ, j, kˆ, . . . , n+3)→ (3˜, . . . , ˆ¯i, ˆ¯k, . . . , n˜+ 3). Since the momenta iˆ and kˆ are again
only rescaled there is no way to balance the transverse momentum of the parton j with the
mapped momenta. A Lorentz boost pl → pl˜ thus needs to be performed on the partons outside
the antenna in order to maintain momentum conservation. The mapping is given by [50]:
pµI = p
µ
ˆ¯i
= xip
µ
i
pµK = p
µ
ˆ¯k
= xkp
µ
k
pµ
l˜
= pµl −
2pl · (q + q˜)
(q + q˜)2
(qµ + q˜µ) +
2pl · q
q2
q˜µ, (4.18)
where the momenta pl are the final state momenta not involved in the antenna, and
xi =
√
sik + sjk
sik + sij
√
sik + sij + sjk
sik
,
xk =
√
sik + sij
sik + sjk
√
sik + sjk + sij
sik
,
qµ = pµi + p
µ
k − pµj ,
q˜µ = pµˆ¯i
+ pµˆ¯k
. (4.19)
The mapping satisfies:
pj → 0 pˆ¯i → piˆ pˆ¯k → pkˆ
pj ||piˆ pˆ¯i → zipiˆ pˆ¯k → pkˆ
pj ||pk pˆ¯i → piˆ pˆ¯k → zkpkˆ,
where again (1−z) is the momentum fraction carried away by the collinear parton j. This gives
rise to a further subtraction term
X03 (ˆi, j, kˆ)|M0n+2(1˜, . . . , ˆ¯i, ˆ¯k, . . . , n˜+ 3)|2J (n)n (p3˜, . . . , pn˜+3). (4.20)
The factorisation of phase-space reads as the convolution of a n-particle phase-space and the
phase-space of parton j:
dΦn+1(p1ˆ, p2ˆ; p1, . . . , pj , . . . , pn+1) = dΦn(x1p1ˆ, x2p2ˆ; p1˜, . . . , pn˜+1)
· δ(x1 − xˆ1)δ(x2 − xˆ2)[dpj ]dx1dx2 (4.21)
[dpj ] =
dd−1pj
2Ej(2pi)d−1
, (4.22)
46
and integration over the phase-space of parton j gives:
1
C()
∫
[dpj ]xixkδ(xi − xˆi)δ(xk − xˆk)X03 (ˆi, j, kˆ) = X (ˆ¯i, ˆ¯k, zi, zk), (4.23)
where C() is given as in eq. (4.7). The integrated antenna depends on the momentum fraction
of both initial state partons after initial collinear emission and is subjected to a double con-
volution over xi and xk. As before the NLO initial-final mapping holds also for the X
1
3 (ˆi, j, kˆ)
which appear at NNLO, together with a four-parton initial-initial antenna X04 (ˆi, j, k, lˆ). The
initial-initial mapping (3, . . . , iˆ, j, k, lˆ, . . . , n+ 4)→ (3˜, . . . , ˆ¯i, ˆ¯l, . . . , n˜+ 4) comes with a Lorentz
boost applied to the remaining partons not present in the antenna to maintain momentum
conservation, and reads [121]:
pµI = p
µ
ˆ¯i
= xip
µ
i
pµL = p
µ
ˆ¯l
= xlp
µ
l
pµm˜ = p
µ
m −
2pm · (q + q˜)
(q + q˜)2
(qµ + q˜µ) +
2pm · q
q2
q˜µ,
qµ = pµi + p
µ
l − pµj − pµk ,
q˜µ = pµˆ¯i
+ pµˆ¯l
,
xi =
√
sil + sjl + skl
sil + sij + skl
√
sij + sik + sil + sjk + sjl + skl
sil
,
xl =
√
sil + sij + sik
sil + sjl + skl
√
sij + sik + sil + sjk + sjl + skl
sil
. (4.24)
In double unresolved colour ordered limites of pj and pk its properties are:
pj , pk → 0 pˆ¯i → piˆ pˆ¯l → plˆ,
piˆ||pj ||pk pˆ¯i → zipiˆ pˆ¯l → plˆ,
pj ||pk||plˆ pˆ¯i → piˆ pˆ¯l → zlplˆ,
pj → 0 , pk||plˆ pˆ¯i → piˆ pˆ¯l → zlplˆ,
pk → 0 , piˆ||pj pˆ¯i → zipiˆ pˆ¯l → plˆ,
pˆi||pj , pk||plˆ pˆ¯i → zipiˆ pˆ¯l → zlplˆ,
where zi and zl are the momentum fractions of pˆ¯i and pˆ¯l after the collinear splitting. This
mapping collapses to a NLO initial-initial mapping in single unresolved limites of the four-
parton antenna.
The construction of subtraction terms using X13 and X
0
4 antennae is depicted in 4.5. Their
integration is described in [123].
4.3 Integrated subtraction terms and mass factorisation
As seen in the previous section, the subtraction terms involving initial-final or initial-initial
antennae subtract amongst others collinear limites between initial and final state partons. Fol-
lowing the discussion in section 2.9, these need to be absorbed into the renormalised PDF’s.
To this end the mass factorisation counterterms, which arise from the renormalisation of the
PDF’s, are added to the integrated antennae such as to remove the corresponding poles. Both
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the mass factorisation counterterms and the integrated antennae with at least one hard mo-
mentum in the initial state come with an integration over the momentum fraction of the initial
state parton left after collinear radiation prior to the scattering. It is appealing to combine these
into integrated dipoles J2 which encapsulate all poles in  associated with real radiation off an
initial-final or initial-initial antenna configuration. The poles in  originating in real radiation
off a final-final antenna configuration on the other hand are fully contained in the integrated
final-final antenna, which can thus directly be translated into the corresponding J2 operators.
The general prescription on how to combine the mass factorisation counterterms and integrated
antennae into the integrated dipoles is listed in [124]. The gluons-only case will be illustrated
in the next section with the example of NLO H + 1J .
The integrated dipoles have the same pole structure at NLO and at NNLO as the IR singularity
operators I2(I, J ; ), such that the integrated subtraction terms dσˆ
T
NLO together with dσˆ
MF
NLO
can always be rearranged to reproduce the known universal IR behaviour of loop matrix ele-
ments. In close correspondence to the way the real subtraction terms have been constructed, the
integrated subtraction terms are given at NLO by a sum over all pairs of colour neighbouring
partons in the squared amplitude:
dσˆTNLO = −NRNLO
∫
dz1
z1
dz2
z2
dΦn(z1p1, z2p2; p3, . . . , pn+2)
1
Sn
×
∑
I,K
J
(1)
2 (I,K; )|M (0)n+2(. . . , I,K, . . .)|J (n)n (p3, . . . , pI , pK , . . . , pn+2), (4.25)
where all integrated subtraction terms have been placed under an integral over the momentum
fractions z1 and z2, if necessary by multiplying with appropriate delta distributions δ(1 − zi),
in order to ease the handling of the various convolutions appearing in the integrated antennae
and mass factorisation counterterms.
4.4 NLO subtraction for NF=0 H + 1J
In order to obtain the NLO cross section for gluons-only H + 1J , a combination of subtraction
terms dσˆSgg,NLO must be found such that in
dσˆgg,NLO =
∫
dΦn+1
[dσˆRgg,NLO − dσˆSgg,NLO]J (n+1)n
+
∫
dΦn
[dσˆVgg,NLO − dσˆTgg,NLO]J (n)n , (4.26)
dσˆTgg,NLO = −
∫
1unresolved
dσˆSgg,NLO − dσˆMFgg,NLO, (4.27)
The content of the square brackets is free of IR divergences. The subtraction of the IR limites
of the real contribution for purely gluonic H + 1J production requires initial-final and initial-
initial phase-space mappings and the corresponding all-gluons (sub)antennae. The final-final
subantennae are also presented here since at NNLO there will be enough final state partons in the
double-real contribution to allow for their appearance. In the final-final case, one decomposes
the three-gluon tree-level antenna as [49]:
F 03 (i, j, k) = f
0
3 (i, k, j) + f
0
3 (k, j, i) + f
0
3 (j, i, k), (4.28)
where in the subantenna
f03 (i, j, k) =
1
s2ijk
(
2
s2ijksik
sijsjk
+
siksij
sjk
+
siksjk
sij
+
8
3
sijk +O()
)
, (4.29)
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the gluons i and k are identified as the hard radiators. It contains the full pj → 0 soft limit
and parts of the pi||pj and pj ||pk collinear limites. In the initial-final case the initial state gluon
is one of the hard radiators. Since the initial-final mapping is symmetric w.r.t. the other two
gluons and all limites factor down to gluons as well, any of the two final state gluons could be
the hard radiator and thus no decomposition in subantennae is needed. Nevertheless, since at
NNLO initial-final antennae are needed to subtract single unresolved limites from the four-gluon
antennae, which are colour ordered, it is still convenient to decompose the antenna as
F 03 (1ˆ, j, k) = f
0
3 (1ˆ, j, k) + f
0
3 (1ˆ, k, j), (4.30)
where the subantenna f03 (1ˆ, j, k) contains the full pj → 0 soft limit, the full p1ˆ||pj collinear limit
and part of the pj ||pk limit. It reads
f03 (1ˆ, j, k) =
1
2s21jk
(
8s21k
s1j
+
8s2jk
s1j
+
12sjks1k
s1j
+
4s31k
sjks1j
+
4sjk
s1j(s1j + s1k)
+
8s21k
sjk
+
6s1js1k
sjk
+ 12sjk + 12s1j + 12s1k +O()
)
, (4.31)
where the Lorentz invariants have been appropriately crossed to the initial-final kinematics. In
the initial-initial case both hard radiators are fixed and no decomposition is needed. The full
three-gluon tree-level antenna is
F 03 (1ˆ, i, 2ˆ) =
1
2s21i2
(
8s21i
s2i
+
8s21i
s12
+
8s22i
s1i
+
8s22i
s12
+
8s212
s1i
+
8s212
s2i
+
12s1is2i
s12
+
12s12s2i
s1i
+
12s1is12
s2i
+
4s31i
s12s2i
+
4s32i
s12s1i
+
4s312
s1is2i
+ 24s12 + 24s1i + 24s2i +O()
)
, (4.32)
where the invariants are crossed to the final-final kinematics.
The real contribution to the NLO purely-gluonic H + 1J process is the four-gluon tree-level
matrix element. It involves three colour orderings:
|M(0)4 (1ˆ, 2ˆ, 3, 4)|2 = NRNLO
[
|M (0)4 (1ˆ, 2ˆ, 3, 4)|2 + |M (0)4 (1ˆ, 2ˆ, 4, 3)|2 + |M (0)4 (1ˆ, 3, 2ˆ, 4)|2
]
, (4.33)
where |M (0)4 |2 are the helicity-summed partial amplitudes squared. The following expression is
then free of unresolved IR singularities:
dσˆRNLO + dσˆ
S
NLO = NRNLO
[
|M (0)4 (1ˆ, 2ˆ, 3, 4)|2J (2)1 (p3, p4)− f03 (2ˆ, 3, 4)|M (0)3 (1ˆ, ˆ¯2, (˜34))|2J (1)1 (p(˜34))
− f03 (1ˆ, 4, 3)|M (0)3 (ˆ¯1, 2ˆ, (˜34))|2J (1)1 (p(˜34))
+|M (0)4 (1ˆ, 2ˆ, 4, 3)|2J (2)1 (p3, p4)− f03 (2ˆ, 4, 3)|M (0)3 (1ˆ, ˆ¯2, (˜34))|2J (1)1 (p(˜34))
− f03 (1ˆ, 3, 4)|M (0)3 (ˆ¯1, 2ˆ, (˜34))|2J (1)1 (p(˜34))
+|M (0)4 (1ˆ, 3, 2ˆ, 4)|2J (2)1 (p3, p4)− F 03 (1ˆ, 3, 2ˆ)|M (0)3 (ˆ¯1, ˆ¯2, 4˜)|2J (1)1 (p4˜)
− F 03 (1ˆ, 4, 2ˆ)|M (0)3 (ˆ¯1, ˆ¯2, 3˜)|2J (1)1 (p3˜)
]
,
(4.34)
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where the IR divergences of each of the squared partial amplitudes have been removed by a
combination of two subtraction terms contained in dσˆSNLO, respectively. The virtual contribu-
tion is the tree-level one-loop interference of three-parton amplitudes and has only one colour
ordering:
|2M(1)3 (1ˆ, 2ˆ, 3)M(0)†3 (1ˆ, 2ˆ, 3)| = N VNLO|2M (1)3 (1ˆ, 2ˆ, 3)M (0)†3 (1ˆ, 2ˆ, 3)|. (4.35)
Integrating dσˆSNLO over the phase-space of the unresolved parton in the antennae and relabeling
the mapped momenta {(˜34), 3˜, 4˜} → 3 one obtains a set of integrated antennae:∫
1unresolved
dσˆSNLO = NRNLO
[
∫
dz2
z2
1
2
F03 (s23, z2)|M (0)3 (1ˆ, ˆ¯2, 3)|2 +
∫
dz1
z1
1
2
F03 (s13, z1)|M (0)3 (ˆ¯1, 2ˆ, 3)|2
+
∫
dz2
z2
1
2
F03 (s23, z2)|M (0)3 (1ˆ, ˆ¯2, 3)|2 +
∫
dz1
z1
1
2
F03 (s13, z1)|M (0)3 (ˆ¯1, 2ˆ, 3)|2
+
∫
dz1
z2
dz2
z2
{
F03 (s12, z1, z2)|M (0)3 (ˆ¯1, ˆ¯2, 3)|2 + F03 (s12, z1, z2)|M (0)3 (ˆ¯1, ˆ¯2, 3)|2
}]
J
(1)
1 (p3), (4.36)
to which the mass factorisation counterterms are added:
dσˆMFNLO = −NRNLO
[ ∫
dz1
z1
Γ(1)gg (z1)|M (0)3 (ˆ¯1, 2ˆ, 3)|2J (1)1 (p3)
+
∫
dz2
z2
Γ(1)gg (z2)|M (0)3 (1ˆ, ˆ¯2, 3)|2J (1)1 (p3)
]
, (4.37)
where pˆ¯1 = z1p1ˆ and pˆ¯2 = z2p2ˆ. The two contributions dσˆ
T
NLO and dσˆ
MF
NLO can be combined
into integrated dipoles according to the following prescription [124]:
J
(1,FF )
2 (I, J) =
1
3
F03 (sIJ)
J
(1,IF )
2 (1ˆ, J, z1) =
1
2
F03 (s1J , z1)−
1
2
Γ(1)gg (z1)
J
(1,II)
2 (1ˆ, 2ˆ, z1, z2) = F03 (s12, z1, z2)−
1
2
Γ(1)gg (z1)δ(1− z2)−
1
2
Γ(1)gg (z2)δ(1− z1), (4.38)
where
J
(1,..)
2 (I, J) = I
(1)(sIJ , ) + finite pieces. (4.39)
The integrated subtraction terms and mass factorisation counterterms can then be rephrased
as:
dσˆTNLO = −NRNLO
∫
dz1
z1
∫
dz2
z2
[
J
(1,IF )
2 (1ˆ, 3, z1)δ(1− z2) + J(1,IF )2 (2ˆ, 3, z2)δ(1− z1)
+ J
(1,II)
2 (1ˆ, 2ˆ, z1, z2)
]
· 2|M (0)3 (ˆ¯1, ˆ¯2, 3)|2J (1)1 (p3) (4.40)
which faithfully reproduces the pole structure of the virtual contribution according to sec. 2.8.2
and therefore removes its poles in . The convolution may be rearranged such as to involve
|M (0)3 (1ˆ, 2ˆ, 3)|2 instead of |M (0)3 (ˆ¯1, ˆ¯2, 3)|2 in the upper formula. This changes the convolution
with the PDF’s and will be discussed in sec. 5.1.5.
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4.5 NNLO subtraction
In this section the construction of the subtraction terms which remove the various IR divergences
at NNLO is described. It is broken up in three main parts following the outline in eq. (2.78),
dσˆij,NNLO =
∫
dΦn+2
[dσˆRRij,NNLO − dσˆSij,NNLO]J (n+2)n
+
∫
dΦn+1
[dσˆRVij,NNLO − dσˆTij,NNLO]J (n+1)n
+
∫
dΦn
[dσˆV Vij,NNLO − dσˆUij,NNLO]J (n)n . (4.41)
The individual subtraction terms are further broken up in contributions which dedicately remove
certain types of divergences:
dσˆSij,NNLO = dσˆ
S,a
ij,NNLO + dσˆ
S,b1
ij,NNLO + dσˆ
S,b2
ij,NNLO + dσˆ
S,c
ij,NNLO + dσˆ
S,d
ij,NNLO (4.42)
dσˆTij,NNLO = dσˆ
V S
ij,NNLO −
∫
1unresolved
dσˆS1ij,NNLO − dσˆMF1ij,NNLO,
= dσˆT,aij,NNLO + dσˆ
T,b1
ij,NNLO + dσˆ
T,b2
ij,NNLO + dσˆ
T,b3
ij,NNLO + dσˆ
T,c
ij,NNLO (4.43)
dσˆUij,NNLO = −
∫
1unresolved
dσˆV Sij,NNLO −
∫
2unresolved
dσˆS2ij,NNLO − dσˆMF2ij,NNLO. (4.44)
A part dσˆS1ij,NNLO of the double-real subtraction terms is integrated over its single unresolved
phase-space and combined with the mass factorisation counterterms dσˆMF1ij,NNLO to form inte-
grated dipoles in a similar way as in the NLO case. These subtract either the poles in  of
the actual real-virtual matrix element or of the one-loop antennae and one-loop reduced matrix
elements which appear in the subtraction terms in dσˆV Sij,NNLO. This is then itself integrated over
its single unresolved phase-space and added back to the double-virtual contribution. Together
with the integral over the double unresolved phase-space of the remaining double-real subtrac-
tion terms dσˆS2ij,NNLO and the mass factorisation counterterms dσˆ
MF2
ij,NNLO it removes the pole
structure of the two-loop matrix element.
In the following, the different contributions are explained and exemplified with parts of the
NNLO subtraction terms for H + 1J . Full generality is maintained concerning whether the
hard radiator momenta of an antenna correspond to initial- or final-state partons. All cases
have been treated in the previous section and can readily be applied.
The mass factorisation counterterms at NNLO read
dσˆMF,1ij,NNLO(ξ1H1, ξ2H2) = −
∫
dz1
z1
dz2
z2
×Γ(1)ij;kl(z1, z2)
[
dσˆRkl,NLO − dσˆSkl,NLO
]
(z1ξ1H1, z2ξ2H2) (4.45)
dσˆMF,2ij,NNLO(ξ1H1, ξ2H2) = −
∫
dz1
z1
dz2
z2
{
Γ
(2)
ij;kl(z1, z2)dσˆ
B
kl,LO(z1ξ1H1, z2ξ2H2)
+Γ
(1)
ij;kl(z1, z2)
[
dσˆVkl,NLO − dσˆTkl,NLO
]
(z1ξ1H1, z2ξ2H2)
}
, (4.46)
where the mass factorisation kernels are given in eq. (2.72) and the content of the square
brackets are the subtracted NLO real and virtual contributions respectively.
51
4.5.1 Double-real contribution
The double-real contribution contains single- as well as double unresolved limites. In order to
remove the single-unresolved limites, a combination of NLO-like subtraction terms dσˆS,aNNLO is
used. Its construction follows closely the lines of the real subtraction terms at NLO, up to
the reduced squared amplitude and the jet function which feature an external parton more. It
contains terms of the form:
dσˆS,aNNLO = NRRNNLO
∑
j
dΦn+2
1
Sn+2
×X03 (i, j, k)|M0n+3(1, . . . , I,K, . . . , n+ 4)|2J (n+1)n (p3, . . . , pI , pK , . . . , pn+4). (4.47)
In contrast to the real subtraction term, not all momenta in the reduced squared amplitude are
constrained to be resolved by the jet function. It may therefore itself develop single unresolved
singularities in double unresolved configurations of the unmapped momenta. These factorise
in terms of products of single unresolved factors and do not correspond to divergences of the
double-real squared amplitude. They will be removed with an additional subtraction term.
The double unresolved limites of the double-real squared amplitude can be subtracted with
terms of the form
dσˆS,b1NNLO = NRRNNLO
∑
j,k
dΦn+2
1
Sn+2
×X04 (i, j, k, l)|M (0)n+2(. . . , I, L, . . .)|2J (n)n (p3, . . . , pI , pL, . . . , pn+4), (4.48)
where the sum is over all colour ordered pairs of partons in the double-real squared amplitude.
This term introduces additional spurious singularities in single unresolved limites of the four-
parton antenna. Since these correspond themselves to squared amplitudes, IR factorisation
applies and the singularities can be subtracted by NLO-like subtraction terms for the X04 . This
is made possible due to the 4→ 2 NNLO mapping collapsing to a 3→ 2 NLO mapping in single
unresolved limites. The subtraction terms for a X04 (i, j, k, l) antenna thus consist of a sum of
two iterated three-parton antennae, where the arguments of the primary antenna are dictated
by the colour ordering of the four-parton antenna and the secondary one is the reduced antenna
function which depends on a 3→ 2 mapping:
dσˆS,b2NNLO = NRRNNLO
∑
j
dΦn+2
1
Sn+2
×X03 (i, j, k)X03 (I,K, l)|M (0)n+2(. . . , I, L, . . .)|2J (n)n (p3, . . . , pI , pL, . . . , pn+4), (4.49)
where the sum is over all partons of the four-parton antenna which may become unresolved,
and the proper reduced squared amplitude depends on two iterated 3 → 2 mappings. These
subtraction terms contain in turn singularities in double unresolved limites where also the sec-
ondary antenna has a single unresolved limit. These do as well not correspond to physical limites
of the double-real squared amplitude and are subtracted together with the double unresolved
singularities of dσˆS,aNNLO by a new contribution dσˆ
S,c
NNLO constructed in the following way:
For every four-parton antenna X04 (i, j, k, l) one considers the ordering of the hard radiators
with their colour neighbours which do not participate in the antenna, and where the potentially
unresolved partons j and k have been removed for now: (. . . , a, i, l, b, . . .). This becomes pos-
sible only for processes with at least five partons, where the ordering becomes (a, i, l, a). This
ordering now defines three regions which the unresolved partons are radiated from: The region
(I) between the genuine hard radiators i and l, and region (II) and (III) between one of them
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and its colour neighbour a resp. b. The unresolved partons are now successively radiated. The
primary radiation can take place in any of the three regions, with a relative minus sign if the
parton is radiated from region (II) or (III) and where the momenta of the ordering are subjected
to an adequate 3→ 2 NLO mapping. The second unresolved parton is always radiated from the
mapped momenta of region (I), which are then accordingly remapped. For a (. . . , a, i, l, b, . . .)
ordering this gives rise to the following structure:
+
1
2
X03 (i, j, l)X
0
3 ((˜ij), k, (˜jl))M
(0)
n+2(. . . , a, (˜(ij)k), (˜k(jl)), b, . . .)
−1
2
X03 (a, j, i)X
0
3 ((˜ij), k, l)M
(0)
n+2(. . . , (˜aj), (˜(ij)k), (˜kl), b, . . .)
−1
2
X03 (l, j, b)X
0
3 (i, k, (˜jl))M
(0)
n+2(. . . , a, (˜ik), (˜k(jl)), (˜jb), . . .), (4.50)
where the jet function has been omitted for readability. A similar group of terms is generated
where the roˆles of j and k are interchanged. Such blocks of terms cancel the remaining double
unresolved limites of dσˆS,aNNLO and dσˆ
S,b2
NNLO. This leaves divergences which are associated with
large angle soft emission. These need to be canceled with a structure whose construction
follows the same line than described above. Two soft partons are successively radiated from
the underlying ordering (. . . , a, i, l, b, . . .) in the same pattern as in eq. (4.50). Since in soft
limites all mappings become identical, however, the primary mapping needs not to be fixed by
the region in which the first radiation has occured, in contrast to the previous case. It can
be arbitrarily chosen, where if possible a final-final mapping is opted for. This is the case for
processes involving at least six partons. In five-parton processes an initial-final mapping needs
to be taken, whereas in four-parton processes such limites do not appear. Since the primary
mapping is fixed for emission off all three regions of the ordering, the corresponding secondary
antennae and reduced squared amplitudes are identical for all terms and can be factored out.
For the emission of a soft parton j followed by a parton k, the momenta of the underlying
ordering are considered after the primary mapping and after the secondary one. The subtraction
terms receive contributions from large angle soft antennae for primary radiation off both sets
of momenta, with a relative minus sign for radiation off the set of momenta after the secondary
mapping. Letting the primary radiation take place off each of the three regions thus leads to
a group of six terms, which, assuming a (i, j, l)→ ((˜ij), (˜jl)) final-final primary mapping takes
the following form:
−1
2
[(
S
(˜ij),j,(˜jl)
− S˜((ij)k),j,˜(k(jl))
)
−(S
a,j,(˜ij)
− S
a,j,˜((ij)k)
)
−(S
(˜jl),j,b
− S˜(k(jl)),j,b
)]
X03 ((˜ij), k, (˜jl))
×M (0)n+2(. . . , a, (˜(ij)k), (˜k(jl)), b, . . .)J (n)n (p3, . . . , pa, p˜((ij)k), p˜(k(jl)), pb, . . . , pn+4), (4.51)
where the soft antennae S are eikonal factors as given in eq. (2.52).
The picture which emerges so far is to let the colour ordering of the double-real squared ampli-
tude guide the construction of the single unresolved terms dσˆS,aNNLO and the double unresolved
terms dσˆS,b1NNLO. Each of the four-parton antennae then leads to further blocks of terms in
dσˆS,b2NNLO and dσˆ
S,c
NNLO whose construction are dictated by the colour ordering of the four-
parton antennae and their colour neighbours in the double-real squared amplitude. In purely
gluonic H + 1J production, dσˆS,cNNLO receives contributions from initial-final F
0
4 antennae and
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initial-initial ones where the initial state partons are not adjacent.
If one considers for instance a F 04 (2ˆ, i, k, j) antenna, which appears in the double-real subtrac-
tion terms for the {1ˆ, 2ˆ, i, k, j} colour ordering of the five-gluon matrix element, and omits the
potentially unresolved partons i and k one obtains the underlying ordering {1ˆ, 2ˆ, j, 1ˆ}. The
partons i and k are then successively radiated in the pattern described above. This yields the
following block of antennae in dσˆS,cNNLO:
1
2
(
f03 (2ˆ, i, j)f
0
3 (
ˆ¯2, k, (˜ij))|M (0)3 (1ˆ, ˆ¯2, (˜(ij)k))|2J (1)1 (p˜((ij)k))
−F 03 (1ˆ, i, 2ˆ)f03 (ˆ¯2, k˜, j˜)|M (0)3 (ˆ¯1, ˆ¯2, (˜j˜k˜))|2J (1)1 (p(˜j˜k˜))
−f03 (1ˆ, i, j)f03 (2ˆ, k, (˜ij))|M (0)3 (ˆ¯1, ˆ¯2, (˜(ij)k))|2J (1)1 (p˜((ij)k)) + (i↔ k)
)
. (4.52)
For the large angle soft terms, the primary mapping is chosen as (1ˆ, i, j) → (ˆ¯1, (˜ij)). The
underlying ordering thus becomes {ˆ¯1, 2ˆ, (˜ij), ˆ¯1}. The secondary mapping is then (2ˆ, k, (˜ij)) →
(ˆ¯2, (˜(ij)k)), after which the ordering is {ˆ¯1, ˆ¯2, (˜(ij)k), ˆ¯1}. The large angle soft block is then[(
Sˆ¯2i˜((ij)k)
− S
2ˆi(˜ij)
)
−
(
Sˆ¯1i˜((ij)k)
− Sˆ¯1i(˜ij)
)
−
(
Sˆ¯1iˆ¯2 − Sˆ¯1i2ˆ
)]
× f03 (2ˆ, k, (˜ij))|M (0)3 (ˆ¯1, ˆ¯2, (˜(ij)k))|2J (1)1 (p˜((ij)k)) + (i↔ k). (4.53)
Finally, in order to subtract single unresolved limites of the four-parton antenna, a contribution
to dσˆS,b2NNLO is introduced, which reads
f03 (2ˆ, i, k)F
0
3 (
ˆ¯2, (˜ik), j)|M (0)3 (1ˆ, ˆ¯2, (˜(ik)j))|2J (1)1 (p˜((ik)j))
+f03 (i, k, j)F
0
3 (2ˆ, (˜ik), (˜jk))|M (0)3 (1ˆ, ˆ¯2, ˜((ik)(jk)))|2J (1)1 (p ˜((ik)(jk)))
+f03 (2ˆ, j, k)F
0
3 (
ˆ¯2, i, (˜jk))|M (0)3 (1ˆ, ˆ¯2, (˜i(jk)))|2J (1)1 (p˜(i(jk))). (4.54)
All other F 04 antennae lead to analogous contributions to dσˆ
S,b2
NNLO and, if they are not initial-
initial antennae with adjacent initial partons, to dσˆS,cNNLO. The full double-real subtraction
terms are written in appendices A.1, A.2, A.3 and A.4.
In processes with at least six partons, double unresolved limites appear where the unresolved
partons do not share a common radiator. These colour-unconnected singularities are double
counted in dσˆS,aNNLO, which requires further subtraction terms dσˆ
S,d
NNLO constructed as
dσˆS,dNNLO = −NRRNNLO
∑
j,m
dΦn+2
1
Sn+2
X03 (i, j, k)X
0
3 (l,m, n)
× |M (0)n+2(. . . , I,K, . . . , L,N, . . .)|2J (n)n (p3, . . . , pI , pK , . . . , pL, pN , . . . , pn+4), (4.55)
where the sum is over all partons which are separated by more than one parton in the colour
ordering of the double-real squared amplitude. Such subtraction terms are however not needed
for NNLO H + 1J production.
4.5.2 Real-virtual contribution
The real-virtual contribution contains both poles up to 1
2
and single unresolved limites obeying
the factorisation behaviour described in eqs. (2.56) and (2.57). Both these divergences need to
54
be removed with dedicated subtraction terms. These are constructed partly from the double-
real counterterms integrated over their single-unresolved phase-space, and partly from new
subtraction terms which will need to be integrated over their own single-unresolved phase-space
and added back to the double-virtual contribution.
In order to reconstruct the correct integrated dipole factors out of the integrated antennae and
the real-virtual mass factorisation counterterms dσˆMF,1ij,NNLO, the latter must be appropriately
decomposed:
dσˆMF,1ij,NNLO = dσˆ
MF,1,a
ij,NNLO + dσˆ
MF,1,b1
ij,NNLO + dσˆ
MF,1,b2
ij,NNLO + dσˆ
MF,1,b3
ij,NNLO,
dσˆMF,1,aij,NNLO(ξ1H1, ξ2H2) = −
∫
dz1
z1
dz2
z2
Γ
(1)
ij;kl(z1, z2)dσˆ
R
kl,NLO(z1ξ1H1, z2ξ2H2),
dσˆMF,1,b1ij,NNLO(ξ1H1, ξ2H2) =
∫
dz1
z1
dz2
z2
Γ
(1)
ab;ab(z1, z2)dσˆ
S
kl,NLO(z1ξ1H1, z2ξ2H2),
dσˆMF,1,b2ij,NNLO(ξ1H1, ξ2H2) =
∫
dz1
z1
dz2
z2
Γ
(1)
ij;kl(z1, z2)dσˆ
S
kl,NLO(z1ξ1H1, z2ξ2H2),
dσˆMF,1,b3ij,NNLO(ξ1H1, ξ2H2) = −dσˆMF,1,b1ij,NNLO(ξ1H1, ξ2H2), (4.56)
where a and b are the species of the initial state partons in the reduced squared amplitudes
in dσˆSkl,NLO. The components of dσˆ
MF,1
ij,NNLO above are assigned to the different real-virtual
subtraction terms such as to complete the assembly of the J2 operators in the same spirit as
for the NLO integrated subtraction terms. In the case of NF=0 H + 1J production, where
only gluons are involved, this decomposition becomes trivial. As in the NLO case the whole
real-virtual counterterm is written as a convolution in the momentum fraction variables z1 and
z2, where the zi-independent parts are multiplied by adequate delta distributions.
Removing the explicit pole structure of the real-virtual squared amplitude requires the same
kind of string of J2 operators as in the NLO virtual counterterms, but with a parton more. It
appears therefore natural to integrate the single unresolved counterterm dσˆS,aNNLO, which has the
same structure than the NLO real counterterm but with one parton more, over its unresolved
phase-space and combine it with dσˆMF,1,aij,NNLO to form the term
dσˆT,aNNLO = −NRVNNLO
∑
i,j
∫
dz1
z1
dz2
z2
dΦn+1(z1p1, z2p2, p3, . . . , n+ 3)
1
Sn+1
× J(1)2 (i, j; )|M (0)n+3(1, . . . , n+ 3)|2J (n+1)n (p3, . . . , pn+3). (4.57)
In addition to the explicit pole structure the real-virtual contribution also has ‘tree × loop’ and
‘loop × tree’ single unresolved divergences. The former is subtracted by means of tree-level
three-parton antennae times one-loop reduced squared amplitudes. The one-loop interference
introduces new poles in , which need to be removed. To this end new integrated antennae are
introduced and combined with dσˆMF,1,b1ij,NNLO to form the appropriate J2-operators:
dσˆT,b1NNLO = NRVNNLO
∫
dz1
z1
dz2
z2
dΦn+1(z1p1, z2p2, p3, . . . , n+ 3)
1
Sn+1
×
∑
j
X03 (i, j, k)
[
δ(1− z1)δ(1− z2)|{2M (1)n+2M (0)†n+2}(1, . . . , I,K, . . . , n+ 2)|
+ cJ
∑
m,n
J
(1)
2 (m,n; )|M (0)n+2(1, . . . , I,K, . . . , n+ 3)|2
]
J (n)n (p3, . . . , pI , pK , . . . , pn+3),
(4.58)
where the sum over j is over all potentially unresolved partons of the real-virtual squared
amplitude. The sum over m,n runs over all colour-neighbouring partons in the one-loop reduced
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interference. The constant cJ is equal to one unless n = 0 and all partons are gluons, in which
case cJ is two. The dσˆ
T,b1
NNLO contribution is new and has to be added back to the double-virtual
contribution.
The ‘loop × tree’ part of the IR factorisation of the real-virtual squared amplitude requires
another subtraction term made up of a one-loop three-parton antenna times a tree-level reduced
squared amplitude:
dσˆT,b2NNLO = NRVNNLO
∫
dz1
z1
dz2
z2
dΦn+1(z1p1, z2p2, p3, . . . , n+ 3)
1
Sn+1
×
∑
j
[
X13 (i, j, k)δ(1− z1)δ(1− z2) +
∑
m,n
J
(1)
2 (m,n; )X
0
3 (i, j, k)
−MXX03 (i, j, k)J(1)2 (I,K; )
]
× |M (0)n+2(1, . . . , I,K, . . . , n+ 3)|2J (n)n (p3, . . . , pI , pK , . . . , pn+3), (4.59)
where as usual the j sum runs over all unresolved partons. Since the one-loop antenna is derived
from a one-loop matrix element, it features explicit poles up to 1
2
which must be subtracted
with appropriate J2 operators. In the second line the J2 operators are assembled from the
integral of dσˆS,b2NNLO together with dσˆ
MF,1,b2
ij,NNLO and the sum over m and n runs over all colour-
neighbouring partons in the one-loop antenna. The J2 operator in the third line is built from
introducing new integrated antennae and combining them with dσˆMF,1,b3ij,NNLO. The constant MX
depends on the identity of the partons in the antenna and its values are tabulated in [124]. For
purely gluonic antennae it is MX = 2. The whole contribution except the integrated antennae
in the second line have to be added back to the double-virtual contribution.
One issue with the previous terms is that the one-loop antenna X13 (i, j, k) is renormalised at
the scale sijk, whereas the real-virtual squared amplitude and remaining subtraction terms are
renormalised at the generic scale µ2. In order to be consistent with this the one-loop antenna
needs to be evolved to the scale µ2 with the following term:
dσˆT,b3NNLO = NRVNNLO
∫
dz1
z1
dz2
z2
dΦn+1(z1p1, z2p2, p3, . . . , n+ 3)
1
Sn+1
×
∑
j
β0 log
( µ2
|sijk|
)
X03 (i, j, k)δ(1− z1)δ(1− z2)
× |M (0)n+2(1, . . . , I,K, . . . , n+ 3)|2J (n)n (p3, . . . , pI , pK , . . . , pn+3). (4.60)
with the usual sum over unresolved partons.
The last group of terms consists mainly of the integral of dσˆS,cNNLO over its unresolved phase-
space. It reads
dσˆT,cNNLO = NRVNNLO
∫
dz1
z1
dz2
z2
dΦn+1(z1p1, z2p2, p3, . . . , n+ 3)
1
Sn+1
{
1
2
∑
j
[( (X 03 (sik)−X 03 (s(ij)(ik)))
−(X 03 (sai)−X 03 (sa(ij)))− (X 03 (skb)−X 03 (s(kj)b)))
−
( (S(sik, sik, 1)− S(s(ij)(jk), sik, x(ij)(jk),ik))
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−(S(sai, sik, xai,ik)− S(sa(ij), sik, xa(ij),ik))
−(S(skb, sik, xkb,ik)− S(s(jk)b, sik, x(jk)b,ik)))δ(1− z1)δ(1− z2)]
}
×X03 (i, j, k)|M (0)n+2(1, . . . , I,K, . . . , n+ 3)|2J (n)n (p3, . . . , pI , pK , . . . , pn+3), (4.61)
where j sums over the unresolved partons and S are the integrated soft functions. The definition
for the initial-final ones, which are relevant for this work, can be found in appendix B. The
integrated antennae X 03 (s(ij)(ik)), X 03 (sa(ij)) and X 03 (s(kj)b) have been added in order to cancel
the poles of the integrated antennae from the double-real subtraction term. The corresponding
terms need to be integrated and added back to the double-virtual contribution.
Considering again the case of H + 1J production, the real-virtual matrix element has the same
colour orderings as the real one, eq. (4.33). The subtraction of its single unresolved singularities
has the same structure as in eq. (4.34), where the individual subtraction terms are replaced by
corresponding blocks of dσˆT,bNNLO and dσˆ
T,c
NNLO. For instance, the real subtraction term
f03 (2ˆ, 3, 4)|M (0)3 (1ˆ, ˆ¯2, (˜34))|2J (1)1 (p(˜34)), (4.62)
can be translated to the real-virtual subtraction terms
dσˆ
T,{234}
NNLO = f
0
3 (2ˆ, 3, 4)|2M (1)3 (1ˆ, ˆ¯2, (˜34))M (0)†3 (1ˆ, ˆ¯2, (˜34))|δ(1− z1)δ(1− z2)J (1)1 (p(˜34))
+
[
J
(1,II)
2 (1ˆ,
ˆ¯2; z1, z2) + J
(1,IF )
2 (
ˆ¯2, (˜34); z2)δ(1− z1)
+ J
(1,IF )
2 ((˜34), 1ˆ; z1)δ(1− z2)
]
|M (0)3 (1ˆ, ˆ¯2, (˜34))|2J (1)1 (p(˜34))
+
(
f13 (2ˆ, 3, 4,
√
s234)δ(1− z1)δ(1− z2)
+
[
J
(1,IF )
2 (2ˆ, 3; z2)δ(1− z1) + J(1,FF )2 (3, 4)δ(1− z1)δ(1− z2)
+ J
(1,IF )
2 (2ˆ, 4; z2)δ(1− z1)− 2J(1,IF )2 (ˆ¯2, (˜34); z2)δ(1− z1)
]
f03 (2ˆ, 3, 4)
)
× |M (0)3 (1ˆ, ˆ¯2, (˜34))|2J (1)1 (p(˜34))
+
11
6
f03 (2ˆ, 3, 4) log(
µ2√
s234
)|M (0)3 (1ˆ, ˆ¯2, (˜34))|2δ(1− z1)δ(1− z2)J (1)1 (p(˜34))
+
1
2
((
F03 (s(ˆ¯2,(˜34)))− S(s(ˆ¯2,(˜34)), s(2ˆ,4))
)
−
(
F03 (s(2ˆ,4))− S(s(2ˆ,4), s(2ˆ,4))
)
−
(
F03 (s1ˆ,(˜34))− S(s1ˆ,(˜34), s(2ˆ,4))
)
+
(
F03 (s1ˆ,4)− S(s1ˆ,4, s(2ˆ,4))
)
−
(
F03 (s1ˆ,ˆ¯2)− S(s1ˆ,ˆ¯2, s(2ˆ,4))
)
+
(
F03 (s1ˆ,2ˆ)− S(s1ˆ,2ˆ, s(2ˆ,4))
))
× f03 (2ˆ, 3, 4)|M (0)3 (1ˆ, ˆ¯2, (˜34))|2J (1)1 (p(˜34)), (4.63)
where in the one-loop antenna the scale it has been renormalised at has been specified. The
remaining real-virtual subtraction terms except dσˆT,aNNLO can be contructed in this way and are
listed in appendices A.5 and A.6.
4.5.3 Double-virtual contribution
The two-loop double-virtual squared amplitude has no further unresolved limites but contains
poles up to 1
4
. In order to remove them, the remaining double-real subtraction terms are
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integrated over their double unresolved phase-space regions and the real-virtual subtraction
terms are integrated over their single unresolved phase-space. Together with the double-virtual
mass factorisation counterterm dσˆMF,2ij,NNLO they can be cast into a form which matches the pole
structure as predicted in eq. (2.62). Also here the integrated counterterms are written as a
convolution over z1 and z2. The integrated counterterm is
dσˆUNNLO = −N V VNNLO
∫
dz1
z1
dz2
z2
dΦn(z1p1, z2p2, p3, . . . , n+ 2)
1
Sn
{
∑
i,j
J
(1)
2 (i, j; )
(
|{2M (1)n+2M (0)†n+2}(1, . . . , n+ 2)| −
β0

|M (0)n+2(1, . . . , n+ 2)|2
)
+
1
2
[{∑
m,n
J
(1)
2 (m,n; )
}⊗ { ∑
m′,n′
J
(1)
2 (m
′, n′; )
}]
(z1, z2)|M (0)n+2(1, . . . , n+ 2)|2
+
∑
i,j
J
(2)
2 (i, j; )M
(0)
n+2(1, . . . , n+ 2)|2
}
J (n)n (p3, . . . , pn+2), (4.64)
where the respective sums are over the colour-neighbouring pairs of partons in the double-virtual
squared amplitude. The form of the two-loop integrated dipoles J
(2)
2 depends on the kinematics
and can be found in [124]. The first line of this equation contains the same 1
4
and 1
3
poles as
the first line of eq. (2.62). The difference in 1
2
comes from the fact that the J2 and the I
(1)
operators differ in their finite pieces. For the same reason, the first two lines of eqs. (4.64) and
(2.62) agree up to 1 pieces. The full equations agree up to finite pieces. The reconstruction
of the double unresolved J
(2)
2 operators and the convolutions of J
(1)
2 operators is described in
appendix A.7.
4.6 Subtraction terms for H + 1J
There are 12 distinct colour orderings contributing to the double-real H + 5g matrix element.
These are classified into two topologies depending on whether the two initial state momenta
are adjacent (IIFFF topology) or not (IFIFF topology). Since the structure of the subtraction
terms depends only on the colour ordering, for squared amplitudes of the same topology they
are identical up to cyclic permutation of the momenta. The double-real subtraction terms need
therefore only to be written for a specific colour ordering for each topology and can then be
called with permutated momenta in the arguments of the corresponding numerical routines for
different squared amplitudes.
A very convenient feature of antenna subtraction is that the individual subtraction terms do
not depend on the partons which are outside the radiating antenna. Therefore, the subtraction
terms for an amplitude with a certain set of partons are contained in the subtraction terms
for the amplitudes with the same set plus an additional parton. The double-real subtraction
terms for pure-QCD 5g scattering can thus be obtained from the purely gluonic double-real
subtraction terms for NNLO dijet production [125]. Since the Higgs boson is colour-neutral
and thus is not involved in any singularity, these are the same as for H + 5g scattering. It has
been checked that the double-real subtraction terms obtained in this way fulfil the structure
described in sec. 4.5.1.
By symmetrising the subtraction terms over the initial state partons 1ˆ and 2ˆ, the number of
colour orderings reduces to six. These are
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IIFFF IFIFF
{1ˆ, 2ˆ, 3, 4, 5} {1ˆ, 3, 2ˆ, 4, 5}
{1ˆ, 2ˆ, 4, 5, 3} {1ˆ, 4, 2ˆ, 5, 3}
{1ˆ, 2ˆ, 5, 3, 4} {1ˆ, 5, 2ˆ, 3, 4}.
For the IIFFF topology the dσˆS,aNNLO contribution is
dσˆS,aNNLO(1ˆ, 2ˆ, i, j, k) =f
0
3 (2ˆ, i, j)|M (0)4 (1ˆ, ˆ¯2, (˜ij), k)|2J (2)1 (p˜ij , pk)
+f03 (i, j, k)|M (0)4 (1ˆ, 2ˆ, (˜ij), (˜jk))|2J (2)1 (p˜ij , p˜jk)
+f03 (1ˆ, k, j)|M (0)4 (ˆ¯1, ˆ(2), i, (˜kj))|2J (2)1 (pi, p˜kj)
+f03 (2ˆ, k, j)|M (0)4 (1ˆ, ˆ¯2, (˜jk), i)|2J (2)1 (pi, p˜kj)
+f03 (k, j, i)|M (0)4 (1ˆ, 2ˆ, (˜jk), (˜ij))|2J (2)1 (p˜ij , p˜jk)
+f03 (1ˆ, i, j)|M (0)4 (ˆ¯1, 2ˆ, k, (˜ij))|2J (2)1 (p˜ij , pk), (4.65)
while the dσˆS,b1NNLO contribution is
dσˆS,b1NNLO(1ˆ, 2ˆ, i, j, k) =F
0
4 (2ˆ, i, j, k)|M (0)3 (1ˆ, ˆ¯2, (˜ijk))|2J (1)1 (p˜ijk)
+F 04 (i, j, k, 1ˆ)|M (0)3 (ˆ¯1, 2ˆ, (˜ijk))|2J (1)1 (p˜ijk)
−F 04 (1ˆ, i, 2ˆ, k)|M (0)3 (ˆ¯1, ˆ¯2, j˜)|2J (1)1 (p˜j). (4.66)
The remaining contributions follow from the colour ordering of the F 40 as described in sec. 4.5.1.
For the IFIFF topology the dσˆS,aNNLO contribution is
dσˆS,aNNLO(1ˆ, i, 2ˆ, j, k) =F
0
3 (1ˆ, i, 2ˆ)|M (0)4 (ˆ¯1, ˆ¯2, j˜, k˜)|2J (2)1 (p˜j , p˜k)
+f03 (2ˆ, j, k)|M (0)4 (1ˆ, i, ˆ¯2, (˜jk))|2J (2)1 (pi, p˜jk)
+f03 (1ˆ, k, j)|M (0)4 (ˆ¯1, i, 2ˆ, (˜jk))|2J (2)1 (pi, p˜jk)
+F 03 (1ˆ, i, 2ˆ)|M (0)4 (ˆ¯1, ˆ¯2, k˜, j˜)|2J (2)1 (p˜k, p˜j)
+f03 (2ˆ, k, j)|M (0)4 (1ˆ, i, ˆ¯2, (˜jk))|2J (2)1 (pi, p˜jk)
+f03 (1ˆ, j, k)|M (0)4 (ˆ¯1, i, 2ˆ, (˜jk))|2J (2)1 (pi, p˜jk), (4.67)
and the dσˆS,b1NNLO contribution is
dσˆS,b1NNLO(1ˆ, 2ˆ, i, j, k) =F
0
4 (2ˆ, j, k, 1ˆ)|M (0)3 (ˆ¯1, i˜, ˆ¯2)|2J (1)1 (p˜i)
+F 04 (2ˆ, k, j, 1ˆ)|M (0)3 (ˆ¯1, i˜, ˆ¯2)|2J (1)1 (p˜i)
+F 04 (1ˆ, i, 2ˆ, j)|M (0)3 (ˆ¯1, ˆ¯2, k˜)|2J (1)1 (p˜k)
+F 04 (1ˆ, i, 2ˆ, k)|M (0)3 (ˆ¯1, ˆ¯2, j˜)|2J (1)1 (p˜j), (4.68)
and again the colour ordering of the double unresolved antennae guide the construction of the
remaining pieces. Since the double-real contribution involves only 5 partons, there are no colour
unconnected subtraction terms dσˆS,dNNLO. Furthermore, there are not enough partons to use a
final-final mapping for the large angle soft terms. An initial-final mapping has therefore been
used. For a colour ordering (1ˆ, 2ˆ, i, j, k), the initial-final primary mappings are (1ˆ, k, j)→ 1ˆ, (˜kj)
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and (2ˆ, i, j) → 2ˆ, (˜ij). These lead to eikonals of the form S
2ˆ,k,(˜jk)
in the dσˆS,cNNLO blocks origi-
nating from initial-initial F 04 ’s, which in j soft limites lead to numerical instabilities. In order
to avoid this, the freedom to use arbitrary primary mappings for the LAS terms has been used
to choose mappings (1ˆ, i, k)→ 1ˆ, (˜ik) and (1ˆ, k, i)→ 1ˆ, (˜ki) for these blocks, which do not follow
the colour ordering of the actual double-real squared amplitude.
The individual contributions to the double-real subtraction terms have been tabulated versus
all possible single, double single and triple collinear limites. It has been checked that spurious
divergences in dσˆS,aNNLO and dσˆ
S,b2
NNLO are indeed cancelled by the dσˆ
S,c
NNLO pieces and that the
remaining ones indeed match the physical singularities of the squared amplitudes for a fixed
colour ordering. In single soft limites, the remaining divergences from the antenna functions
have been collected and found to agree with the expected structure of the large-angle soft terms.
The real-virtual matrix element receives contributions from 3 colour orderings. These are again
classified into a topology where the initial state momenta are adjacent (IIFF topology) and
one where they are not (IFIF topology). The corresponding subtraction terms have been con-
structed following the guidelines in section 4.5.2. It has then been checked that the double-real
subtraction terms integrated over the single-unresolved phase-space yield the same structure.
The integrated LAS terms have been modified to be consistent with the change of primary
mapping mentioned above.
The double-virtual matrix element features only one colour ordering (see chapter 3). The
double-virtual subtraction terms have been constructed according to section 4.5.2 resp. [124].
Since only three partons are involved, the complete factorisation mentioned in section 2.8.2 and
observed in section 3.4.1 applies and the subtraction terms could be organised according to the
three different pairs of partons.
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Chapter 5
Implementation
The following chapter describes the implementation of a program which carries out the compu-
tation of H + 1J at NNLO using the antenna subtraction formalism discussed in the previous
chapter. Of course a comprehensive description at the technical level would be beyond the scope
of this text. Rather, an understanding is given of the main ideas and concepts which have been
elaborated to solve some of the issues appearing in such computations.
The program evaluates the dominant gluons-only (NF = 0) contribution to H+1J at an 8 TeV
LHC. The remaining contributions are included in the larger framework NNLOJET.
5.1 Code
The central program is called HJET and carries out the phase-space integration as in eq. (2.43)
using VEGAS. The program is written in FORTRAN90, except for some external routines
HJET
VEGAS
Integration
variables
Phase-space 
Generator
SIG
Matrix element
Subtraction terms
Parton
momenta
Jet 
function
Parton
momenta
passed
Jet momenta
Weight
Weight
BINO
Histograms
Cross section
Scale
LHAPDF
PDF
Strong
coupling
Figure 5.1: Flowchart of the program
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written in F77 which have been integrated by means of interfaces. The REAL and COMPLEX
variables are declared at arbitrary precision, where double precision is set as a default. The
inner working of the program is sketched in fig. 5.1. VEGAS calls a function SIG, to which
it gives its integration variables as input and which returns the weight of the function to be
integrated. The VEGAS variables are points in an unit hypercube of appropriate dimension.
The possibility to integrate simultaneously over phase-spaces of different multiplicities in a single
HJET call is implemented. To this end the program features actually four identical (up to the
dimensionality of the integration volume) VEGAS routines. The implemented multiplicities are
three-parton, four-parton and two complementary five-parton phase-spaces (see section 5.1.1).
The computation is set up by a run card in which the relevant flags and variables are stored.
In the following, details of the main components will be explained.
5.1.1 Phase-space generator
The phase-space generator takes the VEGAS integration variables, the masses of the involved
particles and the center-of-mass energy of the collision as input and converts it into points
in the phase-spaces of the required multiplicities. These are the n-partons plus two photon
phase-spaces, where n ∈ {3, 4, 5}. The momenta are generated on-shell and obey momentum
conservation. The two photons are such that pγ1 + pγ2 = pH .
The momenta are generated starting from a 2 → 2 scattering. The initial state momenta p1
and p2 lie along the z-axis and are fully determined from the center-of-mass energy and the
masses of the initial state partons. The final state momenta are back-to-back and correspond
to the diphoton and partonic subsystems. The mass of the diphoton subsystem is determined
with a VEGAS variable according to a Breit-Wigner distribution which takes the Higgs boson
mass and width as additional input. Alternatively a delta function can be used which amounts
to set the diphoton mass to the parametric Higgs boson mass. The momenta of the partonic
and diphoton subsystems are determined from their masses and by converting a second VEGAS
variable into a polar angle. The momenta of the individual photons are assigned by converting
two VEGAS variables into an azimuthal and a polar angle. Using these, the photon momenta are
computed back-to-back in the rest frame of the diphoton system and subsequently boosted into
the center-of-mass frame. If there are more than one parton in the final state, their momenta are
determined in a similar way by means of iterated 1→ 2 branchings. Three additional VEGAS
variables are used for each extra parton, one to fix an invariant mass of the partonic subsystem
and the two others to obtain an azimuthal and a polar angle. The two daughter momenta
are computed in their own center-of-mass frame using the angles and then boosted into the
center-of-mass frame of the collision. Thus a point in the three-parton phase-space needs four
integration variables to be computed, while points in the four- and five-parton phase-spaces
need seven respectively ten integration variables. Except for the diphoton invariant mass all
angles and invariant masses are chosen linearly from the VEGAS variables. The generator also
computes a weight, basing on the Jacobian factors for reconstructing the phase-space variables
from the VEGAS variables and the weight of the 2→ 2 and 1→ 2 phase-spaces.
One particular issue the phase-space generator has to address is the cancellation of angular
terms in collinear limites (see section 4.1), which is done by averaging over phase-space points
which are rotated by pi2 around the collinear axis. In the four-parton phase-space, where single
collinear limites need to be accounted for, the momenta of the final state partons p3 and p4 are
rotated around the initial momentum p1 in their center-of-mass frame. The additional set of
rotated momenta obtained in this way allows to average out the angular terms corresponding to
p3||p4, p3||p1 and p4||p1 collinear limites. The p3||p2 and p4||p2 limites can however not be dealt
with in this way. The strategy then is to divide the phase-space into a region which contains the
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initial state collinear limites involving p1, together with an additional set of momenta rotated
around p1. This is done by requiring either of s13 or s14 to be the smallest invariant. With
z → −z momenta are generated in a second region where p3 and p4 can only become collinear
with p2, together with a set of momenta rotated around p2. One thus obtains four sets of
momenta, where summing over the unrotated momenta of both regions gives full phase-space
coverage, while averaging with the angular partner sets allows to get rid of the angular terms.
In the five parton phase-space relevant for the double-real p1 + p2 → p3 + p4 + p5 + pγ1 + pγ2
contribution, the angular terms corresponding to double single collinear limites as well as triple
collinear limites must be canceled. This is done by averaging over the original momenta and
three sets of rotated momenta. One set is obtained by rotating the (345) system around p1,
a second one by rotating the (45) system around p3. The third rotated set is obtained by
performing the (345) rotation followed by the (45) one. The phase-space is decomposed in
six regions involving triple collinear limites, which from now on will be denoted by (5A), and
six double single collinear regions denoted by (5B). They are obtained through the following
conditions and permutations thereof, where s1 and s2 are the smallest and second smallest
Lorentz invariants:
({s1, s2} ∈ {s34, s13}) or
({s1, s2} ∈ {s35, s13}) or
(s1 = s45 and s2 = min(s34, s35) and s14 + s15 < s24 + s25) or
(s1 = s13 and s2 = min s14, s15), (5.1)
for the triple collinear sector (5A) and
(s1 = s13 and s2 = min(s23, s24, s25))
({s1, s2} ∈ {s13, s45}), (5.2)
for the double single collinear sector (5B). Together with the rotated sets one therefore obtains
24 (5A) sets and 24 (5B) sets. The symmetry of the squared amplitudes under permutations of
the gluons allows one however to use only one of the six regions for each rotated set, such that
only four (5A) and four (5B) phase-space points need to be evaluated for each event.
The phase-space generator only produces initial state momenta with energy equal to the half
of the hadronic c.o.m. energy. When PDF’s are used, the partonic c.o.m. energy is given as
an input, and a Lorentz boost in z-direction is performed on all generated momenta to obtain
kinematics consistent with the momentum fractions ξ1 and ξ2.
Of course the numerical precision of the computation is limited and for phase-space configura-
tions where the amplitude becomes singular enough the subtraction breaks down. A phase-space
cutoff c is therefore implemented which rejects points corresponding to Lorentz invariants which
are too small, sij > c · sp, where sp = ξ1ξ2s is the partonic and s the hadronic c.o.m. energy.
For debugging and testing purposes the phase-space has been sampled with c = 10−9, where
the onset of numerical instabilities has been observed. For production c = 10−6 is set.
It may accidentally happen that momenta involved in an antenna are mapped such that
sIJ < c · sp, leading to potential instabilities. A secondary cutoff on the mapped momenta
has been experimented with, but has been rejected since this spoils the intricate cancellation
pattern between spurious divergences in the subtraction terms.
5.1.2 Matrix elements
Depending on the multiplicity and loop order the matrix elements required for NF = 0 are
implemented and evaluated in different ways.
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All tree level processes have been coded up in HJET in terms of helicity amplitudes taken from
the literature. The spinors for a momentum k are evaluated with following procedure: [69].
u+(k) = v−(k) =
1√
2

√
k+√
k−eiφk√
k+√
k−eiφk
 , u−(k) = v+(k) = 1√2

√
k−e−iφk
−
√
k+
−
√
k−e−iφk√
k+
 , (5.3)
where
e±iφk =
k1 ± ik2√
(k1)2 + (k2)2
, k± = k0 ± k3. (5.4)
The case where k is an initial-state momentum (k1 = k2 = 0 , k0 = ±k3) is treated separately;
the phase e±iφk is then (−1). For a certain momentum assignement for the amplitude the spinor
products and Lorentz invariants are computed once and for all and stored inside a matrix to
prevent redundant evaluation of the spinors. The analytical continuation of the spinor products
with one resp. two momenta in the initial state is performed by multiplying it with i resp.
(−1) [126]. The helicity amplitudes are then evaluated by calling the elements of the storage
matrix. Certain amplitudes also involve the Higgs mass, where the offshell mass of the diphoton
system has to be used in order to preserve momentum conservation. Usually, not all helicity
amplitudes are given but only some minimal set which allows to reconstruct the remaining ones
using their symmetries. Parity conjugation allows to flip all helicities and is easily performed
by taking the complex conjugate and multiplying with a minus sign. Together with cyclicity
and reflection [93]
Mn(1, 2, . . . , n− 1, n) = Mn(n, 1, 2, . . . , n− 1), (5.5)
Mn(1, 2, . . . , n) = (−1)nMn(n, . . . , 2, 1), (5.6)
this is enough to reconstruct all helicity amplitudes for H + 3g out of the ‘+ + +’ and ‘+ +−’
amplitudes. For tree-level Higgs plus four [127] and five gluons [28], where the amplitudes with
zero, one and two adjacent gluons of negative helicity are given, the dual Ward identity [93] is
needed in order to reconstruct amplitudes with alternating helicities:
M(1, 2, 3, . . . , n) +M(2, 1, 3, . . . , n) + . . .+M(2, 3, . . . , 1, n) = 0. (5.7)
Using this identity may lead to helicity amplitudes being called more than once with the same
indices when the sum over colour orderings is performed. This redundancy leads to speed loss
in particular in the evaluation of the H+5g matrix element. A cache system has therefore been
implemented which stores the amplitudes once evaluated with a certain permutation of indices
and retrieves them if this particular permutation is again requested. In a sample run where the
number of required jets has been set to three in order to prevent the evaluation of the subtraction
terms this results in reducing the runtime by a factor of ∼ 0.6. After their evaluation, the helicity
amplitudes are squared and summed over the helicities to obtaine the colour ordered amplitude
squared relevant for the various subtraction terms. The matrix elements are obtained by further
summing over the colour orderings. While the three-gluon matrix element has only one colour
ordering, the four-gluon matrix element has three orderings and can be written as
|M(0)4 (1, 2, 3, 4)|2 =
λ2g4sN
3
CCF
2
∑
Hel
[
|M (0)4 (1, 2, 3, 4)|2 + |M (0)4 (1, 2, 4, 3)|2 + |M (0)4 (1, 3, 2, 4)|2
]
,
(5.8)
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where the effective coupling λ is given in eq. (2.28). The five gluon matrix element can not
anymore be expressed in terms of squares of partial amplitudes. It can be written as [28]:
|M(0)5 (1, 2, 3, 4, 5)|2 =
λ2g6sN
4
CCF
2
∑
Hel
6∑
i,j=1
Cijmi(mj)
∗, (5.9)
where
Cij =

4 2 2 1 1 0
2 4 1 0 2 1
2 1 4 2 0 1
1 0 2 4 1 2
1 2 0 1 4 2
0 1 1 2 2 4

, mi =

M
(0)
5 (1, 2, 3, 4, 5)
M
(0)
5 (1, 2, 4, 3, 5)
M
(0)
5 (1, 3, 2, 4, 5)
M
(0)
5 (1, 3, 4, 2, 5)
M
(0)
5 (1, 4, 2, 3, 5)
M
(0)
5 (1, 4, 3, 2, 5)

. (5.10)
The one-loop H + 4g interference has been extracted from MCFM [136] and is also given in
terms of helicity amplitudes [30]. In order to account for differences in the renormalisation
scheme they are multiplied with a factor of ScΓ , where
S = (4pi)
e−γ , cΓ = (4pi)
Γ(1 + )Γ(1− )2
Γ(1− 2) . (5.11)
For one-loop n-gluon amplitudes this amounts to add a term npi
2
12 |M
(0)
n |2. The amplitudes con-
tain poles in  with coefficients which can be targeted with an ‘order’ index. For order = 2, 1, 0,
the routines return the coefficient of the 1
2
and 1 poles or the finite pieces, respectively.
The one-loop H + 3g interference relevant for the virtual contribution and real-virtual subtrac-
tion terms is coded up and evaluated numerically in terms of helicity amplitudes and the NLO
helicity coefficients whose evaluation is depicted in 3.1.3. In order to evaluate the amplitudes for
all helicities, the two helicity amplitudes need to be available in all permutations of the external
momenta. The continuation to the different kinematical regions of the scattering is described
at the end of section 3.3. For the all-plus helicity amplitude the coefficient α = α2 is the same
in all three regions, while for the two-plus minus amplitude the helicity coefficients β2 and β4
are needed. In order to obtain all six permutations each of the three regions is evaluated twice,
where in the dimensionless arguments of the coefficients a 1 ↔ 2 permutation is done. With
u13 = − s13s12 , u23 = − s23s12 and v = s123s12 , the correct helicity coefficients at l loops is, respectively,
permutation + + + + +−
12→ 3H α(l)(u13, v) β(l)2 (u13, v)
21→ 3H α(l)(u23, v) β(l)2 (u23, v)
13→ 2H α(l)(u23, v) β(l)4 (u23, v)
23→ 1H α(l)(u13, v) β(l)4 (u13, v)
31→ 2H α(l)(u23, v) β(l)4 (u23, v)
32→ 1H α(l)(u13, v) β(l)4 (u13, v).
The spinor products in the helicity amplitude on the other hand can just be called with permu-
tated indices. The two-dimensional harmonic polylogarithms are evaluated using the program
TDHPL [102]. The two-loop H + 3g amplitudes can also be evaluated in this way, which is
being used as a cross-check. In order to check numerically the  pole cancellation between the
65
real-virtual interferences and subtraction terms, the pole coefficients of the three-gluon one-
loop interferences are also needed, since they appear in dσˆT,b1NNLO. These have been evaluated in
FORM, translated to FORTRAN and can be targeted depending on the order index.
The two-loop H + 3g interference has been evaluated analytically in FORM using the helicity
amplitudes and the two-loop helicity coefficients, together with the double-virtual subtraction
term. This allows for a faster numerical evaluation since the 2dHPL’s need only to be evaluated
once, after which they are stored and called upon request. The analytical computation also
allows to check the cancellation of 1 poles between the interference and the integrated subtrac-
tion terms. The FORM output, which depends only on the 3 Lorentz invariants s12, s13 and
s23 is converted to a FORTRAN routine which is called by the main program.
In the above matrix elements the Higgs boson is on-shell. Finite width effects are included
with a Breit-Wigner factor. The decay of the Higgs boson is mediated through top-quark and
W-boson loops [128], and is approximated as a constant since the Higgs width is relatively small
compared to its mass.
5.1.3 Antennae
The antenna functions are implemented as described in [49]. In particular, the poles of the
one-loop antennae are implemented in terms of I(1)() operators. They can be accessed with
the order index, as well as the pole coefficients of the integrated antennae and soft factors. The
integrated soft factors are quoted in [124,129]. Using them in the initial-final configuration with
a primary mapping as described in section 4.6, it turns out that a number of large logarithmic
terms vanish in blocks like in eq. (4.61). This cancellation is therefore performed analytically
and the block of integrated soft terms is implemented as a whole in FORTRAN.
5.1.4 Jet function, coupling and PDF’s
The jet function is an essential part of the computation. It takes as argument a number of jets
and a list of parton momenta which it clusters into jet momenta according to the algorithm
described in section 2.5.2, where one can switch between the kT- or anti-kT algorithm by means
of a flag in the run card. The transverse momenta and rapidities of the jets are then evaluated
and possibly subjected to cut criteria dictated by the experiment one wants to compare to.
The number of jets which passed through the cuts is then counted and compared to the input
number of jets. If the number of passed jets is less than the input one, the function returns
FALSE. It can be set in the run card whether the jets are counted exclusively or inclusively
(which is the default). The jet function accordingly returns TRUE only if the number of passed
jets is exactly equal to the input number or if it is that number or more, respectively. All cut
parameters can be controlled in the run card.
Based on the jet momenta, further derived kinematical variables can be calculated for his-
togramming purposes. These are the cosine of the angle of the Higgs boson decay products in
the Collins-Soper frame and the azimuthal angle between the two jets with highest transverse
momentum, if any. These are stored with the jet momenta into a module to which the binning
program has access to. Furthermore, a dynamical scale is calculated. This scale is returned as
an output of the jet function to be used as renormalisation/factorisation scale for the evaluation
of the PDF’s and the coupling constant.
The couplings and PDF’s are obtained through the LHAPDF [130] library to which the program
is linked. In order to perform the convolution with the PDF’s, two additional VEGAS variables
are used and converted into the momentum fractions ξ1 and ξ2 which yields a further jacobian
factor. These then work as an input to the LHAPDF routines, together with the factorisation
scale obtained from the jet function. Their output is an array with 13 components, these are
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6 quark and 6 antiquark PDF’s and a gluon PDF. The strong coupling constant, associated
with the respective PDF set and evaluated at the renormalisation scale, is also obtained from
LHAPDF. Both the PDF’s and the coupling constant are evaluated at the correct order of
their respective running, which is set during the initialisation of LHAPDF. There are different
sets of PDF’s at choice, where by now the MSTW08 [131] and NNPDF23 [132] sets have been
implemented.
Since the antenna mappings alter the final state of an event, the jet function needs to be applied
not only to the actual matrix element but also to every single subtraction term, that is every
time a reduced squared amplitude is called. Furthermore, the mapped momenta may yield
different dynamical scales upon application of the jet function. For this reason, the PDF’s and
the coupling constant must be reevaluated for each subtraction term. This is very costly, in
particular because of the PDF evaluation. A good use of the jet function is therefore crucial
to keep the running time of the program as low as possible. Since the PDF’s need only to
be evaluated if the respective subtraction term passes the jet function, it is natural for every
subtraction term first to compute the mapped momenta and then place the evaluation of the
subtraction term with its coupling and PDF’s inside an IF-block whose execution is decided by
the jet function.
5.1.5 Convolutions
When evaluating the integrated subtraction terms various convolutions over the momentum
fractions z1 and z2 after initial collinear splittings need to be performed. One particular issue is
the emergence of distributions. These are either delta distributions δ(1−zi) or plus distributions
Dn(zi) =
(
lnn(1− zi)
1− zi
)
+
. (5.12)
Integrating over a delta distribution, one has∫ 1
0
dx A(x)δ(1− x) =
∫ 1
z
dx A(x)δ(1− x) = A(1) = A(1)
1− z
∫ 1
z
dx. (5.13)
Thus the coefficient of δ(1− zi) can be consistently kept under a zi integration by evaluating it
at zi = 1 and correcting for the lower boundary. For the plus distributions, in general one has(
f(x)
1− x
)
+
=:
f(x)
1− x − δ(1− x)
∫ 1
0
dy
f(y)
1− y , (5.14)∫ 1
z
dx g(x)
(
f(x)
1− x
)
+
=
∫ 1
z
dx
[
g(x)− g(1)] f(x)
1− x −
∫ z
0
dx g(1)
f(x)
1− x. (5.15)
Eq. (5.14) suggests that the handling of the plus distribution can be reduced to that of the
delta distributions plus some regular term. Note that the second term in eq. (5.14) removes an
integration but replaces it with a new one. Thus, even if in the second and third term of eq.
(5.15) all x-dependent terms of the original integral, encapsulated in the function g, have been
evaluated at x = 1, there is still an x-dependence in those terms. Furthermore, if f(x) = 1, the
last term in eq. (5.15) can be rewritten as
−
∫ z
0
dx g(1)
1
1− x = g(1) ln(1− z) =
∫ 1
z
dx g(1)
ln(1− z)
1− z , (5.16)
such as to have the same integration boundaries as the other two terms (more generally such a
trick can be done if the primitive of f(x)1−x can be found).
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The real-virtual and double-virtual subtraction terms can be written in the following form:
dσ =
∫ 1
0
∫ 1
0
dξ1
ξ1
dξ2
ξ2
a(ξ1, µ
2)a(ξ2, µ
2)
∫ 1
0
∫ 1
0
dx1
x1
dx2
x2
×M(x1, x2, {x1x2ξ1ξ2p}, µ2)J({x1x2ξ1ξ2p})dPS({x1x2ξ1ξ2p}), (5.17)
where the a’s are the PDF’s. The matrix element inherits an explicit dependence on the xi’s
through the integrated antennae and mass factorisation counterterms, as well as an implicit
dependence through the rescaled momenta {x1x2ξ1ξ2p}. This dependence also enters the jet
function and thus, ultimately, the renormalisation scale. Following the above discussion, the
matrix element can be decomposed in four components depending on the presence of delta
distributions in x1 and x2:
M(x1, x2, {x1x2ξ1ξ2p}, µ2) =
(
A(x1, x2)δ(1− x1)δ(1− x2) +B(x1, x2)δ(1− x1)
+ C(x1, x2)δ(1− x2) +D(x1, x2)
)
m({x1x2ξ1ξ2p}, µ2), (5.18)
where the reduced matrix element m depends only implicitly on the xi through the rescaled
momenta. Clearly when the integration over xi is carried out this dependence will be altered.
The matrix element and the jet function would be required to be evaluated at four different
phase-space points. An alternative is to insert ones in form of
∫
dziδ(zi − ξixi) and reshuﬄe
the integrals such as to remove the implicit x-dependence from the matrix elements and jet
functions:∫ 1
0
dξi
ξi
a(ξi, µ
2)
∫ 1
0
dxi
xi
M(xi, {xiξip}, µ2) =
∫ 1
0
dzi
zi
∫ 1
zi
dxi
xi
a
( zi
xi
, µ2
)
M(xi, {zip}, µ2). (5.19)
The four components of the matrix element and their respective weight can now be considered
in turn. A pair of indices (i1, i2) is used to determine which component is targeted. The index
ii is set to one if a δ(1− xi) is present and zero else.
The region (0, 0) contains the D(x1, x2) coefficient. The weight is
ω0,0 = a
( z1
x1
, µ2
)
a
( z2
x2
, µ2
)
× 1
z1z2x1x2
× J (1− z1)(1− z2). (5.20)
The first two factors can be directly read off the right-hand side of eq. (5.19), since no delta
function alters the x dependence. J is the Jacobian factor for choosing z1 and z2, whereas
(1− z1)(1− z2) are the Jacobians for the linear picking of x1 and x2.
The (1, 0) region contains the B(x1, x2) coefficient and a δ(1 − x1) distribution. The weight
therefore is
ω1,0 = a(z1, µ
2)a
( z2
x2
, µ2
)
× 1
z1z2x2
× J (1− z2), (5.21)
where x1 has been set to one. Furthermore, following the discussion after eq. (5.13), a factor
(1− z1) has been divided out. The treatment of region (0, 1) is totally analogous.
Finally, the weight of region (1, 1) is
ω1,1 = a(z1, µ
2)a(z2, µ
2)× 1
z1z2
× J . (5.22)
Eq. (5.17) can then be rewritten as
dσ =
∫ 1
0
∫ 1
0
dz1dz2
∫ 1
z1
∫ 1
z2
dx1dx2
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×
[
ω1,1A(x1, x2) + ω1,0B(x1, x2) + ω0,1C(x1, x2) + ω0,0D(x1, x2)
]
×m({z1z2p}, µ2)J({z1z2p})dPS({z1z2p}), (5.23)
where the matrix element and jet function need only to be evaluated at one phase-space point
but the PDF’s need to be evaluated four times each. Note that without the presence of plus
distributions the dependence of the coefficients in the square brackets would be A(x1, x2) =
A(1, 1), B(x1, x2) = B(1, x2), and C(x1, x2) = C(x1, 1). In general however x1 and x2 still need
to be sampled over for all four components.
It turns out that the plus distributions Dn(xi) do not multiply further xi-dependent terms in
the integrated antennae (which amounts to setting g(x) = 1 in eq. (5.15)), which allows for a
slightly different treatment. For D0(x), f(x) = 1 in eq. (5.15), which becomes∫ 1
z
dx D0(x) =
∫ 1
z
dx
(
1
1− x
)
+
=
∫ 1
z
dx
[
1x − 11
] 1
1− x −
∫ 1
z
dx 11
ln(1− z)
1− z , (5.24)
where 11 represents the fact that a delta distribution has set all other occurrences of x, in
particular in the PDF’s, to one, whereas the 1x represents a term multiplied by PDF’s which
are still x-dependent. A single weight for Dn(xi) terms can therefore be constructed. The range
of indices for the distribution regions is accordingly extended, where the index ii corresponds
to Dii−2(xi) distributions. The region (2, 0) for instance contains D0(x1) distributions and x2
dependent regular terms. According to eq. (5.24), the corresponding weight is
ω2,0 =
ω0,0
1− x1 −
(1− z1)ω1,0
1− x1 + ln(1− z1)ω1,0. (5.25)
As already mentioned, the ω1,0 weight come with a relative
1
1−z1 factor to account for the
‘empty’ x integral in the right-hand side of eq. (5.13). In eq. (5.24) however, the second and
third term reintroduce an actual integration over x. Therefore the second and third term of eq.
(5.25) come with a (1− x1) factor to compensate for this. The other weights can be assembled
in a similar way and are listed in appendix C.
In order to perform the convolutions, two additional VEGAS variables are used. The total
number of integration variables, including phase-space generation, convolution with the PDF’s
and convolution with the splitting functions and integrated antennae, is therefore 8 (4+2+2)
for the double-virtual, 11 (7+2+2) for the real-virtual and 12 (10+2) for the double-real.
At NNLO distributions up to D1(x) appear in the virtual and real-virtual counterterms and up
to D3(x) in the double-virtual ones, thus the distribution indices range up to ii = 5. In the
program HJET the integrated subtraction terms are arranged in terms of a double loop over the
corresponding range of distribution indices i1,i2. For each combination of indices the correct
weight is evaluated in the PDF routines depending on the {ξ1, ξ2, z1, z2} set. The integrated
antennae and mass factorisation counterterms are combined inside routines which return the
integrated dipoles as in eq. (4.25). These routines are arranged as a case-by-case structure
which evaluates the coefficient of a distribution corresponding to a certain (i1, i2) pair.
5.1.6 Scale variation
As elaborated in section 2.7, the renormalised coupling and PDF’s make sure that bare quantities
are independent of the renormalisation and factorisation scales. Due to the truncation of the
perturbative series, however, a residual dependence on these scales remains in theory predictions.
Since including corrections of higher order is supposed to attenuate this dependence, the study
of the sensitivity of a theory prediction on variations of µR and µF can give an estimate of the
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effect of missing higher orders. It has become customary to take a common scale µR = µF = µ,
vary it by factors of 2 and 12 and quoting the theory error as the change of the prediction under
those variations.
Since in the computation of the two-loop H + 3g helicity amplitudes (chapter 3) a fix scale
choice µR = mH has been made, the double-virtual contribution can not be directly evaluated
at different scales. Instead, the running coupling and PDF’s are being used as described by eqs.
(2.49) and (2.68) to evolve the different contributions to the required scales. The cross section
as evaluated at the scale µF = µR = µ0 = mH is
σ(µ0, µ0, αs(µ0)) =
(
αs(µ0)
2pi
)n
σˆ
(0)
ij ⊗ fi(µ0)⊗ fj(µ0)
+
(
αs(µ0)
2pi
)n+1
σˆ
(1)
ij ⊗ fi(µ0)⊗ fj(µ0)
+
(
αs(µ0)
2pi
)n+2
σˆ
(2)
ij ⊗ fi(µ0)⊗ fj(µ0) +O(αn+3s ) , (5.26)
with an implicit sum over parton indices appearing twice. Inserting eqs. (2.49) and (2.68), the
cross section at arbitrary scales µR and µF is
σ(µR,µF , αs(µR), LR, LF ) =(
αs(µR)
2pi
)n
σˆ
(0)
ij ⊗ fi(µF )⊗ fj(µF )
+
(
αs(µR)
2pi
)n+1
σˆ
(1)
ij ⊗ fi(µF )⊗ fj(µF )
+ LR
(
αs(µR)
2pi
)n+1
nβ0 σˆ
(0)
ij ⊗ fi(µF )⊗ fj(µF ) (a)
+ LF
(
αs(µR)
2pi
)n+1 [
− σˆ(0)ij ⊗ fi(µF )⊗
(
P
(0)
jk ⊗ fk(µF )
)
(b)
− σˆ(0)ij ⊗
(
P
(0)
ik ⊗ fk(µF )
)
⊗ fj(µF )
]
(c)
+
(
αs(µR)
2pi
)n+2
σˆ
(2)
ij ⊗ fi(µF )⊗ fj(µF )
+ LR
(
αs(µR)
2pi
)n+2 (
(n+ 1)β0 σˆ
(1)
ij + nβ1 σˆ
(0)
ij
)
⊗ fi(µF )⊗ fj(µF ) (d)
+ L2R
(
αs(µR)
2pi
)n+2 n(n+ 1)
2
β20 σˆ
(0)
ij ⊗ fi(µF )⊗ fj(µF )
+ LF
(
αs(µR)
2pi
)n+2 [
− σˆ(1)ij ⊗ fi(µF )⊗
(
P
(0)
jk ⊗ fk(µF )
)
(e)
− σˆ(1)ij ⊗
(
P
(0)
ik ⊗ fk(µF )
)
⊗ fj(µF ) (f)
− σˆ(0)ij ⊗ fi(µF )⊗
(
P
(1)
jk ⊗ fk(µF )
)
− σˆ(0)ij ⊗
(
P
(1)
ik ⊗ fk(µF )
)
⊗ fj(µF )
]
+ L2F
(
αs(µR)
2pi
)n+2 [
σˆ
(0)
ij ⊗
(
P
(0)
ik ⊗ fk(µF )
)
⊗
(
P
(0)
jl ⊗ fl(µF )
)
+
1
2
σˆ
(0)
ij ⊗ fi(µF )⊗
(
P
(0)
jk ⊗ P (0)kl ⊗ fl(µF )
)
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+
1
2
σˆ
(0)
ij ⊗
(
P
(0)
ik ⊗ P (0)kl ⊗ fl(µF )
)
⊗ fj(µF )
+
1
2
β0 σˆ
(0)
ij ⊗ fi(µF )⊗
(
P
(0)
jk ⊗ fk(µF )
)
+
1
2
β0 σˆ
(0)
ij ⊗
(
P
(0)
ik ⊗ fk(µF )
)
⊗ fj(µF )
]
+ LFLR
(
αs(µR)
2pi
)n+2 [
− (n+ 1)β0 σˆ(0)ij ⊗ fi(µF )⊗
(
P
(0)
jk ⊗ fk(µF )
)
− (n+ 1)β0 σˆ(0)ij ⊗
(
P
(0)
ik ⊗ fk(µF )
)
⊗ fj(µF )
]
+O(αn+3s ) , (5.27)
where LR =
µ2R
µ20
and LF =
µ2F
µ20
. The terms responsible for the scale variation of the real and
virtual contribution, lines (a)-(c), have been added to the routines which evaluate the integrated
real counterterm. In particular, this allows to use the infrastructure for the convolutions with
the mass factorisation counterterms to perform the convolutions in lines (b) and (c). To this end,
the splitting functions have also been implemented with two distribution indices as additional
arguments. It should be noted that σˆ
(0)
ij , σˆ
(1)
ij and σˆ
(2)
ij in the above formula represent the full LO,
NLO and NNLO cross sections. In particular, σˆ
(1)
ij in lines (d)-(f) includes the real and virtual
contribution together with the corresponding subtraction terms. The convolution of the real
contribution with its subtraction terms has been implemented in the routines which evaluate
the real-virtual subtraction term, again to use the already implemented convolution. The terms
where LR and LF multiply the real matrix element have been added as a correction to dσˆ
T,a
NNLO
(eq. (4.57)), which contains the appropriate squared amplitude, while the corresponding terms
involving the real counterterms have been added to the part of dσˆT,b1NNLO (eq. (4.58)) which
multiplies the tree-level squared amplitude. All remaining scale variation terms involve three-
parton kinematics, either through the tree-level or one loop H+ 3g matrix element. These have
been added in the FORM computation of the double-virtual contribution where all required
matrix elements and convolutions are available analytically. The special treatment of the Higgs
effective vertex corrections (eq. (2.27)) due to its anomalous dimension is recalled here. With
this the NNLO cross section can be evaluated at arbitrary renormalisation and factorisation
scales.
5.1.7 Binning
The binning of the events into histograms is performed with the external routine BINO.f,
which provides bookkeeping of multiple histograms with variable bin numbers and widths. The
squared amplitudes and every distinct subtraction term (i.e. every line in the subtraction terms
which calls the jet function) are binned individually. The call for binning is associated with
passing the jet function and takes as arguments the weight to be binned. This weight also
includes a VEGAS weight which accounts for the number of events in a VEGAS run. This
is already included internally by VEGAS for the total cross section and thus only has to be
passed to BINO without including it into the weight handed back to VEGAS. The kinematical
information needed by BINO is stored inside a module which gets updated every time the jet
function accepts a set of momenta.
After the run the output of BINO is a file containing three coloumns, the central value of the
bins, the weight stored in the respective bin as well as an error associated with each bin.
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5.2 Experimental setup and runs
This section details how the HJET program is being run. It performs 10 warmup and 10 pro-
duction runs as a default, however these numbers can be modified in the run card. Most of
the contributions for NNLO H + 1J can be integrated with satisfactory precision on a single
core with runtimes ranging from few minutes to few hours. The exceptions are the real-virtual
contribution and the two double-real contributions integrated over the two phase-spaces (5A)
and (5B). In order to deliver the necessary statistics to these contributions in a reasonable
time several independent runs can be performed with different random seeds. The histograms
obtained in this way are then combined into a final histogram with reduced statistical error.
This trivial parallelisation has been used on a large scale with the supercomputer ZBOX.
5.2.1 Experimental parameters
The jet function has been implemented such as to allow comparisons with most common ex-
perimental setups. The jet algorithm has been implemented as in section 2.5.2 with p and R as
parameters. The basic implemented cuts are in the transverse momentum pT and rapidity y,
which can be set independently for the jets and the photons from the Higgs boson decay. The
possibility to apply stepped pT cuts to the jets is implemented in terms of a ‘cutstep’ variable
which fixes by which amount the pT cut decreases for the next subleading jet. The distance on
the y − φ plane ∆R = √(∆y)2 + (∆φ)2, where φ is the azimuthal angle, can also be subjected
to cuts with independent cut values for the jet-jet, jet-photon and photon-photon distance. A
window on the invariant mass of the diphoton system can also be set. All cut values and the jet
radius can be set in a run card file, as well as the minimal required number of jets and whether
they are selected inclusively or exclusively. Further tunable parameters are the Higgs boson
mass and width as well as the masses of the top quark and W boson which enter the effective
coupling and the Higgs boson decay. The dynamical scale, which determines the evolution of
the strong coupling and the PDF’s can be chosen to be the parametric Higgs boson mass mH ,
the leading jet transverse momentum pT,1, the combination
√
p2T,1 +m
2
H or the scalar sum of
the jet transverse momenta HT.
Additional cuts can be implemented without further conceptual difficulty since the full kine-
matical information is available event-by-event.
5.2.2 Warmup runs
As mentioned above the production phase of VEGAS can be trivially parallelised by running
many instances of the program with modest statistics on a supercomputer such as to achieve
acceptable runtimes, and then combine the results of the individual runs. The warmup phase
however cannot be parallelised with reasonable effort. Due to the large dimensionality of the
double-real phase-space, the optimisation of the integration grid can take a huge amount of
time. Since most supercomputers automatically abort a job after 24 hours of runtime, they are
not suitable to perform the warmup. The grid optimisation has therefore been separated from
the production phase by implementing a switch which makes HJET do only the warmup and
then stores the grid in a file. The grid optimisation can therefore be carried out on a single
core for an arbitrarily long time. Using the grid file, multiple production runs can then be
launched on a supercomputer by using different random seeds. The grid files are stored in a
separate directory and are identified by a name composed of the respective phase-space (A,B,C
and D for the 3-, 4- (5A)- and (5B)-particle phase-space), the number of loops in the matrix
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element being integrated, the number of jets required, the phase-space cutoff and an additional
three-letter identifier.
5.2.3 Run parameters
These are the parameters which manage the individual runs. The most important set of param-
eters decides which contribution is integrated over. It consists of four logical variables which
switch on and off the integration over the four phase-spaces, together with a parameter which
decides the number of loops the matrix element involves. Since it makes no sense to fill his-
tograms during the grid optimisation phase, the binning of the events can be deactivated with
a suitable switch. The evolution from a central scale µC to a renormalisation scale µR = cR ·µC
and factorisation scale µF = cF · µC as described in section 5.1.6 is done by setting cR and cF .
Various flags allow for a debugging of the program. This includes switching on or off the inte-
gration over the PDF’s, the H → γγ decay and the corrections to the Higgs effective vertex. A
further switch lets the integrand be evaluated only for phase-space points more singular than the
previously computed one, and writes the ratio of the squared amplitude to the corresponding
real subtraction terms on the screen. This lets VEGAS adapt the grid towards deeply singular
phase-space regions and allows for testing the convergence of the subtraction.
If HJET is run as a single instance it uses fixed random seeds. In this mode it outputs the
intermediate results of the VEGAS iterations on the screen and writes the histogram files in
the directory where it has been compiled. If multiple instances are to be run in parallel a
shell script has been written in order to manage the calls to the program. The script has been
written such as to comply to the syntax used to launch tasks on the ZBOX. The parameters
of the script are the number of runs, an identifier for a directory where the program output is
to be stored, the three-letter identifier of the grid to be used if the program is run only in the
production mode, as well as a master seed. This master seed is used to produce the random
seeds for the individual runs. The name of the directory where the output of HJET is stored
is composed from the file identifier, the number of runs and the master seed. The output in
parallel mode consists of a copy of the run card, a log file where the VEGAS output is written
and the histogram files.
5.2.4 Post processing
After the completion of the runs, various FORTRAN programs have been written to process
the results. Following tasks can be performed:
• The averaging of the total cross section, taken from the corresponding log files, over
multiple runs.
• The averaging of the raw histograms of individual runs into combined histograms with
reduced statistical error.
• The addition of histograms corresponding to the different contributions to a certain dis-
tribution evaluated at a certain scale. The errors are added in quadrature bin-by-bin.
• The combination of distributions into K-factor plots with corresponding bin-by-bin error
from standard error propagation. This program also allows to set a range in the dis-
tribution variable where bins are combined into larger ones to improve potentially poor
statistics.
• The integration of the histograms to perform consistency checks with the total cross
section.
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Chapter 6
Validation
In this chapter the validation of the matrix elements and subtraction terms is described.
6.1 Internal checks
Various internal consistency checks can be performed of the different ingredients of the com-
putation. The reconstruction of the helicity amplitudes out of a minimal set of those has been
checked by verifying the dual Ward identity for various assignements of helicity for the four-
and five-gluons case. A further check of the helicity amplitudes is obtained by the invariance
of the matrix element squared under permutations of the external momenta after the sum over
the colour orderings has been performed.
The limiting behaviour of the real subtraction terms is checked by forcing VEGAS into a par-
ticular unresolved phase-space region by evaluating the integrand only at phase-space points
where a certain Lorentz invariant or a combination thereof is smaller than the previously con-
sidered one, and setting it to zero otherwise. Since VEGAS concentrates its resolution power
into regions where the integrand is largest, this yields a sequence of phase-space points which
are increasingly unresolved. The convergence of the real subtraction terms to the squared
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Figure 6.1: Distribution of subtracted double-real weight versus partonic phase-space variables
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amplitude in that particular limit is observed, typically until numerical instabilities spoil the
subtraction. This allows also to study the sometimes intricate cancellation pattern between
spurious singularities of the real subtraction terms for an individual phase-space point. At the
same time it has also been verified that the antennae converge towards the correct eikonal or
splitting function. All double unresolved limites of the double real subtraction terms and single
unresolved limites of the real-virtual subtraction terms have been extensively studied in this
way.
A further check of the real subtraction can be performed by carrying out an integration run
over the corresponding phase-space and histogramming the subtracted integrand w.r.t. the
Lorentz invariants. Such a histogram is displayed in fig. 6.1, for an integration of the sub-
tracted double-real contribution over the (5A) phase-space. The invariants are normalised to
the partonic c.o.m. energy and are allowed to become as small as the phase-space cutoff 10−9sp,
where it can be clearly seen that the weight is successfully supressed in the unresolved regions.
Similar histograms were produced for the integration over the (5B) phase-space and the inte-
gration of the real-virtual contribution over the four-particle phase-space.
The integrated subtraction terms of the virtual and double-virtual contribution can be validated
by checking analytically that their poles in  indeed cancel the pole structure of the matrix el-
ement squared. This has been verified analytically with FORM. Since the 4-gluon one-loop
amplitude squared has not been implemented in FORM, the cancellation of its pole structure
has been checked numerically. To this end, the coefficients of the  poles of the integrated
double-real subtraction terms have been implemented numerically as described in the previous
chapter and are compared with the coefficients of the squared amplitude as they have been im-
plemented in MCFM. The order flag can be used to select whether an integrated antenna routine
returns the 1
2
coefficient, the 1 one or the finite piece. The comparison has been performed
and yields agreement at machine precision.
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Figure 6.2: Comparison of the distribution of the leading jet pT between HJET and MCFM
75
6.2 Comparison with Madgraph5/MCFM-6.6
The cross section obtained at different perturbative orders can be compared with the existing
theoretical predictions. At tree-level, the gg → ngH with n ∈ {1, 2, 3} have been compared
with the MADGRAPH5 [137] prediction using its default settings and several center-of-mass
energies, where excellent agreement has been obtained. At NLO, a comparison with the MCFM-
6.6 prediction for H + 1J has been carried out. In doing so, care had to be taken to correctly
isolate the NF = 0 contribution in the amplitudes and subtraction terms. The parameters
have been chosen such as to reproduce the NLO result of [59]. The comparison yields excellent
agreement both for the cross-section as well as for the distribution of kinematical variables (see
fig. 6.2). When setting the minimal number of jets to two in the jet function, the H + 2J
prediction can be compared at NLO with MCFM. This tests the H + 5g tree-level matrix
element and the one-loop H + 4g interference as well as the dσˆS,aNNLO and dσˆ
T,a
NNLO parts of the
respective subtraction terms. The cross sections have been compared and good agreement was
obtained.
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Chapter 7
Results
In this chapter, the results from the HJET runs are presented. A first run has been carried out
with the same setup as for the computation in [59] to verify the consistency of the total cross
sections. Since the other calculation has been performed using a different subtraction scheme,
this represents a nontrivial check of the validity of the subtraction. Furthermore, distributions
in pT and y have been produced and their perturbative behaviour has been investigated.
A second run has been performed in order to compare the prediction for various distributions
of kinematical variables with experimental measurements from ATLAS [6]. It is obvious that
such a comparison can only be of limited significance since the prediction presented in this work
includes only the NF = 0 contribution to H + 1J . Nevertheless it is the dominant part and a
comparison with ATLAS data still can give an order-of-magnitude estimate of the agreement
of the prediction with measurements.
7.1 Total cross section
In order to compare with the gluons-only calculation of [59], the corresponding setup was
implemented. The Higgs boson is kept onshell by dividing out the Breit-Wigner factor and
omitting the H → γγ decay matrix element. The relevant parameters of the jet function are
jet pT cut 30 GeV
jet algorithm inclusive kT (p = 1 in eq. (2.40))
jet radius 0.5.
The Higgs mass and width were set as 125 GeV and 0.0036 GeV, respectively. The central
scale was chosen to be the parametric Higgs mass. The total cross section obtained at different
perturbative orders is
σLO = 2.72
+1.22
−0.78 pb ,
σNLO = 4.38
+0.76
−0.74 pb ,
σNNLO = 6.34
+0.28
−0.49 pb , (7.1)
in very good agreement with [59]. The inclusion of the NNLO correction leads to a sizeable
reduction of the scale uncertainty. The breakup of the NNLO total cross section in its individual
components is illustrated in the following table:
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contribution cross section [pb] approx. processor time
tree 1.942 ± 0.001 ∼10min
virt 2.886 ± 0.001 ∼40min
real -0.572 ± 0.001 <4h
VV 3.103 ± 0.003 ∼10min
RV -1.162 ± 0.005 <350h
RRA 0.094 ± 0.024 <350h + ∼5 days warmup (1 core)
RRB 0.051 ± 0.016 <300h + ∼5 days warmup (1 core)
It is striking that both double-real contributions are very small, which means that the double-
real subtraction terms are a good approximation of the actual matrix element also outside of
the singular phase-space regions. On the other hand, their errors on the integration dominate
over the other contributions in spite of a large amount of statistics.
7.1.1 Differential distributions
In the kinematical distributions and ratio plots, the error band describes the scale variation
envelope as described above, where the denominator in the ratio plots is evaluated at fixed
central scale, such that the band only reflects the variation of the numerator. Error bars on the
distributions indicate the numerical integration errors on individual bins. In Figure 7.1, it can
be observed that the Higgs boson transverse momentum distribution receives sizeable NNLO
corrections throughout the whole range in pT, which enhance the NLO cross section by a quasi
constant factor of about 1.4, slightly decreasing towards higher pT. The pT distribution of the
Higgs boson has a residual NNLO theory uncertainty ranging between 5% and 16%, where the
same scale variation pattern as for the inclusive cross section above has been used. At high val-
ues of pT, the effective theory approximation used for the coupling of the Higgs boson to gluons
breaks down, since the large momentum transfer in the process starts resolving the top quark
loop. Consequently, one expects top quark mass effects for pT >∼ mt to be more important than
the higher order corrections in the effective theory. The ratio plot, Figure 7.1(b), is extended
to values well beyond pT >∼ mt to illustrate the smooth behaviour and the qualitative tendency
of the NNLO corrections in the effective theory.
At leading order pT,H is kinematically forced to be equal to the transverse momentum of the
jet, and is consequently larger than the transverse momentum cut on the jet. At higher orders,
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Figure 7.1: (a) Transverse momentum distribution of the Higgs boson in inclusive H + 1j production
in pp collisions with
√
s = 8 TeV at LO, NLO, NNLO and (b) Ratios of different perturbative orders,
NLO/LO, NNLO/LO and NNLO/NLO.
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Figure 7.2: (a) Transverse momentum distribution of the leading jet in inclusive H + 1J production
in pp collisions with
√
s = 8 TeV at LO, NLO, NNLO and (b) Ratios of different perturbative orders,
NLO/LO, NNLO/LO and NNLO/NLO.
higher multiplicity final states are allowed and this kinematical restriction no longer applies.
These kinematical situations often lead to instabilities in the perturbative expansion, with large
corrections at each order. This is manifestly not the case here: NNLO corrections to the Higgs
boson pT distribution inH+1J events turn out to be moderate below the jet cut of pT = 30 GeV.
A similar pattern to the Higgs pT distribution, is also observed for the leading jet, Figure 7.2,
which displays a slightly smaller scale uncertainty amounting up to 12%, and displays rising
NNLO corrections for very large values of pT, again likely beyond the applicability of the effec-
tive theory approximation.
The rapidity distributions of the Higgs boson and the leading jet are displayed in Figure 7.3
and 7.4 respectively. It can be observed that the NLO corrections are largest at central rapid-
ity, while becoming moderate at larger rapidities, while the ratio NNLO/NLO remains rather
constant throughout the rapidity range. The residual theory uncertainty at NNLO is quasi con-
stant for both distributions, and amounts to 9%. Both the transverse momentum and rapidity
distributions highlight the fact that the NNLO corrections to H + 1J production in the gluon-
only channel substantially enhance the normalisation of NLO predictions, while not modifying
the NLO shape, except around the production threshold.
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Figure 7.3: (a) Rapidity distribution of the Higgs boson in inclusiveH+1J production in pp collisions with√
s = 8 TeV at LO, NLO, NNLO and (b) Ratios of different perturbative orders, NLO/LO, NNLO/LO
and NNLO/NLO.
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Figure 7.4: (a) Rapidity distribution of the leading jet in inclusive H+1J production in pp collisions with√
s = 8 TeV at LO, NLO, NNLO and (b) ratios of different perturbative orders, NLO/LO, NNLO/LO
and NNLO/NLO.
7.2 Comparison with ATLAS
The data being compared with is from a measurement of Higgs boson production in the H → γγ
decay channel performed at the ATLAS detector [6]. The fiducial cross section is defined through
jet pT cut 30 GeV
jet algorithm anti-kT (p = −1 in eq. (2.40))
jet radius 0.4
jet y cut 4.4
leading/subleading photon cut pT 0.35/0.25 ·mγγ
photon y cut 2.37
photon-jet distance ∆γJ > 0.4
diphoton mass window 105 GeV < mγγ < 160 GeV,
where the jet function in HJET has been modified accordingly. The Higgs boson mass and
width were set as 125 GeV and 0.0041 GeV, respectively. HJET has been run with a decaying
Higgs boson as well as with an onshell Higgs. The H → γγ branching fraction turns out to be
slightly lower than the measured value of 0.228% by a factor of 1.19, which has been corrected
for. An additional factor of 0.975 has been taken from [6] to account for the photon isolation
criteria, and a further factor of 0.992 accounts for hadronisation and underlying event effects.
Both have been estimated from Monte-Carlo simulations. The results for the run at the different
perturbative orders are
σLO = 6.61
+3.18
−1.99 fb
σNLO = 8.43
+0.26
−1.03 fb
σNNLO = 10.51
+0.55
−0.53 fb,
where the errors have been evaluated by scale variation using HT as central scale. The upward
reduction of the uncertainty when going from LO to NLO is dramatic and likely an under-
estimate due to an extremum in the scale dependence. To fully understand this effect, an
assessment of the theory error using more than three points in the µR-µF plane is necessary.
The statistics of the run are displayed in the following table:
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channel cross section [fb] approx. processor time
tree 5.118 ± 0.003 1min
virt 5.755 ± 0.019 20min
real -2.604 ± 0.008 3h
VV 4.251 ± 0.006 4min
RV -3.153 ± 0.050 220h
RRA 0.887 ± 0.058 1500h + ∼4 days warmup (1 core)
RRB 0.269 ± 0.026 1400h + ∼4 days warmup (1 core).
It appears that the relative double-real contributions are substantially larger than in the first
run. This might be due to the more exclusive phase-space, since in the vicinity of the cuts
the mapped momenta of the real subtraction terms can be spread across the boundaries. A
substantial part of the subtraction terms is then rejected by the jet function, which spoils the
internal cancellations of spurious singularities and leads to a large integrand. It also leads to
a less stable integration, in particular of the double-real contribution. It was observed in the
aberrant behaviour of preliminary distribution plots, where the NNLO error bands grew signif-
icantly larger than the NLO ones, in contradiction to the total cross section results above. This
could be traced back to the averaging procedure in BINO, where the bins are determined by
unweighted average of the event weights, while VEGAS uses a weighting procedure to determine
the total cross section which is more efficient in rejecting outliers. The VEGAS-HJET interface
has been upgraded to allow the averaging weight to be communicated to BINO, such as to im-
plement VEGAS’s averaging procedure also for the binning of the kinematical variables. This
results in satisfying histograms, which are displayed in the following. It should be noted that
since the various contributions to the real subtraction terms may end up in different bins for
a single event, it is not possible to reproduce VEGAS’s treatment of the error on the average,
since for this an a priori knowledge of the number of bin entries would be necessary.
In fig. 7.5 the transverse momentum distribution at NLO and NNLO is compared with data
from ATLAS. The instabilities in the bins right at the jet pT cut are manifest, whereas the
other bins are well behaved. As can be seen in fig. 7.5 (b), the qualitative behaviour of the
NNLO corrections away from the pT cut is similar to the first run, with a change in the overall
normalisation while not changing the shape of the distribution. The K-factors are however sub-
jected to increased fluctuations and bigger bin errors as compared to fig. 7.1 (b). This points
again at the instabilities mentioned earlier.
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Figure 7.5: (a) Transverse momentum distribution of the Higgs boson in H + 1J production in the
fiducial region in pp collisions with
√
s = 8 TeV at NLO and NNLO compared to ATLAS data and (b)
Ratios of different perturbative orders, NLO/LO, NNLO/LO and NNLO/NLO.
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Figure 7.6: (a) Transverse momentum distribution of the leading jet in H+1J production in the fiducial
region in pp collisions with
√
s = 8 TeV at NLO and NNLO compared to ATLAS data and (b) Ratios
of different perturbative orders, NLO/LO, NNLO/LO and NNLO/NLO. The data point in the first bin
in (a) represents events with no jet above the pT cut.
In gluon fusion, the gluons-only contribution to Higgs production is known to contribute roughly
60% to the total cross section, while the quark-gluon channel amounts to around 30%. Altough
the prediction in fig. 7.5 (a) slightly underestimates the data, it appears that including the
missing contributions will lead to a good description of the measurement. This can also be
seen in the distributions of pT and y of the leading jet, see figs. 7.6 and 7.7. The prediction
undershoots the data in particular in regions of high pT and small y. This is not surprising,
since quark jets are known to yield a harder spectrum than gluon jets. One should however keep
in mind that at very high pT the infinite top mass approximation breaks down. The K-factors
are again similar in shape to the ones of the first run, while being numerically smaller. This
reflects the behaviour of the cross section, where the relative enhancement due to higher order
corrections is smaller in the second run.
Fig. 7.8 displays the scalar sum of jet transverse momenta HT and the pT,2 distribution of the
subleading jet. The HT distribution shows very good agreement with data in the small and
intermediate HT range while undershooting the measured values at high HT. The pT,2 distri-
bution on the other hand clearly underestimates the data over the whole transverse momentum
range. This is due to two reasons: first, in a NNLO H + 1J calculation the subleading jet
is effectively described at NLO accuracy, which is still quite sensitive to higher perturbative
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Figure 7.7: (a) Rapidity distribution of the Higgs boson in H + 1J production in the fiducial region in
pp collisions with
√
s = 8 TeV at NLO and NNLO compared to ATLAS data and (b) Ratios of different
perturbative orders, NLO/LO, NNLO/LO and NNLO/NLO.
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Figure 7.8: (a) Transverse momentum distribution of the subleading jet in 1H + J production in the
fiducial region in pp collisions with
√
s = 8 TeV at NLO and NNLO compared to ATLAS data and
(b) Distribution scalar sum of jet transverse momenta in inclusive H + 1J production in pp collisions
with
√
s = 8 TeV at NLO and NNLO compared to ATLAS data. In (a) the data point in the first bin
represents events with no jet above the pT cut, while in (b) it includes events with at most one resolved
jet.
orders. Second, for the subleading jet the other Higgs boson production channels, in particular
VBF, are not negligible anymore. One can therefore espect substantial corrections to the pT,2
distribution.
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Chapter 8
Conclusions and outlook
This work adressed the production of a Higgs boson via gluon fusion at the LHC together with
a hadronic jet at NNLO in the strong coupling. The coupling of the Higgs boson to gluons
is implemented in the infinite top mass approximation. The completion of this computation
requires the two-loop helicity amplitudes for H → 3 partons. These were computed in dimen-
sional regularisation by projecting the amplitude onto the Lorentz invariant decomposition in
tensor structures. The reduction to master integrals has been performed with the program RE-
DUZE. The master integrals are known in terms of a Laurent series in , where the coefficients
are HPL’s and 2dHPL’s which depend on dimensionless arguments. The one- and two-loop
helicity amplitudes are expressed as a helicity coefficient times the tree-level helicity amplitude.
The pole structure of the coefficients agrees with the predicted universal IR behaviour of loop
amplitudes.
In order to obtain the cross section, the integration over the phase-spaces of the relevant matrix
elements is performed. The manipulation of the various IR singularities is carried out using the
antenna subtraction formalism. Subtraction terms have been derived for the double-real and
real-virtual contributions. These have been found to correctly approximate the correspond-
ing matrix elements in all their unresolved limites, such as to make the integration over the
respective phase-spaces well-defined. The integrated subtraction terms have been constructed
for the real-virtual and double-virtual contributions. It has been checked analytically for the
double-virtual and numerically for the real-virtual that they fully cancel the  pole structure of
the loop matrix elements.
The phase-space integration and the convolution with the parton distribution functions is car-
ried out numerically with a flexible parton-level event generator called HJET. The program is
written in FORTRAN and bases on the adaptive Monte-Carlo integrator VEGAS. The compu-
tation is implemented in a fully exclusive way and allows for the configuration of experimental
setups at will. The output of HJET are the total cross section and user-defined distributions
in kinematical variables. The components of the computation have been subjected to several
consistency checks and the predictions for the total cross section and distributions have been
compared both at LO and NLO to the predictions of independent event generators.
Two proof-of-concept calculations have been carried out with HJET. The first one with an on-
shell Higgs boson aims at a comparison with existing results for gluons-only H + 1J production
and the investigation of the perturbative behaviour of the distributions in a rather inclusive
setup. For the total cross section excellent agreement is observed as well as a reduction of the
scale uncertainty. The NNLO correction to the differential distributions amounts to a change
in their overall normalisation, while leaving the shape unchanged. The scale uncertainty for
the distributions is also reduced. The second computation implements the setup of the ATLAS
experiment to allow a comparison with data. Due to the more exclusive phase-space, the inte-
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gration of the double real contribution appears to be less stable. Still, the qualitative features of
the distributions are conserved. Comparison with data shows reasonable agreement, in particu-
lar in the low and intermediate pT regions. In the high pT domain, the quark-gluon contribution
is expected to improve the situation, while at very high pT the infinite top-quark approximation
breaks down and a computation with full top-mass dependence would be needed.
Future work comprises the implementation and testing of the quark-gluon and quark-antiquark
contributions. The program HJET will then allow for a full phenomenological description of
the H + 1J process at NNLO.
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Appendix A
NNLO subtraction terms
Here the full double-real subtraction terms for H + 1J are listed. The large angle soft terms
and their identification with integrated soft factors are listed separately.
A.1 The double-real IIFFF terms
These are the double-real subtraction terms for the IIFFF topology.
dσˆS,aNNLO(1ˆ, 2ˆ, i, j, k) =f
0
3 (2ˆ, i, j)|M (0)4 (1ˆ, ˆ¯2, (˜ij), k)|2J (2)1 (p(˜ij), pk)
+f03 (i, j, k)|M (0)4 (1ˆ, 2ˆ, (˜ij), (˜jk))|2J (2)1 (p(˜ij), p(˜jk))
+f03 (1ˆ, k, j)|M (0)4 (ˆ¯1, ˆ(2), i, (˜kj))|2J (2)1 (pi, p(˜kj))
+f03 (2ˆ, k, j)|M (0)4 (1ˆ, ˆ¯2, (˜jk), i)|2J (2)1 (pi, p(˜kj))
+f03 (k, j, i)|M (0)4 (1ˆ, 2ˆ, (˜jk), (˜ij))|2J (2)1 (p(˜ij), p(˜jk))
+f03 (1ˆ, i, j)|M (0)4 (ˆ¯1, 2ˆ, k, (˜ij))|2J (2)1 (p(˜ij), pk), (A.1)
dσˆ
S,B1,2
NNLO(1ˆ, 2ˆ, i, j, k) =F
0
4 (2ˆ, i, j, k)|M (0)3 (1ˆ, ˆ¯2, (˜ijk))|2J (1)1 (p(˜ijk))
− f03 (2ˆ, i, j)F 03 (ˆ¯2, (˜ij), k)|M (0)3 (1ˆ, ˆ¯2, (˜(ij)k))|2J (1)1 (p˜((ij)k))
− f03 (i, j, k)F 03 (2ˆ, (˜ij), (˜jk))|M (0)3 (1ˆ, ˆ¯2, ˜((ij)(jk)))|2J (1)1 (p ˜((ij)(jk)))
− f03 (2ˆ, k, j)F 03 (ˆ¯2, (˜jk), i)|M (0)3 (1ˆ, ˆ¯2, (˜i(jk)))|2J (1)1 (p˜(i(jk)))
+F 04 (i, j, k, 1ˆ)|M (0)3 (ˆ¯1, 2ˆ, (˜ijk))|2J (1)1 (p(˜ijk))
− f03 (1ˆ, i, j)F 03 (ˆ¯1, (˜ij), k)|M (0)3 (ˆ¯1, 2ˆ, (˜(ij)k))|2J (1)1 (p˜((ij)k))
− f03 (i, j, k)F 03 (1ˆ, (˜ij), (˜jk))|M (0)3 (ˆ¯1, 2ˆ, ˜((ij)(jk)))|2J (1)1 (p ˜((ij)(jk)))
− f03 (1ˆ, k, j)F 03 (ˆ¯1, (˜jk), i)|M (0)3 (ˆ¯1, 2ˆ, (˜i(jk)))|2J (1)1 (p˜(i(jk)))
−F 04 (1ˆ, i, 2ˆ, k)|M (0)3 (ˆ¯1, ˆ¯2, j˜)|2J (1)1 (pj˜)
+ F 03 (1ˆ, i, 2ˆ)F
0
3 (
ˆ¯1, ˆ¯2, k˜)|M (0)3 (ˆ¯1, ˆ¯2, ˜˜j)|2J (1)1 (p˜˜j)
+ F 03 (1ˆ, k, 2ˆ)F
0
3 (
ˆ¯1, ˆ¯2, i˜)|M (0)3 (ˆ¯1, ˆ¯2, ˜˜j)|2J (1)1 (p˜˜j) (A.2)
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dσˆS,CNNLO(1ˆ, 2ˆ, i, j, k) =
1
2
(
−f03 (2ˆ, i, j)f03 (1ˆ, k, (˜ij))|M (0)3 (ˆ¯1, ˆ¯2, (˜(ij)k))|2J (1)1 (p˜((ij)k))
−f03 (2ˆ, k, j)f03 (1ˆ, i, (˜jk))|M (0)3 (ˆ¯1, ˆ¯2, (˜i(jk))|2J (1)1 (p˜(i(jk)))
−f03 (1ˆ, k, j)f03 (2ˆ, i, (˜jk))|M (0)3 (ˆ¯1, ˆ¯2, (˜i(jk)))|2J (1)1 (p˜(i(jk)))
−f03 (1ˆ, i, j)f03 (2ˆ, k, (˜ij))|M (0)3 (ˆ¯1, ˆ¯2, (˜(ij)k))|2J (1)1 (p˜((ij)k))
+f03 (2ˆ, i, j)f
0
3 (
ˆ¯2, k, (˜ij))|M (0)3 (1ˆ, ˆ¯2, (˜(ij)k))|2J (1)1 (p˜((ij)k))
+f03 (2ˆ, k, j)f
0
3 (
ˆ¯2, i, (˜jk))|M (0)3 (1ˆ, ˆ¯2, (˜i(jk)))|2J (1)1 (p˜(i(jk)))
+f03 (1ˆ, k, j)f
0
3 (
ˆ¯1, i, (˜jk))|M (0)3 (ˆ¯1, 2ˆ, (˜i(jk)))|2J (1)1 (p˜(i(jk)))
+f03 (1ˆ, i, j)f
0
3 (
ˆ¯1, k, (˜ij))|M (0)3 (ˆ¯1, 2ˆ, (˜(ij)k))|2J (1)1 (p˜((ij)k))
+f03 (2ˆ, k, j)F
0
3 (1ˆ,
ˆ¯2, i)|M (0)3 (ˆ¯1, ˆ¯2, (˜kj))|2J (1)1 (p(˜kj))
+f03 (2ˆ, i, j)F
0
3 (1ˆ,
ˆ¯2, k)|M (0)3 (ˆ¯1, ˆ¯2, (˜ij))|2J (1)1 (p(˜ij))
+f03 (1ˆ, k, j)F
0
3 (
ˆ¯1, 2ˆ, i)|M (0)3 (ˆ¯1, ˆ¯2, (˜kj))|2J (1)1 (p(˜kj))
+f03 (1ˆ, i, j)F
0
3 (
ˆ¯1, 2ˆ, k)|M (0)3 (ˆ¯1, ˆ¯2, (˜ij))|2J (1)1 (p(˜ij))
−F 03 (1ˆ, 2ˆ, i)f03 (ˆ¯2, k˜, j˜)|M (0)3 (ˆ¯1, ˆ¯2, (˜k˜j˜))|2J (1)1 (p(˜k˜j˜))
−F 03 (1ˆ, 2ˆ, k)f03 (ˆ¯2, i˜, j˜)|M (0)3 (ˆ¯1, ˆ¯2, (˜˜ij˜))|2J (1)1 (p(˜˜ij˜))
−F 03 (1ˆ, 2ˆ, i)f03 (ˆ¯1, k˜, j˜)|M (0)3 (ˆ¯1, ˆ¯2, (˜k˜j˜))|2J (1)1 (p(˜k˜j˜))
−F 03 (1ˆ, 2ˆ, k)f03 (ˆ¯1, i˜, j˜)|M (0)3 (ˆ¯1, ˆ¯2, (˜˜ij˜))|2J (1)1 (p(˜˜ij˜))
−F 03 (1ˆ, k, 2ˆ)F 03 (ˆ¯1, i, ˆ¯2)|M (0)3 (ˆ¯1, ˆ¯2, ˜˜j)|2J (1)1 (p˜˜j)
−F 03 (1ˆ, i, 2ˆ)F 03 (ˆ¯1, k, ˆ¯2)|M (0)3 (ˆ¯2, ˆ¯2, ˜˜j)|2J (1)1 (p˜˜j)
)
(A.3)
A.2 The double-real IFIFF terms
These are the double-real subtraction terms for the IFIFF topology.
dσˆS,aNNLO(1ˆ, i, 2ˆ, j, k) =F
0
3 (1ˆ, i, 2ˆ)|M (0)4 (ˆ¯1, ˆ¯2, j˜, k˜)|2J (2)1 (pj˜ , pk˜)
+f03 (2ˆ, j, k)|M (0)4 (1ˆ, i, ˆ¯2, (˜jk))|2J (2)1 (pi, p(˜jk))
+f03 (1ˆ, k, j)|M (0)4 (ˆ¯1, i, 2ˆ, (˜jk))|2J (2)1 (pi, p(˜jk))
+F 03 (1ˆ, i, 2ˆ)|M (0)4 (ˆ¯1, ˆ¯2, k˜, j˜)|2J (2)1 (pk˜, pj˜)
+f03 (2ˆ, k, j)|M (0)4 (1ˆ, i, ˆ¯2, (˜jk))|2J (2)1 (pi, p(˜jk))
+f03 (1ˆ, j, k)|M (0)4 (ˆ¯1, i, 2ˆ, (˜jk))|2J (2)1 (pi, p(˜jk)), (A.4)
dσˆ
S,b1,2
NNLO(1ˆ, i, 2ˆ, j, k) =F
0
4 (2ˆ, j, k, 1ˆ)|M (0)3 (ˆ¯1, i˜, ˆ¯2)|2J (1)1 (p˜i)
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− f03 (2ˆ, j, k)F 03 (ˆ¯2, (˜jk), 1ˆ)|M (0)3 (ˆ¯1, ˆ¯2, i˜)|2J (1)1 (pi˜)
− f03 (1ˆ, k, j)F 03 (2ˆ, (˜jk), ˆ¯1)|M (0)3 (ˆ¯1, ˆ¯2, i˜)|2J (1)1 (pi˜)
+F 04 (2ˆ, k, j, 1ˆ)|M (0)3 (ˆ¯1, i˜, ˆ¯2)|2J (1)1 (p˜i)
− f03 (2ˆ, k, j)F 03 (ˆ¯2, (˜jk), 1ˆ)|M (0)3 (ˆ¯1, ˆ¯2, i˜)|2J (1)1 (pi˜)
− f03 (1ˆ, j, k)F 03 (2ˆ, (˜jk), ˆ¯1)|M (0)3 (ˆ¯1, ˆ¯2, i˜)|2J (1)1 (pi˜)
+F 04 (1ˆ, i, 2ˆ, j)|M (0)3 (ˆ¯1, ˆ¯2, k˜)|2J (1)1 (pk˜)
− F 03 (1ˆ, i, 2ˆ)F 03 (ˆ¯1, ˆ¯2, j˜)|M (0)3 (ˆ¯1, ˆ¯2, ˜˜k)|2J (1)1 (p˜˜k)
− F 03 (2ˆ, j, 1ˆ)F 03 (ˆ¯1, i˜, ˆ¯2)|M (0)3 (ˆ¯1, ˆ¯2, ˜˜k)|2J (1)1 (p˜˜k)
+F 04 (1ˆ, i, 2ˆ, k)|M (0)3 (ˆ¯1, ˆ¯2, j˜)|2J (1)1 (pj˜)
− F 03 (1ˆ, i, 2ˆ)F 03 (ˆ¯1, ˆ¯2, k˜)|M (0)3 (ˆ¯1, ˆ¯2, ˜˜j)|2J (1)1 (p˜˜j)
− F 03 (2ˆ, k, 1ˆ)F 03 (ˆ¯1, i˜, ˆ¯2)|M (0)3 (ˆ¯1, ˆ¯2, ˜˜j)|2J (1)1 (p˜˜j) (A.5)
dσˆS,cNNLO(1ˆ, i, 2ˆ, j, k) = −f03 (2ˆ, j, k)F 03 (1ˆ, i, ˆ¯2)|M (0)3 (ˆ¯1, ˆ¯2, (˜jk))|2J (1)1 (p(˜jk))
−f03 (2ˆ, k, j)F 03 (1ˆ, i, ˆ¯2)|M (0)3 (ˆ¯1, ˆ¯2, (˜jk))|2J (1)1 (p
(˜jk)
)
−f03 (1ˆ, k, j)F 03 (ˆ¯1, i, 2ˆ)|M (0)3 (ˆ¯1, ˆ¯2, (˜jk))|2J (1)1 (p
(˜jk)
)
−f03 (1ˆ, j, k)F 03 (ˆ¯1, i, 2ˆ)|M (0)3 (ˆ¯1, ˆ¯2, (˜jk))|2J (1)1 (p
(˜jk)
)
+F 03 (1ˆ, j, 2ˆ)F
0
3 (
ˆ¯1, i˜, ˆ¯2|M (0)3 (ˆ¯1, ˆ¯2, ˜˜k)|2J (1)1 (p˜˜k)
+F 03 (1ˆ, k, 2ˆ)F
0
3 (
ˆ¯1, i˜, ˆ¯2|M (0)3 (ˆ¯1, ˆ¯2, ˜˜j)|2J (1)1 (p˜˜j) (A.6)
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A.3 The IIFFF large angle soft terms
The large angle soft terms for the IIFFF topology. For the fifth and sixth block an alternative
primary mapping has been applied.
unintegrated integrated
+Sˆ¯1i˜((ij)k)
+S
(ˆ¯1(˜IJ)),(2ˆJ)
−S
1ˆi(˜ij)
−S(1ˆJ),(2ˆJ)
−Sˆ¯2i˜((ij)k) −S(2ˆ(˜IJ)),(2ˆJ)
+Sˆ¯2i(˜ij) +S(2ˆJ),(2ˆJ)
−Sˆ¯2iˆ¯1 −S(ˆ¯12ˆ),(2ˆJ)
+Sˆ¯2i1ˆ +S(1ˆ2ˆ),(2ˆJ)
×f03 (1ˆ, k, (˜ij))|M (0)3 (ˆ¯1, (˜(ij)k), ˆ¯2)|2
primary mapping: (2ˆij) ˆ¯2→ 2ˆ, (˜ij)→ J, 1ˆ→ 1ˆ, k → I
+Sˆ¯1k˜(i(jk))
+S
(ˆ¯1(˜IJ)),(2ˆJ)
−S
1ˆk(˜jk)
−S(1ˆJ),(2ˆJ)
−Sˆ¯2k˜(i(jk)) −S(2ˆ(˜IJ)),(2ˆJ)
+Sˆ¯2k(˜jk) +S(2ˆJ),(2ˆJ)
−Sˆ¯2kˆ¯1 −S(ˆ¯12ˆ),(2ˆJ)
+Sˆ¯2k1ˆ +S(1ˆ2ˆ),(2ˆJ)
×f03 (1ˆ, i, (˜jk))|M (0)3 (ˆ¯1, (˜i(jk)), ˆ¯2)|2
primary mapping: (2ˆkj) ˆ¯2→ 2ˆ, (˜jk)→ J, 1ˆ→ 1ˆ, i→ I
+Sˆ¯2i˜((ij)k)
+S
(ˆ¯2(˜IJ)),(1ˆJ)
−S
2ˆi(˜ij)
−S(2ˆJ),(1ˆJ)
−Sˆ¯1i˜((ij)k) −S(1ˆ(˜IJ)),(1ˆJ)
+Sˆ¯1i(˜ij) +S(1ˆJ),(1ˆJ)
−Sˆ¯1iˆ¯2 −S(1ˆˆ¯2),(1ˆJ)
+Sˆ¯1i2ˆ +S(1ˆ2ˆ),(1ˆJ)
×f03 (2ˆ, k, (˜ij))|M (0)3 (ˆ¯1, (˜(ij)k), ˆ¯2)|2
primary mapping: (1ˆij) ˆ¯1→ 1ˆ, (˜ij)→ J, 2ˆ→ 2ˆ, k → I
+Sˆ¯2k˜(i(jk))
+S
(ˆ¯2(˜IJ)),(1ˆJ)
−S
2ˆk(˜jk)
−S(2ˆJ),(1ˆJ)
−Sˆ¯1k˜(i(jk)) −S(1ˆ(˜IJ)),(1ˆJ)
+Sˆ¯1k(˜jk) +S(1ˆJ),(1ˆJ)
−Sˆ¯1kˆ¯2 −S(1ˆˆ¯2),(1ˆJ)
+Sˆ¯1k2ˆ +S(1ˆ2ˆ),(1ˆJ)
×f03 (2ˆ, i, (˜jk))|M (0)3 (ˆ¯1, (˜i(jk)), ˆ¯2)|2
primary mapping: (1ˆkj) ˆ¯1→ 1ˆ, (˜jk)→ J, 2ˆ→ 2ˆ, i→ I
89
+Sˆ¯1˜iˆ¯2
+S
(ˆ¯1ˆ¯2),(1ˆI)
→ +S
(ˆ¯1ˆ¯2),(˜1ˆI)
−Sˆ¯
1˜ij˜
−S
(ˆ¯1J),(1ˆI)
→ −S
(ˆ¯1J˜),(˜1ˆI)
−Sˆ¯2˜ij˜ −S(ˆ¯2J),(1ˆI) → −S(ˆ¯2J˜),(˜1ˆI)
+Sˆ¯1ij +S(1ˆJ),(1ˆI)
+S2ˆij +S(2ˆJ),(1ˆI)
−Sˆ¯1i2ˆ −S(1ˆ2ˆ),(1ˆI)
×F 03 (ˆ¯1, (˜ik), 2ˆ)|M (0)3 (ˆ¯1, j˜, ˆ¯2)|2 × 1/2 + (1ˆ↔ 2ˆ)
primary mapping: (1ˆik) ˆ¯1→ 1ˆ, (˜ik)→ I, 2ˆ→ 2ˆ, j → J
+Sˆ¯1k˜ˆ¯2
+S
(ˆ¯1ˆ¯2),(1ˆI)
→ +S
(ˆ¯1ˆ¯2),(˜1ˆI)
−Sˆ¯1k˜j˜ −S(ˆ¯1J),(1ˆI) → −S(ˆ¯1J˜),(˜1ˆI)
−Sˆ¯2k˜j˜ −S(ˆ¯2J),(1ˆI) → −S(ˆ¯2J˜),(˜1ˆI)
+Sˆ¯1kj +S(1ˆJ),(1ˆI)
+S2ˆkj +S(2ˆJ),(1ˆI)
−Sˆ¯1k2ˆ −S(1ˆ2ˆ),(1ˆI)
×F 03 (ˆ¯1, (˜ik), 2ˆ)|M (0)3 (ˆ¯1, j˜, ˆ¯2)|2 × 1/2 + (1ˆ↔ 2ˆ)
primary mapping: (1ˆki) ˆ¯1→ 1ˆ, (˜ik)→ I, 2ˆ→ 2ˆ, j → J
A.4 The IFIFF large angle soft terms
The large angle soft terms for the IFIFF topology. Also here an alternative primary mapping
has been applied.
+Sˆ¯1j˜ˆ¯2
+S
(ˆ¯1ˆ¯2),(1ˆI)
→ +S
(ˆ¯1ˆ¯2),(˜1ˆI)
−Sˆ¯1j˜k˜ −S(ˆ¯1J),(1ˆI) → −S(ˆ¯1J˜),(˜1ˆI)
−Sˆ¯2j˜k˜ −S(ˆ¯2J),(1ˆI) → −S(ˆ¯2J˜),(˜1ˆI)
+Sˆ¯1jk +S(1ˆJ),(1ˆI)
+S2ˆjk +S(2ˆJ),(1ˆI)
−Sˆ¯1j2ˆ −S(1ˆ2ˆ),(1ˆI)
×F 03 (ˆ¯1, (˜ij), 2ˆ)|M (0)3 (ˆ¯1, k˜, ˆ¯2)|2 × 1/2 + (1ˆ↔ 2ˆ)
primary mapping: (1ˆji) ˆ¯1→ 1ˆ, (˜ij)→ I, 2ˆ→ 2ˆ, k → J
+Sˆ¯1k˜ˆ¯2
+S
(ˆ¯1ˆ¯2),(1ˆI)
→ +S
(ˆ¯1ˆ¯2),(˜1ˆI)
−Sˆ¯1k˜j˜ −S(ˆ¯1J),(1ˆI) → −S(ˆ¯1J˜),(˜1ˆI)
−Sˆ¯2k˜j˜ −S(ˆ¯2J),(1ˆI) → −S(ˆ¯2J˜),(˜1ˆI)
+Sˆ¯1kj +S(1ˆJ),(1ˆI)
+S2ˆkj +S(2ˆJ),(1ˆI)
−Sˆ¯1k2ˆ −S(1ˆ2ˆ),(1ˆI)
×F 03 (ˆ¯1, (˜ik), 2ˆ)|M (0)3 (ˆ¯1, j˜, ˆ¯2)|2 × 1/2 + (1ˆ↔ 2ˆ)
primary mapping: (1ˆki) ˆ¯1→ 1ˆ, (˜ik)→ I, 2ˆ→ 2ˆ, j → J
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A.5 The real-virtual IIFF subtraction terms
The real-virtual subtraction terms for the IIFF topology. The whole contribution depends only
on two momentum mappings.
dσˆS,aNNLO(1ˆ, 2ˆ, i, j) = −
(
J
(1,II)
2 (1ˆ, 2ˆ; z1, z2)
+J
(1,IF )
2 (2ˆ, i; z2)δ(1− z1)
+J
(1,FF )
2 (i, j)δ(1− z1)δ(1− z2)
+J
(1,IF )
2 (j, 1ˆ; z1)δ(1− z2)
)
|M (0)4 (1ˆ, 2ˆ, i, j)|2J (2)1 (pi, pj) (A.7)
dσˆS,b1NNLO(1ˆ, 2ˆ, i, j) =
(
f03 (2ˆ, i, j)|2M (1)3 (1ˆ, ˆ¯2, (˜ij))M (0)†3 (1ˆ, ˆ¯2, (˜ij))|δ(1− z1)δ(1− z2)
+
(
J
(1,II)
2 (1ˆ,
ˆ¯2; z1, z2)
+J
(1,IF )
2 (
ˆ¯2, (˜ij); z2)δ(1− z1)
+J
(1,IF )
2 ((˜ij), 1ˆ; z1)δ(1− z2)
)
|M (0)3 (1ˆ, ˆ¯2, (˜ij))|2
)
J
(1)
1 (p(˜ij))
+
(
f03 (1ˆ, j, i)|2M (1)3 (ˆ¯1, 2ˆ, (˜ij))M (0)†3 (ˆ¯1, 2ˆ, (˜ij))|δ(1− z1)δ(1− z2)
+
(
J
(1,II)
2 (
ˆ¯1, 2ˆ; z1, z2)
+J
(1,IF )
2 (2ˆ, (˜ij); z2)δ(1− z1)
+J
(1,IF )
2 ((˜ij),
ˆ¯1; z1)δ(1− z2)
)
|M (0)3 (ˆ¯1, 2ˆ, (˜ij))|2
)
J
(1)
1 (p(˜ij)) (A.8)
dσˆS,b2NNLO(1ˆ, 2ˆ, i, j) =
(
f13 (2ˆ, i, j,
√
s2ij)δ(1− z1)δ(1− z2)
+
(
J
(1,IF )
2 (2ˆ, i; z2)δ(1− z1)
+J
(1,FF )
2 (i, j)δ(1− z1)δ(1− z2)
+J
(1,IF )
2 (2ˆ, j; z2)δ(1− z1)
−2J(1,IF )2 (ˆ¯2, (˜ij); z2)δ(1− z1)
)
f03 (2ˆ, i, j)
)
|M (0)3 (1ˆ, ˆ¯2, (˜ij))|2J (1)1 (p(˜ij))(
f13 (1ˆ, j, i,
√
s1ji)δ(1− z1)δ(1− z2)
+
(
J
(1,IF )
2 (1ˆ, j; z1)δ(1− z2)
+J
(1,FF )
2 (i, j)δ(1− z1)δ(1− z2)
+J
(1,IF )
2 (1ˆ, i; z1)δ(1− z2)
91
−2J(1,IF )2 (ˆ¯1, (˜ij); z1)δ(1− z2)
)
f03 (1ˆ, j, i)
)
|M (0)3 (ˆ¯1, 2ˆ, (˜ij))|2J (1)1 (p(˜ij))
(A.9)
dσˆS,b3NNLO(1ˆ, 2ˆ, i, j) =
11
6
(
f03 (2ˆ, i, j) log(
mH√
s2ij
)|M (0)3 (1ˆ, ˆ¯2, (˜ij))|2J (1)1 (p(˜ij))
+f03 (1ˆ, j, i) log(
mH√
s1ji
)|M (0)3 (ˆ¯1, 2ˆ, (˜ij))|2J (1)1 (p(˜ij))
)
δ(1− z1)δ(1− z2)
(A.10)
dσˆS,cNNLO(1ˆ, 2ˆ, i, j) =
1
2
((
F03 (s(ˆ¯2,(˜ij)))− S(s(ˆ¯2,(˜ij)), s(2ˆ,j))
)
−
(
F03 (s(2ˆ,j))− S(s(2ˆ,j), s(2ˆ,j))
)
−
(
F03 (s1ˆ,(˜ij))− S(s1ˆ,(˜ij), s(2ˆ,j))
)
+
(
F03 (s1ˆ,j)− S(s1ˆ,j , s(2ˆ,j))
)
−
(
F03 (s1ˆ,ˆ¯2)− S(s1ˆ,ˆ¯2, s(2ˆ,j))
)
+
(
F03 (s1ˆ,2ˆ)− S(s1ˆ,2ˆ, s(2ˆ,j))
))
f03 (2ˆ, i, j)|M (0)3 (1ˆ, ˆ¯2, (˜ij))|2J (1)1 (p(˜ij))
+
1
2
((
F03 (sˆ¯1,(˜ij))− S(sˆ¯1,(˜ij), s1ˆ,i)
)
−
(
F03 (s1ˆ,i)− S(s1ˆ,i, s1ˆ,i)
)
−
(
F03 (s2ˆ,(˜ij))− S(s2ˆ,(˜ij), s1ˆ,i)
)
+
(
F03 (s2ˆ,i)− S(s2ˆ,i, s1ˆ,i)
)
−
(
F03 (s2ˆ,ˆ¯1)− S(s2ˆ,ˆ¯1, s1ˆ,i)
)
+
(
F03 (s2ˆ,1ˆ)− S(s2ˆ,1ˆ, s1ˆ,i)
))
f03 (1ˆ, j, i)|M (0)3 (ˆ¯1, 2ˆ, (˜ij))|2J (1)1 (p(˜ij))
(A.11)
A.6 The real-virtual IFIF subtraction terms
The real-virtual subtraction terms for the IFIF topology. Also here, only two mappings are
required.
dσˆS,aNNLO(1ˆ, i, 2ˆ, j) = −
(
J
(1,IF )
2 (1ˆ, i; z1)δ(1− z2)
+J
(1,IF )
2 (2ˆ, i; z2)δ(1− z1)
+J
(1,IF )
2 (2ˆ, j; z2)δ(1− z1)
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+J
(1,IF )
2 (1ˆ, j; z1)δ(1− z2)
)
|M (0)4 (1ˆ, i, 2ˆ, j)|2J (2)1 (pi, pj) (A.12)
dσˆS,b1NNLO(1ˆ, i, 2ˆ, j) =
(
F 03 (1ˆ, i, 2ˆ)|2M (1)3 (ˆ¯1, ˆ¯2, j˜)M (0)†3 (ˆ¯1, ˆ¯2, j˜)|δ(1− z1)δ(1− z2)
+
(
J
(1,II)
2 (
ˆ¯1, ˆ¯2; z1, z2)
+J
(1,IF )
2 (
ˆ¯1, j˜; z1)δ(1− z2)
+J
(1,IF )
2 (
ˆ¯2, j˜; z2)δ(1− z1)
)
|M (0)3 (ˆ¯1, ˆ¯2, j˜)|2
)
J
(1)
1 (pj˜)
+
(
F 03 (2ˆ, j, 1ˆ)|2M (1)3 (ˆ¯1, ˆ¯2, i˜)M (0)†3 (ˆ¯1, ˆ¯2, i˜)|δ(1− z1)δ(1− z2)
+
(
J
(1,II)
2 (
ˆ¯1, ˆ¯2; z1, z2)
+J
(1,IF )
2 (
ˆ¯1, i˜; z1)δ(1− z2)
+J
(1,IF )
2 (
ˆ¯2, i˜; z2)δ(1− z1)
)
|M (0)3 (ˆ¯1, ˆ¯2, i˜)|2
)
J
(1)
1 (pi˜) (A.13)
dσˆS,b1NNLO(1ˆ, i, 2ˆ, j) =
(
F 13 (1ˆ, i, 2ˆ,
√
s1i2)δ(1− z1)δ(1− z2)
+
(
J
(1,IF )
2 (1ˆ, i; z1)δ(1− z2)
+J
(1,IF )
2 (2ˆ, i; z2)δ(1− z1)
+J
(1,II)
2 (1ˆ, 2ˆ; z1, z2)
−2J(1,II)2 (ˆ¯1, ˆ¯2; z1, z2)
)
F 03 (1ˆ, i, 2ˆ)
)
|M (0)3 (ˆ¯1, ˆ¯2, j˜)|2J (1)1 (pj˜)(
F 13 (2ˆ, j, 1ˆ,
√
s2j1)δ(1− z1)δ(1− z2)
+
(
J
(1,IF )
2 (2ˆ, j; z2)δ(1− z1)
+J
(1,IF )
2 (1ˆ, j; z1)δ(1− z2))
+J
(1,II)
2 (1ˆ, 2ˆ; z1, z2)
−2J(1,II)2 (ˆ¯2, ˆ¯1; z1, z2)
)
F 03 (2ˆ, j, 1ˆ)
)
|M (0)3 (ˆ¯1, ˆ¯2, i˜)|2J (1)1 (pi˜) (A.14)
dσˆS,b3NNLO(1ˆ, i, 2ˆ, j) =
11
6
(
F 03 (1ˆ, i, 2ˆ) log(
mH√
s1i2
)|M (0)3 (ˆ¯1, ˆ¯2, j˜)|2J (1)1 (pj˜)
+F 03 (2ˆ, j, 1ˆ) log(
mH√
s− 2j1)|M
(0)
3 (
ˆ¯1, ˆ¯2, i˜)|2J (1)1 (pi˜)
)
δ(1− z1)δ(1− z2)
(A.15)
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dσˆS,cNNLO(1ˆ, i, 2ˆ, j) =
1
2
((
F03 (sˆ¯1,ˆ¯2)− S(sˆ¯1,ˆ¯2, s1ˆ,i)
)
−
(
F03 (s1ˆ,2ˆ)− S(s1ˆ,2ˆ, s1ˆ,i)
)
−
(
F03 (sˆ¯1,j˜)− S(sˆ¯1,j˜ , s1ˆ,i)
)
+
(
F03 (s1ˆ,j)− S(s1ˆ,j , s1ˆ,i)
)
−
(
F03 (sˆ¯2,j˜)− S(sˆ¯2,j˜ , s1ˆ,i)
)
+
(
F03 (s2ˆ,j)− S(s2ˆ,j , s1ˆ,i)
))
F 03 (1ˆ, i, 2ˆ)|M (0)3 (ˆ¯1, ˆ¯2, j˜)|2J (1)1 (pj˜)
+
1
2
((
F03 (sˆ¯2,ˆ¯1)− S(sˆ¯2,ˆ¯1, s1ˆ,j)
)
−
(
F03 (s2ˆ,1ˆ)− S(s2ˆ,1ˆ, s1ˆ,j)
)
−
(
F03 (sˆ¯2,˜i)− S(sˆ¯2,˜i, s1ˆ,j)
)
+
(
F03 (s2ˆ,i)− S(s2ˆ,i, s1ˆ,j)
)
−
(
F03 (sˆ¯1,˜i)− S(sˆ¯1,˜i, s1ˆ,j)
)
+
(
F03 (s1ˆ,i)− S(s1ˆ,i, s1ˆ,j)
))
F 03 (2ˆ, j, 1ˆ)|M (0)3 (ˆ¯1, ˆ¯2, i˜)|2J (1)1 (pi˜) (A.16)
A.7 The double-virtual term
A.7.1 The full subtraction term
The double-virtual subtraction terms as coded up in form read
dσU (1ˆ, 2ˆ, 3) = J
(1)
3 (1ˆ, 2ˆ, 3, z1, z2)
(
|2M (1)3 (1ˆ, 2ˆ, 3)M (0)†3 (1ˆ, 2ˆ, 3)| −
β0

|M (0)3 (1ˆ, 2ˆ, 3)|2
)
J
(1)
1 (p3)
+
1
2
J
(1)
3 ⊗ J(1)3 (1ˆ, 2ˆ, 3, z1, z2) · |M (0)3 (1ˆ, 2ˆ, 3)|2J (1)1 (p3)
+ J
(2)
3 (1ˆ, 2ˆ, 3, z1, z2) · |M (0)3 (1ˆ, 2ˆ, 3)|2J (1)1 (p3). (A.17)
A.7.2 The J
(1)
3 term
The first term of the above equation is
J
(1)
3 (1ˆ, 2ˆ, 3, z1, z2) = J
(1,II)
2 (1ˆ, 2ˆ, z1, z2) + J
(1,IF )
2 (1ˆ, 3, z1, z2) + J
(1,IF )
2 (2ˆ, 3, z1, z2), (A.18)
J
(1,II)
2 (1ˆ, 2ˆ, z1, z2) =
(s12
µ2
)−F03 (z1, z2)− 12Γ1gg(z1)δ(1− z2)− 12Γ1gg(z2)δ(1− z1), (A.19)
J
(1,IF )
2 (ˆi, 3, z1, z2) =
1
2
((si3
µ2
)−F03 (zi)− Γ1gg(zi))δ(1− zj), (A.20)
where i represents an initial-state momentum and j is the other one. The dependence on the
antenna scale has been extracted from the integrated antennae and made explicit.
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A.7.3 The J
(1)
3 ⊗ J(1)3 term
This is the second line of eq. (A.17). The various convolutions can be found in [123].
1
2
J
(1)
3 ⊗ J(1)3 (1ˆ, 2ˆ, 3, z1, z2) =
(s12
µ2
)−2
[F03 ⊗F03 ]II,II(z1, z2)
+
1
4
(s13
µ2
)−2
[F03 ⊗F03 ]IF,IF (z1, z2)
+
1
4
(s23
µ2
)−2
[F03 ⊗F03 ]IF,IF (z2, z1)
+
(s12
µ2
)−(s13
µ2
)−
[F03 ⊗F03 ]II,IF (z1, z2)
+
(s12
µ2
)−(s23
µ2
)−
[F03 ⊗F03 ]II,IF (z2, z1)
+
1
2
(s13
µ2
)−(s23
µ2
)−
[F03 ⊗F03 ]IF1,IF2(z1, z2)
− 2
(s12
µ2
)−
[Γ1gg ⊗F03 ]II(z1, z2)
− 2
(s12
µ2
)−
[Γ1gg ⊗F03 ]II(z2, z1)
−
(s13
µ2
)−
[Γ1gg ⊗F03 ]IF1(z1, z2)
−
(s13
µ2
)−
[Γ1gg ⊗F03 ]IF2(z1, z2)
−
(s23
µ2
)−
[Γ1gg ⊗F03 ]IF1(z2, z1)
−
(s23
µ2
)−
[Γ1gg ⊗F03 ]IF2(z2, z1)
+ [Γ1gg ⊗ Γ1gg](z1, z2)
+ [Γ1gg ⊗ Γ1gg](z2, z1)
+ 2Γ1gg(z1)Γ
1
gg(z2). (A.21)
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A.7.4 The J
(2)
3 term
The last term in (A.17) is the double unresolved integrated dipole
J
(2)
3 (1ˆ, 2ˆ, 3, z1, z2) = J
(2,II)
2 (1ˆ, 2ˆ, z1, z2) + J
(2,IF )
2 (1ˆ, 3, z1, z2) + J
(2,IF )
2 (2ˆ, 3, z1, z2) (A.22)
J
(2,II)
2 (1ˆ, 2ˆ, z1, z2) =
(s12
µ2
)−2F04 (z1, z2)
+
1
2
(s12
µ2
)−2F˜04 (z1, z2)
+
(s12
µ2
)−2F13 (z1, z2)
+
β0

(s12
µ2
)−2F03 (z1, z2)
−
(s12
µ2
)−2
[F03 ⊗F03 ]II,II(z1, z2)
− 1
2
Γ
2
gg(z1)δ(1− z2)
− 1
2
Γ
2
gg(z2)δ(1− z1) (A.23)
J
(2,IF )
2 (ˆi, 3ˆ, zi, zj) =
1
2
(si3
µ2
)−2F04 (zi)δ(1− zj)
+
1
2
(si3
µ2
)−2F13 (zi)δ(1− zj)
+
β0
2
(si3
µ2
)−2F03 (zi)δ(1− zj)
− 1
4
(si3
µ2
)−2
[F03 ⊗F03 ]IF,IF (z1, z2)
− 1
2
Γ
2
gg(zi)δ(1− zj). (A.24)
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Appendix B
Integrated LAS
The integrated large angle soft terms for an initial-final mapping are defined through
SIF (sac, sIK , yac,iK) = 1
C()
∫
dΦiˆjk
Q2
2pi
Sajc,
=
( |sIK |
µ2
)−{[ 1
2
− 1

ln(yac,iK)
1
2
ln2(yac,iK)− pi
2
12
]
δ(1− x)
+
[
2

(1−D0(x)) + 4D1(x) + 2 ln
(
sac|sIK |
saKscK
)
− 4 ln(1− x)− 4x
(1− x) ln(x) +
2x
(1− x) ln(yac,iK)
− 2
(1− x) ln
(
sac|sIK |
saKscK
)]
+O()
}
(B.1)
where
Sajc =
2sac
sajsjc
, (B.2)
and
yac,iK =
sac|sIK |
(saK + (1− x)sai)(scK + (1− x)sci) . (B.3)
In the above formula, x is the momentum fraction of the initial leg after initial collinear radiation.
If the unresolved momentum j is boosted following an initial-initial mapping, the following
treatment is adopted. Since the eikonal in eq. (B.1) consists only of Lorentz invariants, the
boost can be inverted, as labeled by an underline:
Saj˜c = Sajc. (B.4)
Thus,
1
C()
∫
dΦiˆjk
Q2
2pi
Saj˜c = S˜IF (sac, sIK , yac,iK) = SIF (sac, sIK , yac,iK). (B.5)
Since the integrated eikonal also only depends on Lorentz invariants, the boost can again be
applied, such that
S˜IF (sac, sIK , yac,iK) = SIF (sac, sI˜K˜ , yac,˜iK˜). (B.6)
This allows to use eq. (B.1) also for the boosted integrated eikonals.
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Appendix C
PDF weights
The weights for the regions ω0,0, ω1,0, ω0,1 and ω1,1 are defined in eqs. 5.20-5.22. The remaining
regions can be expressed as a linear combination of those, where i1, i2 ∈ {2, 3, 4, 5}:
ω0,i2 =
log(1− x2)(i2−2)
1− x2
(
ω0,0 − (1− z2)ω0,1
)
+
log(1− z2)(i2−1)
i2 − 1 ω0,1,
ωi1,0 =
log(1− x1)(i1−2)
1− x1
(
ω0,0 − (1− z1)ω1,0
)
+
log(1− z1)(i1−1)
i1 − 1 ω1,0,
ω1,i2 =
log(1− x2)(i2−2)
1− x2
(
ω1,0 − (1− z2)ω1,1
)
+
log(1− z2)(i2−1)
i2 − 1 ω1,1,
ωi1,1 =
log(1− x1)(i1−2)
1− x1
(
ω0,1 − (1− z1)ω1,1
)
+
log(1− z1)(i1−1)
i1 − 1 ω1,1,
ωi1,i2 =
log(1− x1)(i1−2) log(1− x2)(i2−2)
(1− x2)(1− x2)
×
(
ω0,0 − (1− z1)ω1,0 − (1− z2)ω0,1 + (1− z1)(1− z2)ω1,1
)
+
log(1− x1)(i1−2) log(1− z2)i2−1
(i2 − 1)(1− x1)
(
ω0,1 − (1− z1)ω1,1
)
+
log(1− x2)(i2−2) log(1− z1)i1−1
(i2 − 1)(1− x2)
(
ω1,0 − (1− z2)ω1,1
)
+
log(1− z1)i1−1 log(1− z2)i2−1
(i1 − 1)(i2 − 1) ω1,1. (C.1)
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