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Abstract
This paper is about Lions’ open problem on density patches [31]: whether inhomo-
geneous incompressible Navier-Stokes equations preserve the initial regularity of the free
boundary given by density patches. Using classical Sobolev spaces for the velocity, we
first establish the propagation of C1+γ regularity with 0 < γ < 1 in the case of positive
density. Furthermore, we go beyond to show the persistence of a geometrical quantity
such as the curvature. In addition, we obtain a proof for C2+γ regularity.
Keywords: Navier-Stokes equations, density patch, global regularity.
1 Introduction
We consider an incompressible inhomogeneous fluid in the whole space R2,
∇ ⋅ u = 0,
∂tρ + u ⋅ ∇ρ = 0, (1)
driven by Navier-Stokes equations
ρ(∂tu + u ⋅ ∇u) =∆u −∇p, (2)
where the unknowns ρ,u, p represent the density, velocity field and pressure of the fluid.
In the case of positive density, the first results of existence of strong solutions for smooth
initial data were proved by Ladyzhenskaya and Solonnikov [28]. When ρ ≥ 0 is allowed,
Simon [36] proved the global existence of weak solutions with finite energy. Afterwards, this
result was extended to the case with variable viscosity by Lions in [31]. There, the author
proposed the so-called density patch problem: assuming ρ0 = 1D0 for some domain D0 ⊂ R2,
the question is whether or not ρ(t) = 1D(t) for some domain D(t) with the same regularity
as the initial one. Theorem 2.1 in [31] ensures that the density remains as a patch preserving
its volume, but gives no information about the persistence of regularity.
Previously to this problem, the analogous question in vortex patches in Euler equations
arose great interest, due to the fact that several numerical results indicated the possible
formation of finite time singularities. First Chemin [9] using paradifferential calculus and
later Bertozzi and Constantin [3] by a geometrical harmonic analysis approach finally solved
the vortex patch problem proving the contrary: C1+γ vortex patches preserve their regularity
in time.
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On the other hand, the appearance of finite-time singularities has been proved in related
scenarios. For the Muskat problem density patches have been shown to become singular in
finite time [4], [5]. When vacuum is considered for Euler equations with gravity, ‘splash’
singularities were shown in the so-called water wave problem [6]. Later these results were
extended to parabolic problems such as Muskat [8] and Navier-Stokes [7]. Different proofs
of these results can be found in [11], [12]. In [18] it is shown that the presence of a second
fluid precludes ‘splash’ singularities in Euler equations with gravity and surface tension. See
[20] for a different proof applied to the Muskat problem and also [13] for the result including
vorticity in the bulk.
Global-in-time regularity has been extensively studied for Navier-Stokes free boundary
problems considering the continuity of the stress tensor at the free boundary (see [43] and [17]
for a discussion of physical free boundary conditions). Starting from the nowadays classical
local existence results [37], [2], global existence was achieved in [38], [40] for the scenario of
an almost horizontal viscous fluid lying above a bottom and below vacuum. See also [24],
[21], [22], [23] where the decay rate in time of the solution is studied in the previous situation
in order to understand the long-time dynamics. In the two-fluid case (also known as internal
waves problem in this scenario) global well-posedness and decay have been shown in [42].
See also [33] for the vanishing viscosity limit problem for the free-boundary Navier-Stokes
equations.
Recently several contributions have been made in the two-fluid case without viscosity jump
with low regular positive density. First, Danchin and Mucha [14], [15] showed the global well-
posedness of (1)-(2) for initial densities allowing discontinuities across C1 interfaces with a
sufficiently small jump and small initial velocity in the Besov space B
2/p−1
p,1 , p ∈ [1,4) (see
Section 2 for the definition). For densities close enough to a positive constant and initial
velocity in B˙
2/p−1
p,1 ∩ B˙
2/p−1+ǫ
p,1 , Huang, Paicu and Zhang [27] obtained solutions with C
1+ǫ flow
for small enough ǫ > 0. Later Paicu, Zhang and Zhang [34] obtained the global-wellposedness
with initial data u0 ∈Hs, s ∈ (0,1) and initial positive density bounded from below and above
removing the smallness conditions.
Based on these results and using paradifferential calculus and the techniques of striated
regularity, Liao and Zhang have recently proved the persistence of W k,p regularity, k ≥ 3,
p ∈ (2,4), for initial patches of the form
ρ0 = ρ11D0 + ρ21Dc0 ,
first assuming ρ1, ρ2 > 0 close to each other [29], then for any pair of positive constants [30].
By Sobolev embedding, this means that the boundary of the patch must be at least in C2+γ
for some γ > 0. Using the well-posedness result in [14], Danchin and Zhang [16] have recently
obtained the propagation of C1+γ patches for small jump and small u0 (also for large u0 but
only locally in time).
In this paper we consider the 2D density patch problem for Navier-Stokes without any
smallness condition on the initial data and without any restriction on the density jump.
First, we show that initial C1+γ density patches preserve their regularity globally in time
for any ρ1, ρ2 > 0 and any u0 ∈ Hγ+s, s ∈ (0,1 − γ). We note that the cancellation in the
tangential direction to the patch is not needed to propagate low regularities. Although one
cannot expect to get the needed regularity for the velocity in Sobolev spaces, we will take
advantage of the fact that ρ remains as a patch with Lipschitz boundary. The quasilinear
character of the coupling between density and velocity makes it harder to propagate the
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regularity of the velocity and hence that of the patch. This extra difficulty, compared to
the same problem for Boussinesq system [19], is overcome by noticing that the characteristic
function of a Lipschitz patch belongs to the multiplier space M(B˙−1+γ∞,∞ ) (see section below).
Hence we will prove that u ∈ L1(0, T ;C1+γ) and thus the propagation follows by the particle
trajectories system ⎧⎪⎪⎪⎨⎪⎪⎪⎩
dX
dt
(x, t) = u(X(x, t), t),
X(x,0) = x.
Without considering regularity in the tangential direction to the density patch for the
initial velocity, the initial conditions in [30], [16] are at the level of u0 ∈ B1+ǫ2,1 (ǫ > 0), u0 ∈ Bγ2,1,
respectively. Indeed, as in [19], from the results of maximum regularity of the linear heat
equation, we deem u0 ∈Hγ+s is sharp at the scale of Sobolev spaces from this approach.
This low regularity result combined with new ideas allows us to show that the curvature
of patches with initial W 2,∞ regularity remains bounded for all time. Following the particle
trajectory method to preserve the regularity, the curvature is controlled once that ∇2u ∈
L1(0, T ;L∞). This is critical because at this level of derivatives the step function ρ appears
together with the nonlinearity. So in principle one could find that ∇2u ∈ L1(0, T ;BMO). It
is possible to use time weighted energy estimates, introduced in [25], [26] for the compressible
model and in [34] for the incompressible case, combined with the characterization of a patch
as a Sobolev multiplier to get higher regularity. In particular, to deal with the regularity of
ut the convective derivative approach in [30] can be used. Going further, the C
1+γ regularity
result in conjunction with the cancellation of singular integrals acting on low regular quadratic
and cubic terms allows us to bootstrap to achieve the control of the evolution of the curvature
(∇2u ∈ L1(0, T ;L∞)).
Finally, we continue the bootstrapping process to show a new proof for the propagation of
regularity with initial C2+γ patches. Describing the dynamics of the patch by a level set, one
can get advantage of the extra regularity in the tangential direction. In particular, in checking
the evolution of this extra regularity one just needs to control the tangential direction of ∇2u.
Exploiting the smoothing properties of the Newtonian potential and the persistence of the
regularity for the curvature, we are able to prove the propagation of C2+γ regularity. We
realize that it is possible to find that extra cancellation dealing directly with singular integral
operators.
The structure of the paper is as follows: In next section some definitions and notation that
will be used along the paper are stated. Then, in Section 3 we show that the weak formulation
we use to understand the solutions satisfies indeed the expected physical conditions at the
interface. In Section 4 we prove the persistence of regularity for C1+γ patches and u0 ∈Hγ+s.
In Section 4 we show further that the curvature of the patches remains bounded. Finally, in
Section 5 a proof of the propagation of C2+γ regularity in which we deal directly with the
explicit expression of the tangential second derivatives of u is given.
2 Notation
We include here some definitions and notations used along the paper.
We will denote by (∂t −∆)−10 f the solution of the linear heat equation with force f and
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zero initial condition:
(∂t −∆)−10 f ∶= ∫ t
0
e(t−τ)∆f(τ)dτ.
Above we use the standard notation et∆f = F−1(e−t∣ξ∣2 fˆ), where ˆ and F−1 denote Fourier
transform and its inverse.
The material derivate will be denote by Dtf = ∂tf + u ⋅ ∇f .
We recall the definition of Besov spaces (see [1] for details). Consider the following
Littlewood-Paley decomposition: let C = {∣ξ∣ ∈ R2 ∶ 3/4 ≤ ∣ξ∣ ≤ 8/3}, fix a smooth radial
function ϕ supported in C and satisfying
∑
j∈Z
ϕ(2−jξ) = 1, ∀ξ ∈ R2 ∖ {0}.
The homogeneous dyadic blocks are defined as ∆jf = F−1(ϕ(2−jξ)fˆ(ξ)) for j ∈ Z. Then, the
homogeneous Besov spaces B˙γp,q(R2), γ ∈ R, p, q ∈ [1,∞] are defined by
B˙γp,q(R2) = {f ∈ S′(R2) ∶ ∥f∥B˙γp,q = ∥2jγ∥∆jf∥Lp∥lq(Z) <∞},
where S′(R2) denotes the space of tempered distributions over R2. We recall that H˙s = B˙s2,2
and C˙k+γ = B˙k+γ∞,∞ for s ∈ R, γ ∈ (0,1), k ∈ N ∪ {0}.
Let E be a Banach space embedded in S′(Rn), n = 1,2. We will use the spaces Lp(0, T ;E)
with norm ∥f∥Lp
T
(E) ∶= ∥∥f∥E∥Lp(0,T ).
We will say that ∂D ∈ C([0, T ];E) if there exists a parametrization of the boundary
∂D(t) = {z(α, t) ∈ R2, α ∈ [0,1]} (3)
with z ∈ C([0, T ];E).
The multiplier space M(E) is the set of functions ϕ such that ϕf ∈ E for all f ∈ E and
∥ϕ∥M(E) ∶= sup
∥f∥E≤1
∥ϕf∥E <∞.
3 Weak solutions and physical conditions
In this section we first state the definition of weak solutions for the system (1)-(2). Later we
show that under suitable regularity assumptions these solutions satisfy the naturally expected
physical conditions (see e.g. [17] and the references therein):
- The interface moves with the fluid (no mass transfer):
zt(α, t) ⋅ n(α, t) = u (z(α, t), t) ⋅ n(α, t),
z(α,0) = z0(α), (4)
where z0 is a parametrization of the boundary of the patch ∂D0.
- Continuity of the velocity at the interface:
[u]∣∂D(t) ∶= lim
x→x0∈∂D(t),
x∈D(t)
u(x) − lim
x→x0∈∂D(t),
x∈D(t)c
u(x) = 0, (5)
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- Continuity of the stress tensor at the interface:
[T ⋅ n] ∣∂D(t) = 0, (6)
where T = −p Id + (∇u +∇u∗) and ∇u∗ denotes transpose of ∇u.
Definition 3.1. We say that (ρ,u, p) is a weak solution of the system (1)-(2) provided that
∫ T
0
∫
R2
∇ϕ ⋅ udxdt = 0, ∀ϕ ∈ C∞c ([0, T );C∞0 (R2)), (7)
and that for all φ, Ψ ∈ C∞c ([0, T );C∞0 (R2))
∫
R2
Ψ(0)ρ0dx + ∫ T
0
∫
R2
ρDtΨdxdt = 0, (8)
∫
R2
φ(0)ρ0u0 dx+∫ T
0
∫
R2
Dtφ ⋅ ρudxdt−∫ T
0
∫
R2
∇φ ⋅ (∇u +∇u∗) dxdt+∫ T
0
∫
R2
p∇ ⋅φdxdt = 0.
(9)
Proposition 3.2. Let (ρ,u, p) be a weak solution of (1)-(2) with initial data as in Theorem
4.1. Then, the conditions (4)-(6) hold.
Proof: The weak incompressibility condition (7) implies the continuity of the normal ve-
locity at the interface, which jointly to the mass conservation (8) yields the interface dynamics
condition (4) (see e.g. [10]). Moreover, the results given in Theorem 4.1 for initial data in
Hγ+s gives that u ∈ L1(0, T ;C1+γ), hence the velocity is continuous also in the tangential
direction for a.e. t > 0.
We show then the continuity of the stress tensor. We can write
0 = ∫
R2
φ(0)ρ0u0 dx + ∫ T
0
∫
D(t)∪D(t)c
Dtφ ⋅ ρudxdt
−∫ T
0
∫
D(t)∪D(t)c
∇φ ⋅ (∇u+∇u∗)dxdt +∫ T
0
∫
D(t)∪D(t)c
p∇ ⋅ φdxdt.
(10)
Taking into account that the normal velocity is continuous at the interface and (4), the
regularity provided by Theorem 4.1 allows us to integrate by parts to find that
0 =∫ T
0
∫
D(t)
φ ⋅ (−ρ1Dtu+∆u−∇p) dxdt +∫ T
0
∫
D(t)c
φ ⋅ (−ρ2Dtu+∆u−∇p) dxdt
−∫ T
0
∫
∂D(t)
φn ⋅ (∇u1 +∇u∗1)dσ + ∫ T
0
∫
∂D(t)
φn ⋅ (∇u2 +∇u∗2)dσ
+∫ T
0
∫
∂D(t)
φp1ndσ − ∫ T
0
∫
∂D(t)
φp2ndσ.
(11)
Thus we deduce that
∫ T
0
∫
∂D(t)
φ [(p1 − p2) Id − ((∇u1 +∇u∗1) − (∇u2 +∇u∗2))] ⋅ ndσ = 0. (12)
and hence, as p,u are regular enough (24), we conclude
[(−p Id + (∇u +∇u∗)) ⋅ n] ∣∂D(t) = 0, a.e. t ∈ (0, T ). (13)
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4 Persistence of C1+γ regularity
We present below the theorem that establishes the propagation of regularity for C1+γ patches
in the case of positive density.
Theorem 4.1. Assume γ ∈ (0,1), s ∈ (0,1 − γ), ρ1, ρ2 > 0. Let D0 ⊂ R2 be a bounded simply
connected domain with boundary ∂D0 ∈ C1+γ, u0 ∈Hγ+s a divergence-free vector field,
ρ0(x) = ρ11D0(x) + ρ21Dc0(x),
and 1D0 the characteristic function of D0. Then, there exists a unique global solution (u,ρ)
of (1)-(2) such that
ρ(x, t) = ρ11D(t)(x) + ρ21D(t)c(x) and ∂D ∈ C([0, T ];C1+γ),
where D(t) =X(D0, t) with X the particle trajectories associated to the velocity field.
Moreover,
u ∈ C([0, T ];Hγ+s) ∩L1(0, T ;C1+γ+s˜),
t
1−(γ+s)
2 u ∈ L∞(0, T ;H1), t 2−(γ+s)2 u ∈ L∞(0, T ;H2),
t
2−(γ+s)
2 ut ∈ L∞([0, T ];L2) ∩L2([0, T ];H1),
for any T > 0, s˜ ∈ (0, s).
Proof: First, as u0 ∈ Hγ+s and 0 < min{ρ1, ρ2} < ρ0 < max{ρ1, ρ2} <∞, the results in [34]
yield the following estimates for any T ≥ 0:
A0(T ) ≤ C(∥u0∥L2),
A1(T ) ≤ C(∥u0∥Hγ+s),
A2(T ) ≤ C(∥u0∥Hγ+s),
∫ T
0
∥∇u∥L∞dt ≤ C(T, ∥u0∥Hγ+s),
(14)
where the constant C also depends on ρ1, ρ2, and A0,A1,A2 are defined by
A0(T ) = sup
[0,T ]
∥√ρu∥2L2 + ∫ T
0
∥∇u∥2L2dt,
A1(T ) = sup
[0,T ]
t1−(γ+s)∥∇u∥2L2 ,
A2(T ) = sup
[0,T ]
t2−(γ+s) (∥√ρut∥2L2 + ∥∆u∥2L2 + ∥∇p∥2L2) + ∫ T
0
t2−(γ+s)∥∇ut∥2L2 .
In particular, we note that by interpolation we get
∥u∥H1+γ+s˜ ≤ ∥u∥1−γ−s˜H1 ∥u∥γ+s˜H2 ≤ ct− 1−γ−s2 (1−γ−s˜)− 2−γ−s2 (γ+s˜),
and therefore
u ∈ Lp(0, T ;H1+γ+s˜), p ∈ [1,2/(1 − (s − s˜))). (15)
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Proceeding by interpolation again, it follows that
∫ T
0
∥ut∥qHγ+s˜dt ≤∫
T
0
(∥ut∥1−γ−s˜L2 ∥ut∥γ+s˜H1 )q dt≤c∫
T
0
t−
2−γ−s
2
(1−γ−s˜)q ∥ut∥q(γ+s˜)H1 t 2−γ−s2 (γ+s˜)q
t
2−γ−s
2
(γ+s˜)q
dt,
hence by Ho¨lder inequality we conclude
ut ∈ Lq(0, T ;Hγ+s˜), q ∈ [1,2/(2 − (s − s˜))). (16)
Next, we rewrite (2) as a forced heat equation
ut −∆u = −ρu ⋅ ∇u + (1 − ρ)ut −∇p.
We apply first the Leray projector P = Id −∇∆−1(∇⋅ ) to obtain
ut −∆u = −P(ρu ⋅ ∇u)) + P((1 − ρ)ut), (17)
and denote
u = v1 + v2 + v3,
v1 = et∆u0, v2 = −(∂t −∆)−10 P(ρu ⋅ ∇u), v3 = (∂t −∆)−10 P((1 − ρ)ut). (18)
Recalling the following particular case of Gagliardo-Nirenberg inequality
∥f∥Lr(R2) ≤ c∥f∥2/rL2 ∥∇f∥1−2/rL2 , r ∈ [2,∞), (19)
we deduce that ∥u ⋅ ∇u∥L2 ≤ ∥u∥1/2L2 ∥∇u∥L2∥∇2u∥1/2L2 ≤ ct−1+ 34 (γ+s).
Then, the splitting in (18) provides
∥u∥L∞
T
(Hγ+s) ≤ c∥u0∥Hγ+s + ∥ (1 −∆) γ+s2 (v2 + v3)∥L∞(L2),
so that using the decay properties of the heat kernel (see e.g. Appendix D in [35]) and
Young’s inequality for convolutions we obtain
∥u∥L∞
T
(Hγ+s) ≤ c∥u0∥Hγ+s + c (∥u0∥Hγ+s) ∣∣∫ t
0
∥ (1 −∆)γ+s2 K(t − τ)∥L1τ−1+ γ+s2 dτ ∣∣
L∞
T
≤ c∥u0∥Hγ+s + c (∥u0∥Hγ+s) ∣∣∫ t
0
(t − τ)− γ+s2 τ−1+ γ+s2 dτ ∣∣
L∞
T
≤ c (∥u0∥Hγ+s) .
(20)
Notice that from (14) the velocity field satisfies u ∈ L1(0, T ;W 1,∞), so the initial density
is transported and remains as a patch
ρ(x, t) = ρ11D(t)(x) + ρ21D(t)c(x)
with Lipschitz boundary. It is known (see [41]) that the characteristic function of a Lipschitz
bounded domain belongs to the multiplier space M(B˙sa,b) if and only if −1+ 1a < s < 1a , where
a, b ∈ [1,∞]. Therefore we have that
ρ ∈ L∞(0, T ;M(B˙sa,b)), −1 + 1a < s <
1
a
, (21)
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so in particular
ρ ∈ L∞(0, T ;M(B˙−1+γ+s∞,∞ )). (22)
We write (2) as follows
∆u = P (ρDtu) . (23)
From (15) we deduce ∇ ⋅ (u ⊗ u) ∈ Lp/2(0, T ;Hγ+s˜). This joined to (16) yields that Dtu ∈
Lq(0, T ;Hγ+s˜) ↪ Lq(0, T ; H˙γ+s˜) for q ∈ [1,2/(2− (s− s˜))). By embedding in Besov spaces we
have that
Dtu ∈ Lq(0, T ; B˙−1+γ+s˜∞,∞ ),
and taking into account (22) it follows that
ρDtu ∈ Lq(0, T ; B˙−1+γ+s˜∞,∞ ).
Finally, recalling that the Leray projector is a Fourier multiplier of degree zero and hence it
is bounded in Ho¨lder spaces, we take the inverse of the Laplacian in (23) to find that
∥u∥C˙1+γ+s˜ ≤ c∥∆−1ρDtu∥C˙1+γ+s˜ ≤ c∥ρDtu∥B˙−1+γ+s˜∞,∞ .
From (15) it is clear that u ∈ Lq(0, T ;L∞), therefore we conclude that u ∈ Lq(0, T ;C1+γ+s˜).
Hence, using the particle trajectories system (1) and Gro¨nwall’s inequality we obtain
∥∇X∥Cγ ≤ ∥∇X0∥Cγe∫ t0 ∥∇u∥L∞dτ + ∫ t
0
∥∇u(τ)∥Cγ ∥∇X(τ)∥1+γL∞ e∫ tτ ∥∇u∥L∞ds,
which yields the persistence of C1+γ regularity of the density patch ∥z∥L∞(0,T ;C1+γ) ≤ C(T ).
Remark 4.2. From the momentum equation it is easy to see that
∥∆u∥2Hµ + ∥∇p∥2Hµ = ∥ρDtu∥2Hµ .
Noticing that ρ ∈ M(Hσ), σ ∈ (−1/2,1/2) and recalling that Dtu ∈ Lq(0, T ;Hγ+s), it follows
that
p ∈ Lq(0, T ; H˙1+µ), u ∈ Lq(0, T ;H2+µ), µ <min{1/2, γ + s}. (24)
5 Persistence of W 2,∞ regularity
In this section we show that the curvature of the patch is bounded for all time if initially has
W 2,∞ boundary.
Theorem 5.1. Assume s ∈ (0,1), ρ1, ρ2 > 0. Let D0 ⊂ R2 be a bounded simply connected
domain with boundary ∂D0 ∈W 2,∞, u0 ∈H1+s a divergence-free vector field,
ρ0(x) = ρ11D0(x) + ρ21Dc0(x),
and 1D0 the characteristic function of D0. Then, there exists a unique global solution (u,ρ)
of (1)-(2) such that
ρ(x, t) = ρ11D(t)(x) + ρ21D(t)c(x) and ∂D ∈ C([0, T ];W 2,∞),
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where D(t) =X(D0, t) with X the particle trajectories associated to the velocity field.
Moreover,
u ∈ C([0, T ];H1+s) ∩L2(0, T ;H2+µ) ∩Lp(0, T ;W 2,∞),
t
1−s
2 ut ∈ L∞([0, T ] ;L2) ∩L2([0, T ] ;H1),
t
2−s
2 Dtu ∈ L∞([0, T ] ;H1) ∩L2([0, T ] ;H2),
for any T > 0, µ < min{1/2, s} and p ∈ [1,2/(2 − s)). If s < 1/2 it also holds that u ∈
Lq(0, T ;H2+δ) for any δ ∈ (s,1/2) with q ∈ [1,2/(1 + δ − s)).
Proof: First, we notice that once we get u ∈ Lp(0, T ;W 2,∞) the propagation of regularity
for the patch follows by considering the particle trajectories associated to the flow. Hence,
we proceed to prove that the velocity belongs to that space.
5.1 Regularity of ut
We start by proving in this section that t
1−s
2 ut ∈ L∞([0, T ] ;L2) ∩L2([0, T ] ;H1). As before,
it is easy to get
∥√ρu∥2L2 +∫ t
0
∥∇u∥2L2dτ ≤ c∥u0∥2L2 . (25)
We now take inner product with ut and use Young’s inequality to obtain
∥√ρut∥2L2 + ddt∥∇u∥2L2 ≤ c∥u∥2L4∥∇u∥2L4 . (26)
Using (19) with r = 4, from the velocity equation and Young’s inequality one infers that
∥∇2u∥2L2 + ∥∇p∥2L2 ≤ c (∥√ρut∥2L2 + ∥u∥2L2∥∇u∥4L2) . (27)
Hence, applying (19) again in (26) and using (27), we get
∥√ρut∥2L2 + ddt∥∇u∥2L2 ≤ c∥u∥2L2∥∇u∥4L2 ,
so by Gro¨nwall’s inequality and (25) we conclude that
∥∇u∥2L2 +∫ t
0
∥√ρut∥2L2dτ ≤ ∥∇u0∥2L2ec∥u0∥L2 t.
We can close the estimates for u and ut at this level of regularity:
∥u∥L∞
T
(L2) + ∥u∥L2
T
(H1) ≤ c∥u0∥L2 ,
∥u∥L∞
T
(H1) + ∥u∥L2
T
(H2) + ∥ut∥L2
T
(L2) ≤ c (∥u0∥L2) ∥u0∥H1 . (28)
From this last estimate, (27) rewrites as
∥∇2u∥2L2 + ∥∇p∥2L2 ≤ c (∥√ρut∥2L2 + 1) . (29)
We proceed next by an interpolation argument. First, we consider the linear momentum
equation for v
ρvt + ρu ⋅ ∇v −∆v +∇p = 0, ρt + u ⋅ ∇ρ = 0. (30)
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By previous arguments it follows that
∥v∥2L∞
T
(H1) + ∥√ρvt∥2L2
T
(L2) ≤ c (∥u0∥L2) ∥v0∥2H1 , (31)
∥∇2v∥2L2 ≤ c (∥√ρvt∥2L2 + ∥u∥2L2∥∇u∥2L2∥∇v∥2L2) ,
and hence ∥∇2v∥2L2 ≤ c (∥√ρvt∥2L2 + ∥v0∥2H1) , (32)
Derivation in time of (30) yields the following equation
ρvtt + ρu ⋅ ∇vt −∆vt +∇pt = −ρtvt − ρtu ⋅ ∇v − ρut ⋅ ∇v,
and thus we obtain
1
2
d
dt
∥√ρvt∥2L2 + ∥∇vt∥2L2 = −∫
R2
ρt∣vt∣2dx −∫
R2
ρtu ⋅ ∇v ⋅ vtdx −∫
R2
ρut ⋅ ∇v ⋅ vtdx,
where we have used that ρt = −u ⋅ ∇ρ. Multiplication by the weight t and integration in time
implies that
t
2
∥√ρvt∥2L2 + ∫ t
0
τ∥∇vt∥2L2dτ = I1 + I2 + I3 + I4, (33)
where
I1 = 1
2
∫ t
0
∥√ρvt∥2L2dτ, I2 = −∫ t
0
τ ∫
R2
ρt∣vt∣2dxdτ,
I3 = −∫ t
0
τ ∫
R2
ρtu ⋅ ∇v ⋅ vtdxdτ, I4 = −∫ t
0
τ ∫
R2
ρut ⋅ ∇v ⋅ vtdxdτ.
The first term is controlled by (31) as follows
I1 ≤ c (∥u0∥L2) ∥v0∥2H1 . (34)
Recalling that u is divergence-free and that ρt = −u ⋅ ∇ρ, integration by parts in I2 yields the
following
I2 ≤ ∫ t
0
τ ∫
R2
ρu ⋅ ∇∣vt∣2dxdτ ≤ c ∫ t
0
τ∥∇vt∥L2∥u∥L4∥vt∥L4dτ.
By (19) and Young’s inequality I2 is bounded by
I2 ≤ 1
10
∫ t
0
τ∥∇vt∥2L2dτ + c(∥u0∥L2)∫ t
0
τ∥√ρvt∥2L2∥∇u∥2L2dτ. (35)
Using again (19) and (32) we get that
I4 ≤ c (∥u0∥H1)∫ t
0
τ∥√ρut∥L2∥∇v∥1/2L2 ∥√ρvt∥L2∥∇vt∥1/2L2 dτ
+ c (∥u0∥H1)∫ t
0
τ∥√ρut∥L2∥∇v∥L2∥√ρvt∥1/2L2 ∥∇vt∥1/2L2 dτ,
and therefore by (31) and Young’s inequality it follows that
I4 ≤ 1
10 ∫
t
0
τ∥∇vt∥2L2dτ + c (∥u0∥H1)∫ t
0
τ∥√ρut∥2L2∥√ρvt∥2L2dτ
+ c (∥u0∥L2 , T ) ∥v0∥2H1 .
(36)
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After integration by parts, I3 is decomposed as follows
I3 = I31 + I32 + I33,
where
I31 = −∫ t
0
τ ∫
R2
ρvt ⋅ ∇u ⋅ ∇v ⋅ udxdτ,
I32 = −∫ t
0
τ ∫
R2
ρ(u⊗ u) ∶ ∇2v ⋅ vtdτdx,
I33 = −∫ t
0
τ ∫
R2
ρ(u ⋅ ∇v) ⋅ (u ⋅ ∇vt)dxdτ.
First we use again (19) and Young’s inequality to obtain
I31 ≤ ∫ t
0
τ∥ρu ⋅ ∇u∥L2∥vt∥L4∥∇v∥L4dτ
≤ 1
10
∫ t
0
τ∥∇vt∥2L2dτ + c∫ t
0
τ∥u ⋅ ∇u∥4/3
L2
∥√ρvt∥2/3L2 ∥∇v∥2/3L2 ∥∇2v∥2/3L2 dτ.
After using (32), Young’s inequality and the previous estimates on u and v yield
I31 ≤ 1
10 ∫
t
0
τ∥∇vt∥2L2dτ + c (∥u0∥H1)∫ t
0
τ∥√ρvt∥2L2 (1 + ∥∇2u∥2L2)dτ
+ c (∥u0∥L2 , T ) ∥v0∥2H1 .
Since (19) and (28) give ∥u∥L8 ≤ c (∥u0∥L2) ∥u0∥H1 , using (19), (32) and Young’s inequality
the terms I32 and I33 are bounded as I31. Therefore,
I3 ≤ 1
10 ∫
t
0
τ∥∇vt∥2L2dτ + c ∫ t
0
τ∥√ρvt∥2L2 (1 + ∥∇2u∥2L2)dτ
+ c (∥u0∥L2 , T ) ∥v0∥2H1 .
(37)
Joining the above bounds (34)-(37) we get from (33) that
t∥√ρvt∥2L2 + ∫ t
0
τ∥∇vt∥2L2dτ ≤ c (∥u0∥L2 , T ) ∥v0∥2H1
+ c ∫ t
0
τ∥√ρvt∥2L2 (∥∇2u∥2L2 + ∥√ρut∥2L2 + 1)dτ,
thus by Gro¨nwall’s inequality we finally find
t∥√ρvt∥2L2 + ∫ t
0
τ∥∇vt∥2L2dτ ≤ c (∥u0∥H1 , T ) ∥v0∥2H1 .
We notice that from (30) we have ∥√ρvt∥L2(τ) ≤ c (∥u0∥H1) ∥v∥H2(τ) for all τ ≥ 0, so if we
assumed v0 ∈H2, repeating the steps above without weights would lead to
∥√ρvt∥2L2 +∫ t
0
∥∇vt∥2L2dτ ≤ c (∥u0∥H1 , T ) ∥v0∥2H2 .
Finally, by linear interpolation between the last two inequalities [32] we conclude that
t1−s∥√ρut∥2L2 + ∫ t
0
τ1−s∥∇ut∥2L2dτ ≤ c (∥u0∥H1 , T ) ∥u0∥2H1+s .
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Using (29) we are able to finally find
t1−s∥√ρut∥2L2 + t1−s∥∇2u∥2L2 +∫ t
0
τ1−s∥∇ut∥2L2dτ ≤ c (∥u0∥H1 , T ) ∥u0∥2H1+s . (38)
We note that by Sobolev interpolation we have in particular that for s˜ ∈ (0, s)
ut ∈ L2(0, T ;H s˜). (39)
5.2 Higher regularity for u
This section is devoted to prove that u ∈ L∞(0, T ;H1+s) ∩ L2(0, T ;H2+µ). First, we notice
that by Theorem 4.1 ρ(t) remains as a patch with Lipschitz boundary for all t ≥ 0 and hence
it is known that
ρ ∈ L∞(0, T ;M(Hσ)) σ ∈ (−1
2
,
1
2
) .
From this and the estimates (28), (39) we infer that
(1 − ρ)ut, ρu ⋅ ∇u ∈ L2(0, T ;Hµ), µ <min{1
2
, s} .
Thus, by classical properties of the heat equation applied to (17) we conclude that u ∈
L2(0, T ;H2+µ) with ∥u∥L2
T
(H2+µ) ≤ c (∥u0∥H1+s , T ) . (40)
To get u ∈ L∞(0, T ;H1+s) we will use that (38) and (29) implies
t1−s∥√ρut∥2L2 + t1−s∥√ρu ⋅ ∇u∥2L2 ≤ c (∥u0∥H1+s , T ) . (41)
Then, we write the solution of (17) as
u = et∆u0 + (∂t −∆)−10 (P ((1 − ρ)ut) − P (ρu ⋅ ∇u)) ,
thus we have that
∥u∥L∞
T
(H1+s) ≤ c∥u0∥H1+s + c ∣∣(1 −∆) 1+s2 (∂t −∆)−10 (P ((1 − ρ)ut) − P (ρu ⋅ ∇u))∣∣
L∞
T
(L2)
.
Applying Young’s inequality for convolution, (41) and the decay properties of the heat kernel
we get
∥u∥L∞
T
(H1+s) ≤ c∥u0∥H1+s + c ∣∣∫ t
0
∥ (1 −∆) 1+s2 K(t − τ)∥L1τ− 1−s2 dτ ∣∣
L∞
T
≤ c∥u0∥H1+s + c ∣∣∫ t
0
(t − τ)− 1+s2 τ− 1−s2 dτ ∣∣
L∞
T
,
so that we conclude ∥u∥L∞
T
(H1+s) ≤ c (∥u0∥H1+s , T ) . (42)
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5.3 Higher regularity for Dtu
We will show that t
2−s
2 Dtu ∈ L∞([0, T ] ;H1) ∩L2([0, T ] ;H2). Applying Dt to (2) yields
ρD2t u −∆Dtu +∇Dtp = −2∇ui ⋅ ∂i∇u +∆u ⋅ ∇u −∇uT ⋅ ∇p, (43)
where Einstein summation convention is used. By definition of Dtu, it follows directly from
previous estimates (38) and (42) that
t1−s∥√ρDtu∥2L2 +∫ t
0
τ1−s∥∇Dtu∥2L2 ≤ c (∥u0∥H1 , T ) ∥u0∥2H1+s . (44)
In what follows we will denote
F = F (∇u,∇2u,∇p) = −2∇ui ⋅ ∂i∇u +∆u ⋅ ∇u −∇uT ⋅ ∇p.
As ∥∇2u∥L2 + ∥∇p∥L2 ≤ ∥ρDtu∥L2 , using (44) we notice that
∥F ∥2L2 ≤ c∥∇u∥2L∞∥ρDtu∥2L2 ≤ c t−1+s∥u∥2H2+ǫ ,
so from (40) we find
∫ t
0
τ1−s∥F ∥2L2dτ ≤ c (∥u0∥H1+s , T ) . (45)
By taking dot product of (43) with D2t u and integrating in time we find
1
2
t2−s∥∇Dtu∥2L2 +∫ t
0
τ2−s∥√ρD2t u∥2L2dτ = L1 +L2 +L3 +L4, (46)
where
L1 = 2 − s
2
∫ t
0
τ1−s∥∇Dtu∥2L2dτ, L2 = −∫ t
0
τ2−s∫
R2
D2t u ⋅ ∇Dtp dxdτ,
L3 = ∫ t
0
τ2−s ∫
R2
D2t u ⋅ F dxdτ, L4 = ∫ t
0
τ2−s ∫
R2
∇Dtu ∶ ∇(u ⋅ ∇Dtu)dxdτ.
The first term, L1, is bounded by (44),
L1 ≤ c (∥u0∥2H1+s , T ) . (47)
while using (45) it follows that
L3 ≤ 1
6
∫ t
0
τ2−s∥√ρD2t u∥2L2dτ + c (∥u0∥H1+s , T ) . (48)
Noticing that ∇ ⋅D2t u = ∇ ⋅ (u ⋅ ∇ut +Dtu ⋅ ∇u + u ⋅Dt∇u), integration by parts twice in L2
yields the following
L2 =∫ t
0
τ2−s∫
R2
(∇⋅D2t u)Dtpdxdτ =∫ t
0
τ2−s∫
R2
∇⋅(u ⋅ ∇ut+Dtu ⋅ ∇u+u ⋅Dt∇u)Dtpdxdτ
= −∫ t
0
τ2−s ∫
R2
(u ⋅ ∇ut +Dtu ⋅ ∇u + u ⋅Dt∇u) ⋅ ∇Dtpdxdτ
≤ ∫ t
0
τ2−s∥u ⋅ ∇ut +Dtu ⋅ ∇u + u ⋅Dt∇u∥L2∥∇Dtp∥L2dτ.
(49)
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We now use the equation (43) to estimate the high-order term ∇Dtp. First, we notice
that
P∆Dtu =∆Dtu −∇∇ ⋅Dtu, (50)
so that the equation rewrites as
−P∆Dtu +∇Dtp = ∇∇ ⋅Dtu − ρD2t u +F.
Therefore we obtain
∥P∆Dtu∥L2 + ∥∇Dtp∥L2 ≤ c∥√ρD2t u∥L2 + ∥F ∥L2 + ∥∇∇ ⋅Dtu∥L2 ,
and using (50) we write
∥∆Dtu∥L2 + ∥∇Dtp∥L2 ≤ c∥√ρD2t u∥L2 + ∥F ∥L2 + 2∥∇∇ ⋅Dtu∥L2 . (51)
If we denote
G = u ⋅ ∇ut +Dtu ⋅ ∇u + u ⋅Dt∇u,
going back to (49), estimate (51) provides the following
L2 ≤ c∫ t
0
τ2−s∥√ρD2t u∥L2∥G∥L2dτ + ∫ t
0
τ2−s (∥F ∥L2 + 2∥∇∇ ⋅Dtu∥L2) ∥G∥L2dτ.
By Young’s inequality it is possible to obtain
L2 ≤ 1
6 ∫
t
0
τ2−s∥√ρD2t u∥2L2 + c∫ t
0
τ2−s (∥F ∥2L2 + ∥∇∇ ⋅Dtu∥2L2 + ∥G∥2L2)dτ. (52)
The incompressibility condition yields
∥∇∇ ⋅Dtu∥2L2 = ∥∇(∇u ⋅ ∇u∗)∥2L2 ≤ c∥∇u ⋅ ∇2u∥2L2 ≤ c∥u∥2H2+ǫ∥∇2u∥2L2 .
Hence from (38) and (40) we find that
∫ t
0
τ1−s∥∇∇ ⋅Dtu∥2L2 ≤ c (∥u0∥H1+s , T ) . (53)
On the other hand, the bound (42) allows us to write
t1−s∥G∥2L2 ≤ c t1−s (∥∇ut∥2L2 + ∥Dtu∥2L2∥u∥2H2+ǫ + ∥∇2u∥2L2) .
which joined to (44) and (38) yields
t1−s∥G∥2L2 ≤ c ( t1−s∥∇ut∥2L2 + ∥u∥2H2+ǫ + 1) ,
so we conclude using again (38) and (40) that
∫ t
0
τ1−s∥G∥2L2dτ ≤ c (∥u0∥H1+s , T ) . (54)
If we introduce the bounds (45), (53) and (54) in (52) we get that
L2 ≤ 1
6
∫ t
0
τ2−s∥√ρD2t u∥2L2 + c (∥u0∥H1+s , T ) . (55)
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Finally, the term L4 is bounded by
L4 ≤ ∫ t
0
τ2−s∥∇Dtu∥L2∥u∥H1+ǫ∥∇2Dtu∥L2dτ ≤ c∫ t
0
τ2−s∥∇Dtu∥L2∥∇2Dtu∥L2dτ,
taking into account (42). Estimate (51) gives
L4 ≤ c∫ t
0
τ2−s∥∇Dtu∥L2∥√ρD2t u∥L2dτ+c∫ t
0
τ2−s∥∇Dtu∥L2 (∥F ∥L2+2∥∇∇ ⋅Dtu∥L2)dτ.
As in the bound of L2, by Young’s inequality we have that
L4 ≤ 1
6 ∫
t
0
τ2−s∥√ρD2t u∥2L2 + c∫ t
0
τ2−s∥∇Dtu∥2L2 + c (∥u0∥H1+s , T ) ,
and (44) implies
L4 ≤ 1
6
∫ t
0
τ2−s∥√ρD2t u∥2L2 + c (∥u0∥H1+s , T ) . (56)
Introducing the bounds (47), (48), (55) and (56) in (46), we conclude that
t2−s∥∇Dtu∥2L2 + ∫ t
0
τ2−s∥√ρD2t u∥2L2dτ ≤ c (∥u0∥H1+s , T ) .
Recalling (51), (45) and (53) we find in addition that
∫ t
0
τ2−s∥Dtu∥2H2dτ ≤ c (∥u0∥H1+s , T ) .
By Sobolev interpolation we note that in particular we have for s˜ ∈ (0, s),
Dtu ∈ Lp(0, T ;H1+s˜), 1 ≤ p < 2
2 − (s − s˜) . (57)
5.4 Critical regularity for u
In this section we will conclude that u ∈ Lp(0, T ;W 2,∞). From (23) we have that
∇
2u = ∇2∆−1P (ρDtu) ,
where Pfi = fi −RiRjfj. The operators ∇2∆−1P are Fourier multipliers and therefore can be
written as convolutions
∂k∂l∆
−1
Pfi(x) = (Kklij ⋆ fj) (x), (58)
with kernels given by
Kklij(x) = F−1 (ξkξl∣ξ∣2 (δij −
ξiξj∣ξ∣2 ))(x). (59)
By symmetries it suffices to consider the following three cases:
∂21∆
−1
Pf1(x) = (K˜111j ⋆ fj) (x) + 1
8
f1(x),
∂21∆
−1
Pf2(x) = (K˜112j ⋆ fj) (x) + 3
8
f2(x),
∂1∂2∆
−1
Pf1(x) = (K˜121j ⋆ fj) (x) − 1
8
f2(x).
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where the kernels K˜klij are even and have zero mean on circles. They can be computed
explicitly as they correspond to sums of second and fourth order Riesz transforms (see Chapter
3.3 in [39]). For simplicity we will denote by K the kernels K˜klij and we rewrite the above
equations as singular integral operators plus identities as follows
∇
2u = SIO (ρDtu) + cρDtu. (60)
Then we decompose as follows
SIO (ρDtu) = ρ2 SIO (Dtu)
+ (ρ1 − ρ2)∫
D(t)
K(x − y) ⋅ (Dtu(y, t) −Dtu(x, t)) dy
+ (ρ1 − ρ2)SIO (1D(t))Dtu(x, t) =M1 +M2 +M3.
By Sobolev embedding and (57) we get that
Dtu ∈ Lp(0, T ;C s˜), (61)
hence we deduce that
M1 ≤ c (∥Dtu∥C s˜(t) + ∥Dtu∥L2(t)) ,
and analogously
M2 ≤ c∥Dtu∥C s˜(t).
As by Theorem 4.1 ρ(t) is a C1+γ patch for all t ≥ 0, γ ∈ (0,1), and the fact that the kernels
in the singular integral operators are even, it is possible to obtain (see [3] for more details)
M3 ≤ c∥Dtu∥L∞(t).
We therefore conclude that
∥SIO (ρDtu) ∥Lp
T
(L∞) ≤ c (∥u0∥H1+s , T ) , (62)
and hence (60) gives
u ∈ Lp(0, T ;W 2,∞), 1 ≤ p < 2
2 − (s − s˜) .
Remark 5.2. We have obtained u ∈ L2(0, T ;H2+µ) with µ <min{s,1/2}. In the case s < 1/2
we can also get u ∈ Lq(0, T ;H2+δ) with δ ∈ (s,1/2) and q ∈ [1,2/(1 + δ − s)) ⊂ [1,2). This is
achieved by rewriting the equation as in (23) to take advantage of the smoothing properties
of the Laplace equation. If s < 1/2, from Dtu ∈ L1(0, T ;H1+s˜) ∩ L2(0, T ;H s˜) one finds by
interpolation that Dtu ∈ Lq(0, T ;Hδ). Since ρ is a multiplier in Hδ for any δ ∈ (s,1/2), from
standard properties of the Laplace equation it follows that
u ∈ Lq(0, T ;H2+δ).
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6 Persistence of C2+γ regularity
This section is devoted to show that C2+γ regularity is preserved globally in time.
Theorem 6.1. Assume γ ∈ (0,1), s ∈ (0,1 − γ), ρ1, ρ2 > 0. Let D0 ⊂ R2 be a bounded simply
connected domain with boundary ∂D0 ∈ C2+γ, u0 ∈H1+γ+s a divergence-free vector field and
ρ0(x) = ρ11D0(x) + ρ21Dc0(x).
Then, there exists a unique global solution (u,ρ) of (1)-(2) such that
ρ(x, t) = ρ11D(t)(x) + ρ21D(t)c(x) and ∂D ∈ C([0, T ];C2+γ).
Moreover,
u ∈ C([0, T ];H1+γ+s) ∩L2(0, T ;H2+µ) ∩Lp(0, T ;W 2,∞),
t
1−(γ+s)
2 ut ∈ L∞([0, T ] ;L2) ∩L2([0, T ] ;H1),
t
2−(γ+s)
2 Dtu ∈ L∞([0, T ] ;H1) ∩L2([0, T ] ;H2),
for any T > 0, µ <min{1/2, γ + s} and p ∈ [1,2/(2 − (γ + s))). If γ + s < 1/2 it also holds that
u ∈ Lq(0, T ;H2+δ) for any δ ∈ (γ + s,1/2) with q ∈ [1,2/(1 + δ − γ − s)).
Proof: Since γ + s ∈ (0,1), the estimates on u, ut and Dtu follow as in Theorem 5.1. We
now describe the patch using a level-set function ϕ:
∂tϕ + u ⋅ ∇ϕ = 0, ϕ(x,0) = ϕ0(x),
D0 = {x ∈ R2 ∶ ϕ0(x) > 0},
so that at time t, D(t) = X(t,D0) = {x ∈ R2 ∶ ϕ(x, t) > 0}. Then, the vector field given by
W (t) = ∇⊥ϕ(t) is tangent to the patch and evolves as follows
∂tW + u ⋅ ∇W =W ⋅ ∇u, W (0) = ∇⊥ϕ0. (63)
To control C2+γ regularity of ∂D(t) we shall ensure that ∇W remains in Cγ . By differentiating
(63) one obtains
∂t∇W + u ⋅ ∇(∇W ) =W ⋅ ∇2u +∇W ⋅ ∇u +∇u ⋅ ∇W.
Since u is Lipschitz, the following estimate holds for all t ∈ [0, T ]:
∥∇W ∥Cγ (t)≤∥∇W0∥Cγec ∫ t0 ∥∇u∥L∞dτ +ec ∫ t0 ∥∇u∥L∞dτ∫ t
0
(∥W ⋅ ∇2u∥Cγ+2∥∇W ∥L∞∥∇u∥Cγ)dτ.
From this and previous estimates we get that
∥∇W ∥Cγ(t) ≤ c1(T ) + c2(T )∫ t
0
∥W ⋅ ∇2u∥Cγ(τ)dτ.
Therefore the result is obtained once we prove that W ⋅ ∇2u ∈ L1(0, T ;Cγ).
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Applying Fourier transform in (58) gives that
F (Wk∂k∂lui) (ξ) = Wˆk(ξ) ⋆F (∂k∂lui) (ξ) = Wˆk(ξ) ⋆ [ξkξl∣ξ∣2 (δij −
ξiξj∣ξ∣2 )F (ρDtuj) (ξ)] .
Using the notation (59), we introduce the following splitting
F (Wk∂k∂lui) (ξ) = (KˆijklF (ρDtuj)) ⋆ Wˆk(ξ) − Kˆijkl(ξ)F (WkρDtuj) (ξ)
+ Kˆijkl(ξ)F (WkρDtuj) (ξ) − (KˆijklF (ρWk)) ⋆F (Dtuj) (ξ)
+ (KˆijklF (ρWk)) ⋆F (Dtuj) (ξ).
We note that since W is tangent to the density patch, the last term vanish
KˆijklF (ρWk) (ξ) = −i( ξl∣ξ∣2 (δij −
ξiξj∣ξ∣2 ))F (∂k (Wkρ)) (ξ) = 0.
Hence the previous splitting writes as
W (x, t) ⋅ ∇2u(x, t) = I1 + I2,
where
I1 = ∫
R2
K(x − y) ⋅ (W (x, t) −W (y, t))ρ(y, t)Dtu(y, t)dy,
I2 = ∫
R2
K(x − y) ⋅W (y, t)ρ(y, t) (Dtu(y, t) −Dtu(x, t)) dy.
The Lemma in Appendix of [3] yields the following
∥I1∥Cγ ≤ c∥W ∥Cγ(t) (∥ρDtu∥L∞(t) + ∥SIO (ρDtu) ∥L∞(t)) ,
∥I2∥Cγ ≤ c∥Dtu∥Cγ (t) (∥ρW ∥L∞(t) + ∥SIO (ρW ) ∥L∞(t)) .
Proceeding as in (62) it is possible to find that
∥I1∥L1
T
(Cγ) ≤ c (∥u0∥H1+γ+s , T ) ,
∥I2∥L1
T
(Cγ) ≤ c (∥u0∥H1+γ+s , T ) .
From the above estimates we finally conclude that
∥W ⋅ ∇2u∥L1
T
(Cγ) ≤ c (∥u0∥H1+γ+s , T ) .
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