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Abstract
Assume that G = (V ,E) is a simple undirected graph, and C is a nonempty subset of V . For every
v ∈ V , we denote Ir (v) = {u ∈ C | dG(u, v)  r}, where dG(u, v) denotes the number of edges on any
shortest path between u and v. If the sets Ir (v) for v ∈ V are pairwise different, and none of them is the
empty set, we say that C is an r-identifying code in G. If C is r-identifying in every graph G′ that can be
obtained by adding and deleting edges in such a way that the number of additions and deletions together is
at most t , the code C is called t-edge-robust. Let K be the graph with vertex set Z2 in which two different
vertices are adjacent if their Euclidean distance is at most √2. We show that the smallest possible density
of a 3-edge-robust code in K is r+12r+1 for all r > 2.
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1. Introduction
Assume that G = (V ,E) is a simple undirected graph with vertex set V and edge set E. We
denote by dG(u, v) the distance between two vertices u and v in G, i.e., the number of edges on
any shortest path from u to v. Denote further
Br(v) =
{
u ∈ V | dG(u, v) r
}
.
Assume that C is a code in G, i.e., a nonempty subset of V , and denote
Ir (v) = Ir(G,v) = C ∩Br(v)
for all v ∈ V . We say that C is an r-identifying code, if the sets Ir (v) for v ∈ V are pairwise
different, and none of them is the empty set.
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used in maintaining multiprocessor architectures as follows. Assume that every vertex of G cor-
responds to a processor and every edge corresponds to a dedicated link between two processors.
We ask some of the processors to check their r-neighborhoods and report YES or NO according
to whether they detected any problems or not. Based on the answers we wish to be able to tell
which processor is malfunctioning, or that none is (and here we assume that at most one proces-
sor is malfunctioning; it is easy to modify the definition for more general situations). Clearly, the
requirement is that the vertices that correspond to the processors that were ask to perform the test
form an r-identifying code. Identifying codes have been studied in many graphs, see, e.g., [1–3]
for infinite grids and meshes, and, e.g., [6] for binary hypercubes.
It is natural to study r-identifying codes that are strong enough so that they can be used to
perform the identification even if some errors occur in the test results. Such robust identifying
codes have been studied, for instance, in [4,5,8,9]. In this paper we study t-edge-robust codes:
the following definition is from [5].
Definition 1. An r-identifying code C ⊆ V is called t-edge-robust if C is r-identifying in every
graph G′ = (V ,E′), where E′ = E F , where F ⊆ {{u,v} | u,v ∈ V, u = v} has size at most t .
Here E  F denotes the symmetric difference (E \ F)∪ (F \E).
In other words, whenever G′ can be obtained from G by adding and deleting edges in such a
way that the total number of additions and deletions together is at most t , the code C should still
be r-identifying in G′.
In this paper we study the infinite king grid K , which has vertex set Z2 and in which two
different vertices are adjacent if their Euclidean distance is at most √2.
We denote by Qn the set of vertices (x, y) ∈ V with |x|  n and |y|  n. The density of a
code C is defined as
D(C) = lim sup
n→∞
|C ∩Qn|
|Qn| .
It has been shown in [8] that for all r  1 the density of a 3-edge-robust identifying code in
the infinite king grid is at least r+12r+1 , and moreover, that equality holds for r = 1 and r = 2. In
Theorem 2 we show that equality holds for all r  1, by generalizing the construction in [8].
From the theorem and the results in [8] it follows that we know the smallest possible density of a
t-edge-robust r-identifying code in the infinite king grid for all values of t  1 and r  1, except
for the case when t = 2 and r > 1.
In comparison, the smallest possible density of an r-identifying code in K is 14r for all r > 1,
as proved in [3].
2. Optimal 3-edge-robust r-identifying codes in the infinite king grid
The following theorem gives the optimal, i.e., the smallest possible, densities of 3-edge-robust
r-identifying codes in the infinite king grid for all r  3.
Theorem 2. Let r  1. The smallest possible density of a 3-edge-robust r-identifying code in the
infinite king grid is r+12r+1 .
Proof. Assume that r  2. It suffices to prove that
C = {(i, j) ∈ Z2 | j − i ≡ 0,1,3, . . . ,2r − 1 (mod 2r + 1)}
is a 3-edge-robust r-identifying code, as the density of C is clearly r+12r+1 .
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(namely, v + (0,−1), v + (−1,0), v + (0,1), v + (1,0) and v + (2,1)) to which v is connected
by edge-disjoint paths of length at most r . Hence in all relevant graphs, Ir (v) = ∅.
Let K ′ be a graph obtained from the infinite king grid K by adding and deleting edges, and
that in K ′ there are two different points p and q such that Ir (p) = Ir (q). We show that the
number of edge deletions and additions must be at least four.
By symmetry, we can assume that p is on the line y = 0, and q is in the half-plane y < 0
(otherwise we can change the roles of x- and y-coordinates). Let p = (xp,0) and q = (xq, yq).
We say that an edge e of K ′, which is not in K , helps q with c if c ∈ C, dK ′(c,p) = r ,
dK(c, q) > r , and e is the last edge not in K on a shortest path in K ′ from q to c.
We prove that at least one of the following is true:
(i) There are at least two edges of K in the half-plane y  0 that are missing from K ′.
(ii) There is at least one such missing edge, and at least one edge that helps q .
(iii) There are at least two different edges that help q .
We prove this in three steps.
Step 1. Consider the quadrant Q = {(x, y) | x > xp, y > 0}. Then there is an edge of K with
an end point in Q which is missing from K ′ or we find a codeword c and an edge e that helps q
with c as follows.
If both the points in the set {p + (r − 1, r),p + (r, r)} have distance r to p in K ′, take c to
be a codeword that belongs to this set. If at least one of the points in the set is within distance
r − 1 from p in K ′, then both the elements of the set {p + (r, r),p + (r, r + 1)} are within
distance r from p in K ′. Let i  0 be the smallest integer such that the elements in the set
{p+ (r + i, r),p+ (r + i, r +1)} are both at distance exactly r from p in K ′. If no such integer i
exists, then K ′ must contain an infinite number of edges not in K , and we are immediately done.
We take c to be a codeword that belongs to this set.
Because c ∈ Ir(K ′,p) = Ir(K ′, q), there must be an edge e that helps q with c (i.e., e is the
last edge not in K on a shortest path from q to c).
Step 2. We now use the same argument in the quadrant Q′ = {(x, y) | x < xp, y > 0}. Again,
there is an edge of K with an end point in Q′ which is missing from K ′, or we find a codeword
c′ and an edge e′ that helps q with c′ as follows. If both the points in the set {p + (−r, r),
p + (−r + 1, r)} are at distance r from p in K ′, we take c′ to be a codeword that belongs
to this set. If not, both the points in the set {p + (−r, r),p + (−r, r + 1)} are within distance
r from p in K ′, and we let j  0 be the smallest integer such that both the points in the set
{p + (−r − j, r),p + (−r − j, r + 1)} are at distance exactly r from p in K ′. We then take c′ to
be a codeword that belongs to this set. Now, there exists an edge e′ that helps q with c′.
Step 3. The only possible situation when none of (i), (ii) and (iii) holds, is that no edges of K
with an end point in Q∪Q′ are missing, and that the two edges e and e′ helping q with c and c′
are actually the same edge. So assume that e = e′ = uv. Then without loss of generality, in K ′
there is a shortest path P : q . . . uv . . . c of length at most r such that uv is the last edge not in K ;
and in K ′ there is a shortest path P ′: q . . . uv . . . c′ of length at most r where uv is the last edge
not in K OR a shortest path P ′: q . . . vu . . . c′ of length at most r where vu is the last edge not
in K .
However, the second alternative for P ′ is clearly impossible: the fact that P ′ is a shortest path
from q to c′ implies that the subpath of P ′ from q to v is shorter than the subpath of P from q
to u; and the fact that P is a shortest path from q to c implies that it is the other way round.
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along P ′ from v to c′, we see that in K the distance between c and c′ is at most 2r − 2 (as P and
P ′ both have length at most r). This is only possible if c = p + (r − 1, r), c′ = p + (−r + 1, r),
u = q , and v is on the same vertical line as p (and by the construction of c and c′, then c and c′
as well as the two points p + (r, r) and p + (−r, r) have distance exactly r to p in K ′). By the
construction of C, there is a codeword in the set {p + (r, r),p + (−r, r)}, say c′′, and there has
to be an edge e′′ that helps q with c′′. Clearly, e′′ = e, and therefore (iii) anyway holds. This
completes step 3, and we have therefore proved that at least one of (i), (ii) and (iii) holds.
By symmetry, we can reverse the roles of p and q (this is also how we define that an edge
helps p with a codeword c: by replacing p and q in the definition above). Hence we know that
at least one of the following is true:
(i′) There are at least two edges of K in the half-plane y  yq that are missing from K ′.
(ii′) There is at least one such missing edge, and at least one edge that helps p.
(iii′) There are at least two different edges that help p.
Our claim that the number of edge deletions and additions together must be at least four
immediately follows, when we show that an edge helping p with a codeword b, and an edge
helping q with a codeword b′ can never coincide. Assume that uv would be such an edge. Let
P : p . . . uv . . . b be a shortest path in K ′ from p to b such that uv is the last edge not in K , and
P ′: q . . . uv . . . b′ or P ′: q . . . vu . . . b′ be a shortest path in K ′ from q to b′ such that uv is the
last edge not in K .
Again we see that it is not possible that P ′ is of the form q . . . vu . . . b′. Assume the contrary.
Because P is a shortest path from p to b in K ′ we see that dK ′(p,u) + 1 + dK ′(v, b)  r ;
and likewise dK ′(q, v) + 1 + dK ′(u, b′)  r . But dK ′(b, q) = r (the definition of an edge
helping p with b included this condition), and hence r  dK ′(q, v) + dK ′(v, b); and likewise
r  dK ′(p,u)+ dK ′(u, b′). Adding these four inequalities together gives a contradiction.
So assume that P ′: q . . . uv . . . b′. The subpath v . . . b of P has length at most r − 1 and the
subpath v . . . b′ of P ′ has length at most r − 1, and all the edges on them belong to K . Hence
dK(b, b
′) 2r − 2, which is a contradiction, because b′ is on or above the horizontal line y = r ,
whereas b is on or below the horizontal line y = −r − 1. 
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