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Запропоновано метод, задачу й алгоритм структурної ідентифікації моделей динаміки бага-
товимірного стабілізованого об’єкта, підданого дії управляючих, контрольованих і неконтро-
льованих при експериментах стохастичних збурюючих впливів. Поставлено загальний і основні 
окремі випадки задачі ідентифікації. Розглянуто математичні алгоритми їхніх розв’язань. 
Актуальність 
У зв’язку з постійним прогресом в авіакос-
мічній техніці швидко наростають точнісні ви-
моги до процесів стабілізації рухомих об’єктів 
різного призначення на заданих траєкторіях їхнього 
руху або у визначених положеннях у просторі.  
Для забезпечення високих рубежів якості ста-
білізації необхідно по можливості більш повне 
знання реальних динамічних характеристик як 
самого об’єкта стабілізації, так і моделей дина-
міки “малих” стохастичних збурюючих факторів, 
контрольованих і неконтрольованих, діючих на 
нього при функціонуванні системи стабілізації.  
Експериментальним шляхом необхідно  
визначити реальні механізми дії на об’єкт зазна-
чених факторів і кількісно оцінити сили впливу 
останніх на характер і якість процесів стабілізації.  
Знання реальних моделей динаміки об’єкта і 
впливів у даний час є умовою для наступного 
синтезу оптимальних структур систем стабіліза-
ції об’єкта в кожній конкретній ситуації. 
На жаль, етапам структурної ідентифікації 
складних динамічних об’єктів і впливів на них у 
штатних режимах руху вітчизняними розроблю-
вачами систем управління дотепер за різних при-
чин приділяється недостатньо уваги, хоча в да-
ний час наочно простежується різке зростання 
конкуренції в сферах виробництва, збуту і засто-
сування обговорюваних виробів. 
Типовим випадком, що потребує обов’язко-
вого здійснення етапу структурної ідентифікації  
моделей динаміки об’єкта стабілізації і діючих 
на нього збурень, є процес забезпечення  найви-
щих досяжних рубежів якості стабілізації верто-
льота з  вантажною підвіскою в режимі висіння 
під час виконання різних відповідальних робіт. 
Постановка задачі 
Нехай рух об’єкта стабілізації, структурна 
схема якого зображена на рисунку, описується 
системою звичайних диференціальних рівнянь, 
перетворених за Фур’є, вигляду: 
 ux MP  +,                                          (1) 
де P – невідома поліноміальна матриця аргумен-
ту  js  (аргумент у перетворенні Фур’є) роз-
мірності nn ; x – n-вимірний Фур’є-образ век-
тора вихідних реакцій об’єкта; M  – невідома 
поліноміальна матриця розмірності mn ; u  – 
m-вимірний Фур’є-образ вектора управляючих 
впливів;  – невідома поліноміальна матриця 
розмірності nn ;  – n-вимірний Фур’є-образ 
вектора контрольованих збурень;  – невідома 
поліноміальна матриця розмірності nn ;   –  
n-вимірний Фур’є-образ вектора “білих” шумів, з 
якого формується вектор   неконтрольованих 
збурень на об’єкт. 
 Структурна схема об’єкта стабілізації: 
x , u ,    – Фур’є-образи спостережених векторів 
сигналів u, , х; 1 ; 2 , 3 – Фур’є-образи векторів 
відповідних розмірностей завад реєстрації; СР –  
система реєстрації сигналів 
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Вхідні і вихідні сигнали u ,   і x  можуть міс-
тити «малі» детерміновані складові u ,  , x  і 
«малі» центровані випадкові стаціонарні складо-
ві u ,  , x  (надалі сигналами без індексів позна-
чені лише випадкові складові сигналів).  
Будемо вважати, що сигнал неконтрольовано-
го збурення   некорельований із сигналом 
управління u , а також слабко корельований із 
сигналом контрольованого збурення  . Нехай 
перешкоди 1 , 2 , 3  – центровані випадкові 
стаціонарні сигнали, некорельовані між собою та 
з сигналами u ,  ,  , x . 
Задача структурної ідентифікації досліджува-
ного об’єкта складається, по-перше, у первинній 
обробці зареєстрованих при експерименті даних і 
складанні набору матриць спектральних і взаєм-
них спектральних щільностей сигналів uuS , uxS , 
xuS , xxS , S , xS , xS , xS , xS , S , S , 
11S , 22S , 33S , по-друге, у визначенні за ал-
горитмами ідентифікації структур матриць пере-
давальних функцій об’єкта стабілізації MP 1 , 
1P , 1P , що перетворюються після розв’я-
зання рівняння (1) щодо x  у рівняння вигляду: 
11   PMP ux  1 P .                         (2) 
Після визначення вказаних матриць передава-
льних функцій при необхідності опису руху 
об’єкта системою диференціальних рівнянь ви-
гляду (1) можна скласти лише набір систем екві-
валентних диференціальних рівнянь: 
 0000 ΨΞux MP , 
де матриці 0P , 0M – результат виконання над 
матрицею 0101 MPMP    операції однобічного 
видалення [1] полюсів. Тоді ще невизначені мат-
риці дорівнюють  
ΞΞ 100
 PP ,   
ΨΨ 100
 PP . 
Окремий випадок задачі ідентифікації  
Нехай впливом завад реєстрації 1 , 2 , 3  
можна знехтувати. Крім того, будемо вважати 
взаємну кореляцію сигналів  ,   досить слаб-
кою. Тоді за аналогією з відомим прийомом 
складемо рівняння зв’язку вхідних і вихідних 
сигналів об’єкта в такий спосіб [1]. Уведемо век-
тор узагальнених збурень 



u
v  з матрицею 
спектральних щільностей: 
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а також матриці взаємних спектральних щільностей 
сигналів, позначених в індексах, у вигляді: 
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  vvvx , SPMPS   Ξ11 ;  
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

  SPS Ψ1x ;   1Ψ   PSS x                   (6) 
і матрицю спектральних щільностей вихідних 
сигналів 
xxS   111111 ΨΨΞΞ 

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(7) 
де індекс ′  – знак транспонування; індекс * – знак 
ермітового спряження. 
Матриці (3)–(7) складені на основі теореми 
Вінера–Хінчина [1] з урахуванням висловлених 
вище припущень. 
Підставивши матриці (4) у рівняння (5) і 
розв’язавши останні відносно матриць потрібних 
передавальних функцій, одержимо        1111 Ξ   vvxuxvvvx ,, SSSSSPMP ; 
  














x
xu
vv S
S
S
P
PM 1
1
1
Ξ
.                                 (8) 
З виразів (6) неважко визначити передавальну 
функцію фільтра, що формує неконтрольоване 
збурення   з вектора “білих” шумів  : 
  11Ψ   SSP x ;     xSSP 11Ψ .       (9) 
Підставивши вирази (8) і (9) у рівняння (7), 
перепишемо його спочатку у вигляді: 
     ,, 11 
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Факторизувавши вираз (10), визначимо шука-
ну матрицю взаємних спектральних щільностей 
вихідних сигналів об’єкта x  із сигналами некон-
трольованого збурення   [1]. Рівняння (10)  
назвемо додатковим рівнянням зв’язку об’єкта.  
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Задача ідентифікації з врахуванням  
кореляційної залежності збурень 
Нехай, як і раніше, матриці 0  uu SS , але 
матриці 0S  і 0S .  
Рух об’єкта стабілізації описується рівнянням 
(2). Вважаємо також, що оцінену за результатами 
експерименту матрицю спектральних щільностей 
контрольованого збурення можна факторизувати 
і подати у вигляді: 
  NNS .  
Нехай функція N – матриця передавальних 
функцій фільтра, що формує збурення   з  
n-вимірного вектора “білих” шумів 1 . Тоді  
матриці взаємних спектральних щільностей збу-
рень, що діють на об’єкт, можна подати як 
  NAS ,   NAS   ,   0AAA  ,       (11) 
де  AA  – числова діагональна матриця роз-
мірності nn  шуканих коефіцієнтів взаємної 
кореляції сигналів   і 1 . 
Базуючись на теоремі Вінера–Хінчина, з 
огляду на рівняння (2) і особливості сигналів, що 
характеризують досліджувані рухи об’єкта, ви-
значимо необхідний набір матриць спектральних 
і взаємних спектральних щільностей цих сигна-
лів у такий спосіб: 
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У рівняннях (12)–(15), як і раніше, шуканими 
є матриці MP 1 , Ξ1P , Ψ1P , а також матриці 
A  й A  у виразах (11). Інші матриці складають-
ся за результатами первинної обробки експери-
ментальних даних.  
Матриці xS  і xS  приблизно можна скласти 
на підставі відповідного розв’язку рівняння 
зв’язку (10). 
З огляду на матриці (11), з перших рівнянь 
виразів (13)–(15) складемо систему матричних 
рівнянь, що дозволяє визначати шукані матриці 
передавальних функцій об’єкта, у такому вигляді: 
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Систему (16) можна переписати як    ,,, xxux   SSSPPMP 111  (17) 
де 















SNA
NASS
SS
0
0
u
uuu
,   nES  . 
Загальний розв’язок блочно-матричного рів-
няння (17) набуває вигляду     1111 Θ ΨΞ   xxux,, SSSPPMP .  
У загальному випадку для обернення матриці 
Θ  за формулою Фробеніуса [2] потрібно знати 
конкретику кожного з блоків цієї матриці, яка 
поділяється на блоки: 
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Обернена матриця може мати вигляд [2]: 
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Однак конкретні алгоритми розв’язання сис-
теми (17) при збереженні прийнятих позначень 
використовуваних матриць можна одержати ли-
ше у випадку, коли розмірності векторів u ,  , 
 , x  однакові ( mn  ). Для цього варіанта вве-
демо такі позначення: 
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  111 ,0   KNACKD ;                           (18) 



 
NA
KBDK
0111 ;
  ;0,0 11111 


  NAKNAEBDCKDD n  
    






















NA
KNAEKNA
NA
KK
0
00
0
Θ
11
11
1
,, n
. 
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Позначення (18) конкретизуються в такий 
спосіб: 
  






NAENS
SS
K
0nu
uuu ;   
   unuuu   SNAENSSK 101 ; 
    11011   unuuu SNAENSSK ;        (19) 
   1011   NAEND n ;  
    





 










1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
DSKSDDKSD
DSKK
K 1
uuu
u . 
З огляду на позначення (19), для варіанта, ко-
ли mn  , одержимо розв’язок системи (17) у 
такому вигляді: 
;11
1
1
1
1
1
1
1
1
1 







  KSDNASKSDSKSMP uxuxux

  ;1111111111
1
1
1
1
1
1
1

















DSKSEDNASDSKS
EDSDSKSΞP
uunxuu
nxuux    
   11111111111 DSKSEDSNADSKSΨP uunxuux    NADSKSEDNAESNA 111111   uunnx  
(20) 
а матрицю 1Θ  запишемо як 
,









33
23
13
3231
2221
1211
1Θ
A
A
A
AA
AA
AA
 
де 
;,, 11
1
113
1
1
1
112
1
111 NADSKADSKAKA




  uu  
1
1
1
121


  KSDA u ;  11111122   DSKSEDA uun ;    ;11111123 NADSKSEDA   uun  
1
1
1
131



  KSDNAA u ;  
 11111132   DSKSEDNAA uun ;  NADSKSEDNAEA 11111133   uunn . 
Далі потрібно довизначити матрицю 0A  або 
A , A . Для цього підставимо необхідні вирази з 
набору (20) у перетворене рівняння (15) 
ΨΞ 11 

  PSPS x  
і відомими числовими методами виберемо таку 
числову діагональну матрицю 0A , яка доставить 
мінімум неузгодженості   або її дисперсії 2 . 
Висновки 
Запропоновано нові постановки задач, модер-
нізовані в порівнянні з відомими з праці [3], ме-
тод і алгоритм структурної ідентифікації склад-
ного стабілізованого об’єкта, що знаходиться під 
дією контрольованих і неконтрольованих стохас-
тичних збурень.  
Цей алгоритм ідентифікації зручно викорис-
товувати для вирішення ряду складних задач 
практики, наприклад, таких, як більш достовірна 
структурна ідентифікація моделей динаміки вер-
тольота з вантажною підвіскою і діючих на нього 
в штатних режимах висіння або крейсерського 
польоту контрольованих і неконтрольованих 
збурень. 
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