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En este trabajo estudiamos los automorfismos de extensiones PBW torcidas y polinomios
cuánticos torcidos. Usando el trabajo de Artamonov como referencia se obtiene el resulta-
do principal sobre automorfismos para extensiones PBW torcidas genéricas y polinomios
cuánticos torcidos genéricos. En general, si tenemos un endomorphismo sobre una extensión
PBW torcida genérica y existen xi, xj, xu, tal que, el endomorfismo no es cero para estos
elementos, y el coeficiente principal es invertible, entonces el endomorfismo actúa sobre ca-
da xi como aixi para algún ai en el anillo de coeficientes. Por supuesto, este resultado es
valido para anillos de polinomios cuánticos , con r = 0, tal como muestra Artamonov en su
trabajo. Usamos este resultado para dar algunos resultados mas generales para extensiones
PBW torcidas usando técnicas de graduación-filtración. Finalmente, usamos localización
para caracterizar algunas clase de endomorfismos y automorfismos para extensiones PBW
torcidas y polinomios cuánticos torcidos sobre dominios de Ore.
Palabras clave: Extensión PBW torcida, polinomios cuánticos torcidos, polinomios
torcidos iterados, localización, dominio de Ore, filtración-graduación, automorfismos,
endomorfismos.
Abstract
In this work we study the automorphisms of skew PBW extensions and skew quantum
polynomials. We use Artamonov’s work as reference for getting the principal results about
automorphisms for generic skew PBW extensions and generic skew quantum polynomials.
In general, if we have an endomorphism on a generic skew PBW extension and there are
some xi, xj, xu such that the endomorphism is not zero on this elements and the principal
coefficients are invertible, then endomorphism act over xi as aixi for some ai in the ring of
coefficients. Of course, this result is valid for quantum polynomials rings, with r = 0, as such
Artamonov shows in his work. We use this for giving some more general results for skew
PBW extensions using filtered-graded techniques. Finally, we use localization for characte-
rize some class the endomorphisms and automorphisms for skew PBW extensions and skew
quantum polynomials over Ore domains.
Keywords: Skew PBW extensions, skew quantum polynomials, iterated skew poly-
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minio de Ore. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.5. Ejemplos y consideraciones. . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
Bibliograf́ıa 64
1 INTRODUCCIÓN
El concepto de anillo de polinomios cuánticos torcidos es realmente nuevo (véase [10]), y mu-
chos aspectos alrededor de estos anillos aún no han sido estudiados a profundidad. Este es
el caso de su grupo de automorfismo, por lo cual, el principal interés en el desarrollo de este
trabajo es comenzar el estudio de este tema, esperando que los resultados aqúı presentados
sirvan como referente para futuros trabajos. Por otro lado, basado en los trabajos hechos por
V.A. Artamonov sobre automorfismos para el anillo de polinomios cuánticos, podŕıa decir
que, el estudio del grupo de automorfismos para el anillo de polinomios cuánticos torcidos
ayudará futuras investigaciones en temas como, invariantes bajo la acción de subgrupos del
grupo de automorfismo del anillo de polinomios cuánticos torcidos, derivaciones generaliza-
das y acciones de álgebras de Hopf punteadas. Además, los aportes hechos por Artamonov
son parte esencial para el desarrollo de este trabajo, no solo por que hacen parte fundamental
de un histórico de resultados que ha sido realmente corto, aproximadamente 20 años, sino
porque han inspirado los resultados más importantes que se han obtenido en este trabajo,
no solo para el anillo de polinomios cuánticos torcidos, sino también para extensiones PBW
torcidas.
Este trabajo tiene una distribución general resumida de la siguiente forma: Los caṕıtulos 2
y 3 presentan una recopilación bibliográfica de algunos de los resultados sobre el grupo de
automorfismos del anillo de polinomios cuánticos, y en los caṕıtulos 4 y 5, presentan resul-
tados sobre los endomorfismos y automorfismos para extensiones PBW torcidas y el anillo
de polinomios cuánticos torcidos, respectivamente. A continuación se hará una descripción
un poco más detallada de cada caṕıtulo.
En el caṕıtulo 2 se presentan definiciones básicas, como son las de anillo de polinomios
cuánticos torcidos y derivación, aśı como algunos resultados que hacen referencia a la des-
composición de las derivaciones del espacio cuántico. Es más, este caṕıtulo está dedicado
casi en su totalidad al estudio de los resultados presentados por Alev y Chamarie sobre las
derivaciones del espacio cuántico (véase [1]), con un especial interés en el teorema 2.2.2,
aśı como en algunos resultados particulares para el plano cuántico, el producto tensorial de
planos cuánticos y el espacio cuántico uniparamétrico.
El caṕıtulo 3 se divide en dos partes. En la primera se caracteriza el grupo de automorfismos
de los espacios cuánticos, usando los resultados obtenidos en el caṕıtulo anterior sobre deri-
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vaciones, y se presentan algunos resultados particulares para el plano cuántico, el producto
tensorial de planos cuánticos y el espacio cuántico uniparamétrico. En la segunda parte, el
teorema 3.2.3 caracteriza los endomorfismos de los anillos de polinomios cuánticos genéri-
cos (de cierta forma más generales que los espacios cuánticos), para los que el número de
indeterminadas es mayor o igual a tres, y como consecuencia se caracterizan algunos tipos
especiales de automorfismos.
El caṕıtulo 4 se aborda desde tres estrategias de trabajo. En la primera, se estudian los
automorfismos de extensiones PBW torcidas genéricas, empezando por establecer reglas
de multiplicación, y con ellas, demostrar el teorema 4.3.2, y algunos corolarios inmedia-
tos, los cuales son análogos a varios resultados presentados por Artamonov para polinomios
cuánticos. En la segunda, se hace uso de la estrategia de filtración-graduación para obtener
resultados para endomorfismos de extensiones PBW torcidas genéricas, basándose en los
resultados obtenidos con anterioridad para extensiones cuasi-conmutativas. Y finalmente en
la tercera, se estudian los endomorfismos para extensiones PBW torcidas sobre dominios de
Ore, obteniendo el teorema 4.4.6, tal vez el resultado más interesante del caṕıtulo.
La estructura del caṕıtulo 5 es bastante parecida a la del caṕıtulo 4. Primero, estudiamos
de forma lo más general posible los automorfismos para el anillo de polinomios cuánticos
torcidos, estableciendo reglas de multiplicación para estos anillos, y con ellas obtenemos un
análogo al teorema 3.2.2; en segundo lugar, estudiamos el anillo de polinomios cuánticos tor-
cidos sobre dominios de Ore, obteniendo el teorema 5.4.5 y el corolario 5.4.6. Los teoremas
aqúı mencionados, se convierten por tanto, en los resultados principales para los objetivos
de este trabajo.
Por otro lado, al lector le parecerá extraño que se haya incluido el caṕıtulo 4, dado que al
parecer no guarda relación con los objetivos de este trabajo, por lo cual dedico estas lineas a
dar una justificación al porque de este hecho. En primer lugar, algunos casos particulares de
polinomios cuánticos torcidos pueden clasificarse como una extensión PBW torcida cuasi-
conmutativa biyectiva, y aún más, el anillo de polinomios cuánticos torcidos puede verse
como una localización de una extensión PBW torcida cuasi-conmutativa biyectiva. Por lo
tanto, un estudio de los automorfismos para estas extensiones seŕıa también aplicable a casos
particulares de polinomios cuánticos torcidos. En segundo lugar, los resultados del caṕıtulo
4 fueron posibles gracias a que, cuando se estudiaron los anillos de polinomios cuánticos
torcidos que pod́ıan clasificarse como extensión PBW torcida, pude notar que los resultados
obtenidos, pod́ıan generalizarse a extensiones PBW torcidas cuasi-conmutativas, y usando
propiedades de filtración y localización pod́ıan generalizarse aun más dichos resultados, tal
como se hace en [9], y dado que el estudio de endomorfismos para las extensiones PBW
torcidas es realmente poco, el caṕıtulo seŕıa de interés para aquellas personas que quieran
abarcar este tema.
4 1 INTRODUCCIÓN
Aclaro además que, cuando se haga referencia a endomorfismo, hablaré de un endomorfismo
de anillos que además actúa como la identidad sobre el anillo de coeficientes. Los módulos y
localizaciones son consideradas siempre por la izquierda, al igual que todas las propiedades
que hagan referencia a los mismos.
2 POLINOMIOS CUÁNTICOS.
2.1. Definición y generalidades.
Sea D un anillo de división con un conjunto fijo de automorfismos α1, . . . , αn y n ≥ 2.
También fijamos elementos qij ∈ D, i, j = 1, . . . , n, que satisfacen las siguientes igualdades:
qii = qijqji = QijrQjriQrij = 1, αi(αj(d)) = qijαj(αi(d))qji, (2-1)
donde Qijr = qijαj(qir) y d ∈ D. Adicionalmente, introducimos la matriz Q = (qij) y
α = (α1, . . . , αn).
Definición 2.1.1. Las entradas qij de la matriz Q forman un sistema de multiparáme-
tros.
Definición 2.1.2. Notemos por
Λ := DQ,α[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] (2-2)
al anillo asociativo generado por los elementos de D y por
x1, . . . , xn, x
−1
1 , . . . x
−1
r , (2-3)





i xi = 1, 1 ≤ i ≤ r;
xid = αi(d)xi, d ∈ D, i = 1, . . . , n; (2-4)
xixj = qijxjxi, i, j = 1, . . . , n.
El anillo (2-2) es llamado anillo de polinomios cuánticos. Si r = n, el anillo (2-2) se dice
que es un anillo de polinomios cuánticos de Laurent.
Proposición 2.1.3 ([3]). El anillo Λ de (2-2) es un espacio vectorial a derecha e izquierda
sobre D cuya base consiste de los monomios u = xm11 · · ·xmnn , donde mi ∈ Z si 1 ≤ i ≤ r y
mi ∈ N∪{0}, si r+1 ≤ i ≤ n. En particular, el anillo Λ de (2-2) es un dominio noetheriano a
derecha e izquierda con anillo total de fracciones F = DQ,α(x1, . . . , xn). Cada automorfismo
αi de D puede ser extendido a F de la siguiente forma αi(f) = xifx
−1
i .
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Definición 2.1.4. Sea N el subgrupo del grupo multiplicativo D∗ del anillo de división D
generado por el subgrupo derivado [D∗, D∗] y el conjunto de todos los elementos de la forma
z−1αi(z), donde z ∈ D∗ e i = 1, . . . n.
Podemos observar que N es un subgrupo normal del grupo multiplicativo D∗ y D∗/N es un
grupo abeliano multiplicativo. El subgrupo normal N surge cuando multiplicamos monomios
en el anillo Λ. La siguiente formula será usada frecuentemente. Para cualquiera dos monomios
en Λ se tiene que
(xm11 · · · xmnn )(x
s1







1 · · · xmn+snn , (2-5)
donde u ∈ N .
Cuando las imágenes de los multiparámetros qij son independientes en D
∗/N decimos que
el anillo Λ es un anillo de polinomios cuánticos general o genérico.
2.2. Derivaciones
En esta sección se asumirá que en el anillo (2-2), D = k es un campo, r = 0 y α consiste
solo de la identidad sobre D.
Definición 2.2.1. Una derivación de un anillo R es un homomorfismo de su grupo aditivo
d : R −→ R, (2-6)
que satisface d(r1r2) = d(r1)r2 + r1d(r2). Al conjunto de todas las derivaciones de R se le
notará como Der(R).
Si b es un elemento de R, la función
[·, b] : R −→ R
x 7−→ [x, b] = xb− bx
es una derivación, llamada derivación interna respecto a b. Al conjunto de todas las
derivaciones interna de R se le notará como Derint(R) (véase [7]).
Cuando adicionalmente R es una k−álgebra, con k un anillo conmutativo, una derivación es
además un homomorfismo de k−módulos.
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Es claro que si λ es una derivación de la k−álgebra Λ, ella está determinada por su acción
sobre los xi y debe cumplir:
λ(xi)xj + xiλ(xj) = qij (λ(xj)xi + xjλ(xi)) para todo i, j = 1, . . . , n. (2-7)
Definimos
Di : Λ −→ Λ (2-8)
xj 7−→ Di(xj) :=
{
xi i = j,
0 i 6= j,
es claro que Di es una derivación para todo i.
Por otro lado, si
Λi := {v ∈ Nn : vi = 0 y
∏
k
qvkkj = qij para i 6= j}, (2-9)
podemos definir una única derivación Div, para todo v ∈ Λi, tal que Div(xj) := δijxv para






Teorema 2.2.2. Sea Λ un anillo de polinomios cuánticos con las hipótesis consideradas al
principio de esta sección, entonces Der(Λ) = Derint(Λ)⊕ (
⊕
i Z(Λ)Di)⊕ E.
Demostración. Dividimos la prueba en tres paso.
Paso 1. Sea
E ′ := {D ∈ Der(Λ) : para todo i, D(xi) no contiene el termino xi en su expansión}.
Veamos que E ′ = E.
Como Div(xi) = x
v, con vi = 0, entonces Div(xi) no posee en su expansión a xi, por lo cual
Div ∈ E ′ para cada v ∈ Λi, y para todo i = 1, . . . , n. Esto implica que E ⊆ E ′.
Para probar la otra contenencia, consideremos una derivación D ∈ E ′. Esta derivación
satisface
D(xi)xj − qijxjD(xi) = 0 para todo i 6= j. (2-10)
En efecto, si D ∈ E ′, sabemos de (2-7) que
D(xi)xj + xiD(xj) = qij(D(xj)xi + xjD(xi)). (2-11)
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Observando que D(xi)xj y xjD(xi) no tienen a xi en su representación, pero si la tienen
xiD(xj) y D(xj)xi, y teniendo en cuenta la representación única de los elementos de Λ, se
tiene que
D(xi)xj − qijxjD(xi) = 0.




v, λiv ∈ k∗, verifica
xvxj − qijxjxv = 0 si i 6= j. (2-12)
En efecto, dado que D ∈ E ′, entonces para cada xv en la expansión de D(xi) satisface que
vi = 0, de lo contrario D(xi) tendŕıa un término en el que aparece xi, lo cual no es posible.













vxj − qijxjxv) = 0, (2-14)






v = 0. (2-15)





v = 0, (2-16)
por lo tanto, ∏
k
qvkkjxjx
v − qijxjxv = 0 para i 6= j, (2-17)
es decir
xvxj − qijxjxv = 0.
La ecuación (2-16) además nos dice que∏
k
qvkkj = qij para todo j 6= i, (2-18)
Aśı vemos que v ∈ Λi, ya que vi = 0.
2.2 Derivaciones 9










λivDiv actúan de la misma for-
ma sobre los xi, i = 1, . . . , n. Aśı hemos mostrado que D puede escribirse como combinación
lineal de los Div, que son los generadores de E; es decir, hemos probado que D ∈ E y por
tanto E ′ ⊆ E.
Paso 2. Sea F := {D ∈ Der(Λ) : D(xi) ∈ 〈xi〉 para todo i}, donde 〈xi〉 denota el ideal
bilátero generado por xi. Probemos que
Der(Λ) = F ⊕ E. (2-19)
Si D es una derivación de Λ, para todo i existe fi ∈ Λ cuya escritura no contiene a xi, tal
que D(xi)− fi ∈ 〈xi〉. Es decir, D(xi) = pi + fi, con pi ∈ 〈xi〉.
La ecuación (2-7), implica que
pixj + fixj + xipj + xifj = qij(pjxi + fjxi + xjpi + xjfi). (2-20)
Observamos que los únicos elementos de (2-20) que no tienen a xi es su escritura son fixj y
xjfi. Luego por la representación única de los elementos de Λ, se tiene que
fixj = qijxjfi. (2-21)
De aqúı observamos que
fixj + xifj = qij(fjxi + xjfi) para i 6= j, (2-22)
por lo tanto, existe una derivación D′ tal que D′(xi) = fi para todo i = 1, . . . , n. Además,
D −D′ ∈ F ya que
(D −D′)(xi) = D(xi)−D′(xi)
= D(xi)− fi ∈ 〈xi〉, (2-23)
para todo i = 1, . . . , n. Aśı, todo elemento D ∈ Der(Λ) puede escribirse como suma de un
elemento de F y uno de E, y por tanto
Der(Λ) = F + E. (2-24)
Claramente F∩E = 0, ya que de lo contrario tendŕıamos una derivación D, tal que D(xk) 6= 0
y D(xk) está en 〈xi〉 y a su vez no tiene a xi en su escritura, lo cual es una contradicción.
Por lo tanto, concluimos que Der(Λ) = F ⊕ E.
Paso 3. Si
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veamos que F = G.
Comencemos probando que (2-25) es suma directa. De lo contrario, existirán elementos no
nulos zi ∈ Z(Λ) y f ∈ Λ no nulos tales que∑
zjDj = [·, f ], (2-26)
por lo tanto
ziDi(xi) = [xi, f ]. (2-27)





























ji = 1, para cada v,
luego xv conmuta con xi.































v], y por tanto λvx
vxi = ηv[xi, x
v], pero [xi, x
v] = 0 ya que xi y
xv conmutan. Luego zixi = 0 y en consecuencia zi = 0, lo que no es posible.
Si [·, b] ∈ Derint(Λ), entonces [xi, b] ∈ 〈xi〉 , y Dj(xi) = δjixi ∈ 〈xi〉 para todo i = 1, . . . , n,
lo cual quiere decir que G ⊆ F .
Pasamos ahora a demostrar que F ⊆ G. Para todo i, sea
Fi := {D ∈ F : D(xj) = 0 para todo j < i}. (2-29)
2.2 Derivaciones 11
Estos conjuntos satisfacen Fi ⊆ Fi+1 +G. En efecto, si D ∈ Fi podemos escribir D(xi) = fixi
para algún fi ∈ Λ.
Para todo j < i, la ecuación (2-7) implica que
D(xi)xj = qijxjD(xi), (2-30)
lo cual nos lleva a que
fixixj = qijxjfixi, . (2-31)
Como xixj = qijxjxi, (2-31) se convierte en
qijfixjxi = qijxjfixi, (2-32)
esto nos dice que fixj = xjfi. Por tanto xj y fi conmutan si j < i.
De lo anterior deducimos que todos los monomios que aparecen en la escritura de fi conmu-
tan con xj, para todo j < i.
Consideremos ahora
Γi := {v ∈ N :
∏
k
qvkik = 1}. (2-33)















ij − 1)−1xv, (2-35)
donde los λv están dados por la escritura única de fi. Entonces
D(xi) = [xi, hi] + gixi. (2-36)
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Entonces,










































Por lo tanto, ∑
v/∈Γi
λvx
vxi + gixi = fixi
= D(xi). (2-39)
Tomado D′ = D − [·, hi] notamos que D′ ∈ Fi. En efecto, sabemos que D ∈ Fi y que todos
los monomios xv que aparecen en la escritura de fi, conmutan con xj si j < i, por lo que
[xj, hi] = 0. Por otra parte, la relación (2-7) aplicada a D





gixixk − qikxkgixi = qikD′(xk)xi − xiD′(xk),
(2-40)
ya que los gi conmutan con xi tenemos que
gixixk − qikxkxigi = qikD′(xk)xi − xiD′(xk),
(2-41)
como xkxi = qkixixk = q
−1
ik xixk,
gixixk − xixkgi = qikD′(xk)xi − xiD′(xk)
xi(gixk − xkgi) = qikD′(xk)xi − xiD′(xk)
xi[gi, xk] = qikD
′(xk)xi − xiD′(xk). (2-42)




xi[gi, xk] = xi(gixk − xkgi)
= xigixk − xixkgi
= gixixk − qikxkxigi
= qikgixkxi − qikxkgixi



















vxi, y por tanto qikx
vxi − xixv = 0, aśı estos mono-
mios no aparecen en la representación.
Esto nos lleva a concluir que gi conmuta con todos los xk para k > i y por lo tanto gi ∈ Z(Λ).
Finalmente, tenemos que D′−giDi ∈ Fi+1, pues D′, D ∈ Fi y D′(xi)−giDi(xi) = gixi−gixi =
0. Entonces D = D′ − giDi + [·, hi] + giDi ∈ Fi+1 +G. Luego hemos demostrado que
F = F1 ⊆ F2 +G ⊆ · · · ⊆ Fn+1 +G = G, (2-43)
lo cual nos dice que F ⊆ G. Por tanto F = G.
♦X
Corolario 2.2.3. Si n = 2, E = {0} si, y sólo si, q12 6= 1.
Demostración. En efecto, si v ∈ Λi, entonces vi =0 y además qviij = qij, es decir, 1 = qij. ♦X
Corolario 2.2.4. Si A =
p⊗
i=1
Ai, con Aj = k[xi, yi], xiyi = qiyixi y qi 6= 1 para i = 1, . . . , p,
entonces E = {0}.
Demostración. Veamos cómo se comporta la matriz de multiparámetros para el caso de este
producto tensorial. Cuando multiplicamos xi por xj o yj con i 6= j tenemos que xixj = xjxi y
de la misma forma xiyj = yjxi, por lo cual podemos deducir que la matriz de multiparámetros
es de la siguiente forma 
1 q1 1 1 . . . 1 1
q−11 1 1 1 . . . 1 1
1 1 1 q2 . . . 1 1








1 1 1 1 . . . 1 qp
1 1 1 1 . . . q−1p 1

. (2-44)
Observamos que en cada fila y cada columna solo existe una entrada distinta de 1, y por
tanto cualquier permutación de las filas y columnas de esta matriz cumple la misma propie-
dad.




con i 6= j. En particular, tomando qij 6= 1 se tiene que 1 =
∏
k
qvkkj = qij, lo que es una
contradicción. Por lo tanto, Λi = ∅ para cada i = 1, . . . , p. ♦X
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Corolario 2.2.5. Supongamos que qij = q para todo i < j y q no es ráız de la unidad.
Entonces Z(Λ) = k y se tienen los siguientes casos
(1) Si n = 3, entonces E = kδ donde δ esta dado por
δ(x1) = δ(x3) = 0 y δ(x2) = x1x3.
(2) Si n 6= 3, entonces E = {0}.
Demostración. Si q no es ráız de la unidad, para todo v ∈ N y todo i,
[xi, x







En efecto, sabemos que xi y x





ij = 1. Como en este caso qij = q












Por lo tanto, cuando i = 1, 2 tenemos que v2 + v3 + · · · + vn = 0 y v1 = v3 + · · · + vn,
respectivamente. Por lo tanto, v1 + v2 = 0, como cada vi ≥ 0 entonces v1 = · · · = vn = 0.
En consecuencia, se tiene que Z(Λ) = k, pues cualquier monomio que conmute con xi debe
tener exponente v = 0.
Supongamos que existe i y v tal que v ∈ Λi, entonces vi = 0 y
∏
k
qvkkj = qij. Como q no es











vk = −1 si i > j. (2-46)
En particular, se debe tener que i 6= n, ya que de lo contrario, tomando j = n−1, tendŕıamos
que ∑
k<n−1
vk − vn = −1 (según (2-46)), (2-47)
pero en este caso vn = 0, es decir
∑
k<n−1
vk = −1 lo cual es una contradicción ya que vk ≥ 0.




vk = 1 (según (2-45)), (2-48)
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lo cual no es posible, ya que vk ≥ 0 para cada k.
Para el caso en que j = n, tenemos que
∑
k<n
vk = 1, luego existe l < n tal que vl = 1, vk = 0






vk = 1, lo





vk = −1. (2-49)
Como vk = 0 para k 6= j y k < n, entonces solo nos queda, −vn = −1.




vk = −1, según (2-46) (2-50)
por lo que ∑
k>1
vk = 1, (2-51)
lo cual requiere que l = 1, púes ya hemos deducido que vn = 1.





vk = v1 − vn = 1, (2-52)
lo cual es una contradicción, ya que v1 − vn = 0.
Luego para el caso en que n 6= 3, E = {0}. En efecto, se tiene que i = 2 y por tanto∏
k
qvkkj = q2j para j 6= 2, esto equivalente a decir que q1jqnj = q2j para j 6= 2. Tomando
j 6= 1, 2, n se tiene que 1 < j < n, por lo tanto, 1 = q1jqnj = qq−1 = q2j = q, lo que es una
contradicción.
Finalmente, para el caso en que n = 3, v1 = 1, v2 = 0 y v3 = 1, por lo cual existe una





Dado el razonamiento anterior esta es la única derivación de este tipo y por tanto E = kD2v.
♦X
3 AUTOMORFISMOS PARA EL
ANILLO DE POLINOMIOS
CUÁNTICOS.
Denotaremos por End(Λ) al semigrupo de todos los endomorfismos de anillos de Λ que
actúan como la identidad sobre D, y Aut(Λ) es el grupo de todos los automorfismos de
Λ, que actúan como la identidad sobre D, es decir, los elementos invertibles del semigrupo
End(Λ).
3.1. Automorfismos para el espacio cuántico.
En esta sección se asumirá que D es un campo de caracteŕıstica cero, r = 0 y α1 = α2 =
. . . = αn = idD. Para este caso, el anillo Λ de (2-2) lo denominaremos espacio cuántico.
Por notación, AutL(Λ) es el grupo de automorfismos lineales de Λ, es decir, el conjunto de
aquellos automorfismos que dejan estable el subespacio generado por los xi.
Proposición 3.1.1. Dos monomios xm11 x
m2








ji = 1. (3-1)
Demostración. Supongamos que xm11 x
m2


































1 · · ·xmn+snn . (3-3)













1 · · ·xmn+snn , (3-4)
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ji = 1. (3-6)
La demostración de la proposición rećıproca consiste en realizar el análisis inverso al presen-
tado anteriormente. ♦X
Lema 3.1.2. Una matriz α = (αij) ∈ GLn(D) define un automorfismo lineal de Λ si, y sólo
si, verifica la siguiente relación para todo i < j y k ≤ l:
αikαjl(1− qijqlk) = αilαjk(qij − qlk). (3-7)
Demostración. Supongamos que la matriz α define un automorfismo lineal T de Λ, entonces

























Por otro lado, si k ≤ l el coeficiente de xkxl del lado izquierdo debe ser igual al coeficiente
de xkxl del lado derecho. Por lo cual
αikxkαjlxl + αilxlαjkxk = qijαjkxkαilxl + αjlxlαikxk, (3-9)
por lo que
αikαjl + qlkαilαjk = qijαjkαil + qijqlkαjlαik. (3-10)
Aśı,
αikαjl(1− qijqlk) = αjkαil(qij − qlk). (3-11)
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para todo i = 1, . . . , n, se tiene que
T (xi)T (xj) = qijT (xj)T (xi) (según (3-8)). (3-13)
Observemos ahora que Λ es una k−álgebra generada por D y X := {x1, x2, . . . , xn}, por lo
tanto, Λ ∼= D{X}/〈xixj − qijxjxi : i < j〉, donde D{X} es el álgebra libre en el alfabeto X.
Definiendo
T ′ : X −→ Λ
xi 7−→ T (xi), (3-14)
y usando propiedad universal para el álgebra sobre el alfabetoX, existe unD−homomorfismo
de anillos T ′ : D{X} −→ Λ, tal que T ′(xi) = T ′(xi) = T (xi). Observemos además, que T ′ es
un homomorfismo de anillos sobreyectivo y ker(T ′) ⊇ 〈xixj − qijxjxi : i < j〉 (esta última se
deduce de (3-13)).
Como ker(T ′) ⊇ 〈xixj − qijxjxi : i < j〉, existe un D−homomorfismo de anillos
T : Λ −→ Λ, (3-15)
tal que T (xi) = T
′(xi), el cual resulta sobreyectivo, ya que T
′ lo es. Resta ver que T es un
homomorfismos inyectivo. Como Λ es noetheriano a derecha e izquierda y T es sobreyectivo,
entonces T es inyectivo. Aśı, T es un automorfismo.
Finalmente, como T (xi) esta en el subespacio generado por los xk, para cada i = 1, 2, . . . , n,
entonces T deja invariante el subespacio generado por los xk, es decir, T ∈ AutL(Λ) como se
queŕıa probar. ♦X
El siguiente lema permite usar las derivaciones de Λ para calcular o caracterizar Aut(Λ)
en algunos casos especiales del espacio cuántico. Notaremos por D(Λ) a la subálgebra de
EndD(Λ) generada por las D−derivaciones de Λ, donde una D−derivación es entendida
como una derivación de Λ que además es un D−homomorfismo.
Definición 3.1.3 ( Derivación alta). Sea A una D−álgebra graduada, y consideremos el
conjunto de funciones
dl : A −→ A, (3-16)
para l ≥ 0. Decimos que (dl)l≥0 es una derivación alta de A, si d0 = idA y para todo x, y ∈ A
y todo l ≥ 0, dl(xy) =
∑
i+j=l di(x)dj(y).
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Lema 3.1.4. Sea A =
⊕
i≥0
Ai una D−álgebra graduada tal que A0 = D y A es generada por
A1. Sea σ : A −→ A un morfismo de D−álgebras, y supongamos que
⊕
i≥2
Ai ⊇ (σ − id)(A1).
Entonces para l ≥ 0, existe dl ∈ D(A) tal que para todo i ≥ 0, si x ∈ Ai, dl(x) es la
componente homogénea de grado i+ l de σ(x).
Demostración. Por hipótesis, se tiene que Ai = A
i
1. Definimos el morfismo de D−álgebras
u : A −→ A[t], (3-17)




j−i, donde yj son las componentes





Observamos que (dl)l≥0 es una derivación alta de A (véase [6], pág. 193), y dado que D es
una campo de caracteŕıstica cero, el lema será consecuencia del siguiente resultado. ♦X
Lema 3.1.5. Sea A un álgebra sobre un campo k de caracteŕıstica cero. Si (dl)l≥0 es una
derivación alta de A, cada componente dl esta en D(A).
Demostración. Si d = (dl)l≥0 y d
′ = (d′l)l≥0 son dos derivaciones altas, podemos definir una
derivación alta d · d′ de la siguiente forma






Por otro lado, dos derivaciones altas son equivalentes si para todo l ≥ 0, d′l − dl pertenece a
la k−álgebra generada por D(A) y d0, . . . , dl−1 (esta relación es de equivalencia).
Mostremos usando inducción sobre l ≥ 0, que existe un derivación alta d′ equivalente a d tal
que d′i = 0 para todo i = 1, . . . , l. Es claro que d
′
l+1 en este caso es una derivación.





d′′j = 0 para j 6= i(l + 1) para todo i.
Se tiene que d′ · d′′ es una derivación alta equivalente a d′ y por lo tanto a d, y verifica
(d′ · d′′)i = 0 (3-20)
para todo i tal que 0 < i ≤ l + 1.
Luego por inducción sobre l se llega a que para todo l ≥ 0, dl ∈ D(A). ♦X
20 3 AUTOMORFISMOS PARA EL ANILLO DE POLINOMIOS CUÁNTICOS.
Para el siguiente teorema consideraremos la graduación de Λ, donde cada componente ho-
mogénea de grado i se notará como Ai.
Teorema 3.1.6. Si E = {0}, entonces Aut(Λ) = AutL(Λ).
Demostración. Note en primer lugar que si E = {0}, para i fijo, existe al menos un j tal
que qij 6= 1. Ya que de lo contrario v = 0 estaŕıa en Λi.
Sea σ un automorfismo de Λ y supongamos que
σ(xi) = αi0 +
∑
k
αikxk + fi, (3-21)
con αik ∈ D para todo k ≥ 0, y fi una suma de elementos homogéneos de grado mayor o
igual que dos.
Como
σ(xi)σ(xj) = qijσ(xj)σ(xi), (3-22)
tenemos que
σ(xi)σ(xj) = (αi0 +
∑
k




= αi0αj0 + αi0(
∑
t


















y por otro lado,
qijσ(xj)σ(xi) = qij(αj0 +
∑
t




= qij(αj0αi0 + αj0(
∑
k

















αikxk) + fjfi). (3-24)
Comparando los elementos homogéneos llegamos a que αi0αj0 = qijαj0αi0, y también
αi0αjt + αitαj0 = qij(αj0αit + αjtαi0). (3-25)
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Es decir,
αi0αjt − qijαi0αjt + αitαj0 − qijαitαj0 = 0; (3-26)
y por tanto
(1− qij)(αi0αjt + αitαj0) = 0, (3-27)
para todo t ≥ 0.
Si αi0 6= 0, tomando qij 6= 1 y t = 0, entonces
(αi0αj0 + αj0αi0) = 0, (3-28)
de donde αj0 = 0. Reemplazando αj0 en (3-27), deducimos que para t ≥ 0, αi0αjt = 0 , es
decir, αjt = 0.








y dada la representación única de σ(xi)σ(xj) se debe tener
αi0fj − qijfjαi0 = (1− qij)αi0fj = 0, (3-29)
aśı fj = 0 lo que indica σ(xj) = 0, que es una contradicción, y por tanto αi0 = 0.
Ya que la proposición también es válida para σ−1, veamos que la matriz (αij)1≤i,j≤n es in-
vertible.
Es claro que si ai ∈ Ai con i ≥ 1, σ(ai) /∈ A0, pues de lo contrario σ no seŕıa un automorfismo.
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comparando componentes homogéneas, se llega a que
αi1β1j + αi2β2j + · · ·+ αinβnj =
{
1 si i = j
0 si i 6= j
.
Rećıprocamente, aplicando el razonamiento a σσ−1 se tiene que (αij)1≤i,j≤n es invertible y de-
fine un automorfismo lineal τ de Λ de la siguiente forma, τ(xi) =
∑
k
αikxk para k = 1, . . . , n.
Por lo tanto,
σ(xi) = τ(xi) + fi. (3-31)
Luego se tiene que
τ−1σ(xi) = xi + τ
−1(fi). (3-32)
Como ya hemos observado, τ−1(fi) ∈
⊕
i≥2
Ai, por lo cual solo debemos considerar automor-




Por otro lado, observemos que δ y Λ cumplen las hipótesis del lema 3.1.4, y puesto que
E = {0}, entonces
Der(Λ) = Derint(Λ) +
⊕
(kDi), (3-33)
y cada derivación de este tipo deja estable el ideal 〈xi〉, por lo cual se concluye que cada
dj, del que habla el lema 3.1.4, cumple dj(xi) ∈ 〈xi〉, y por tanto δ(xi) ∈ 〈xi〉. Como el
razonamiento también esa válido para δ−1, δ−1(xi) ∈ 〈xi〉 para cada i = 1, . . . , n.
Luego tenemos que δ(xi) = axi y δ






como la representación de xi es única, entonces δ
−1(a)b = 1, pero dado que k es un campo,
los únicos invertibles de Λ están en k∗, por lo tanto tenemos que σ(xi) ∈ k∗xi. Por otro lado,
hemos supuesto δ(xi) = xi + fi, con lo cual concluimos que δ(xi) = xi, es decir δ = idΛ.
Luego, τ−1σ = idΛ. Aplicando el mismo razonamiento a στ
−1, se deduce que σ = τ , y por
tanto Aut(Λ) = AutL(Λ). ♦X
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3.1.1. El plano cuántico.
Teorema 3.1.7. Para el plano cuántico (n = 2), tenemos los siguientes casos:
(1) Si q12 /∈ {1,−1}, entonces Aut(Λ) es isomorfo a (k∗)2, que actúa naturalmente sobre
Dx1 ⊕Dx2;
(2) Si q12 = −1, entonces Aut(Λ) es isomorfo al producto semidirecto (k∗)2 o 〈τ〉, donde
τ es la simetŕıa que intercambia x1 y x2.
Demostración. (1) Según el corolario 2.2.3, E = {0} si, y sólo si, q12 6= 1, y por 3.1.6
Aut(Λ) = AutL(Λ). Además, una matriz (αij) ∈ GL2(k) define un automorfismo lineal
si, y sólo si, para k ≤ l
α1kα2l(1− q12qlk) = α1lα2k(q12 − qlk). (3-35)
Si k = 1 y l = 2, tenemos que
α11α22(1− q12q21) = α12α21(q12 − q21). (3-36)
Como q12q21 = 1, entonces
α12α21(q12 − q21) = 0, (3-37)
además q12 − q21 6= 0 (ya que D es de caracteristica cero), por lo tanto α12α21 = 0.
Cuando l = k = 1,
α11α21(1− q12q11) = α11α21(q12 − q11), (3-38)
y cuando l = k = 2,
α12α22(1− q12q22) = α12α22(q12 − q22). (3-39)
Dado que qii = 1 para i = 1, 2, entonces (3-38) y (3-39) pueden escribirse como
α11α21(1− q12) = α11α21(q12 − 1), (3-40)
α12α22(1− q12) = α12α22(q12 − 1) (3-41)
respectivamente. Por lo tanto deducimos que
α11α21 = −α11α21 (3-42)
α12α22 = −α12α22. (3-43)
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Ahora, según (3-37), α12 = 0 o α21 = 0.
Si α12 = 0 y α21 6= 0, la ecuación (3-42) nos dice que α11 = 0, lo cual no es posible ya
que la matriz α no seŕıa invertible. Por lo tanto, si α12 = 0 entonces α21 = 0. Usando
el mismo razonamiento deducimos que si α21 = 0 entonces α12 = 0.






(2) Por otro lado, si q12 = −1, entonces q21 = −1, y la ecuación (3-35) puede escribirse
como
α1kα2l(1 + qlk) = α1lα2k(−1− qlk). (3-45)
Tomando entonces l = k = 1, tenemos
α11α21 = −α11α21, (3-46)
y tomando l = k = 2, tenemos
α12α22 = −α12α22. (3-47)
Aśı,
α12α22 = 0 (3-48)
α11α21 = 0. (3-49)
Si α11 = 0 (respectivamente α22) se debe tener que α12 y α21 son distintos de cero,
pues de lo contrario α no seŕıa invertible, y aśı α22 = 0 (respectivamente α11). Luego
para este caso, los automorfismos lineales están en correspondencia con las matrices













Si α11 6= 0 (respectivamente α22), entonces α21 = 0 (respectivamente α12), por tanto
α22 6= 0 (respectivamente α11), lo cual implica que α12 = 0 (respectivamente α21).
Luego para este caso, los automorfismos lineales están en correspondencia con las
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3.1.2. El producto tensorial de planos cuánticos.
Repetimos las hipótesis y notación del corolario 2.2.4. Para qi = qj, notamos por σij el
automorfismo de A que intercambia xi y xj, yi y yj, y deja fijas las demás variables. Para
qi = q
−1
j , notamos por τij el automorfismo de A que intercambia xi y yj, xj y yi, y deja fijas
las demás variables. Sea G el grupo formado por los σij y los τij.
Teorema 3.1.8. Aut(A) es isomorfo al producto semidirecto de (D∗)2p y G, donde el toro
(D∗)2p actúa sobre el subespacio generado por los xi, yi.
Demostración. Según 2.2.4 y 3.1.6, Aut(A) = AutL(A).
Según 3.1.2, una matriz invertible (αij) define un automorfismo si, y sólo si, se tienen la
siguientes condiciones
αi,kαj,k+p = αi,k+pαj,k si |i− j| 6= p, 1 ≤ k ≤ p,
αi,kαi+p,l = −αi,lαi+p,k si |l − k| 6= p, 1 ≤ i ≤ p,
αi,kαi+p,k+p(1− qiq−1k ) = αi,k+pαi+p,k(qi − q
−1
k ), si 1 ≤ i, k ≤ p.
Estas condiciones son equivalentes a: cada fila y cada columna de (αij) tiene una y sola una
entrada no nula; y para 1 ≤ i, k ≤ p,
αi,k 6= 0 si, y sólo si, αi+p,k+p 6= 0, (3-52)
lo que implica que qi = qj y,
αi+p,k 6= 0 si, y sólos si, αi,k+p 6= 0, (3-53)
lo que implica que qj = q
−i
k .
Entonces es fácil deducir el resultado enunciado. ♦X
3.1.3. El espacio cuántico uniparamétrico.
Teorema 3.1.9. Supongamos que qij = q para todo i < j, y q no es ráız de la unidad. Se
tienen los siguientes casos:
(1) Si n = 3, todos los automorfismos σ de Λ son de la forma σ(xi) = αixi, σ(x2) =
α2x2 + βx1x3, σ(x3) = α3x3, donde α1, α2, α3 ∈ D∗ y β ∈ k; aśı Aut(Λ) es isomorfo al
producto semidirecto k o (D∗)3.
(2) Si n 6= 3, Aut(Λ) es isomorfo a (D∗)n.
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Demostración. Si n 6= 3, según el lema 3.1.2, una matriz invertible α = (αij) define un
automorfismo si, y sólo si, para i < j y k ≤ l, αikαjl(1− qq−1) = αilαjk(q − q−1).
Por tanto tenemos que para i < j y k ≤ l, αilαjk = 0, lo cual implica que α es una matriz
diagonal.
Si n = 3, repitiendo la demostración de la proposición 3.1.6 para x1 y x3, teniendo en cuenta
que según el corolario 2.2.5 toda derivación deja estable los ideales 〈x1〉 y 〈x3〉, vemos que
todo automorfismos σ satisface
σ(x1) = α1x1, σ(x3) = α3x3, con α1, α3 ∈ k∗. (3-54)
Por otro lado, tenemos las siguientes relaciones
x1σ(x2) = qσ(x2)x1
σ(x2)x3 = qx3σ(x2),
las cuales implican que σ(x2) = α2x2 + βx1x3, con α2 ∈ k∗ y β ∈ k.
Considerando H como el subgrupo de automorfismos σ, tales que σ(x1) = x1, σ(x2) =
x2 + βx1x3 y σ(x3) = x3, con β ∈ k. Vemos que H es isomorfo a k como grupo aditivo y que
además H es normal en (k∗)3, lo cual termina la demostración.
♦X
Todos los resultados contenidos en esta sección pueden consultarse en [1].
3.2. Automorfismos para el anillos de polinomios
cuánticos genérico.
En esta sección presentaremos los resultados obtenidos por V.A. Artamonov en [2] y [3] para
endomorfismos y automorfismos de polinomios cuánticos. Podrán notar que la demostración
del teorema 3.2.1 es un poco distinta a la presentada en [2], sin embargo guarda la misma
esencia, solo que se ha presentado de forma un tanto distinta.
Teorema 3.2.1 ([2]). Sea k un campo (no necesariamente de caracteristica 0) con un con-
junto de homomorfismos α1, . . . , αn = idk. Supóngase que r = 0 y los multiparámetros qij,
1 ≤ i < j ≤ n, n ≥ 3, son independientes en el grupo multiplicativo k∗. Si λ es un endomor-
fismo de Λ y λ(x1), . . . , λ(xn) 6= 0 entonces λ es un automorfismo y Aut(Λ) = (k∗)n.
Demostración. Consideremos el orden lexicográfico sobre Nn ∪ {0} y sobre el conjunto de
monomios de Λ. Si λ(xi) y λ(xj) son no nulos, supongamos que ellos tienen monomio principal
λix
l1
1 · · ·xlnn y λjx
t1
1 · · ·xtnn , respectivamente. Como λ es un automorfismo, tenemos que
λ(xi)λ(xj) = qijλ(xj)λ(xi). (3-55)
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Como Λ es un dominio, entonces el monomio principal de λ(xixj) es
(λix
l1
1 · · ·xlnn )(λjx
t1
1 · · · xtnn ),








Como los qij son independientes, suponiendo que i > j se debe cumplir que para r 6= s
lrts = δriδsj + trls. (3-57)
Si lp 6= 0 para algún p 6= i, j entonces tenemos que para cada ı́ndice q 6= p
lqtp = tqlp,
y por lo tanto, tq = tplql
−1








litj − ljti = litpljl−1p − ljtplil−1p
= 0,
lo cual contradice (3-57). Aśı, lp = 0 para p 6= i, j. Similarmente se prueba que tp = 0 si
p 6= i, j.









donde litj − ljti = 1.
Como por hipótesis existe una tercera variable xu tal que λ(xu) 6= 0. Aplicando el mismo











lo cual implica que di = dj = 0.
Por lo tanto, litj = 1 y lidu = 1, es decir, li = tj = du = 1, pues en este contexto r = 0. ♦X
Para esta sección asumiremos que el anillo Λ de la definición 2.1.2 es un anillo genérico.
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Teorema 3.2.2 ([3]). Sea Λ un anillo de polinomios cuánticos genérico con r = n ≥ 2.
Entonces Λ es un anillo simple.









1 · · ·xsnn , as1,...,sn ∈ D∗, (3-60)
es minimal respecto al orden lexicográfico de los ı́ndices.











21 · · · qln2ndl1...,lnxl11 · · ·xlnn , (3-61)
donde dl1,...,ln ∈ N . Tomando
z = α2(as1,...,sn)q
s1
21 · · · qsn2nds1,...,sna−1s1,...,sn ∈ D
∗. (3-62)
Entonces g = zf −x2fx−12 ∈ I, y si g 6= 0, el termino principal de g es menor que el termino
principal de f , que es imposible. Por tanto, tenemos que
zal1,...,ln = α2(al1,...,ln)q
l1
21 · · · qln2ndl1,...,ln . (3-63)
Supóngase que (l1, . . . , ln) < (s1, . . . , sn) con respecto al orden lexicográfico y al1,...,ln 6= 0.
De (3-59) y (3-63)
α2(as1,...,sn)q
s1
21 · · · qsn2nds1,...,sna−1s1,...,snal1,...,ln = α2(al1,...,ln)q
l1
21 · · · qln2ndl1,...,ln , (3-64)
y por tanto en D∗/N ,
qs121 · · · qsn2nN = ql121 · · · qln2nN. (3-65)
Ya que q21 = q
−1
12 , q22 = 1 y q12, . . . q2n so independientes en D
∗/N , tenemos que s1 = l1,
s3 = l3, . . . , sn = ln. Similarmente, considerando la conjugación por x1 se obtiene que s2 = l2.
Aśı (l1, . . . , ln) = (s1, . . . , sn), lo que es una contradicción.
Hemos probado entonces que f es un monomio. Sin embargo, como r = n y cada variable xi
es invertible en Λ, cada monomio es invertible en Λ, y por lo tanto I = Λ. ♦X
A continuación presentaremos un resultado mucho más general que el dado por el teore-
ma 3.2.1. Este resultado puede consultarse en [3], aunque su enunciado, al igual que su
demostración, han sido modificados un poco.
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Teorema 3.2.3. Supóngase que λ ∈ End(Λ) y que existen al menos tres ı́ndices 1 ≤ i, j, t ≤
n tal que λ(xi), λ(xj), λ(xt) 6= 0. Entonces existen elementos λ1, . . . , λn ∈ D y un entero




Demostración. Consideremos el orden lexicográfico natural sobre el conjunto de ı́ndices Zn
y sobre el conjunto de monomios en las variables x1, x2, . . . , xn. Sean ai, i = 1, . . . , n, los
términos más pequeños (respectivamente los principales) de λ(xi).
Observe que el término más pequeño (respectivamente, el principal) de un producto de
elementos en Λ es igual al producto de los términos más pequeños (respectivamente, los
principales) de los factores. Aśı tenemos que
aiaj = qijajai. (3-67)
Si λ(xi), λ(xj) 6= 0,
ai = βx
l1
1 · · ·xlnn y
aj = ξx
t1
1 · · · xtnn , (3-68)
donde β, ξ ∈ D∗.




qlrtsrs ) · ηx
l1+t1











qlrtsrs ) · η = qij(ξβ
∏
r>s







Supóngase que i > j. Ya que las imágenes de qrs, n ≥ r > s ≥ 1 son independientes en
D∗/N , se tiene que para r 6= s
lrts = δriδsj + trls. (3-73)
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De donde tenemos que
litj − ljti = litpljl−1p − ljtplil−1p = 0, (3-77)
lo cual es una contradicción.











donde litj − ljti = 1.
Por hipótesis existe una tercera variable xu tal que λ(xu) 6= 0. Aplicando el argumento










Finalmente, ri = rj = 0, y por tanto au = δx
ru
u . Similarmente ai = βx
li
i y aj = ξx
tj
j , con
litj = 1, lo cual implica que li = tj = ε = ±1.
Aplicando el mismo argumento al término principal de λ(xi) obtenemos un resultado similar
para algún ε′ = ±1 para el término principal. Si ε = ε′ el teorema está probado.
Supongamos que r = 0, entonces en este caso ε = ε′ = 1 para todo λ(xi) 6= 0, con lo cual el
término principal y el más pequeño son iguales.










i · · ·xmin(s)n + λ′′i xi, (3-80)





i ∈ D∗, y la suma se hace sobre algunos de los ı́ndices
(mi1(s), . . . ,min(s)) ∈ Zn. (3-81)
tales que
(0, . . . , 0,
i︷︸︸︷
−1 , 0, . . . , 0) < (mi1(s), . . . ,min(s)) < (0, . . . , 0,
i︷︸︸︷
1 , 0, . . . , 0). (3-82)
Como λi y λ
′′
i son invertibles, entonces λ(xi) no es invertible, lo que es una contradicción.
Por lo tanto, ε = ε′.
♦X
Comentario 3.2.4. Si r < n y λ(xi) 6= 0 para algún i > r, entonces en el teorema 3.2.3, ε = 1.
Ejemplo 3.2.5. A continuación se mostrará un endomorfismo del anillo polinomios cuánti-
cos, para el que r < n pero ε = −1.
Consideremos D = R (el campo de los números reales), n = 4, r = 3 y α1 = α2 = · · · =
αn = idR. Además, consideremos la siguiente matriz de multipárametros,
q =

1 2 3 5
∗ 1 7 11
∗ ∗ 1 13
∗ ∗ ∗ 1
 . (3-83)
Podemos considerar el anillo de polinomios cuánticos
Oq := Rq[x±11 , x±12 , x±13 , x4], (3-84)
el cual resulta genérico.
Para construir un endomorfismo de Oq, consideramos R{X}, la R−álgebra en el alfabeto
X = {x1, x2, x3, x4, y1, y2, y3}, y la función X
θ−→ Oq, tal que θ(xi) = x−1i , 1 ≤ i ≤ 3,
θ(yi) = xi, 1 ≤ i ≤ 3, y θ(x4) = 0. Entonces tenemos un homomorfismos de álgebras
R{X} θ
′
−→ Oq con θ′(xi) = θ(xi) para 1 ≤ i ≤ 4 y θ′(yi) = θ(yi) para 1 ≤ i ≤ 3.
Observemos que, homomorfismo θ′ satisface
θ′(xiyi − 1) = x−1i xi − 1 = 1− 1 = 0 (3-85)
θ′(xixj − qijxjxi) = 0 (3-86)
θ′(xiyj − q−1ij yjxi) = x−1i xj − q−1ij xjx−1i = 0. (3-87)
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Por otro lado, el álgebra Oq ∼= R{X}/I, donde I = 〈xixj − qijxjxi, xiyj − q−1ij yjxi, xkyk − 1 :
1 ≤ i ≤ 4, 1 ≤ k ≤ 3〉. Aśı, hemos encontrado un homomorfismo θ′ : R{X} −→ Oq tal que
θ′(I) = 0. Entonces existe un homomorfismo θ : R{X}/I −→ Oq con θ(xi) = θ′(xi) para
1 ≤ i ≤ 4 y θ(yi) = θ′(yi) para i = 1, 2, 3. Es decir, encontramos un endomorfismo del anillo
de polinomios cuánticos Oq donde ε = −1 y r < n.
Corolario 3.2.6. Si λ(xr+1), . . . , λ(xn) 6= 0, en la situación del teorema 3.2.3, entonces




4.1. Definiciones y propiedades
Definición 4.1.1 (Extensión PBW torcida). Sean R y A anillos, decimos que A es una
extensión PBW torcida de R, si la siguientes condiciones se tienen:
(1) R ⊆ A.
(2) Existe un número finito de elementos x1, x2, . . . , xn ∈ A, tales que A es un R−módulo
libre a izquierda con base
Mon(A) := Mon{x1, x2, . . . , xn} := {xt = xt1 · · ·xtnn : t = (t1, t2, . . . , tn) ∈ Nn}.
(3) Para cada 1 ≤ i ≤ n y r ∈ R \ {0} existe cir ∈ R \ {0} tal que
xir − cirxi ∈ R.
(4) Para cada 1 ≤ i, j ≤ n existe cji ∈ R \ {0} tal que
xjxi − cjixixj ∈ R +Rxi + · · ·+Rxn.
En esta situación escribimos A = σ(R)〈x1, x2, . . . , xn〉.
Proposición 4.1.2. Sea A una extensión PBW torcida de R. Entonces, para cada 1 ≤
i ≤ n, existe una endomorfismo de anillos inyectivo σi : R −→ R y una σi−derivación
δi : R −→ R tal que
xir = σi(r)xi + δi(r),
para cada r ∈ R.
Demostración. Véase [4]. ♦X
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Definición 4.1.3. Sea A una extensión PBW torcida.
(a) A es cuasi-conmutativa si las condiciones (3) y (4) de la definición 4.1.1 son rempla-
zadas por
(3’) Para cada 1 ≤ i ≤ n y r ∈ R \ {0} existe cir ∈ R \ {0} tal que
xir = cirxi
(4’) Para cada 1 ≤ i, j ≤ n existe cij ∈ R \ {0} tal que
xixj = cijxjxi.
(b) A es biyectiva si σi son biyectivas para cada 1 ≤ i ≤ n y cij es invertible para cada
1 ≤ i ≤ j ≤ n.
Por notación, si l = (l1, l2, . . . , ln) ∈ Zn, escribimos σl11 ◦ σl22 ◦ · · · ◦ σlnn como σl.
4.2. Reglas de conmutación para extensiones PBW
torcidas cuasi-conmutativas.
Al igual que para los anillos polinomios cuánticos torcidos, como lo veremos en el caṕıtulo 5,
podemos establecer algunas reglas para multiplicar monomios en A, siempre que A sea una
extensión cuasi-conmutativa de R y los cij sean invertibles para 1 ≤ i, j ≤ n.
Sea A una extensión PBW torcida de R, es claro que el conjunto de elementos invertibles
R∗ de R es un grupo multiplicativo. Definimos N como el subgrupo de R∗ generado por
el subgrupo derivado [R∗, R∗] de R∗ y los elementos de la forma z−1σi(z) para z ∈ R∗ e
i = 1, . . . , n (donde los σi están dados por la proposición 4.1.2). Notamos además que este
subgrupo es normal en R∗ y R∗/N es un grupo abeliano.
Proposición 4.2.1. Sea A una extensión cuasi-conmutativa R con los cij invertibles para





j (cij) · · ·σt−1j (cij)xtjxi para t ∈ N.





−1 · · ·σn−1i (z)−1σni (z) para todo n ∈ N y z ∈ R∗, es






ij · d)xtjxi, (4-1)
para todo t ∈ N y algún d ∈ N .






ij · d)xsjxti, (4-2)

















2 · · ·xtn+snn , (4-3)
para todo t1, . . . , tn, s1, . . . , sn ∈ N y algún d ∈ N .
















= cijσj(cij) · · ·σt−2j (cij)xt−1j xixj
= cijσj(cij) · · ·σt−2j (cij)xt−1j cijxjxi
= cijσj(cij) · · ·σt−2j (cij)σt−1j (cij)xtjxi
(2) La demostración de este hecho es inmediata dado que los σi son inyectivos (proposición
4.1.2) y que z es invertible. En efecto, como z ∈ R∗ y σi es inyectivo, entonces σki (z) 6= 0
para cada k ∈ N y por tanto σki (z) ∈ R∗, por lo cual podemos escribir σni (z) como





−1 · · ·σn−1i (z)−1σni (z). (4-4)






j (cij) · · ·σt−2j (cij)σt−1j (cij)xtjxi.
Usando (1) y (2) se tiene que
cijσj(cij)σ
2
j (cij) · · ·σt−1j (cij) = cij · (cij · d1) · (cij · d2) · · · (cij · dt−1),
para algunos di ∈ N , 1 ≤ i ≤ t − 1. Según la definición de N y la conmutatividad de
R∗/N se tiene que
cijσj(cij)σ
2
j (cij) · · ·σt−1j (cij) ≡ ctij mód(N), (4-5)
con lo cual cijσj(cij)σ
2





ij · d)xtjxi para algún d ∈ N .
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ij · d′)xt−1i xsjxi
= σt−1i (c
s
ij · d′)xt−2i (csij · d′)xsjx2i
= σt−1i (c
s





ij · d′)σt−2i (csij · d′) · · ·σi(csij · d′)xixsjxt−1i
= σt−1i (c
s
ij · d′)σt−2i (csij · d′) · · ·σi(csij · d′)(csij · d′)xsjxti,
con d′ ∈ N .
Usando (2) tenemos que
σt−1i (c
s
ij · d′)σt−2i (c
s
ij · d′) · · ·σi(csij · d′)(csij · d′) = (csij · dt−1)(csij · dt−2) · · · (csij · d1)(csij · d0),
para algunos di ∈ N con i = 0, . . . , t− 1. Por lo tanto,
σt−1i (c
s






ij · d)xsjxti, (4-6)
para algún d ∈ N .
(5) La demostración de este hecho se obtiene usando (2), (3), (4) y las propiedades de N .
♦X
4.3. Automorfismos para extensiones PBW torcidas.
Sea A una extensión PBW torcida de R, entendemos End(A) como los endomorfismos del
anillo A que dejan fijo los elementos de R y Aut(A) es el conjunto de elementos invertibles
de End(A).
Definición 4.3.1. Sea A una extensión PBW torcida de R con cij invertibles para 1 ≤
i, j ≤ n. Diremos que A es una extensión PBW torcida genérica o general si los cij,
1 ≤ i < j ≤ n, son independientes en R∗/N .
Cuando no haya lugar a confusión nos referiremos a este tipo de extensiones simplemente
como una extensión genérica o general.
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Teorema 4.3.2. Sean A = σ(R)〈x1, . . . , xn〉, una extensión cuasi-conmutativa genérica y
λ ∈ End(A). Si xi es tal que λ(xi) 6= 0, el coeficiente principal (según el orden lexicográfico)
de λ(xi) es invertible, y existen al menos tres ı́ndices i, j, u para los que esto sucede, entonces
existen λ1, . . . , λn ∈ R tales que λ(xw) = λwxw, para w = 1, . . . , n.
Demostración. Consideremos el orden lexicográfico para los exponentes de los monomios
en A. Supongamos que λ(xi) y λ(xj) son no nulos, y que ellos tienen monomio principal
λix
l1
1 · · ·xlnn y λjx
t1
1 · · ·xtnn respectivamente. Como los coeficientes principales de λ(xi) y λ(xj)
son invertibles, sabemos que el coeficiente principal del producto es igual al producto de los
coeficientes principales. Por otro lado, sabemos que xixj = cijxjxi, por lo cual, λ(xixj) =
cijλ(xjxi), es decir λ(xi)λ(xj) = cijλ(xj)λ(xi). El monomio principal del término de la
derecha debe ser igual al monomio principal del término de la izquierda, es decir
(λix
l1
1 · · ·xlnn )(λjx
t1
1 · · ·xtnn ) = cij(λjx
t1
1 · · ·xtnn )(λix
l1





1 · · ·xlnn )(x
t1
1 · · ·xtnn ) = cijλjσt(λi)(x
t1
1 · · ·xtnn )(x
l1
1 · · ·xlnn ),
donde l = (l1, l2, . . . , ln) y t = (t1, t2, . . . , tn).
















2 · · · xln+tnn .





clrtsrs ) ≡ cijλiλj(
∏
s<r
ctrlsrs ) mód(N). (4-8)
Dado que A es una extensión genérica y suponiendo que i > j, se debe cumplir que
lrts = δriδsj + trls. (4-9)
Si lp 6= 0 para algún p 6= i, j entonces tenemos que para cada ı́ndice q 6= p
lqtp = tqlp,
y por lo tanto, tq = tplql
−1
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aśı
litj − ljti = litpljl−1p − ljtplil−1p
= 0,
lo cual contradice (4-9). Aśı lp = 0 para p 6= i, j. Similarmente se prueba que tp = 0 si p 6= i, j.









donde litj − ljti = 1.
Como por hipótesis existe una tercera variable xu tal que λ(xu) 6= 0. Aplicando el mismo











lo cual implica que di = dj = 0.
Por lo tanto litj = 1 y lidu = 1, es decir, li = tj = du = 1.
Luego para cada 1 ≤ i ≤ n, λ(xi) = λixi, con λi invertible.
♦X
Corolario 4.3.3. Si A es una extensión PBW torcida de R y λ ∈ End(A) son como en
el teorema 4.3.2 y cada λ(xi) 6= 0, 1 ≤ i ≤ n, entonces λ es un automorfismo de A. En




2 · · ·xlnn ) = λ(x1)l1λ(x2)l2 · · ·λ(xn)ln
= (λ1x1)
l1(λ2x2)
l2 · · · (λnxn)ln .
(4-11)
Usando la propiedad (2) de la proposición 4.2.1 y las propiedades de N , se tiene que
λ(xl11 x
l2
2 · · ·xlnn ) = (λ
l1
1 · u1 · xl11 )(λl22 · u2 · xl22 ) · · · (λlnn · un · xlnn ),
para algunos ui ∈ N e i = 1, . . . , n.
Aplicando las propiedades de conmutación y deN , aśı como la propiedad (2) de la proposición
4.2.1, llegamos a que
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λ(xl11 x
l2
2 · · ·xlnn ) = (
∏
k
λlkk ) · u · x
l1
1 · · ·xlnn , (4-12)
para algún u ∈ N .
Como por hipótesis cada λi ∈ R∗ y N ⊆ R∗, entonces (
∏
k
λlkk ) · u ∈ R∗, y por tanto podemos













l = 0, donde dl es invertible. Dada la representación
única de cada elemento de A se concluye que cada aldl = 0 para l ∈ Nn. Como cada dl es




l = 0, lo cual prueba la inyectividad
de λ.










l satisface λ(p′) = p, lo cual prueba la
sobreyectividad de λ. ♦X
Note que todo endomorfismo considerado en el teorema 4.3.2 es un endomorfismo filtrado.
En particular, cuando D es un anillo de división, todo endomorfismo de Λ es filtrado.
Comentario 4.3.4. Observemos que si A es una extensión PBW torcida cuasiconmuta-
tiva genérica de R, no existen endomorfismos tal que λ(xi), λ(xj) ∈ R∗. En efecto, si
λ(xi) = a y λ(xj) = b, con a, b ∈ R∗, entonces se debe cumplir que ab = cijba, con lo
cual, cij = aba
−1b−1 ∈ [R∗, R∗] ⊆ N , y por tanto A no seŕıa genérica.
Por otro lado, no existe endomorfismo de una extensión genérica tal que λ(xi) = a ∈ R∗ y









dada la representación única de los elementos en A y las propiedades de conmutación mos-
tradas en esta sección, se tiene que aλj = cij · λj · a · d, con d ∈ N . Luego cij ≡ 1 mód(N),
lo cual es una contradicción.
Definición 4.3.5. ([9]) Sea A una extensión PBW torcida de R con endomorfismos σi,
1 ≤ i ≤ n, como en la proposición 4.1.2.
(1) Para α = (α1, . . . , αn) ∈ Nn, |α| := α1 + · · · + αn. Si β = (β1, . . . , βn) ∈ Nn, entonces
α + β := (α1 + β1, . . . , αn + βn).
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(2) Para X = xα ∈Mon(A), exp(xα) := α y deg(xα) := |α|.
(3) Sea 0 6= f ∈ A, t(f) es el conjunto finito de términos que conforman f , es decir, si f =
c1X1 + · · ·+ ctXt, con Xi ∈Mon(A) y ci ∈ R \{0}, entonces t(f) := {c1X1, · · · , ctXt}.
(4) Sea f como en (3), entonces deg(f) := max{deg(Xi)}ti=1.
Teorema 4.3.6. Sea A una extensión PBW torcida de un anillo R. Entonces, A es un
anillo filtrado con filtración dada por
Fm :=
{
R, si m = 0,
{f ∈ A : deg(f) ≤ m}, si m ≥ 1
(4-14)
y el correspondiente anillo graduado Gr(A) es una extensión PBW torcida cuasi-conmutativa
de R. Además, si A es biyectiva, entonces Gr(A) es una extensión PBW torcida cuasi-
conmutativa biyectiva.
Demostración. véase [10] o [9]. ♦X
Proposición 4.3.7. Sean A y B anillos filtrados, con filtración {Fp(A)}p∈Z y {Fp(B)}p∈Z.
Sea f : A −→ B, un homomorfismo filtrado. Entonces,
(1) f induce un homomorfismo graduado
Gr(A) −→ Gr(B). (4-15)
(2) Su f es inyectivo y estricto, es decir, para cada p ∈ Z, f(Fp(A)) ⊆ Im(f) ∩ Fp(B),
entonces Gr(f) es inyectivo. Además, si la filtración es positiva, el rećıproco es válido.
(3) Si f es sobreyectivo y estricto, entonces Gr(f) es sobreyectivo. Además, si la filtración
es positiva, el rećıproco es válido.
Demostración. (1) Como f es un homomorfismo filtrado, entonces f(Fp(A)) ⊆ Fp(B) para
cada p ∈ Z, y se induce la función
Gr(A)p = Fp(A)/Fp−1(A)
Gr(f)p−−−−→ Fp(B)/Fp−1(B) = Gr(B)p,
mp 7−→ f(mp), (4-16)
con mp := mp + Fp−1(A), mp ∈ Fp(A) y f(mp) := f(mp) + Fp−1(B).
Notamos que Gr(f)p está bien definida y es un homomorfismo de grupos abelianos.
Realizamos la suma directa externa de estos homomorfismos y obtenemos el homomor-
fismo de grupos abelianos
Gr(f) : Gr(A) −→ Gr(B)
(mp)p∈Z 7−→ (f(mp))p∈Z. (4-17)
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Resta ver queGr(f) es un homomorfismos de anillos: ComoGr(f)(Gr(A)p) = Gr(f)p(Gr(A)p) ⊆
Gr(B)p, y además Gr(f)(apbp) = f(apbp) = Gr(f)(ap)Gr(f)(bp).
La demostración de (2) y (3) son análogas a la demostración presentada en [8] para la
proposición 2.2.11, dado que para esta demostración solo se hace uso de las propiedades de
la filtración y de la estructura de grupo. ♦X
Teorema 4.3.8. Sean A una extensión PBW torcida de R y λ un endomorfismo filtrado
de A, tales que
(1) A es genérica,
(2) para cada λ(xi) 6= 0, λ(xi) /∈ F0(A), el coeficiente principal (según el orden lexicográfi-
co) es invertible, y existe al menos tres ı́ndices i, j, u para los que esto sucede.
Entonces existen λ1, . . . , λn y a1, a2, . . . , an en R, tal que λ(xw) = aw + λwxw, para w =
1, . . . , n.
Demostración. Como λ es un homomofismo filtrado, se induce un homomorfismo Gr(λ) :
Gr(A) −→ Gr(A). Observamos que Gr(λ)(xi + F0) = λ(xi) + F0 6= 0, para aquellos xi tales
que λ(xi) 6= 0. Luego todas las hipótesis del teorema 4.3.2 se cumplen para Gr(A) y Gr(λ),
por lo que Gr(λ)(xi) = λixi + F0 para algún λi ∈ R∗.
Finalmente, como λ(xi)+F0 = λixi+F0, entonces λ(xi) = λixi+ai, para algún ai ∈ F0 = R
y para todo i = 1, . . . , n. ♦X
Corolario 4.3.9. Si A es una extensión PBW torcida de R y λ ∈ End(A) son como en el
teorema 4.3.8 y cada λ(xi) 6= 0, 1 ≤ i ≤ n, entonces λ es un automorfismo de A.
Demostración. Como Gr(λ)(xi + F0) 6= 0 para todo i, el corolario 4.3.3 asegura que Gr(λ)
es un automorfismos para Gr(A). Dado que la filtración es positiva, entonces λ es un auto-
morfismo estricto de A, según la proposición 4.3.7.
Además, λ(xi) = ai+λixi para cada 1 ≤ i ≤ n, donde λ1, . . . , λn ∈ R∗ y a1, . . . , an ∈ R. ♦X
Observemos qu cuando λ es un endomorfismo inyectivo, podemos omitir la condición λ(xi) /∈
F0(A), ya que de lo contrario λ no seŕıa inyectivo.
Corolario 4.3.10. Si A es una extensión PBW torcida genérica de R con n ≥ 3, y λ un
endomorfismo inyectivo filtrado tal que el coeficiente principal de λ(xi) es invertible para
cada i = 1, . . . , n. Entonces λ es un automorfismo.
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4.4. Automorfismos para extensiones PBW torcidas sobre
dominios de Ore a izquierda.
En esta sección caracterizaremos el grupo de automorfismos de una extensión PBW torcida
de un anillo R, que además es un dominio de Ore a izquierda. Para ello consideremos los
siguientes resultados que pueden consultarse en [9].
Teorema 4.4.1 ([9]). Sea A una extensión PBW torcida cuasi-conmutativa de R. Entonces
(1) A es isomorfo a un anillo de polinomios torcidos iterados de tipo endomorfismo.
(2) Si A es biyectiva, entonces cada endomorfismos es biyectivo.
Para la demostración del teorema anterior, se establece un isomorfismo de anillos con el
anillo de polinomios iterados B := R[z1; θ1] · · · [zn; θn], donde
θ1 = σ1,
θj : R[z1; θ1] · · · [zj−1; θj−1] −→ R[z1; θ1] · · · [zj−1; θj−1],
θj(zi) = cjizi para 1 ≤ i < j ≤ n, θj(r) = σj(r) para r ∈ R,
(4-18)
donde los σi son dados por la proposición 4.1.2.
Teorema 4.4.2 ([9]). Sea R un anillo y S ⊂ R un subconjunto multiplicativo tal que
(1) S−1R existe,
(2) σ(S) ⊆ S.





















Según la demostración presentada en [9], el homomorfismo de anillos ψ : R[x;σ, δ] −→
S−1R[x;σ, δ], en la propiedad universal para el anillo de fracciones del conjunto multiplicativo
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Corolario 4.4.3 ([9]). Sea R un anillo, S ⊂ R un subconjunto multiplicativo, y
A := R[x1, σ1, δ1] · · · [xn, σn, δn],
un anillo de polinomios iterados tal que
(1) S−1R existe,
(2) σi(S) ⊆ S para cada 1 ≤ i ≤ n.
Entonces






















Aplicando de forma iterada el resultado y la construcción hecha en el teorema 4.4.2 (véase
[9]), llegamos a que la función ψ : A −→ (S−1R)[x1;σ1, δ1] · · · [xn;σn, δn], en la propiedad










Proposición 4.4.4. Sea A = R[x1, θ1] · · · [xn, θn] un anillo de polinomios torcidos iterados
de tipo endomorfismo, donde θi|R es un endomorfismo inyectivo de R para 1 ≤ i ≤ n , y
θi(xj) = cijxj, para cada 1 ≤ j < i ≤ n con cij invertible a izquierda. Entonces A es una
extensión PBW torcida cuasi-conmutativa de R con endomorfismos σi = θi|R.
Demostración. La demostración se hará usando inducción sobre n.
Cuando n = 1, tenemos que A = R[x1, θ1] es una extensión cuasi-conmutativa de R (véase
[9]).
Supongamos queA′ = R[x1, θ1] · · · [xn−1, θn−1] es una extensión PBW torcida cuasi-conmutativa
de R, y consideremos A = R[x1; θ1] · · · [xn; θn] = A′[xn; θn] que es una extensión PBW tor-
cida cuasi-conmutativa de A′. Luego
(1) R ⊆ A′ ⊆ A.
44 4 AUTOMORFISMOS PARA EXTENSIONES PBW TORCIDAS.







con aj ∈ A′, pues A es una extensión PBW torcida de A′.













por lo cual, cada elemento p ∈ A puede representarse como combinación lineal de
Mon(A) := Mon{x1, x2, . . . , xn}.




t con t =


































1 · · ·x
tn−1
n−1 ∈ A′ , y la representación de cero es única





1 · · ·x
tn−1
n−1 = 0 para cada i.





1 · · ·x
tn−1
n−1 = 0 implica
que cada at = 0, con lo cual hemos probado que cero tiene representación única como
R−módulo en los generadores Mon(A). Por lo tanto, Mon(A) es una R−base para A.
(3) Si r ∈ R \ {0} entonces xir = θi(r)xi, pero por hipótesis sabemos que θi(r) ∈ R \ {0},
ya que θi es inyectivo en R. Luego existe cir := θi(r) tal que xir − cirxi = 0 ∈ R.
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(4) Si j < i, xixj = θi(xj)xi = cijxjxi, como adicionalmente, cij es invertible a izquier-
da, entonces cjixixj = xjxi, donde cji es el inverso a izquierda de cij. Luego hemos
encontrado cij ∈ R no nulo, tal que xixj − cijxjxi = 0 ∈ R +Rx1 + · · ·+Rxn.
Aśı tenemos que A es una extensión PBW torcida cuasi-conmutativa de R.
Finalmente, observemos que xir = θi(r)xi para todo i, lo cual nos dice, dada la representación
única de los elementos de A, que σi(r) = θi(r) para todo r ∈ R. ♦X
Teorema 4.4.5. Sea A una extensión PBW torcida cuasi-conmutativa de un dominio de
Ore a izquierda R con endomorfismos σi dados en la proposición 4.1.2. Entonces para S =
R \ {0}, S−1A ∼= σ(S−1R)〈x1, . . . , xn〉 es una extensión cuasi-conmutativa de S−1R, donde
los σi para σ(S























Demostración. Como R es un dominio de Ore a izquierda, entonces S := R \ {0} es un
sistema multiplicativo de R, y por tanto, de A.




θj : R[x1; θ1] · · · [xj−1; θj−1] −→ R[x1; θ1] · · · [xj−1; θj−1],
θj(xi) = cjixi para 1 ≤ i < j ≤ n, θj(r) = σj(r) para r ∈ R,
(4-28)
donde los σi son dados por la proposición 4.1.2.
Por otro lado, observemos que para todo r ∈ S, θi(r) = σi(r) ∈ S. Aśı, según el teorema
4.4.2 y el corolario 4.4.3, podemos considerar
S−1(R[x1; θ1] · · · [xn; θn]) ∼= (S−1R)[x1; θ1] · · · [xn; θn],






















) para cada (a
s
) ∈ S−1R, donde σi esta dado por












Tenemos que σi es inyectivo ya que ψ
′ es inyectivo, pues R no tiene divisores de cero y σi es
inyectivo. Luego se tiene que θi es inyectivo en S
−1R. Por otro lado, según el corolario 4.4.3




En consecuencia, tenemos un anillo de polinomios iterados de tipo endomorfismos
(S−1R)[x1; θ1] · · · [xn; θn],
de tal forma que θi es un endomorfismo inyectivo de S
−1R para 1 ≤ i ≤ n. Por lo tanto,
usando el teorema 4.4.4, (S−1R)[x1; θ1] · · · [xn; θn] es una extensión PBW torcida cuasi-
conmutativa de la forma σ(S−1R)〈x1, . . . , xn〉, con endomorfismos σi.
Finalmente, σ(S−1R)〈x1, . . . , xn〉 = (S−1R)[x1; θ1] · · · [xn; θn] ∼= S−1(R[x1; θ1] · · · [xn; θn]) ∼=
S−1A, en donde ψ esta dada para este caso en la demostración del teorema 4.4.2 y coincide
con la dada en este teorema.
♦X
En los siguientes resultados se asumirá que S−1A es una extensión PBW torcida genérica.
Teorema 4.4.6. Sean A una extensión cuasi-conmutativa genérica de un dominio de Ore
a izquierda R y λ ∈ End(A), tales que existen al menos tres ı́ndices i, j, t, con λ(xi),λ(xj),
λ(xt) 6= 0. Entonces existen λ1, λ2, . . . , λn ∈ R tales que λ(xw) = λwxw, para todo 1 ≤ w ≤ n.
Demostración. Consideremos el sistema multiplicativo S := R \ {0}, entonces S−1R existe,
y según el teorema 4.4.5 podemos considerar S−1A. Sea λ ∈ End(A), entonces podemos
encontrar λ ∈ End(S−1A) usando propiedad universal para S−1A, púes λ(S) = S ⊆ (S−1A)∗,
de la siguiente forma












donde λ satisface ψλ = λψ.
Por otro lado, notemos que ψ es inyectivo, pues S no tiene divisores de cero en A, por lo


















para todo t ∈ Nn. Dada la inyectividad de ψ, se concluye que ait = 0 para todo t ∈ Nn, y




Luego, existen al menos tres ı́ndices i, j, t, tales que λ(xi), λ(xj), λ(xt) 6= 0, y como S−1A
es una extensión cuasi-conmutativa genérica de S−1R (según el teorema 4.4.5), usando el
mismo razonamiento que en el teorema 4.3.2, λ(xi) =
ai
1
xi para cada 1 ≤ i ≤ n.
En efecto, S−1A es una extensión cuasi-conmutativa de S−1R, en donde los elementos no
nulos de R son invertibles, y por hipótesis los cij con 1 ≤ i < j ≤ n son independientes
en S−1A. Entonces, las hipótesis del teorema 4.3.2 se satisfacen para S−1A y λ, por lo cual
existen λ1, . . . , λn ∈ S−1R, tales que λ(xw) = λwxw para w = 1, . . . , n. Por otro lado, tenemos




xt, luego comparando ambas escritura, y dada la representación
única de los elementos de S−1A, se tiene que ψ(awt) =
awt
1
= 0 si t 6= w, y ψ(aww) = aww1 = λw,
donde w se entiende, en este caso como (0, 0, . . . ,
w︷︸︸︷
1 , . . . , 0). Dado que ψ es inyectivo,
concluimos que atw = 0 para t 6= w, y por lo tanto λ(xw) = awxw para cada w = 1, . . . , n.
♦X
Corolario 4.4.7. Si A y λ ∈ End(A) son como en el teorema 4.4.6 y λ es inyectivo, entonces
existen λi ∈ R \ {0}, 1 ≤ i ≤ n, tal que
λ(xw) = λwxw para cada w = 1, . . . n. (4-31)
En particular, si λ ∈ Aut(A) entonces λ tiene la forma (4-31).
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Comentario 4.4.8. Cuándo λ ∈ Aut(A), se puede concluir además, que λw ∈ R∗ para cada
i = 1, . . . , n.
Corolario 4.4.9. Si A es una extensión PBW torcida genérica de un dominio de Ore a
izquierda R, y λ es un endomorfismo filtrado, tal que si λ(xi) 6= 0, λ(xi) /∈ F0(A), entonces
existen a1, . . . , an, λ1, . . . , λn ∈ R tal que
λ(xi) = ai + λixi, 1 ≤ i ≤ n. (4-32)
En particular, si λ es inyectiva, λ1, λ2, . . . , λn ∈ R \ {0}.
4.5. Ejemplos y consideraciones.
Como un hecho interesante, note que los Corolarios 4.3.3 y 4.3.9 nos recuerdan la Conjetura
de Dixmier para álgebras de Weyl. La conjetura generalizada de Dixmier establece que todo
endomorfismo del álgebra de Weyl An(k) es un automorfismo (Véase [11], [12]).
De otra parte, a continuación presentamos un listado de ejemplos para los cuales se podŕıan
aplicar los resultados de este caṕıtulo:
(1) Anillos de polinomios torcidos iterados R[x1;σ1, δ1] · · · [xn;σn, δn] bajo las siguientes
condiciones:
(1) Para 1 ≤ i ≤ n, σi es biyectivo.
(2) Para cada r ∈ R y 1 ≤ i ≤ n, σi(r), δi(r) ∈ R.
(3) Para i < j, σj(xi) = cxi + d, con c, d ∈ R y c invertible.
(4) Para i < j, δj(xi) ∈ R +Rx1 + · · ·Rxn.
En particular,
Polinomios cuánticos torcidos con r = 0.
(2) Anillos de polinomios torcidos iterados de tipo endomorfismo bajo las consideraciones
de la proposición 4.4.4 con parámetros invertibles.
(3) Álgebras de difusión: Un álgebra de difusión A es generada por {Di, xi : 1 ≤ i ≤ n}
sobre k con relaciones
xixj = xjxi 1 ≤ i, j ≤ n,
xiDj = Djxi 1 ≤ i, j ≤ n,
cijDiDj − cjiDjDi = xjDi − xiDj, i < j, cij, cji ∈ k∗. (4-33)
En este caso, A ∼= σ(k[x1, . . . , xn])〈D1, . . . , Dn〉.
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(4) Dentro de las álgebra cuánticas encontramos los siguientes casos:
Análogo multiplicativo de las álgebras de Weyl. En este caso, la k−álgebra
On(λij) es generada por x1, . . . , xn sujeta a las siguientes relaciones
xjxi = λjixixj, 1 ≤ i < j ≤ n,
donde λji ∈ k \ {0}. Notamos que
On(λij) ∼= σ(k)〈x1, . . . , xn〉 ∼= σ(k[x1])〈x2, . . . , xn〉.
Álgebras de polinomios torcidos 3-dimensionales A. Estas álgebras están
dadas por las relaciones
yz − αzy = λ, zx− βxz = µ, xy − γyz = ν,
tales que λ, µ, ν ∈ k+kx+ky+kz, y α, β, γ ∈ k\{0}; aśı A ∼= σ(k)〈x, y, z〉. Según
[10], hay quince álgebras de polinomios torcidos 3-dimensionales no isomorfas.
El álgebra de operadores diferenciales Dq(Sq) sobre un espacios cuántico
Sq. Sea k un anillo conmutativo, y sea q = (qij) una matriz con entradas en k
∗ tal
que qii = 1 = qijqji para todo 1 ≤ i, j ≤ n. Entonces la k−álgebra Sq es generada
por los xi, 1 ≤ i ≤ n, sujeta a las siguientes relaciones
xixj = qijxjxi.
El álgebra Dq(Sq) de operadores q−diferenciales sobre Sq es definida por
∂ixj − qijxj∂i = δij para cada i, j.
Las relaciones entre los ∂i son dadas por
∂i∂j = qij∂j∂i para cada i, j.
Por lo tanto, Dq(Sq) ∼= σ(σ(k)〈x1, . . . , xn〉)〈∂1, . . . , ∂n〉.
Todos los ejemplos de extensiones PBW torcidas aqúı mencionados, aśı como muchos otros,





Definición 5.1.1 (Anillo de polinomios cuánticos torcidos). Sea R un anillo con una
matriz fija de parámetros q := (qij) ∈Mn(R), n ≥ 2, tal que qii = 1 = qijqji = qjiqij para cada
1 ≤ i, j ≤ n, y supóngase también un sistema de automorfismos de R, σ1, . . . , σn. El anillo
de polinomios cuánticos torcidos sobre R, notado por Oq,σ o Rq,σ[x±11 , . . . , x±1r , xr+1, . . . , xn],
es definido como sigue:
(1) R ⊆ Rq,σ[x±11 , . . . , x±1r , xr+1, . . . , xn].
(2) Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] es un R−módulo libre a izquierda con base
{xl11 · · ·xlnn : li ∈ Z para 1 ≤ i ≤ r y li ∈ N para r + 1 ≤ i ≤ n}.
(3) Los elementos x1, . . . , xn satisfacen las siguientes relaciones
xix
−1
i = 1 = x
−1
i xi, 1 ≤ i ≤ r, (5-1)
xixj = qijxjxi, 1 ≤ i, j ≤ n, (5-2)
xir = σi(r)xi, r ∈ R, 1 ≤ i ≤ n. (5-3)
Los anillos de polinomios cuánticos torcidos introducidos por Lezama son una generalización
de los anillos de polinomios cuánticos trabajados por Artamonov (véase [3]), ya que en la
definición 5.1.1 se asume que R puede ser un anillo cualquiera, mientras que en [3] se supone
que el anillo de coeficientes R es por lo menos un anillo de división.
Cuando todos los automorfismos son triviales, escribimos Rq[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn], y
este anillo es llamado el anillo de polinomios cuánticos sobre R. Si R = k es un campo,
entonces kq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] es el álgebra de polinomios cuánticos. Para los au-
tomorfismos triviales obtenemos el álgebra de polinomios cuánticos simplemente notada por




1 , . . . , x
±1
r , xr+1, . . . , xn] puede ser visto como una localización de una extensión PBW
torcida. En efecto, tenemos una extensión PBW torcida cuasi-conmutativa biyectiva
A := σ(R)〈x1, . . . , xn〉, (5-4)
con xir = σi(r)xi y xjxi = qjixixj, 1 ≤ i, j ≤ n; si tomamos S := {rxl : r ∈ R∗, xl ∈
Mon{x1, . . . , xr}}, entonces S es un subconjunto multiplicativo de A y
S−1A ∼= Rq,σ[x±11 , . . . , x±1r , xr+1, . . . , xn] ∼= AS−1. (5-5)
Cuando r = 0, Rq,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] = Rq,σ[x1, . . . , xr, xr+1, . . . , xn] es el espacio
cuántico torcido n−multiparamétrico sobreR, y cuando r = n, este coincide conRq,σ[x±11 , . . . , x±1n ],
es decir, con el toro cuántico torcido n−multiparamétrico sobre R (véase [10] y [9]).
5.2. Reglas de multiplicación.
Cuando R es un anillo arbitrario, es claro que el conjunto de elementos invertibles R∗ de R
es un grupo multiplicativo. Definimos N como el subgrupo multiplicativo de R∗ generado
por el grupo derivado [R∗, R∗] de R∗ y los elementos de la forma z−1σi(z) para z ∈ R∗ y
i = 1, . . . , n. Notamos además que este subgrupo es normal en R∗ y R∗/N es un grupo
abeliano.
La normalidad de N en R∗ puede demostrarse usando el teorema de correspondencia, en
efecto, sabemos que existe una correspondencia biuńıvoca entre los subgrupos normales de
R∗ que contienen a [R∗, R∗] y los subgrupos normales de R∗/[R∗, R∗] (que es abeliano), por
lo cual N/[R∗, R∗] es normal en R∗/[R∗, R∗] y aśı N es normal en R∗.
Comentario 5.2.1. Si a, b ∈ R∗ entonces a · b = b · a · u, para algún u ∈ N . En efecto,
considerando la imagen de a · b en R∗/N , tenemos que a · b = b · a mód(N), por lo tanto
a · b = b · a · u, para algún u ∈ N .
Algunas propiedades que se pueden deducir para Oq,σ son las siguientes:
Proposición 5.2.2. Si Oq,σ es un anillo de polinomios cuánticos torcidos sobre R, entonces













j xi para 1 ≤ i ≤ n y 1 ≤ j ≤ r.





−1 · · · σn−1i (z)−1σni (z) para todo n ∈ N y z ∈ R∗, lo
cual además implica que σni (z) = z · d donde d ∈ N .
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−1σ−n+2i (z) · · ·σ−1i (z)−1σ−1i (z)z−1z para































ij · u)xsjxti, para algún u ∈ N , y para todo t ∈ N, s ∈ Z.
(10) (xt11 · · ·xtnn )(x
l1





ji ) · u · x
t1+s1
1 · · ·xtn+snn , para algún u ∈ N.
Demostración. (1) Si 1 ≤ i ≤ r y r ∈ R, tenemos que rxi = xiσ−1i (r), luego x−1i rxi =
σ−1i (r), lo cual quiere decir, x
−1





(2) Sabemos que xixj = qijxjxi, por lo cual, xjxi = q
−1




















(3) Como z es invertible y σi ∈ Aut(R), entonces σni (z) ∈ R∗, para todo n ∈ Z. Luego es
evidente que





−1 · · ·σn−1i (z)−1σni (z),
para todo n ∈ N y z ∈ R∗. Finalmente, si z ∈ R∗, z−1σi(z) ∈ N , por lo cual σni (z) = z·u,
para algún u ∈ N .
(4) Realizando el mismo análisis que en (3), tenemos








−1σ−n+2i (z) · · ·σ−1i (z)−1σ−1i (z)z−1z,
para cada n ∈ N y z ∈ R∗. Por otro lado, observemos que σ−1i (z)z−1 ∈ N para todo
z ∈ R∗. En efecto, tomando w = σ−1i (z), se tiene que z = σi(w), y aśı σ−1i (z)z−1 =
wσi(w)
−1 ∈ N . Por lo tanto, σ−ni (z) = u′ · z para algún u′ ∈ N . Dado que N es normal
en R∗, existe u ∈ N tal que σ−ni (z) = z · u.
(5) Realicemos la demostración usando inducción sobre u. Si u = 1, entonces xixj =
q1ijxjxi = qijxjxi.
Supongamos que la proposición es cierta para u = n− 1, veamos que también es cierta








j (qij) · · ·σn−2j (qij)xn−1j xixj,






j (qij) · · ·σn−2j (qij)xn−1j qijxjxi.





j (qij) · · ·σn−2j (qij)σn−1i (qij)xnj xi.
(6) Realicemos la demostración usando inducción sobre u. Si u = 1, tenemos (2).






























Supongamos que la proposición es cierta para u = n− 1, veamos que también es cierta




























ij ) · · ·σ−n+1j (q−1ij )σ−nj (q−1ij )x−nj xi.
(7) Usando (3) y (4), tenemos que
xix
n
j = qij · (qij · u1)(qij · u2) · · · (qij · un−1)xnj xi,
para n ≥ 0 y ui ∈ N . Como qij ∈ R∗ y N ⊆ R∗, podemos considerar la imagen de
qij ·(qij ·u1)(qij ·u2) · · · (qij ·un−1) en R∗/N , y dada la conmutatividad de R∗/N tenemos
que
qij · (qij · u1)(qij · u2) · · · (qij · un−1) ≡ qnij mód(N).




ij · u)xnj xi para algún u ∈ N . La demostración para el caso
en que n ≤ 0 es similar. Note además que para realizar la demostración también es
posible aplicar la propiedad de normalidad de N .

































′) · · ·σi(qsiju′)(qsiju′)xsjxti,
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para algún u ∈ N .

















ij · u)x−ti xsj ,





























para algún u′′ ∈ N .










para todo s, t ∈ Z y algún u ∈ N .
(10) Finalmente, es claro que usando los resultados anteriores podemos deducir que
(xt11 x
t2













2 · · ·xtn+snn ,
donde u ∈ N .
♦X
Definición 5.2.3. El anillo de polinomios cuánticos torcidos Oq,σ de R, se dirá genérico o
general si los multiparámetros qij, 1 ≤ i < j ≤ n, son independientes en R∗/N .
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5.3. Automorfismos para anillos de polinomios cuánticos
torcidos.
Entendemos End(Oq,σ) como los endomorfismos del anilloOq,σ que dejan fijo los elementos de
R y, Aut(Oq,σ) ⊆ End(Oq,σ) es el conjunto de elementos invertibles de End(Oq,σ). Entonces,
podemos decir que cada λ ∈ End(Oq,σ) es además un R−homomorfismo a izquierda de Oq,σ.
Teorema 5.3.1. Sean O := Oq,σ el anillo de polinomios cuánticos torcidos genérico del
anillo R con r = 0, n ≥ 3 y λ ∈ End(O). Si para cada 1 ≤ i ≤ n, λ(xi) 6= 0, y el coeficiente
principal es invertible, entonces λ es un automorfismo.
Demostración. Consecuencia directa del corolario 4.3.3, ya que O puede considerarse como
una extensión cuasi-conmutativa biyectiva de R. ♦X
Teorema 5.3.2. Supóngase que γ ∈ End(O) y se cumple:
(1) para cada γ(xi) 6= 0 el coeficiente principal y el más pequeño son invertibles y,
(2) existen al menos tres ı́ndices distintos 1 ≤ i, j, t ≤ n tal que γ(xi), γ(xj), γ(xt) 6= 0.
Entonces existen elementos γ1, . . . , γn ∈ R y un entero ε = ±1 tal que γ1, . . . , γr 6= 0, y
γ(xw) = γwx
ε
w, w = 1, 2, . . . , n. (5-8)
Demostración. Seguiremos el esquema de la demostración del teorema 3.2.3.
Consideremos el orden lexicográfico sobre el conjunto de ı́ndices Zn y sobre el conjunto de
monomios en x1, . . . , xn. Sea γ ∈ End(Oq,σ) y note por ai, i = 1, . . . , n, el término más
pequeño (el término principal) de γ(xi).
Supongase que γ(xi), γ(xj) 6= 0. Observe que el termino mas pequeño (el principal) de un
producto de polinomios no nulos en Oq,σ es igual a el producto de los términos mas pequeños
(el principal) de cada factor. Por otro lado, (5-2) en la definición 5.1.1 implica que
aiaj = qijajai. (5-9)
Supongamos que ai = βx
l1
1 · · ·xlnn y aj = ξx
t1
1 · · ·xtnn , donde β, ξ ∈ R∗.Aśı
(βxl11 · · ·xlnn )(ξx
t1
1 · · ·xtnn ) = qij(ξx
t1
1 · · ·xtnn )(βx
l1
1 · · ·xlnn ).










′xl1+t11 · · ·xln+tnn , (5-10)
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Supongamos que i > j. Ya que las imágenes de qrs, n ≥ r > s ≥ 1, son independientes en
R∗/N , para r 6= s
lrts = δriδsj + trls. (5-12)
Si lp 6= 0 y p 6= i, j, para cada ı́ndice q 6= p
lptq − lqtp = 0, (5-13)
y por tanto tq = tplql
−1
p . En particular
ti = tplil
−1




litj − ljti = litpljl−1p − ljtplil−1p = 0, (5-15)
lo que contradice (5-12). Aśı lp = 0 para todo p 6= i, j. Similarmente, podemos probar que











donde titj − ljti = 1.
Por hipótesis existe una tercera variable xu tal que γ(xu) 6= 0. El argumento anterior aplicado










con δ ∈ D∗.
Finalmente ri = rj = 0, que es au = δx
ru
u . Similarmente ai = βx
li
i , aj = ξx
tj
j con litj = 1, y
por tanto, li = tj = ε = ±1.
Aplicando el mismo argumento al término principal de γ(xi) obtenemos un resultado similar
para algún ε′ = ±1 para el término principal. Si ε = ε′ el teorema está probado.
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Supongamos que r = 0, entonces en este caso ε = ε′ = 1 para todo γ(xi) 6= 0, con lo cual el
término principal y el más pequeño son iguales.










i · · ·xmin(s)n + γ′′i xi, (5-18)
donde γ′′i (s) ∈ R, γ′i, γ′′i ∈ R∗ y la suma se hace sobre algunos de los ı́ndices
(mi1(s), . . . ,min(s)) ∈ Zn, (5-19)
tales que
(0, . . . , 0,
i︷︸︸︷
−1 , 0, . . . , 0) < (mi1(s), . . . ,min(s)) < (0, . . . , 0,
i︷︸︸︷
1 , 0, . . . , 0). (5-20)
Como γ′i y γ
′′
i son invertibles, entonces γ(xi) no es invertible, lo que es una contradicción.
Por lo tanto, ε = ε′.
♦X
Corolario 5.3.3. Si γ(xr+1), . . . , γ(xn) 6= 0, en la situación del teorema 5.3.2, entonces
γ es un automorfismo de O. En particular cualquier endomorfismo inyectivo de O es un
automorfismo.
5.4. Automorfismos para el anillo de polinomios cuánticos
torcidos sobre un dominio de Ore.
Lema 5.4.1 ([5]). Sea S un conjunto multiplicativo de R, tal que S−1R existe. Entonces,
dados s1, . . . , sn ∈ S, existen r1, . . . , rn ∈ R, tales que r1s1 = r2s2 = · · · = rnsn ∈ S, es
decir, Rs1 ∩ · · · ∩Rsn 6= 0.
Corolario 5.4.2. Sea S un conjunto multiplicativo de R, tal que S−1R existe. Dados s1, . . . , sn ∈
S y r1, . . . , rn ∈ R, existen s ∈ S y b1, . . . , bn ∈ R, tales que sri = bisi para i = 1, . . . , n.
Demostración. Aplicando la condición de Ore a ri y si para i = 1, . . . , n, existen ci ∈ R y
s′i ∈ S, tales que, cisi = s′iri para cada i = 1, . . . , n.




iri, i = 1, . . . , n. (5-21)
tomando bi := aici, tenemos que bisi = sri para i = 1, . . . , n.
♦X
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Proposición 5.4.3. Sea R un anillo y S ⊆ R un sistema multiplicativo. Si Q := S−1R
existe, entonces cada conjunto finito {q1, q2, . . . , qn} de elementos de Q posee un común
denominador, es decir, existen r1, . . . , rn ∈ R y s ∈ S tal que qi = ris para cada i = 1, . . . n.
Demostración. véase [5]. ♦X
De aqúı en adelante, R se considera un dominio de Ore a izquierda y el sistema multiplicativo
sobre el cual trabajaremos será S := R \ {0}.
Consideremos Oq,σ := Rq,σ[x±11 , . . . , x±1r , xr+1, . . . , xn] y S := R\{0}, donde R es un dominio
de Ore, queremos ver que
S−1Oq,σ ∼= (S−1R)q,σ[x±11 , . . . , x±1r , xr+1, . . . , xn], (5-22)
donde σi : S
−1R −→ S−1R, se obtiene extendiendo σi usando propiedad universal para
S−1R. En efecto, sea ψ : R −→ S−1R, con ψ(r) = r
1
, tenemos que ψ es inyectiva ya que R
es un dominio, por lo tanto ψσi es inyectiva, y ψσi(S) ⊆ (RS−1)∗. Luego existe un único












Por otro lado, como ψσi es inyectivo, entonces σi es inyectivo. Veamos entonces que es tam-




∈ S−1R, dado que σi es un automorfismo, existen a′ ∈ R y s′ ∈ S, tal que
σi(a
′) = a y σi(s
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por lo tanto, σi es un homomorfismo de anillos sobreyectivo.
Como Rq,σ[x1, . . . , xn] existe, visto como anillo de polinomios iterados de tipo endomorfismo,
(S−1R)q,σ[x1, . . . , xn] también existe, según el teorema 4.4.5. Por lo tanto,
(S−1R)q,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn]
existe, usando la caracterización para anillos de polinomios cuánticos torcidos mediante lo-
calización (véase [9]).
Veamos que S−1Oq,σ también existe.
(1) Si f = at1x
t1 + · · ·+ atnxtn ∈ Oq,σ, y f · s = 0 para algún s ∈ S, entonces
f · s = at1σt1(s)xt1 + ·+ atnσtn(s)xtn
= 0, (5-25)
luego, se tiene que atiσ
ti(s) = 0. Como σi son automorfismos, σ
ti(s) 6= 0 y por tanto
ati = 0 para cada 1 ≤ i ≤ n. Es decir, f = 0 y s · f = 0.
(2) Sea f ∈ Oq,σ y s ∈ S. Existen r ∈ S y bti ∈ R tales que r · ati = bti · σti(s) para
i = 1, . . . , n.
Tomando g = bt1x
t1 + · · ·+ btnxtn , se tiene que
g · s = (bt1xt1 + · · · btnxtn)s
= bt1x
t1s+ · · · btnxtns
= bt1σ
t1(s)xt1 + · · ·+ btnσtn(s)xtn
= r · at1xt1 + ·+ r · atnxtn
= r(at1x
t1 + · · ·+ atnxtn)
= r · f. (5-26)
Aśı, S y Oq,σ satisface la condición de Ore a izquierda.
De (1) y (2), concluimos que S−1Oq,σ existe. Para ver el isomorfismo deseado, veamos que
(S−1R)q,σ[x
±1
1 , . . . , x
±1
r , xr+1, . . . , xn] satisface las condiciones en la definición de anillo de
fracciones a izquierda respecto a S (véase [8]).
(1) Consideremos la función






Veamos que ϕ es un homomorfismo de anillos.













































b) Para ver que ϕ es multiplicativa, es suficiente ver esta propiedad para los mono-
mios axi y bxj.











































Dada la aditividad de ϕ y la forma de representar los elementos de Oq,σ, se tiene
la propiedad deseada.
(2) Si r ∈ R \ {0}, entonces ϕ(r) = r
1
∈ (S−1Rq,σ[x±11 , . . . , x±1r , xr+1, . . . , xn])∗, es decir,
ϕ(S) ⊆ (S−1Rq,σ[x±11 , . . . , x±1r , xr+1, . . . , xn])∗.
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(3) Si f =
∑
atx




xt = 0. Usando la representación única
de los elementos de Oq,σ, concluimos que at1 = 0 para cada t ∈ Z
r × Nn−r. Como R es
un dominio concluimos que at = 0, y por tanto, f = 0.
Suponiendo que ϕ(f) = 0, tenemos que 1 ∈ R \ {0} = S y 1 · f = 0. Rećıprocamente,
si existe s ∈ S tal que s · f = 0, concluimos que f = 0, y por tanto, ϕ(f) = 0. Aśı,
la propiedad (3) para una anillo de fracciones sobre un sistema multiplicativo S se
satisface. Observemos además, que ϕ es inyectivo.
(4) Sea f = a1
s1
xt1 + · · · + an
sn
xtn , con ai ∈ R y si ∈ S para cada i = 1, . . . , n. Según la
proposición 5.4.3, existen s ∈ S y b1, . . . , bn ∈ R tal que aisi =
bi
s
























t1 + · · ·+ bnxtn). (5-31)
Luego, cada elemento f de Oq,σ := S−1Rq,σ[x±11 , . . . , x±1r , xr+1, . . . , xn] puede escribirse
como f = ϕ(s)−1ϕ(g), para algún s ∈ S y g ∈ Oq,σ.
Concluimos entonces que S−1Oq,σ existe y, S−1Oq,σ ∼= Oq,σ como deseábamos.
Para ver la demostración del siguiente resultado, observemos como se extienden los endo-
morfismos λ ∈ End(Oq,σ) a λ ∈ End(Oq,σ).







Demostración. Consideremos el homomorfismo ϕλ : Oq,σ −→ Oq,σ, el cual satisface ϕλ(S) ⊆






































En los siguientes resultados supondremos que S−1Oq,σ es un anillo de polinomios cuánticos
torcidos genérico.
Teorema 5.4.5. Sea Oq,σ un anillo de polinomios cuánticos torcidos genérico sobre un domi-
nio de Ore R. Si λ ∈ End(Oq,σ), y existen al menos tres ı́ndices i, j, u con λ(xi), λ(xj), λ(xu)
no nulos, entonces existen λ1, . . . , λn ∈ R tal que λ(xw) = λwxεw para w = 1, . . . , n y ε = ±1.
Demostración. Observemos en primer lugar que si λ(xi) 6= 0, entonces λ(xi) 6= 0, y por
tanto, existen al menos tres ı́ndices i, j, u, tales que λ(xi), λ(xj), λ(xu) 6= 0. En efecto,
0 6= ϕ(λ(xi)) = λ(ϕ(xi)) = λ(xi). Además, de acuerdo a las hipótesis, Oq,σ es un anillo
de polinomios cuánticos torcidos genérico sobre un anillo de división S−1R. Luego existen
λ1, . . . , λn ∈ S−1R, tales que, λ(xw) = λwxεw para w = 1, . . . , n y ε = ±1 (usando 5.3.2).







xt = ϕ(λ(xi)) = λ(ϕ(xi)) = λ(xi) = λix
ε
i .
Dada la representación única de los elementos deOq,σ, at1 = 0 si t 6= (0, 0, . . . ,
i︷︸︸︷




. Por lo tanto, at = 0 si t 6= i, es decir, λ(xi) = aixεi .
Aśı, podemos concluir que
λ(xw) = λwx
ε
w, i = 1, . . . , n, (5-34)
para λ1, . . . , λn ∈ R y ε = ±1. ♦X
Corolario 5.4.6. Si Oq,σ es como en el teorema 5.4.5, y λ ∈ Aut(Oq,σ). Entonces, existen




para w = 1, . . . , n y ε = ±1.
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5.5. Ejemplos y consideraciones.
Es importante mencionar que el anillo de polinomios cuánticos torcidos en la definición 5.1.1,
puede entenderse como una extensión PBW torcida quasi-conmutativa biyectiva sobre el
anillo de polinomios torcidos de Laurent B := R[x±11 ; θ1] · · · [x±1r ; θr] (véase [5]), donde
θi(xj) = qijxj para j < i,
θi(r) = σi(r) para cada r ∈ R.
Por lo cual, los resultados obtenidos en el caṕıtulo 4 pueden aplicarse directamente a anillos
de polinomios cuánticos torcidos bajo las consideraciones anteriores (cuando sea posible).
Sin embargo, la importancia del caṕıtulo 5 radica en los siguientes hechos:
(1) Como linea de trabajo, nos hab́ıamos plantado el seguir las ideas que presenta Artamo-
nov en sus art́ıculos, los cuales consisten esencialmente en la manipulación del anillo
de coeficientes, y en las propiedades que pueden extraerse de él.
(2) Al considerar Oq,σ con coeficientes en B, las reglas de conmutación estaŕıan definidas
sobre B∗, que incluye a xi para i = 1, . . . r, por lo cual, los elementos u ∈ N podŕıan
ser monomios en las variables invertibles, los cuales no son invariantes bajo la acción
de los endomorfismos que consideramos en este trabajo.
(3) Al considerar Oq,σ como un anillo de polinomios cuánticos torcidos genérico sobre R,
es posible que el mismo anillo no sea genérico sobre B. En efecto, si Oq,σ es visto como
una extensión PBW torcida sobre B, entonces x−1i σj(xi) = σ
−1
i (qji) ∈ N(B) (N(B)
representa el subgrupo normal de B∗ considerado para las reglas de multiplicación en
este caso), lo cual nos dice que qji ∈ N(B) si i < r. Por lo tanto, la extensión no seŕıa
genérica sobre B.
Ejemplo 5.5.1. Todos los resultados obtenidos en este caṕıtulo pueden aplicarse a cualquier
anillo de polinomios cuánticos genérico Λ, como por ejemplo a la R−álgebra considerada en
el ejemplo 3.2.5.
Finalmente, Al igual que algunos resultados similares del caṕıtulo anterior, el Corolario 5.3.3
también nos recuerda en cierta forma, la conjetura de Dixmier.
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