Within the parallel genetic algorithm framework, there currently exists a growing dichotomy between coarse-pain and fine-grain parallel architectures. This paper attempts to characterize the need for fine-grain parallelism. and to introduce and compare three models of fine-grain parallel genetic algorithms (GAS). The performance of the three models is examined on seventeen test problems and is compared to the performance of a coarse-grain parailel GA. Preliminary results indicate that the massive distribution of the fine-grain parallel GA and the modified population topology yield improvements in speed and in the number of evaluations required to find global optima.
INTRODUCTION
Since Holland's pioneering work [Holland. 19751 , there have been many variauons of the simple genetic algorithm. The development of genetic algorithms has been driven by the goal of maintaining the balance of diverse sampling and efficient focusing. With regards to parallelism, there have been two stages of development beyond the genetic algorithms (GAS) proposed by Holland. The first is the coarse-grain parallel genetic algorithm. in which several large populations are evolved in parallel with very little interaction. The second stage is the finegrain parallel genetic algorithm, in which numerous small. constantly interacting populations are evolved in parallel.
The Motivation Behind Parallelism
Explained simply, a parallel genetic algorithm (@A) divides a singie large population into smaller subpopulations. Each ot the subpopulations runs a separate genetic algorithm either independently or with limited interactions with other subpopulations. One motivation for this division is the potential increase in speed through the assignment of each processor. of a multi-processor system, to evolve a single population. However, a more interesting motivation stems from the observation that, after some period of evolution. the majority of the chromosomes in a single population will become very similar. Genetic diversity will be lost, and recombination thereafter may not be productive. One method of addressing this problem is to evolve subpopulations independently. As GAS are randomized algorithms. independent evolutions are likely to explore different portions of the search space. If the functions to be optimized for each subpopulation are the same, each subpopulation should reveal closely competitive. yet unique results.
The amount of interaction between subpopulations can be a critical factor in determining a pGA's effectiveness. Eliminating interaction between subpopulations effectively makes dividing a larger population similar to performing several GA runs with smaller populations. With too much interaction, the benefits of subpopulations are lost. Good chromosomes from one subpopulation quickly spread to other subpopulations, and the evolutions no longer remain independent. Cohoon et a1 suggest that members of subpopulations be swapped after the subpopulations begin to reach equilibrium [Cohoon, 19881 . The results of Whitley and Starkweather. Tanese, and Grosso. also support limited interactions [Whitley & Starkweather, 19901 [Tanese, 19891 [Grosso, 1985) .
Although some of the pGAs differ in many parameter settings, PVhitley & Starkweather. 1990) [Pettey, 19893 [Cohoon. 19881 , several important factors remain consistent in the majority of them: they evolve a relatively small number of subpopulations. and each subpopulation contains 3 large number of chromosomes. The pGAs described to this point are referred to as coarse-grain parallel genetic algorithms (cgpGAs). One of the drawbacks of cgpGAs is that after a subpopulation converges to an equilibrium state, the introduction of new material may not be effective. The new material may not be incorporated because of its incompatibility with the existing information. A reason for incompatibility may be as simple as two subpopulations may evolve answers to opposite sides of a large hamming cliff, or in more general terms. that two subpopulations may find good solutions which. when combined, reveal a worse solution.
Massive Parallelism
Massive Parallelism in genetic algorithms has been used in at least two different contexts. In the first context. parallelism refers to the machine architecture on which the GA is run. Parallelism is employed to achieve a gain in speed. and to allow much larger population sizes to be evolved in reasonable amounts of time [Forrest & Perelson. 901. The second context, and the one explored throughout the remainder of this paper. is one in which numerous small, constantly interacting subpopulations are evolved in parallel. with localized mating rules. Another related application of massive parallelism can be found in [Hillis. 19901. Hillis used a massively parallel architecture to co-evolve parasites with chromosomes.
Fine-grain parallel genetic algorithms (fgpGAs) addressed some of the problems found in cgpGAs. One way to conceptualize the modified form of parallelism is to view the populations as overlapping, with a portion of the constituenrs of one population also being constituents of one or more other subpopulations. In an analogous manner to biological natural selection. in which a population is typically composed of relatively independent subpopulations which interact, recombination occurs between two chromosomes from within localized neighborhoods [Davidor, 1991] [Spiessens & Manderick. 1991 1 [hluhlenbein. 19891 [Schleuter. 19901 . The constant interaction between subpopulations helps to alleviate the problems o t recombining incompatible solutions. It is difficult for a subpopulation to exist in a state of equilibrium until all of its neighboring subpopulations reach equilibrium.
A potential drawback of the fgpGA architecture is that local optima can quickly spread through the entire population. Since there is constant swapping between subpopulations. the possibility of independent evolutions may be hindered. Further. because the size of subpopulations is small. the schemata represented in strong local optima can quickly dominate all of the genetic information in individual subpopulations. In practice. this problem is partially overcome by limiting the amount of swapping between subpopulations. Another factor which can reduce the detrimental effects of constant swapping is the large number of subpopulations. Subpopulations which are a large distance apart may evolve unique chromosomes in a manner similar to cgpGAs. This has been termed isolation by distance (Collins & Jefferson, 19911 . In the next section. three f p G A structures are examined which vary with respect to how swapping between subpopulations is implemented. The effects of the speed of information flow, which is dependent upon the amount of interaction between subpopulations. will be discussed through the remainder of this paper.
THREE FINE-GRALV PARALLEL GA TOPOLOGIES
Using the fine-grain parallel subpopulation structure, three topologies were examined. The nrst implementation uses a circularly linked linear ordering of subpopulations. Each subpopulation evolves only 2 chromosomes per generation. These 2 chromosomes are chosen from a group of 10 chromosomes. The group of 10 is comprised of 1 chromosome from each of the four immediate left and 1 chromosome from each of the four immediate right subpopulations, and the 2 chromosomes which were evolved in the subpopulation during the previous generation. See Figure l . Each chromosome selected from the neighbors is chosen rundomfy from the two evolved at each neighbor. The fitness of every chromosome is calculated relative to the other chromosomes in the group of 10.
Two chromosomes from the SCK of IO are probabilistically chosen for recombination. based upon their relative fitness. The other 8 chromosomes are discarded. In the subsequent generation. the two "children" chromosomes produced (through crossover and mutation of the selected parents) are avai!able for recombination, either by the subpopulation on
The second imprc: utation uses a two dimensional toroidal array of subpopulations. As in the previous implementation. each of the subpopulations evolve 2 chromosomes which are chosen from a grceip of IO. The 8 immediate neighboring subpopulations donate to the group of 10. See Figure 2 . The rcmainder of the procedure is completed in the same manner as described above.
.+ they are located, or by its neighbors. Figure 4 gives a pictorial example of how the genetic information flows through the series of GAS. Unlike the first implementation, the immediate right subpopulations are not used. Since there are 4 remaining positions in the group of 10, they are filled with 2 copiks of each of the chromosomes evolved in the previous generation. This structure includes only 6 neighbors to examine the effects of reducing the spread rate of chromosomes and introducing a bias to the chromosomes evolved within each subpopulation. After the selection of 10 chromosomes. the fgpGA proceeds in the same manner as described earlier. This model was chosen because it allows a faster spread of chromosomes than the Figurc 4: Making the large assumption that the best chromosome is not lost during crossover or mutation, the above diagram depicts how the best chromosome could spread through the populations, using fgpGA configuration #3. In generation a+5, a new best chromosome is found. The connections shown are the subpopulations from which a chromosome is included. These connections do not change through the run of the GA. Each subpopulation has similar connections to those shown.
first implementation, and a slower rate than the second implementation .
Making the large assumption that the best chromosomes are not lost during crossover or mutation, the maximum spread rate of a good chromosome varies per implementation. In arrangement #I, the linear ordering, assuming 4096 subpopulations, the lower bound on the number of generations for all of the subpopulations to see the best chromosome is 5 12-1, or 5 11 generations. In arrangement #2, the toroid, the minimum number of generations to get from any subpopulation to the furthest away, is half the diagonal of the square. Assuming a 64 * 64 toroid. within approximately 3 1 (32-1 ) generations, the chromosome could be in all of the subpopulations. Using arrangement #3, a compromise between the first two with regard to speed, the number of generations is approximately 455. All of the -1 factors arise since in the first generation a good chromosome is found. it can be included in its neighbors selection of 10 chromosomes. These estimates are only the lower bound of the spread of the best chromosome. The chromosomes will not generally spread this fast. For these speeds to be achieved, the chromosome must be reselected for recombination at each generation. and none of the valuable schemata can be destroyed by crossover and mutation. Further, this also assumes that no better chromosomes are iound before full spreading. In the experiments performed. the chromosome in the neighboring subpopulations was selected randomly from the two which were evolved in the neighbor. However, always selecting the best, or using a probabilistic scheme of selection may also work well. Another topology, termed the "ladder" population structure, has been explored by Muhlenbein and Schleuter. [Muhlenbein, 19891 [Schleuter. 1990) .
PERFORMANCE of fgpGAs A N D cgpGAs

Description of Algorithms Compand
Four algorithms were tested, the three implementations oi fgpGAs described in the previous section. each with 4096
subpopulations, and a 40 subpopulation cgpGA described in &us section [Baluja, 1993) . All used a constant 1'3 mutation rate and two point crossover. The evolution was generational. and crossover took place with each set of parents. An alternative to the generational model, the steady state model, is explored in [Whitley & Starkweather, 19901 . All algorithms also used a modest form of elitist selection, in which the single best chromosome in generation a replaced the worst chromosome in generation a + 1. Elitist selection was performed within each subpop dation. In the fgpGAs. the best chromosome was selected from each group of 10 chromosomes. and replaced the worst chromosome from the group of 10 in the next generation. Elitist selection does not ensure that a particular chromosome will be selected for recombination. only that it will be a candidate for selection.
The cgpGA was very loosely based upon the cgpGA described in [Whitley & Starkweather. 19901. Forty subpopulations were evolved. Each subpopulation contained 100 chromosomes. for a total of 4000 chromosomes evaluated simultaneously. Assuming a circular ordering of subpopulations, after every 100 generations. the best chromosome from each subpopulation migrated to a subpopulation e subpopulations away, where e is defined to be the number of generations divided by 100 that have passed.
Because the population was a set size. the migrating chromosome replaced the worst chromosome in the target subpopulation.
In an attempt to efficiently map these algorithms onto the hardware architecture on which these test were attempted.
the MasPar MP-I. the fgpGA evaluated 8192 chromosomes per generation. while the cgpGA evaluated only 3Ooo. Both the fully deceptive and partially deceptive problems were attempted using two orderings of bits. The first encoding is block encoding: the placement of the 4 bits which comprise a subproblem are located next to each other. For example, the first subproblem has bits in position 1,2.3.4. The second encoding is interleaved: the bits in each subproblem are uniformly spread throughout the chromosome. For example, the first subproblem has bits in positions 1, 1 1,2 1.3 1. Using two point crossover. the first encoding is easier for the GA to solve than the second.
The Problems Attempted
The Gap Problem: This is a maximization problem [Liepins & Baluja. 1991) Table 2 shows the results of the 17 test problems: they are the average of 10 runs per problem for each algorithm. One of the difficulties inherent in comparing parallel genetic algorithms with each other. and with traditional GAS. is choosing the best criteria [Baluja. 19931 . Criteria which measure performance of the GA by the nmess of the best individual through the run of the algorithm are biased in favor of larger parallel GAS. If the number of evaluations performed is chosen as the criterion. parallel GAS often do not perform well. as parallel GAS may perform a lot of repetitive search. However, the quality of solutions evolved by pGAs have been shown empirically to be better than single population GAS in a variety of problems [Petty, 1989] [Tanese. 19891. The measure used in this study is the number of generations to find the optimal solution and the number of evaluations per generation. However. using the optimal solution as a stopping criterion raises another issue: GAS find regions of good performance very quickly; the majority of the time is spent locating relatively small improvements in search of the optimal solution. For example, when the evaluation curves of DeJong f4 are examined. it is clear that the vast majority of the time between generations 200-700. is spent A number in parentheses indicates that the optimal solution was only found the specified number of times, out of 10. The fgpGA was allowed 1400 generations, the cgpGA was allowed 3000. [Baluja, 19931. for selection in their respective groups of 10. This does not imply that all the chromosomes are exactly the same. nor does it imply that they will be chosen for recombination. The sudden drops of the number of populations, in Figure  7 , represent generations in which a better chromosome was found. The actual spread rate does not match the fastest possible spread rates mentioned in section 2. Although a good chromosome can be immediately accessed by its neighbors as soon as it is found. for more than the immediate neighbors to incorporate the chromosome, it must again be selected for recombination. Further. if it is selected. valuable schemata must not be destroyed by crossover or mutation operators. Although the populations which surround the immediate neighbors will incorporate the children chromosomes into their population. for them to spread the chromosome funher, they must also select the children chromosomes for recombination. However, the evaluation of the children chromosomes may not be as good as the original chromosome. Further, if the crossover and mutation operations have destroyed valuable schemata, the children produced may not be preserved by elitist selection.
Results & Discusion
The different success rates of the fgpGAs on the Deceptive -Order 4 problem and the Gap(25) problem for the three fgpGAs illustrate the significant role subpopulation interaction has in performing successful search. It is interesting to note that in both of these problems, the cgpGA and the fgpGA (implementation 2) did the best; the other two implementations of the fgpGA did poorly. A possible explanation is that the structure of these problems benefits from larger population sizes. Since the fgpGA-2 has the fastest spread rate. it simulates a larger population more closely than the other implementations. One of the immediate! plans for future research is to examine the performance on these two problems in greater detail.
The parameters in the cgpGA and fgpGA were not tuned per problem. It is suspected that with a little tuning. both types of GAS could significantly improve performance. However. to measure the ability of the algorithms to perform on a variety of problems without parameter tuning, the parameters were held constant throughout all of the test runs.
F'UlTXEDIRECTIONS
To evaluate fine-grain parallelism in more detail, both harder problems and different population topologies should be explored.
Test Problems
The test problems attempted in this study comprise a fairly standard test suite of problems which aid in quantifying the effectiveness of GA models. However, many of these problems were designed to test the abilities of single population GAS. and do not reveal the potential of parallel GAS. For future testing of the fgpGA topologies. both harder problems and multi-objective problems should be attempted.
One of the harder problems tested should be the Traveling Salesperson Problem. This would help quantify the differences in performance of this system and the systems developed by Muhlenbein and Schleuter. [Muhlenbein.19891 [Schleuter. 19901 Parallel G.b lend themselves to multi-objective optimization problems. The evaluation criterion of each population can reflect different objectives. When members of separate subpopulations are mixed, the children produced may be strong u i t h respect to more than a single objective. Multi-objective problems have been explored in variants of cgpGAs by [Husbands. 19911 and (Cohoon, 19881 . Fine-grain parallel GAS also offer the ability to perform multi-objective optimization. It will be very interesting to see how the placement of objectives in subpopulations affects the abilities of the GAS. For example, all of the subpopularions with one objective could be placed close to each other. so that 'inner' subpopulations are sumunded only by others which have the same objective. Alternatively, the objectives could be assigned to the subpopulations in XI interleaved manner. The formation and assimilation of niches will certainly play an integral role in the abilities of the GA to successfully optimize each of the objectives. Niche formation has been studied-in massively paraiiel architectures by [Davidor, 19911. 
Subpopulation Interaction
The rnassi\ e distribution of the fgpGAs allows flexibility in the design of the interactions between populations.
Three important issues which need to be resolved are: with which other subpopulations each subpopulation should intaact. what the interaction should be, and how often the interactions should occur. For the problems which were tested. the 2D m y topology worked well. This topolog~ allowed for a rapid flow of genetic information, which is desirable in easy problems as good solutions can rapidly propagate. However, for harder problems, fast flow may not be a desirable property. A slower flow may prove its worth in the cases in which independent evolutions are needtd to successfully optimize the function. Experimenting with time-varying and adaptive flows might also achieve impressive results: however, this may add another level of complexity to fgpGA design.
The three fgpGAs prcsented vary with respect to with which subpopulations may interact. The frequency and type of interactions (simply selecting one at random from the two evolved at the neighbor) have remained constant. However. the configuration used may be far from optimal. Fine-grain parallel genetic algorithms. and parallel genetic algorithms in general. still encompass a level of complexity which is not fully understood. The empirical results here are presented with the hope that they may help form insights into more rigorous model of the interactions in parallel GAS.
