Abstract. It is well known that the alternating sum n k=−n (−1) k 2n n+k r has no closed formula for r ≥ 4. However Calkin has proved that this sum is divisible by the binomial coefficient 2n n . In this paper we generalize Calkin's result in several ways. In a very special case our result implies that
Introduction
For all positive integers n and r, Calkin [2] proved that the alternating sum is divisible by 2n n by arithmetical techniques. In this paper, we shall look at this problem from a different point of view. Indeed, it is easy to computer the sum (1.1) when r = 1, 2, 3 by using the binomial theorem, Kummer's formula and Dixon's formula, respectively: For r ≥ 4, de Bruijn [1] has shown that the alternating sum (1.1) has no closed form by asymptotic techniques. However, in our recent study of finite forms of the Rogers-Ramanujan identities [6] the authors stumbled to the following binomial coefficients identities: These identities prompted us to find a general formula for (1.1) since such a formula will show evidence of Calkin's result. Indeed, as we will prove in this paper, much more is true. The following is our first generalization of Calkin's theorem. Theorem 1.1. For all positive integers n 1 , . . . , n m and n m+1 = n 1 , the alternating sum
is a nonnegative integer.
In fact we shall derive the above theorem as a limit case of its q-analogue. Recall that the q-shifted factorial is defined by
and the q-binomial coefficients are defined as
As a further generalization of Calkin's result we shall prove the following q-analogue of Theorem 1.1.
Theorem 1.2.
For all positive integers n 1 , . . . , n m , n m+1 = n 1 , and any nonnegative integer j ≤ m − 1, the alternating sum
is a polynomial in q with nonnegative integral coefficients.
Note that Calkin [2] has given a partial q-analogue of his result by considering the alternating sum
The idea of our proof of Theorem 1.2 is to derive a recurrence relation formula for (1.3). We need two famous identities in q-series. One is the q-Pfaff-Saalschütz identity [3, Appendix (II.12)]:
where 1 (q)n = 0 if n < 0, and the other one is the q-Dixon identity:
For the form (1.4), see Zeilberger [7] and Guo and Zeng [4] . For a short proof of the q-Dixon identity (1.5), see [5] . We shall prove Theorem 1.2 in the next section and derive some consequences in Section 3. In the last section we will present two attractive conjectures.
Proof of Theorem 1.2
In order to prove Theorem 1.2, we first establish the following recurrence formula.
Lemma 2.1. For every integer m ≥ 3 we have
Proof. For any integer k and nonnegative integers a 1 , . . . , a l , let
where a l+1 = a 1 . Then
We observe that for m ≥ 3, we have
and, letting n 3 → ∞ in (1.4),
Plugging these into (2.2) yields that the right-hand side of (2.2) is equal to
Setting l = r + k, then −n 1 ≤ l ≤ n 1 , but if l < 0, at least one of the indices l + k and l − k is negative for any integer k, which implies that
= 0 by convention. Therefore, exchanging the order of summation, we can write (2.3) as
Now, in the last sum making the substitution
we obtain the right-hand side of (2.1).
Proof of Theorem 1.2. Letting n 3 → ∞ in (1.5), we have
In other words,
By the q-Dixon identity (1.5),
Finally, we observe that S(n 1 , n 2 , n 3 ; 0, q) = S(n 1 , n 2 , n 3 ; 2, q −1 )q
where we have used the following property of the q-binomial coefficients:
Noticing that the q-binomial coefficients are polynomials in q with nonnegative integral coefficients, we conclude that the theorem is true for m = 3 and all 0 ≤ j ≤ 2. Now suppose that for 0 ≤ j ≤ m − 2, the expression S(n 1 , . . . , n m−1 ; j, q) is a polynomial in q with nonnegative integral coefficients. Then by the recurrence formula (2.1), so is S(n 1 , . . . , n m ; j, q) for 1 ≤ j ≤ m − 1. It remains to show that S(n 1 , . . . , n m ; 0, q) has the required property. Indeed, we have the following observation:
Noticing that the limit lim q→0 S(n 1 , . . . , n m ; 0, q) exists, we conclude from (2.6) that S(n 1 , . . . , n m ; 0, q) must be a polynomial in q with nonnegative integral coefficients. This completes the inductive step of the proof, and therefore, the whole proof.
By iterating the formula (2.1) m − 2 times and applying (2.5), we find the following interesting result. 
7)
where λ 0 = n 1 .
Corollary 2.3. For m ≥ 3, there holds
where n m+1 = n 1 = λ 0 .
Consequences of Theorem 1.2.
Letting n 1 = · · · = n m = n in Theorem 1.2, we obtain Letting n 3i−2 = l, n 3i−1 = m and n 3i−1 = n for 1 ≤ i ≤ r in Theorem 1.2, we obtain Corollary 3.3. For all positive l, m, n, r, and and nonnegative j ≤ 3r − 1, Letting m = 2r + s, n 1 = n 3 = · · · = n 2r−1 = n + 1 and let all the other n i be n in Theorem 1.1, we get It is clear that Theorems 1.2 and 1.1 can be restated in the following forms.
Theorem 3.5. For all positive integers n 1 , . . . , n m and nonnegative integer j ≤ m − 1, the alternating sum
where n m+1 = 0, is a polynomial in q with nonnegative integral coefficients. Theorem 3.6. For all positive integers n 1 , . . . , n m , the alternating sum
where n m+1 = 0, is a a nonnegative integer.
It is easy to see that, for all positive integers m and n, the expression
is an integer. Letting n 1 = · · · n r = m and n r+1 = · · · = n r+s = n in Theorem 3.6, we obtain 
In particular, we find that 
is divisible by 
where m, t ≥ 1, is divisible by 2n + 2 2n + 1
By the binomial theorem, we have
Substituting (3.4) into (3.3) and using the induction hypothesis and symmetry, we find that n k=−n (−1)
. However, replacing k by −k, one sees that n k=−n (−1)
This proves that the statement is true for |r − s| = m.
Two conjectures
Let gcd(a 1 , a 2 , . . .) denote the greatest common divisor of integers a 1 , a 2 , . . . . 
. We now define three statistics α(n), β(n) and γ(n) as follows.
• Let α(n) be the number of disconnected 2's in the sequence a 1 · · · a r . Here two nonzero a i and a j are said to be disconnected if there is at least one 0 between a i and a j .
• Let β(n) be the number of 1's in b 1 · · · b s which are not immediately followed by a 4, 5, or 6.
• Let γ(n) be the number of 1's in c 1 · · · c t which are immediately followed by one of 7, . . . , 12, or immediately followed by a number of 6's and then followed by one of 7, . . . , 12. 
