This paper compares the efficiency of various algorithms for implementing quantum resistant public key encryption scheme RLCE on 64-bit CPUs. By optimizing various algorithms for polynomial and matrix operations over finite fields, we obtained several interesting (or even surprising) results. For example, it is well known (e.g., Moenck 1976 [13]) that Karatsuba's algorithm outperforms classical polynomial multiplication algorithm from the degree 15 and above (practically, Karatsuba's algorithm only outperforms classical polynomial multiplication algorithm from the degree 35 and above ). Our experiments show that 64-bit optimized Karatsuba's algorithm will only outperform 64-bit optimized classical polynomial multiplication algorithm for polynomials of degree 115 and above over finite field GF (2 10 ). The second interesting (surprising) result shows that 64-bit optimized Chien's search algorithm ourperforms all other 64-bit optimized polynomial root finding algorithms such as BTA and FFT for polynomials of all degrees over finite field GF (2 10 ). The third interesting (surprising) result shows that 64-bit optimized Strassen matrix multiplication algorithm only outperforms 64-bit optimized classical matrix multiplication algorithm for matrices of dimension 750 and above over finite field GF (2 10 ). It should be noted that existing literatures and practices recommend Strassen matrix multiplication algorithm for matrices of dimension 40 and above. All our experiments are done on a 64-bit MacBook Pro with i7 CPU and single thread C codes. It should be noted that the reported results should be appliable to 64 or larger bits CPU architectures. For 32 or smaller bits CPUs, these results may not be applicable. The source code and library for the algorithms covered in this paper are available at http://quantumca.org/.
Introduction
This paper investigates efficient algorithms for implementing quantum resistant public key encryption scheme RLCE. Specifically, we will compare various decoding algorithms for generalized Reed-Solomon (GRS) codes: Berlekamp-Massey decoding algorithms; Berlekamp-Welch decoding algorithms; Euclidean decoding algorithms; and list decoding algorithm. The paper also compares various efficient algorithms for polynomial and matrix operations over finite fields. For example, the paper will cover Chien's search algorithm; Berlekamp trace algorithm; Forney's algorithm, Strassen algorithm, and many others. The focus of this document is to identify the optimized algorithms for implementing the RLCE encryption scheme by Wang [19, 20] on 64-bit CPUs. The experimental results for these algorithms over finite fields GF (2 10 ) and GF (2 11 ) are reported in this document. 1 
Finite fields 2.1 Representation of elements in finite fields
In this section, we present a Layman's guide to several representations of elements in a finite field GF (q). We assume that the reader is familiar with the finite field GF (p) = Z p for a prime number p and we concentrate on the construction of finite fields GF (p m ). Polynomials: Let π(x) be an irreducible polynomial of degree m over GF (p). Then the set of all polynomials in x of degree ≤ m − 1 and coefficients from GF (p) form the finite field GF (p m ) where field elements addition and multiplication are defined as polynomial addition and multiplication modulo π(x)
For an irreducible polynomial f (x) ∈ GF (p) [x] of degree m, f (x) has a root α in GF (p m ). Furthermore, all roots of f (x) are given by the m distinct elements α, α p , · · · , α p m−1 ∈ GF (p m ). Generator and primitive polynomial: A primitive polynomial π(x) of degree m over GF (p) is an irreducible polynomial that has a root α in GF (p m ) so that GF (p m ) = {0} ∪ {α i : i = 0, · · · , p m − 1}. As an example for GF (2 3 ), x 3 + x + 1 is a primitive polynomial with root α = 010. That is, α 0 = 001 α 1 = 010 α 2 = 100 α 3 = 011 α 4 = 110 α 5 = 111 α 6 = 101 α 7 = 001
Note that not all irreducible polynomials are primitive. For example 1+x+x 2 +x 3 +x 4 is irreducible over GF (2) but not primitive. The root of a generator polynomial is called a primitive element. The set of matrices 0, M, · · · , M p m −1 with matrix addition and multiplication over GF (p) forms the finite field GF (p m ). Splitting field: Let π(x) ∈ GF (p)[x] be a degree m irreducible polynomial. Then GF (p m ) can be considered as a splitting field of π(x) over GF (p). That is, assume that π(x) = (x − α 1 ) · · · (x − α m ) in GF (p m ). Then GF (p m ) is obtained by adjoining these algebraic elements α 1 , · · · , α m to GF (p).
Finite field arithmetic
Let α be a primitive element in GF (q). Then for each non-zero x ∈ GF (q), there exists a 0 ≤ y ≤ q − 2 such that x = α y where y is called the discrete logarithm of x. When field elements are represented using their discrete logarithms, multiplication and division are efficient since they are reduced to integer addition and subtraction modulo q − 1. For additions, one may use Zech's logarithm which is defined as Z(y) : y → log α (1 + α y ).
That is, for a field element α y , we have α Z(y) = 1 + α y . If one stores Zech's logarithm in a table as pairs (y, Z(y)), then the addition could be calculated as α y 1 + α y 2 = α y 1 (1 + α y 2 −y 1 ) = α y 1 α Z(y 2 −y 1 ) = α y 1 +Z(y 2 −y 1 ) .
For the finite field GF (2 m ), the addition is the efficient XOR operation. Thus it is better to store two tables to speed up the multiplication: discrete logarithm table and exponentiation tables. For the discrete logarithm table, one obtains y on input x such that x = α y . For the exponentiation table, one obtains y on input x such that y = α x . In order to multiply two field elements x 1 , x 2 , one first gets their discrete logarithms y 1 , y 2 respectively. Then one calculates y = y 1 + y 2 . Next one looks up the exponentiation table to find out the value of α y . Note that we have x 1 x 2 = α y 1 α y 2 = α y 1 +y 2 .
3 Polynomial and matrix arithmetic
Fast Fourier Transform (FFT)
The Fast Fourier transform maps a polynomial f (x) = f 0 + f 1 x + · · · + f n−1 x n−1 to its values FFT(f (x)) = (f (α 0 ), · · · , f (α n−1 )).
Fast Fourier Transforms (FFT) are useful for improving RLCE decryption performance. In this section, we review FFT over GF (p m ) with p > 2 and FFT over GF (2 m ). The applications of FFTs will be presented in next sections.
FFT over GF (p m ) with p > 2
Let n be even and α be a primitive nth root of unit in GF (p m ) with p > 2. That is, α n = 1. It should be noted that for a field with characteristics 2 such as GF (2 m ), such kind of primitive roots do not exist. FFT uses the fact that
2 for all i. Note that for the complex number based FFT, this fact is equivalent to the fact that α n 2 = −1 though the value "−1" should be interpreted appropriately in finite fields. Suppose that f (x) = f 0 + f 1 x + · · · + f n−1 x n−1 . If n is odd, we can add an term 0 · x n−1 to f (x) so that f (x) has degree n − 1. Define the even index polynomial
i=0 f 2i x i and the odd index polynomial f [1] 
, we can evaluate f (x) on the n points α 0 , · · · , α n−1 by evaluating the two polynomials f [0] (x) and f [1] 
−1 and then combining the results. By carrying out this process recursively, we can compute FFT(f (x)) in O(n log n) steps instead of O(n 2 ) steps.
FFT over GF (2 m ) and Cantor's algorithm
For finite fields with characteristics 2 such as GF (2 m ), one may use Cantor's algorithm [7] and its variants [18, 9] for efficient FFT computation. These techniques are also called additive FFT algorithms and could be used to compute FFT(f (x)) over GF (2 m ) in O(m 2 2 m ) steps.
Let β 0 , · · · , β d−1 ∈ GF (2 m ) be linearly independent over GF (2) and let B be a subspace spanned by β i 's over GF (2) . That is,
This can be further generalized to
It is shown in [18] that s i (x) is a GF (2)-linearized polynomial where the concept of linearized polynomial is given in Section 3.5.3. Furthermore, by the fact that
and by the fact that s i (x) is a linearized polynomial, we have Table 1 With these preliminary definition, we first review von zur Gathen and Gerhard's additive FFT algorithm. Let β 0 , · · · , β d−1 ∈ GF (2 m ) be linearly independent over GF (2) and let B = span(β 0 , · · · , β d−1 ). For a given polynomial f (x) of degree less than 2 d , we evaluate f (x) over all points in B using the following algorithm
The algorithm assumes that the polynomials s i (x), the values s i (β) and
It is shown in [18] that the algorithm GGFFT(f (x), d, B) runs with O(2 d d 2 ) multiplications and additions. We next review Gao-Mateer's FFT algorithm [9] which runs with O(
4. Use the algorithm in the next paragraph to compute Taylor(g(x)) as in (3) and let
5.
and g i,j ∈ GF (2 m ). The Taylor expansion of g(x) could be computed using the following algorithm Taylor(g(x)):
It is shown in [9] that the algorithm GMFFT uses at most 2 d−1 log 2 (2 d ) additions and 2 d+1 log(2 d ) multiplications.
Assume that n = p m − 1 and α n = 1. The Mattson-Solomon polynomial of f is defined as
By the fact that
we have n−1 i=0 a i = 0 for all a ∈ GF (q) with a = 1. Then
It follows that IFFT(FFT(f (x))) = FFT
. The relationship between FFT and IFFT may also be explained using the fact for Vendermonde matrix that
On the other hand,
For FFT over GF (2 m ) in Section 3. 
On the other hand, in order to use the techniques in Sections 3.1.3 and 3.1.2 to interpolate a polynomial, one essentially needs a base {β 0 , · · · , β m−1 } to generate the entire field GF (2 m ) and to compute FFT over the entire field GF (2 m ). This is inefficient for polynomials whose degrees are much smaller than 2 m−1 .
In the following, we describe the Chinese Reaminder Theorem based IFFT algorithm from von zur Gathen and Gerhard [18] that takes advantage of the additive FFT property. Let β 0 , · · · , β d−1 ∈ GF (2 m ) be linearly independent over GF (2) and let B = span(β 0 , · · · , β d−1 ).
Polynomial multiplication I: Karatsuba algorithm
For two polynomials f (x) and g(x), we can rewrite them as
where f 1 , f 2 , g 1 , g 2 has degree less than n 1 . Then
where
Karatsuba's algorithm could be recursively called and the time complexity is O(n 1.59 ). Our experiments show that Karatsuba's algorithm could improve the efficiency of RLCE scheme for most security parameters.
Polynomial multiplication II: FFT
For RLCE over GF (p m ), one can use FFT to speed up the polynomial multiplication and division. For two polynomials f (x) and g(x), we first compute FFT(f (x)) and FFT(g(x)) in at most O(n log 2 n) steps. With n more multiplications, we obtain FFT(f (x)g(x)). From FFT(f (x)g(x)), the interpolation can be computed using the inverse FFT as
). This can be done in O(n log 2 n) steps. Thus polynomial multiplication can be done in O(n log 2 n) steps. Our experiements show that FFT based polynomial multiplication helps none of the RLCE encryption schemes.
Polynomial division
Given polynomials f (x) and g(x) with deg(f ) = n and deg(g) = n 1 , we want to find q(x) and r(x) such that f (x) = g(x)q(x) + r(x) in O(n log n) step. The algorithm is described in terms of polynomials with infinite degrees which is called polynomial series. A polynomial with an infinite degree has an inverse if it is in the form of a 0 + xh(x) where a 0 = 0 and h(x) is a polynomial series. Furthermore, we have (
with the reversed order of coefficients for any polynomial h. By the assumption that g(x) has degree n 1 , we know that g R is inevitable in the polynomial series. Thus (6) 
In order to compute q R (y), only n − n 1 − 1 terms from the polynomial series (g R (y)) −1 is required.
The following algorithm INV(h(x), t) can be used to compute the first t terms of (h(
If the fast polynomial multiplication algorithm is used for the computation of
, the the above algorithm INV(h(x), t) uses O(n 1 log n 1 ) steps. The following is the O(n log n) algorithm for computing q(x) and r(x) given f (x) and g(x).
Factoring polynomials and roots-finding

Exhaustive search algorithms
The problem of finding roots of a polynomial Λ(x) = 1 + λ 1 x + · · · + λ t x t could be solved by an exhaustive search in time O(tp m ). Alternatively, one may use Fast Fourier Transform that we have discussed in the preceding sections to find roots of Λ(x) using at most m 2 p m log 2 (p) steps.
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Furthermore, one may also use Chien's search to find roots of Λ(x). Chien's search is based on the following observation.
Thus, it is sufficient to compute the set {λ j,i :
Chien's algorithm can be used to improve the performance of RLCE encryption schemes when 64-bits ⊕ is used for parallel field additions. For non-64 bits CPUs, Chien does not provide advantage over exhaustive search algorithms. For the security parameters 128, Chien's search has better performance than FFT based search. For the security parameters 192 and 256, FFT based search has better performance than Chien's search.
Berlekamp Trace Algorithm
Berlekamp Trace Algorithm (BTA) can find the roots of a degree t polynomial in time
Without loss of generality, we may assume that f (x) has no repeated roots. For each x ∈ GF (p m ), the trace of x is defined as
We recall that if we consider GF (p m ) as a m-dimensional vector space over GF (p), then a trace function is linear. That is, Tr(ax + by) = Tr(ax) + Tr(bx) for a, b ∈ GF (p) and x, y ∈ GF (p m ). Furthermore, we have Tr(x p ) = Tr(x) for x ∈ GF (p m ) and Tr(a) = ma for a ∈ GF (p). It is known that in GF (p m ), we have
Let α be the root of a primitive polynomial of degree m over
This implies
By applying equation (9) with i = 0, 1, · · · , m − 1 or i = 1, p, · · · , p m−1 , we can factor f (x). In order to speed up the computation of Tr(α i x) modulo f (x), one pre-computes the residues of
. By adding these residues, one gets the residue of Tr(x). Furthermore, by multiplying these residues with α i , α 2i , · · · , α ip m respectively, one obtains the residue of Tr(α i x). For RLCE implementation over GF (2 m ), the BTA algorithm can be described as follows.
Input: A polynomial f (x) and pre-compute
Output: A list of roots (r 0 , · · · , r n f ) = BTA(f (x)). Algorithm:
6. Let j = j + 1 and return BTA(p(x)) ∪ BTA(q(x)).
BTA algorithm converts one multiplication into several additions. In RLCE scheme, field multiplication is done via table look up. Our experiments show that BTA algorithm is slower than Chien's search or exhaustive search algorithms for RLCE encryption scheme.
Linearized and affine polynomials
In the preceding section, we showed how to compute the roots of polynomials using BTA algorithm. In practice, one factors a polynomial using BTA algorithm until degree four or less. For polynomials of lower degrees (e.g., lower than 4), one can use affine multiple of polynomials to find the roots of the polynomial more efficiently (see., e.g., Berlekamp [4, Chapter 11] ). We first note that a linearized polynomial over GF (p m ) is a polynomial of the form
with g i ∈ GF (p m ). Note that for a linearized polynomial g, we have g(ax + by) = g(ax) + g(bx) for a, b ∈ GF (p) and x, y ∈ GF (p m ). An affine polynomial is a polynomial in the form a(x) = g(x) + a where g(x) is a linearized polynomial and a ∈ GF (p m ). For small degree polynomials, one can convert it to an affine polynomial which is a multiple of the given polynomial. The root of the affine polynomial could be found by solving a linear equation system of m equations.
The roots of a degree t polynomial f (x) are calculated as follows. At step i ≥ 0, one computes a degree 2 ⌈log 2 t⌉+i affine multiple of f (x). The roots of the affine polynomial could be found by solving the following linear equation system of order m over GF (2) . If the system has no solution, one moves to step i + 1. 
The linear system could also be written as:
. . .
For the affine polynomial x 2 + ax + c. We consider two cases. For a = 0, the square root of c could be calculated directly as c p m−1 . For a = 0, we substitute x with x = ay and obtain a new polynomial y 2 +y + c a 2 . Thus we have e j = α j +α 2j which could be pre-computed. For a polynomial p(x) = x 3 +ax 2 +bx+c, it has a degree 4 affine multiple polynomial p 1 (x) = (x+a)(x 3 +ax 2 +bx+c) = . For the affine polynomial x 4 + ax 2 + bx + c, we have e j = bα j + aα 2j + α 4j . For the affine polynomial x 8 + ax 4 + bx 2 + dx + c, we have e j = dα j + bα 2j + aα 4j + α 8j .
As a special case, we consider the roots for quadratic polynomials over the finite fields GF (2 10 ) and GF (2 11 ). For p(x) = x 2 + x + c over GF 
Matrix multiplication and inverse: Strassen algorithm
Strassen algorithm is more efficient than the standard matrix multiplication algorithm. Assume that A is a n 1 × n 2 matrix, B is a n 2 × n 3 matrix, and all n 1 , n 2 , n 3 are even numbers. Then C = AB could be computed by first partition A, B, C as follows
where A i,j are
2 matrices, and B i,j are
2 matrices. Then we compute the following 7 matrices of appropriate dimensions:
Next the C i,j can be computed as follows:
The process can be carried out recursively until A and B are small enough (e.g., of dimension around 30) to use standard matrix multiplication algorithms. Note that if the numbers of rows or columns are odd, we can add zero rows or columns to the matrix to make these numbers even. Please note that in Strassen's original paper, the performance is analyzed for square matrices of dimension u2 v where v is the recursive steps and u is the matrix dimension to stop the recursive process. For a matrix of dimension n, Strassen recommend n ≤ u2 v . Our experiments show that Strassen matrix multiplication could be used to speed up RLCE encryption scheme for several security parameters. For matrix inversion, let
Then we compute
Similarly, for matrices with odd dimensions, we can add zero rows/columns and identity matrices in the lower right corner to carry out the computation recursively. Strassen inversion algorithm generally has better performance than Gauss elimination based algorithm. However, it has high incorrect abortion rate. Thus it is not useful for RLCE encrypiton schemes. For example, Strassen inversion algorithm will abort on the following matrix over GF (2 10 ) though its inverse does exist. The following matrix is a common matrix for which the matrix inverse is needed in RLCE implementation. 
Note that in order to avoid the incorrect abortion in Strassen inversion algorithm, one may use the Bunch-Hopcroft [6] triangular factorization approach LUP combined with Strassen inversion algorithm. Since the LUP factorization requires additional steps for factorization, it will not improve 14 the performance for RLCE encryption schemes and we did not implement it. Alternatively, one may use the Method of Four Russians for Inversion (M4RI) [2] to speed up the matrix inversion process. Our analysis shows that the M4RI performance gain for RLCE encryption scheme is marginal. Thus we did not implement it either.
Vector matrix multiplication: Winograd algorithm
Winograd's algorithm can be used to reduce the number of multiplication operations in vector matrix multiplication by 50%. Note that this approach could also be used for matrix multiplication. The algorithm is based on the following algorithm for inner product computation of two vectors x = (x 0 , · · · , x n−1 ) and y = (y 0 , · · · , y n−1 ). We first computē
Then the inner product x · y is given by
The Winograd algorithm converts each field multiplication into several field additions. Our experiments show that Winograd algorithm is extremely slow for RLCE encryption implementations when table look up is used for field multiplication.
Experimental results
We have implemented these algorithms that we have discussed in the preceding sections. Table  3 gives experimental results on finding roots of error loator polynomials in RLCE schemes. The implementation was run on a MacBook Pro with masOS Sierra version 10.12.5 with 2.9GHz Intel Core i7 Processor. The reported time is the required milliseconds for finding roots of a degree t polynomial over GF (2 10 ) (an average of 10,000 trials). These results show that generally Chien's search is the best choice. On the other hand, for small degree polynomials, Chien's search might be the best choice. Table  4 gives experimental results on finding roots of small degree polynomials. These polynomial degrees are the common degrees for polynomials in list-decoding based RLCE schemes. The implementation was run on a MacBook Pro with masOS Sierra version 10.12.5 with 2.9GHz Intel Core i7 Processor. The reported time is the required milliseconds for finding roots of a degree t polynomial over GF (2 10 ) (an average of 10,000 trials). These results show that for degree 4 or less, the linearized and affine polynomial based BTA is the best choice. For degrees above 4, Chien's search is the best choice. Table 5 gives experimental results for RLCE polynomial multiplications. The implementation was run on a MacBook Pro with masOS Sierra version 10.12.5 with 2.9GHz Intel Core i7 Processor. The reported time is the required milliseconds for multiplying a degree t polynomial with a degree 2t polynomial over GF (2 10 ) (an average of 10,000 trials). From the experiment, it shows that Karatsuba's polynomial algorithm only outperforms standard polynomial algorithm for polynomisl degrees above degree 115. It is noted that in standard test, Karatsuba's polynomial algorithm outperforms standard polynomial algorithm for polynomial degrees above degree 35 already. Table 6 gives experimental results for RLCE related matrix multiplications. The implementation was run on a MacBook Pro with masOS Sierra version 10.12.5 with 2.9GHz Intel Core i7 Processor. The reported time is the required seconds for multiplying two n × n matrices (or invert an n × n matrix) over GF (2 10 ) (an average of 100 trials).. Table 6 : Seconds for multiplying a pairs of (inverting a) n × n matrices over GF (2 10 ) 4 Reed-Solomon codes
The original approach
Let k < n < q and a 0 , · · · , a n−1 be distinct elements from GF (q). The Reed-Solomon code is defined as
is a polynomial over GF (q) of degree < k} .
There are two ways to encode k-element messages within Reed-Solomon codes. In the original approach, the coefficients of the polynomial m(x) = m 0 + m 1 x + · · · + m k−1 x k−1 is considered as the message symbols. That is, the generator matrix G is defined as 
which is a cyclic shift of the codeword for m. Instead of using coefficients to encode messages, one may use m(a 0 ), · · · , m(a k−1 ) to encode the message symbols. This is a systematic encoding approach and one can encode a message vector using Lagrange interpolation.
The BCH approach
We first give a definition for the t-error-correcting BCH codes of distance δ. Let 1 ≤ δ < n = q − 1 and let g(x) be a polynomial over GF (q) such that g(α b ) = g(α b+1 ) = · · · = g(α b+δ−2 ) = 0 where α is a primitive n-th root of unity (note that it is not required to have α ∈ GF (q)). It is straightforward to check that g(x) is a factor of x n − 1. For w = n − deg(g) − 1, a message polynomial m(x) = m 0 + m 1 x + · · · + m w x w over GF (q) is encoded as a degree n − 1 polynomialc(x) = m(x)g(x). A BCH codes with b = 1 is called a narrow-sense BCH code. A BCH code with n = q m − 1 is called a primitive BCH code where m is the multiplicative order of q modulo n. That is, m is the least integer so that α ∈ GF (q m ).
A BCH code with n = q − 1 and α ∈ GF (q) is called a Reed-Solomon code. Specifically, let 1 ≤ k < n = q − 1 and let g(x) = (x − α b )(x − α b+1 ) · · · (x − α b+n−k−1 ) = g 0 + g 1 x + · · · + g n−k x n−k be a polynomial over GF (q). Then a message polynomial m(x) = m 0 + m 1 x + · · · + m k−1 x k−1 is encoded as a degree n − 1 polynomial c(x) = m(x)g(x). In other words, the Reed-Solomon code is the cyclic code generated by the polynomial g(x). The generator matrix for this definition is as follows:
xg(x) . . .
For BCH systematic encoding, we first choose the coefficients of the k largest monomials of c(x) as the message symbols. Then we set the remaining coefficients of c(x) in such a way that g(x) divides c(x). Specifically, let c r (x) = m(x) · x n−k mod g(x) which has degree n − k − 1. Then c(x) = m(x) · x n−k − c r (x) is a systematic encoding of m(x). The code polynomial c(x) can be computed by simulating a LFSR with degree n − k where the feedback tape contains the coefficients of g(x).
The equivalence
The equivalence of the two definitions for Reed-Solomon code could be established using the relationship between FFT and IFFT. For each Reed-Solomon codeword f (x) in the BCH approach, it is a multiple of the generating polynomial g(x) = n−k j=1 x − α j . Let F (x) be defined as in (4).
Since f (α j ) = 0 for 1 ≤ j ≤ n − k, F (x) has degree at most k − 1. By the identity (5), we have
Thus f (x) is also a Reed-Solomon codeword in the original approach. For each Reed-Solomon codeword (a 0 , · · · , a n−1 ) in the original approach, it is an evaluation of a polynomials F (x) of degree at most k − 1 on α 0 , · · · , α n−1 . Let f (x) be the function satisfying the identity (4) obtained by interpolation. Then f (x) = FFT
, (a 0 , · · · , a n−1 ) is the coefficients of n · f (x), and f (α j ) = 0 for j = 1, · · · , n − k. Thus f (x) is a multiple of the generating polynomial g(x).
Generalized Reed-Solomon codes
For an [n, k] generator matrix G for a Reed-Solomon code, we can select n random elements v 0 , · · · , v n−1 ∈ GF (q) and define a new generator matrix
The code generated by G(v 0 , · · · , v n−1 ) is called a generalized Reed-Solomon code. For a generalized Reed-Solomon codeword c, it is straightforward that c · diag v
n−1 is a Reed-Solomon codeword. Thus the problem of decoding generalized Reed-Solomon codes could be easily reduced to the problem of decoding Reed-Solomon codes.
5 Decoding Reed-Solomon code
Peterson-Gorenstein-Zierler decoder
This sections describes Peterson-Gorenstein-Zierler decoder which has computational complexity O(n 3 ). Assume that Reed-Solomon code is based on BCH approach and the received polynomial is r(x) = c(x) + e(x) = r 0 + r 1 x + · · · + r n−1 x n−1 .
We first calculate the syndromes S j = r(α j ) for j = 1, · · · , n − k.
From the above equations, it is sufficient to compute the set {r i,j : i = 1, · · · , n−1; j = 1, · · · , n−k} with r i,j+1 = r i,j α i and then add them together to get the syndromes. Let the numbers 0 ≤ p 1 , · · · , p t ≤ n − 1 be error positions and e p i be error magnitudes (values). Then
For convenience, we will use X i = α p i to denote error locations and Y i = e p i to denote error magnitudes. It should be noted that for the syndromes S j for j = 1, · · · , n − k, we have
That is, we have 
Thus we obtained n − k equations with n − k unknowns:
The error locator polynomial is defined as
Then we have
Multiply both sides of (13) , we get
For i = 1, · · · , t, add equations (14) together, we obtain
Combing (11) and (15), we obtain
which yields the following linear equation system:
Since the number of errors is unknown, Peterson-Gorenstein-Zierler tries various t from the maximum n−k 2 to solve the equation system (17) . After the error locator polynomial Λ(x) is identified, one can use exhaustive search algorithm, Chien's search algorithm, BTA algorithms, or other rootfinding algorithms to find the roots of Λ(x). After the error locations are identified, one can use Forney's algorithm to determined the error values. With e(x) in hand, one subtracts e(x) from r(x) to obtain c(x). Computational complexity: Assume that (α j ) i for i = 0, · · · , n − 1 and j = 0, · · · , n − k have been pre-computed in a table. Then it takes 2(n − 1)(n − k) field operations to compute the values of S 1 , · · · , S n−k . After S i are computed, it takes O(t 3 ) field operations (for Gaussian eliminations) to solve the equation (17) for each chosen t.
Forney's algorithm
For Forney's algorithm, we define the error evaluator polynomial (note that n − k ≥ 2t)
and the syndrome polynomial
Note that
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Using the fact that
This gives us the key equation
Note: In some literature, syndrome polynomial is defined as S(x) = S 1 + S 2 x + + S 2t x 2t−1 . In this case, the key equation becomes
By substituting X
−1 l
into Ω(x), we get
This shows that
Computational complexity: Assume that (α j ) i for i = 0, · · · , n − 1 and j = 0, · · · , n − k have been pre-computed in a table. Furthermore, assume that both Λ(x) and S(x) have been calculated already. Then it takes O(n 2 ) field operations to calculate Ω(x). After both Ω(x) and Λ(x) are calculated, it takes O(n) field operations to calculate each e p l . As a summary, assuming that S(x) and Λ(x) are known, it takes O(n 2 ) field operations to calculate all error values.
Berlekamp-Massey decoder
In this section we discuss Berlekamp-Massey decoder [12] which has computational complexity O(n 2 ). Note that there exists an implementation using Fast Fourier Transform that runs in time O(n log n). Berlekamp-Massey algorithm is an alternative approach to find the minimal degree t and the error locator polynomial Λ(x) = 1 + λ 1 x · · · + λ t x t such that all equations in (16) hold. The equations in (16) define a general linear feedback shift register (LFSR) with initial state S 1 , · · · , S t . Thus the problem of finding the error locator polynomial Λ(x) is equivalent to calculating the linear complexity (alternatively, the connection polynomial of the minimal length LFSR) of the sequence S 1 , · · · , S 2t . The Berlekamp-Massey algorithm constructs an LFSR that produces the entire sequence S 1 , · · · , S 2t by successively modifying an existing LFSR to produce increasingly longer sequences. The algorithm starts with an LFSR that produces S 1 and then checks whether this LFSR can produce S 1 S 2 . If the answer is yes, then no modification is necessary. Otherwise, the algorithm revises the LFSR in such a way that it can produce S 1 S 2 . The algorithm runs in 2t iterations where the ith iteration computes the linear complexity and connection polynomial for the sequence S 1 , · · · , S i . The following is the original LFSR Synthesis Algorithm from Massey [12] . 21 
6. i = i + 1 and go to step (2) .
x L i to denote the connection polynomial for the sequence S 1 · · · S i that we have obtained at iteration i. At iteration i, the constructed LFSR can produce the sequence S 1 S 2 · · · S i . That is,
Let i 0 denote the last position where the linear complexity changes during the iteration and let d i denote the discrepancy obtained at iteration i using the equation (22). That is,
is the connection polynomial for the sequence
By the construction in Step 4 and Step 5, we have
Computational complexity: As we have mentioned in Section 5, it takes 2(n − 1)(n − k) field operations to calculates the sequence S 1 , · · · , S n−k . In the Berlekamp-Massey decoding process, iteration i requires at most 2(i−1) field operations to calculate d i and at most 2(i−1) operations to calculate the polynomial Λ (i) (x). Thus it takes at most 4t(2t − 1) operations to finish the iteration process. In a summary, Berlekamp-Massey decoding process requires at most 2(n − 1)(n − k) + 4t(2t − 1) field operations. 22
Euclidean decoder
Assume that the polynomial S(x) is known already. By the key equation (20), we have
with deg(Ω(x)) ≤ deg(Λ(x)) ≤ t. The generalized Euclidean algorithm could be used to find a sequence of polynomials
and deg(R u (x)) < t. By substituting first u − 1 identities into the last identity, we obtain the key equation
where R u (x) = Ω(x).
In case that the syndrome polynomial is defined as S(x) = S 1 + S 2 x + + S 2t x 2t−1 , the Euclidean decoder will calculate the key equation
Computational complexity: As we mentioned in the previous sections, it takes 2(n − 1)(n − k) field operations to calculate the polynomial S(x). After S(x) is obtained, the above process stops in u steps where u ≤ t + 1. For each identity, it requires at most O(t) steps to obtain the pair of polynomials (R i , Q i ). Thus the total steps required by the Euclidean decoder is bounded by O(t 2 ).
Berlekamp-Welch decoder
In previous sections, we dicussed syndrome-based decoding algorithms for Reed-Solomon codes.
In this and next sections we will discuss syndromeless decoding algorithms that do not compute syndromes and do not use the Chien search and Forneys formula. We first introduce BerlekampWelch decoding algorithm which has computational complexity O(n 3 ). Berlekamp-Welch decoding algorithm first appeared in the US Patent 4,633,470 (1983) . The algorithm is based on the classical definition of Reed-Solomon codes and can be easily adapted to the BCH definition of Reed-Solomon codes. The decoding problem for the classical Reed-Solomon codes is described as follows: We have a polynomial m(x) of degree at most k − 1 and we received a polynomial c(x) which is given by its evaluations (r 0 , · · · , r n−1 ) on n distinct field elements. We know that m(x) = r(x) for at least n − t points. We want to recover m(x) from r(x) efficiently. Berlekamp-Welch decoding algorithm is based on the fundamental vanishing lemma for polynomials: If m(x) is a polynomial of degree at most d and m(x) vanishes at d + 1 distinct points, then m is the zero polynomial. Let the graph of r(x) be the set of q points:
Let R(x, y) = Q(x) − E(x)y be a non-zero lowest-degree polynomial that vanishes on the graph of r(x). That is, Q(x) − E(x)r(x) is the zero polynomial. In the following, we first show that E(x) has degree at most t and Q(x) has degree at most k + t − 1.
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By definition, we have deg(E 0 (x)) = t ′ ≤ t and deg(Q 0 (x)) = t ′ +k−1 ≤ t+k−1. Next we show that Q 0 (x) − E 0 (x)r(x) is the zero polynomial. For each x ∈ GF (q), we distinguish two cases. For the first case, assume that m(x) = r(x). Then Q 0 (x) = m(x)E 0 (x) = r(x)E 0 (x). For the second case, assume that m(x) = r(x). Then E 0 (x) = 0. Thus we have Q 0 (x) = m(x)E 0 (x) = 0 = r(x)E 0 (x). This shows that there is a polynomial E(x) of degree at most t and a polynomial Q(x) of degree at most k + t − 1 such that R(x, y) = Q(x) − E(x)y vanishes on the graph of r(x).
The arguments in the preceding paragraph show that, for the minimal degree polynomial R(x, y) = Q(x) − E(x)y, both Q(x) and m(x)E(x) are polynomials of degree at most k + t − 1. Thus Q(x) − m(x)E(x) has degree at most k + t − 1. For each x such that m(x) − r(x) = 0, we have Q(x) − m(x)E(x) = 0. Since m(x) − r(x) vanishes on at least n − t positions and n − t > k + t − 1, the polynomial R(x, m(x)) = Q(x) − m(x)E(x) must be the zero polynomial.
The equation Q(x) − E(x)r(x) = 0 is called the key equation for the decoding algorithm. The arguments in the preceding paragraphs show that for any solutions Q(x) of degree at most k + t − 1 and E(x) of degree at most t, Q(x) − m(x)E(x) is the zero polynomial. That is, m(x) = Q(x) E(x) . This implies that, after solving the key equation, we can calculate the message polynomial m(x). Let (m(a 0 ), · · · , m(a n−1 )) be the transmitted code and (r 0 , · · · , r n−1 ) be the received vector. Define two polynomials with unknown coefficients:
to build a linear equation system of n equations in n + 1 unknowns u 0 , · · · , u k+t−1 , v 0 , · · · , v t . Find a non-zero solution of this equation system and obtain the polynomial Q(x) and E(x). Then
E(x) . Computational complexity: The Berlekamp-Welch decoding process solves an equation system of n equations in n + 1 unknowns. Thus the computational complexity is O(n 3 ).
List decoder
Based on Berlekamp-Welch decoding algorithm, Sudan [16] designed an algorithm to decode ReedSolomon codes by correcting up to n − 1 − 2n(k − 1) ≥ n−k 2 errors. Guruswami and Sudan [10] improved Sudan's algorithm to correct up to t GS (n, k) = n − 1 − n(k − 1) errors. Listdecoding techniques have been used by authors such as Bernstein, Lange, and Peters [5] to improve the security of McEliece encryption schemes. In this section, we present Guruswami-Sudan's (GS) algorithm with Kötter's iterative interpolation [11] and Roth-Ruckenstein's polynomial factorization [15] .
For a message polynomial m(x) = m 0 + m 1 x + · · · + m k−1 x k−1 , the codeword for m(x) consists of its evaluations (m(α 0 ), · · · , m(α n−1 )) on n distinct field elements α 0 , · · · , α n−1 , which is received as (β 0 , · · · , β n−1 ). The GS decoder algorithm is parameterized with a non-negative interpolation multiplicity (order) ω ≥ 1. For each ω, there is an associated decoding radius
where we have
For a received codeword (β 0 , · · · , β n−1 ) and an interpolation multiplicity (order) ω ≥ 1, the GS decoder GS(ω) finds a list of L ω (n, k) polynomials p 1 (x), · · · , p Lω(n,k) (x) such that one of these polynomials p i (x) satisfies the condition
.
For a polynomial Q(x, y), we say that Q(x, y) has a zero of multiplicity (order) ω at (0, 0) if Q(x, y) contains no term of total degree less than ω. Similarly, we say that Q(x, y) has a zero of multiplicity (order) ω at (α, β) if Q(x + α, y + β) contains no term of total degree less than ω. Note that The Guruswami-Sudan's (GS) decoding algorithm first constructs a bivariate polynomial Q(x, y) such that Q(x, y) has a zero of order ω at each of given pairs (α i , β i ). This could be done by constructing a linear equation system with Q(x, y)'s coeffifients as unknowns. For Q(x, y) to satisfy the requried property, it is sufficient to have Q [r,s] (α i , β i ) = 0 for all i = 0, · · · , n − 1 and r + s < ω. That is, we need to solve a linear equation system of O(nω 2 ) equations at the cost O(n 3 ω 6 ) steps. Specifically, the decoding algorithm GS(ω) consists of the following two steps.
Constructs a nonzero two-variable polynomial
where φ 0 (x, y) < φ 0 (x, y) < · · · , is a list of all monomials x i y j ordered by the (1, k − 1)-lexicographic order. That is, x i 1 y j 1 < x i 2 y j 2 if and only if "i 1 + (k − 1)j 1 < i 2 + (k − 1)j 2 " or "i 1 + (k − 1)j 1 = i 2 + (k − 1)j 2 and j 1 < j 2 ". The constructed polynomial Q(x, y) satisfies the property that it has a zero of order ω at each of the n points (α i , β i ) for i = 1, · · · , n.
2. Factorize the polynomial Q(x, y) to get at most L ω univariate polynomials:
Among these L ω polynomials, one is the transmitted message polynomial m(x).
Note that Q(x, y) has the following properties:
1. Q(x, y) has at most n ω+1 2 terms.
2. The (1, k − 1) degree of Q(x, y) is strictly less than 2(k − 1)n ω+1 2 .
3. The y-degree of Q(x, y) is at most L ω (n, k).
Instead of solving a linear equation system for the construction of Q(x, y), Kötter proposed an iterative interpolation algorithm to construct the polynomial Q(x, y). In Kötter's algorithm, one first defines candidate polynomials Q j (x, y) = y j for j = 0, · · · , L ω . Then one recursively revises Q j (x, y) for each of the pairs (α i , β i ) such that Q j,[r,s] (α i , β i ) = 0 for all r + s < ω. In case that two of the candidate polynomials Q j 0 (x, y) and Q j 1 (x, y) do not satisfy this condition for given r and s, one revises them as follows:
Based on the fact that Hasse derivative is bilinear, it follows that, after the above revision, we have both
where Q size is the number of terms within Q(x, y).
Output: Q(x, y) that has a zero of order ω at (α i , β i ) for all i = 0, · · · , n − 1. Algorithm Steps:
2. For i = 0 to n − 1, do the following:
• For r = 0, · · · , ω − 1 do:
. We need to adjust these Q j (x, y) so that they have a zero of order ω at (α i , β i ). * If J = ∅, do the following · Let j 0 be the least index in J such that Q j 0 (x, y) < Q j (x, y) for all j ∈ J with the (1, k − 1)-lexicographic order. · For j ∈ J with j = j 0 , let such that x i |Q u (x, y) but x i+1 ∤ Q u (x, y). * Do DFS [v] . 27
In the above algorithm, we have the following notations:
• π[u] is the parent of u
• deg(u) is the degree of u. That is, the distance from root minus 1.
• f u deg(u) is the polynomial coefficient at x deg(u) .
In the above Roth-Ruckenstein algorithm, we need to compute all roots of Q u (0, y). This could be done using any of the root-finding algorithms discussed in preceding sections. For example, one may use exhaustive search, Chien's search, Berlekamp Trace Algorithm (BTA), or equal-degree factorization by Cantor and Zassenhaus. In the above Roth-Ruckenstein algorithm, we also need to compute Q(x, xy + α) from Q(x, y) = i,j a i,j x i y j . Note that Several more efficient interpolation/factorization algorithms for list decoding have been proposed in the last decades, for example, [1, 3, 8, 14, 17, 21] . Our experiments show that they are still quite slow for RLCE encryption scheme. Thus the advantages of reducing key sizes by using list-decoding may be limited for RLCE schemes. Table 7 gives experimental results on decoding Reed-Solomon codes for various parameters corresponding RLCE schemes. The implementation was run on a MacBook Pro with masOS Sierra version 10.12.5 with 2.9GHz Intel Core i7 Processor. The reported time is the required milliseconds for decoding a received codeword over GF (2 m ) (an average of 10,000 trials).
Experimental results
For the list-decoding based RLCE encryption scheme, we tested Reed-Solomon codes with (n, k, t, ω, L ω , m) = (520, 380, 73, 9, 10, 10)). It takes 1865 seconds (that is, approximately 31 minutes) to decode a received code. 
