Abstract-Many learning-based super-resolution methods are based on the manifold assumption, which claims that point-pairs from the low-resolution representation manifold (LRM) and the corresponding high-resolution representation manifold (HRM) possess similar local geometry. However, the manifold assumption does not hold well on the original coupled manifolds (i.e., LRM and HRM) due to the nonisometric one-to-multiple mappings from low-resolution (LR) image patches to high-resolution (HR) ones. To overcome this limitation, we propose a solution from the perspective of manifold alignment. In this context, we perform alignment by learning two explicit mappings which project the point-pairs from the original coupled manifolds into the embeddings of the common manifold (CM). For the task of SR reconstruction, we treat HRM as target manifold and employ the manifold regularization to guarantee that the local geometry of CM is more consistent with that of HRM than LRM is. After alignment, we carry out the SR reconstruction based on neighbor embedding between the new couple of the CM and the target HRM. Besides, we extend our method by aligning the multiple coupled subsets instead of the whole coupled manifolds to address the issue of the global nonlinearity. Experimental results on face image super-resolution verify the effectiveness of our method.
I. INTRODUCTION
S UPER-RESOLUTION (SR) is to estimate a high-resolution (HR) image from a single or multiple given low-resolution (LR) counterpart(s). As a popular research topic in image processing and computer vision, various SR algorithms have been proposed during the past decades. The traditional interpolation-based technique is based on generic smoothness priors and usually results in blurring problem. Some edge preserving methods, such as [1] , are proposed to address this problem. Another kind of commonly used methods is the reconstruction-based approach which is based on the principle that the down-sampled HR estimation should be close to the input LR image. In [7] , Back-Projection (BP) algorithm is proposed to minimize the reconstruction error in an iterative manner. To avoid the artifacts in the reconstructed images, some works propose to use edge-directed priors (e.g., [13] ). Recently, learning-based SR methods have attracted more attention. Methods of this class can be dated back to the wellknown early work proposed in [4] and [2] . Freeman et al. [4] use a patch-wise Markov network to model the relationship between the LR images and the HR counterparts. Baker and Kanade [2] develop a learning-based method named "face hallucination" for face image SR. Besides, Liu et al. [8] propose a two-step modeling approach that integrates global and local models. In [11] , the authors introduce primal sketch priors (i.e., edges and corners) into the learning-based framework to further improve the performance of SR.
Inspired by a promising manifold learning method, locally linear embedding (LLE) [10] , a series of learning-based SR approaches with a manifold assumption have been presented. This assumption states that the points on high-resolution representation manifold (HRM) share the same local geometry with their counterparts on low-resolution representation manifold (LRM). Here, the local geometry is characterized by the reconstruction weights of the points in their neighborhoods. Chang et al. [3] first use neighbor embedding (NE) method to solve SR problem and achieve fairly good performance. Then, another method in [5] is proposed to combine the advantages of NE with image primitive priors. More recently, authors of [14] introduce sparse representation into NE by adding a -norm term into the reconstruction objective function.
Although NE and its following-up methods have achieved fairly good performance in SR, there are few discussions on whether the coupled manifolds, LRM and the corresponding HRM, really satisfy the manifold assumption. Authors of [5] only validate that the assumption is more consistent with primitive patches than general ones. In this letter, we revisit the manifold assumption and find that it does not hold well. The basic reason lies in the fact that the one-to-multiple mapping from HR to LR is nonisometric. Therefore, previous methods based on such assumption usually result in blurring and artifacts.
To avoid the limitations of previous works, we propose a new single image hallucination method based on manifold alignment. Different from the previous manifold alignment method, such as [6] , we propose to learn two explicit mappings to align LRM and HRM into one common manifold (CM). Meanwhile, to achieve the goal of SR estimation, some HRM regularizations are employed to guarantee the local geometry of CM is more consistent with HRM than LRM is. The alignment task is finally formulated as an optimization problem which has an analytical solution. However, real-world LRM and HRM are usually too complex to be aligned well by only one couple of linear mappings. We thus extend our method to multiple subsets alignments to address this problem. We conduct experiments on publicly available face databases to verify the efficacy of the proposed algorithm and corroborate the above claims. 
II. MANIFOLD ASSUMPTION

A. Preliminaries
As shown in Fig. 1 , we first perform an interpolation on an input LR image to predict the low-frequency (LF) part of HR target. Then we estimate the missing high-frequency (HF) part of the HR image and add it to the LF part to output the final HR estimation. In this context, our method only focuses on the prediction from LF to HF. From now on, we use the LF part as the representation of a LR image and the HF part as that of a HR image, which is similar with the representations in [4] .
As previous algorithms, we need construct a patch-wise training set. At first, the LR images are generated from the training HR images by blurring and subsampling. Then the LF part is interpolated from each LR image. Immediately, the HF part is got by subtracting the LF part from the corresponding HR image. Finally, the LF parts and the HF parts are separated into two patch-wise LR and HR representations: and . Here, is the patch index and is the number of patches. In general, these two patch sets are considered to be sampled from the LRM and HRM respectively. Furthermore, we use two matrices of size and of size to represent the training set. For a test LR image, we compute its LR representation (i.e., LF part) and then split it into patches denoted as . is the patch site index in the image plane and is the number of patches in the test image. The target of our algorithm is to predict the corresponding patch-wise HF part, . We normalize the patches using the method in [4] . In next subsection, we will revisit the manifold assumption.
B. Revisiting Manifold Assumption
Generally, the neighbor embedding algorithm based on the manifold assumption could be illustrated in Fig. 2(a) and (b) , which includes the following steps: 1) for each query LR patch representation , find its -nearest neighbors on LRM; 2) calculate the weights for reconstructing by its neighbors ; 3) transfer the neighbors and weights to the corresponding HR patch representations on HRM, and estimate the target HR counterpart by a linear combination. The last two steps can be formulated using the following mathematical equations:
(1) and (2) Here, consists of the neighbor indexes of patch . According to the manifold assumption, the reconstruction weights of one LR patch representation on LRM should be extremely similar with the weights of reconstructing the HR counterpart with the corresponding neighbors on HRM. Unfortunately, this is not always the case. In Fig. 3(a) , we draw the distribution of the standard correlation coefficients between the reconstruction weights at the corresponding positions (i.e., and ) on LRM and HRM. We can see that the mean of the values is only 0.521. After aligning the couple of LRM and HRM to CM, as the case shown in Fig. 2(c) , this distribution between and at each site is also calculated on CM and HRM and centers at 0.653. It means that the couple of CM and HRM are more consistent with manifold assumption, and the alignment processing may improve the performance of the NE-based SR method.
III. HALLUCINATION BASED ON MANIFOLD ALIGNMENT
A. Formulation and Solution
In this letter, we propose a method to align LRM and HRM into CM by two linear projections. According to the SR target, the alignment should achieve two objectives. On one hand, the embeddings of each patch pair (i.e., one LR patch representation and its HR counterpart) should be as close as possible on CM, which is called as correspondence preserving objective. On the other hand, the local geometry (e.g., reconstruction weights) of the HRM should be preserved on the CM, which is called as manifold regularization. According to these principles, our minimization function of coupled manifold alignment method could be expressed as follows: (3) Here, represents the projection matrix from the points on LRM to the embeddings on CM.
represents the projection matrix from the points on HRM to the embeddings on CM. is a harmonious parameter used to balance these two terms. In the objective function (3), the former term is the correspondence preserving term. The latter term is the manifold regularization term which is inspired by LLE [10] . Weight is calculated by reconstructing using its neighbors . For this optimization problem, we propose an analytical solution as follows. Firstly, let , and
. Here represents the identity matrix and otherwise.
Then we transfer the objective function (3) into a new concise form as (4) where is a trace operator. To achieve scaling and translation invariance, we introduce the constraints and solve the optimization problem such as (5) where is the vector of ones with entries. Furthermore, let and , the solution to the optimization problem with respect to could be given by the 2nd to ( )-st smallest generalized eigenvectors of . After matrix of size is calculated, the coupled mapping matrices of size and of size could be constructed. It is worth noting that usually is noninvertible. To avoid the singular case, we propose the regularization as , where is set to a small positive value (e.g., ).
B. Proposed Hallucination Algorithm
However, the real-world problem of face hallucination is usually too complex to align the coupled manifolds by only one pair of projection matrices. To address this problem, we carry out the multi-alignment on the subsets of the coupled manifolds, respectively. However, how to divide the manifolds into coupled subsets is also a problem. Fortunately, all face images have similar structures. The patches at the same site are highly related once we align the face images according to the positions of two eyes. In the light of this property, we divide the training sets into some coupled subsets according to the site , which are represented by the coupled matrices and denotes the number of patches in the subsets at site . When the test image contains patches, there are coupled subsets in the training set. In the final scheme, the coupled mapping matrices and are learned at each site . After aligning the manifolds, we perform the NE-based SR reconstruction between the CM and HRM. We summarize our algorithm in Table I .
In Table 1 , Step 3, we introduce a term to smooth the adjacent patches in HR image plane. is a balance parameter. Different from previous algorithms, in Steps 2 and 3 we calculate the reconstruction weights on the CM rather than the original LRM. In next section, the experimental results will verify that our algorithm is fairly effective.
IV. EXPERIMENTS
We perform experiments of the single face image SR on FERET [9] face Database to demonstrate the efficacy of the proposed method. All 72 72 HR facial images used in experiments are aligned with the positions of two eyes. The HR image is smoothed and subsampled to LR sizes of 24 24, 18 18, and 12 12 pixels, respectively. The standard training set contains 1002 frontal face images. We evaluate the method on a subset (773 images) of the fafb probe sets (1195 images), which is selected to avoid including any images from the subjects of the training set. We use 12 12 patch with overlap size of 4 pixels between adjacent patches in HF and LF image plane, and set . The setting of the number of nearest neighbors is an open problem in LLE. In our experiment, we 
set
, which is consistent with the setting of [3] . From Fig. 3(b) we can see that the distribution and the mean of the standard correlation coefficients are both stable for variant parameter in (3) . So, we use the trade-off setting of . We show the face SR results on several examples. In Fig. 4 , we can see that the results of our method show fewer artifacts and are more smoothness than that of other algorithms involved in the comparison. Especially, our method is stable on different LR image sizes. It is due to that our method manifold alignment could reduce the conflict between the manifold assumption and the case of the original couple of LRM and HRM which is caused by the nonisometric mapping from HR to LR.
In Fig. 5 , we show the SR results of different methods on LR face images of size 18 18 pixels. It is worth noting that our method outperforms other methods in areas close to eyes and mouths. The results shown in the first row of the figure is fairly interesting. While other comparative learning-based methods synthesize the lips as teeth, the result of our method is more reasonable and close to real lips.
Furthermore, we compare the mean root mean square (RMS) errors of our results with other methods. From Table II , we can see that our method achieves lower RMS errors and gets the better or comparable quantitative results. It means that our method could estimate the missing high-frequency information more correctly.
V. CONCLUSIONS In this paper, we revisit the manifold assumption which is the basis of some learning-based SR algorithms. From the quanti -TABLE II  RMS ERRORS OF DIFFERENT METHODS tative analysis, we find that the manifold assumption does not hold well on the original LRM and HRM. To overcome the limitations of previous methods, we propose a novel method to align original LRM and HRM into a CM. After the alignment, the local geometry of CM is more consistent with HRM than LRM is. Then the SR reconstruction based on neighbor embedding takes advantage of the manifold alignment and achieves better results. The experimental results reveal the effectiveness of proposed method. A problem of our method is that the proposed linear method is hard to process more complex problems, such as natural image SR. Using kernel technique to extend our method for solving the nonlinear problems will be pursued in our future work. Besides, we will try to use tensor-based representation and prediction method [12] to improve our method.
