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Abstract 
 
The pedestrian dead reckoning (PDR), which is one of 
the solutions for extending the positioning services, 
estimates indoor personal positions by using self-
contained smartphone sensors such as accelerometers, 
gyroscopic sensors, and magnetometers. Several methods 
have been proposed to further improve location accuracy; 
that is combining PDR with GPS or using map matching. 
However, such conventional methods are bounded to pre-
conditions that devices are held on the hands or waist 
without swinging, while they do not care about the natural 
motion in walking, like the rotation of heads. In this paper, 
we propose a new location estimation method that 
combines self-contained sensors and camera to recognize 
the natural motion in walking. Our PDR system classifies 
pedestrian walking states into sideways walking, gaze 
walking, and left and right twist curves with tracking 
trajectory of the vanishing point estimated from the 
feature points on the camera images. For example, the 
rotation in the walking direction before and after the 
sideways walking period is canceled, and it is forced to 
the correct walking direction. As a result, the proposed 
method with multiple sensors and camera can estimate 
directions and positions more precisely than those with 
multiple sensors only. 
 
1. 序論 
近年，スマートフォンの普及により，携帯端末内蔵セ
ンサを用いて，歩行者の位置を累積的に求める Pedestrian 
Dead Reckoning (PDR)についての研究が，盛んに行われて
いる．従来の研究では，歩行者の手や腰に端末を固定し
た状態において，加速度，地磁気，ジャイロセンサなど
を組み合わせ，位置推定精度の向上に成功している[1]．
近年では，GPS やマップマッチングなどの技術と組み合
わせ，更なる精度向上を目的とした研究も報告されてい
る[2][3]． 
 しかし，従来の手法は，端末を手や腰に固定した状態
が前提であるものが多く，歩行中の首振りや，周辺を見
渡すような自然な動作を考慮していない．これは，歩行
中に端末を動かす動作を行った際，その時のセンサ値の
変化が，歩行による変化か，それ以外の動作による変化
か識別する事が困難であることが原因である． 
 そこで，本研究では携帯端末内蔵センサとカメラを組
み合わせて，歩行中の自然な動作にも対応した，新たな
屋内位置推定手法を提案する．具体的には，まず初めに，
歩行者がスマートフォンを正面に構えながら歩行するこ
とで，センサ値とカメラ画像の取得を同時に行う．セン
サ値を用いた PDRと同時に，カメラ画像上の特徴点の動
きから消失点の推定も行い，その消失点の推移から，首
を振った状態の歩行パターンを検出する．例えば，約 45
度横を向いた状態で歩く横向き歩きの場合に，従来手法
では，首を振った際に進行方向の回転だと判断し，歩行
軌跡は曲がってしまう．提案手法では，横向き歩きを行
った区間を発見し，その区間の前後の回転は首振りによ
る回転だと判断して，誤った進行方向の回転をキャンセ
ルすることで，位置推定精度の向上を目指す． 
 
2. 関連研究 
2.1. 頭部回転を考慮した位置推定 
首を振った際に，進行方向は回転しないが，端末の向
きは回転するため，従来の PDRでは誤って進行方向が回
転してしまう．坂本らは，頭部装着型端末を利用した
PDR において，歩行者の進行方向の回転と，首だけの回
転を識別し，位置推定精度の向上を目的とした手法を提
案している[4]．首振り中の加速度の傾向を分析し，首振
りを検知した時に，誤った進行方向の回転をキャンセル
することで，位置推定精度を向上させている．この研究
では，約 45度横を向きながら歩行する区間を，横向き歩
き区間と定義し，その前後の進行方向の回転を補正して
いる．しかし，加速度だけでの首振りの識別は困難であ
り，その識別精度に問題を残している． 
 
2.2. v-SLAM 
 visual-Simultaneous Localization and Mapping(v-SLAM)は，
カメラ映像からの逐次三次元復元手法である．様々な角
度，位置から得られた画像上の特徴点をマッチングし，
特徴点とカメラの位置関係を推定し，自己位置推定と三
次元マップの生成を同時に行う技術として，研究されて
きた．従来の研究では，RGB-D カメラや，ステレオカメ
ラを用いることで，高速かつ高精度に三次元マップの生
成を行っていたが，近年では，単眼の RGBカメラだけを
利用した v-SLAM の研究が進み，従来手法より高い精度
が出ている． 
 Engelらの提案した LSD-SLAMは，特徴点ではなく輝 
  
 
 
 
 
 
 
 
 
 
 
 
図 1 システム概要 
 
度値を利用し，疎な深度マップを生成することで，大規
模な三次元マップを生成可能な v-SLAM である[5]．また，
LSD-SLAM をスマートフォン上の AR アプリ向けに実装
し，小規模な三次元マップを生成可能な手法として提案
している[6]．  
ORB-SLAM は，ORB 特徴量記述手法を利用した v-
SLAMである[7]．ORBは，回転やぶれ，スケール変化に
ロバストな特徴量であり，ORB を利用することで，従来
の手法では自己位置推定が不可能な環境でも動作する v-
SLAM として提案された． 
LSD-SLAM，ORB-SLAM 共に，Loop Closing と呼ばれ
る閉路推定を行っているため，特に，閉路を含む経路の
移動軌跡推定精度は高い．しかし，逆に閉路を含まない
経路では補正されない欠点が存在する．また，特徴点の
トラッキングに失敗した場合，自己位置推定が不可能に
なる問題がある．更に，三次元点群の座標や，キーフレ
ームなど，PDRに比べて保持する情報量も多い． 
 
3. 提案手法 
3.1. 概要 
本研究では，歩行者がスマートフォンを正面に構えな
がら歩行することで，センサによる PDRと，カメラ画像
からの消失点推定を同時に行う．図 1 に，提案手法の概
要を示す．消失点推定と PDRは独立して行うが，PDR側
からセンサ値を渡し，消失点推定の補正を行い，消失点
推定側から，歩行者の歩行状態を識別し，PDR による位
置推定の補正を行う，互いに補い合うシステムを構築す
る． 
既存の PDR，v-SLAM 技術と比べた際の，本研究の主
な特徴は以下の三点である． 
 
1. 地図情報や GPSなどの外部基盤に依存しない 
2. センサとカメラを融合した PDRである 
3. 周辺環境に依存しない自己位置推定が可能 
 
1 と 2 は，既存の PDR と比較した特徴である．外部基盤
に依存せず，センサとカメラを活用し，携帯端末単独で
自己位置推定が可能である．3は既存の v-SLAM技 
 
 
 
 
 
 
 
 
 
 
図 2 消失点の推定 
 
術と比較した特徴である．提案手法は，PDR をベースに
しているため，例えば，画像上に特徴が一切存在せず，
周辺環境の変化を認識できない場合でも，自己位置推定
が可能である． 
提案手法における，カメラ映像の処理は以下の 4 つに
分けられる． 
 
 キーフレームの選定と特徴点マッチング 
 消失点の推定 
 マッチング間隔の決定 
 特定の消失点推移パターンの検出 
 
以下，それぞれの処理について説明する． 
 
3.2. キーフレームの選定と特徴点マッチング 
毎フレーム得られるカメラ画像から，消失点の推定に
用いるキーフレームを選定する．正しい消失点の推定に
は，ある程度の特徴点が存在し，一時刻前のキーフレー
ムから動きのある画像を利用する必要がある．したがっ
て，FAST 特徴点が 10 個以上存在し，一時刻前のキーフ
レーム取得から 250msec 以上経過した画像を，キーフレ
ームの条件とした．さらに，別スレッドで選定されたキ
ーフレームの AKAZE 特徴点を検出し，一つ前のキーフ
レームと特徴点マッチングを行う．その後，RANSAC ア
ルゴリズムを用いて，信頼性の高いマッチングだけを残
し．消失点の推定に移る． 
 
3.3. 消失点の推定 
消失点とは，ある画像において，平行の線が 1 つに集
まる地平線上の点である．本研究では，消失点は全ての
特徴点フローの交点に位置すると定義する．例えば，正
面に向かって前進している場合は，特徴点のフローが放
射状に広がり，理想的な消失点は画面中央に位置する．
同様に，左カーブの時は左側に，右カーブの時は右側に
位置する．しかし，十分な数の特徴点が存在しない場合
や，特徴点のマッチング，すなわちフロー自体が間違っ
ている場合もあるため，本研究では，最小二乗法を用い
て尤もらしい消失点の位置を求める．図 2 は，消失点の
推定のアルゴリズムを示している．一時刻前の画像上の
特徴点 x 座標，y 座標を(𝑝𝑥𝑖 , 𝑝𝑦𝑖)，それに対応する現在
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 の画像上の特徴点 x 座標，y 座標を(𝑐𝑥𝑖 , 𝑐𝑦𝑖)，現在の画
像上の消失点の x座標，y座標を(𝑋, 𝑌)とする．消失点か
ら，一時刻前の画像の特徴点，現在の画像の特徴点への
ベクトルをそれぞれ VP，VC とすると，式(1)が成り立つ． 
 
𝑃𝑋𝑖 = 𝑝𝑥𝑖 − 𝑋, 𝐶𝑋𝑖 = 𝑐𝑥𝑖 − 𝑋, 
𝑃𝑌𝑖 = 𝑝𝑦𝑖 − 𝑌, 𝐶𝑌𝑖 = 𝑐𝑦𝑖 − 𝑌 
𝑉𝑃𝑖 = (𝑃𝑋𝑖 ,  𝑃𝑌𝑖 ,  0)   𝑉𝐶𝑖 = (𝐶𝑋𝑖 ,  𝐶𝑌𝑖 ,  0) 
 (n:特徴点マッチングのペア数) 
 
 
(1) 
 
ここで，消失点，一時刻前の画像の特徴点，現在の画像
の特徴点の三点から成る三角形の外積の定義から，式(2)
が成り立つ． 
 
 
特徴点のフローの直線上に，消失点が存在するのが理想
であるため，𝜃 = 0と仮定すると，式(2)の右辺は 0になる．
したがって，式(2)の左辺が 0 になるように最少二乗法で
X，Yを求めると，誤差関数は式(3)になる． 
 
 
式(3)について，X，Yでそれぞれ偏微分し，得られた連立
方程式を解くと，X，Yの値は式(4)で求められる． 
 
 
なお，式(4)における𝑎, 𝑏, 𝑐, 𝑑, 𝑝, 𝑞 は式(5)で定義される． 
 
 
 また，マッチングフローの向きによる消失点の位置の
補正も行った．例えば，右カーブ時には現在の特徴点か
ら一時刻前の特徴点に向かうベクトルの向きは画面右方
向になり，消失点も画面右側に位置する．しかし，全て
のフローが平行になると，本来右側に存在する消失点が
左側に推定されてしまう可能性がある．そこで，本研究
では全てのフローが平行に近い時に，消失点がフロー向
きとは逆の位置に推定された場合には，本来推定される
べき画面端の位置に再配置する補正手法を用いた． 
 
3.4. キーフレーム間隔の動的決定 
 提案手法では，ある程度動きのあるフレーム間でマッ
チングを行うことで，より正確に特徴点フローと消失点
を推定する．しかし，歩行者の動きが速い場合，キーフ
レーム間で対応する特徴点の数が極端に少なくなり，誤
った位置に消失点を推定してしまう．そこで，本研究で
は歩行者の動きに合わせて，端末のセンサ値からキーフ
レームの間隔を動的に決定する手法を提案する． 
 並進運動より回転運動の方が，画像間の特徴点の動き
は大きくなる．したがって，歩行者が一定以上の速度で
回転した時，キーフレーム間隔を半分にすることによっ
て，対応する特徴点の数を多く保つようにする． 
初めに，事前実験として歩行者の静止時，正面歩行時，
そしてカーブ歩行時の，床と垂直な軸に対するジャイロ
センサ値の変化を分析した．ジャイロセンサ値には，重
さ 0.1 の加重平均フィルターをかけている．分析の結果，
静止時，正面歩行時には，0.25rad/sec 未満を推移し，カ
ーブ歩行時には 0.5rad/sec以上の値を推移した．この結果
より，キーフレーム間のジャイロセンサ値が，0.5rad/sec
以上の場合，歩行者は回転運動をしていると判断し，二
つのキーフレーム間の中間フレームを特徴点マッチング
用いることで，キーフレーム間隔を短くする． 
 
3.5. 補正区間の識別 
本研究では，坂本らの研究[4]を参考に，歩行者が約 45
度横を向きながら，正面に向かって歩行する，横向き歩
きを推定し，その区間の前後の回転をキャンセルする．
更に，歩行中の自然な動作として，歩行者が歩行中に一
点を注視し，その注視点が真横まで来たら再び正面を向
く注視歩きについても，同様に推定を行う． 
 それぞれの歩行動作における，消失点の推移パターン
を分析するため，消失点推定の仮想的なシミュレーショ
ン環境を構築した．シミュレーション環境は，法政大学
小金井キャンパス西館 4 階廊下の環境を参考にし，以下
のように設定した． 
 
 廊下の幅：2.03m 
 壁の高さ：2.3m 
 カメラ(歩行者)の位置：廊下の中央，床から 1.5m 
 特徴点：床に沿うように 5等分，壁に沿うように 9
等分，奥行き方向に 0.1m間隔で配置 
 カメラ解像度：横 640ピクセル，縦 480ピクセル 
 
歩行者は毎ステップ 0.5mずつ，廊下の奥に向かって前進
する．ステップ毎に，カメラと消失点の位置を更新し，
透視投影法を用いて，カメラに映る消失点の座標を計算
する．歩行者が回転した際には，歩行者を中心とし，各
特徴点を回転させる．そして，カメラに映る特徴点のフ
ローを用いて，3.3 節にて述べた方法で消失点を計算し，
その推移を記録した． 
𝑃𝑋𝑖𝐶𝑌𝑖 − 𝐶𝑋𝑖𝑃𝑌𝑖 = |𝑉𝑃𝑖||𝑉𝐶𝑖| 𝑠𝑖𝑛 𝜃 (2) 
∑{𝑋(𝑝𝑦𝑖 − 𝑐𝑦𝑖) + 𝑌(𝑐𝑥𝑖 − 𝑝𝑥𝑖) + 𝑝𝑥𝑖𝑐𝑦𝑖
𝑛
𝑖=1
− 𝑐𝑥𝑖𝑝𝑦𝑖}
2 
 
(3) 
𝑋 =
𝑑𝑝 − 𝑏𝑞
𝑎𝑑 − 𝑏𝑐
 
 
𝑌 =
𝑎𝑞 − 𝑐𝑝
𝑎𝑑 − 𝑏𝑐
 
 
 
(4) 
𝑎 = ∑ (𝑝𝑦𝑖 − 𝑐𝑦𝑖)
2
𝑛
𝑖=1
 
𝑏 = ∑ (𝑐𝑥𝑖 − 𝑝𝑥𝑖)(𝑝𝑦𝑖 − 𝑐𝑦𝑖)
𝑛
𝑖=1
 
𝑐 = ∑ (𝑝𝑦𝑖 − 𝑐𝑦𝑖)(𝑐𝑥𝑖 − 𝑝𝑥𝑖)
𝑛
𝑖=1
 
𝑑 = ∑ (𝑐𝑥𝑖 − 𝑝𝑥𝑖)
2
𝑛
𝑖=1
 
𝑝 = − ∑ (𝑝𝑥𝑖𝑐𝑦𝑖 − 𝑐𝑥𝑖𝑝𝑦𝑖)(𝑝𝑦𝑖 − 𝑐𝑦𝑖)
𝑛
𝑖=1
 
𝑞 = − ∑ (𝑝𝑥𝑖𝑐𝑦𝑖 − 𝑐𝑥𝑖𝑝𝑦𝑖)(𝑐𝑥𝑖 − 𝑝𝑥𝑖)
𝑛
𝑖=1
 
 
 
 
 
 
 
(5) 
  
図 3消失点の推移のシミュレーション (横向き歩き) 
 
図 5消失点の推移シミュレーション (注視歩き) 
 
図 3，4，5，6，7 は，消失点の x 座標の推移を表して
いる．最も細かい点線は，消失点の x 座標を表し，実線
は，消失点の x座標値に，重さを 0.3に設定した加重平均
フィルターを通した値の軌跡である．また，中心は 320
ピクセルとなり，0 より小さければ，画面外左側に消失
点が位置し，640 より大きければ，画面外右側に位置す
ることになる．  
 
A. 横向き歩き 
図 3 は，横向き歩き区間を含む歩行を行った際の消失
点の x座標の推移を表している．ステップ数 10付近にお
いて，左を向く際に消失点が画面左に大きく推移し，ス
テップ数 20付近の横向き歩行中には画面右側に推移する．
ステップ数 25付近の正面に向きを戻す際に，画面右側に
大きく推移する． 
図 4 は，同様に，横向き歩きを含む歩行を，実際の環
境で行った際の消失点の x 座標の推移を表している．シ
ミュレーション結果と似た推移をしているため，この消 
 
図 4消失点の推移の実測 (横向き歩き) 
 
図 6消失点の推移の実測 (注視歩き) 
 
失点の推移は正しいと判断できる．よって，この消失点
の動きである，左ピーク，画面右，右ピーク，中央の順
に推移した場合に，左横向き歩きと判定する．右横向き
歩きは，それぞれ左右逆に推移した場合に判定する． 
 
B. 注視歩き 
 次に，歩行者が歩行中に何かに注視し，真横まで来た
ら再び正面を向く注視歩きについて，同様にシミュレー
ションを行った．図 5 は，途中で左壁の一点に注視しな
がら歩行し，注視点が真横に来たタイミングで，再び正
面に向き直す歩行をシミュレーションした時の消失点の
x座標の推移である．ステップ数 5付近において，左を向
く際に消失点が画面左に大きく推移し，ステップ数 10付
近までは，正面に推移する．これは，注視点を画面の中
央に捕らえながら歩行するため，常に注視点を中心に，
放射状に特徴点のフローが発生するためである．ステッ
プ数 11付近で，注視点を見なくなり，再び正面に向きを
戻すため，消失点は画面右側に大きく推移する． 
 図 6は，同様に，注視歩きを含む歩行を，実際の環境 
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図 7 消失点の推移の実測 (右，左二回カーブ) 
 
で行った際の消失点の x座標の推移を表している．横 
向き歩きと同様に，シミュレーション結果と似た推移を
しているため，この消失点の推移は正しいと判断できる．
よって，この消失点の動きである，左ピーク，画面中央，
右ピーク，中央の順に推移した場合に，左注視歩きと判
定する．右注視歩きは，それぞれ左右逆に推移した場合
に判定する． 
  
C. 左右二回カーブ 
 横向き歩き時の消失点推移パターンは特殊であるため，
推移パターンだけから判断可能である．しかし，注視歩
きを行った際の推移パターンは，通常の左右に二回カー
ブした場合と似ているため，推移パターンだけでは判断
ができない．図 7 は，右にカーブした後直進し，次に左
にカーブした時の消失点の推移を表している．右ピーク，
画面中央，左ピークと推移しているため，右注視歩きと
似た推移パターンになる． 
 本研究では，ジャイロセンサ値を利用し，注視歩きと，
通常の左右二回カーブの識別を行う．3.4節の事前実験よ
り，静止時，正面歩行時には，ジャイロセンサ値は
0.25rad/sec 未満を推移する．したがって，消失点が左ピ
ーク，画面中央，右ピーク，中央の順に推移した場合に，
左右のピークに挟まれた，画面中央に推移している区間
において，ジャイロセンサ値が 0.25 rad/sec未満であった
場合に，左右二回カーブと判断し，それ以上であった場
合に，注視歩きと判断する．注視歩きの場合には，その
前後の進行方向の回転をキャンセルし，左右二回カーブ
の場合には，キャンセルは行わない． 
 
4. 位置推定実験 
提案手法を用いて，位置推定実験を行う．歩行者は，
スマートフォンを目の前にかざすように手に保持し，歩
行する．端末は Android バージョン 6.0 を搭載した isai 
vivid LGV32であり，端末に搭載されたセンサを利用する．
各センサのサンプリング周波数は 50Hzであり，カメラの 
   
           (a) 横向き歩き                      (b) 注視歩き 
図 8 横向き歩き，注視歩き時の推定結果 
 
 
図 9  左右二回カーブ時の推定結果 
 
フレームレートは 30fps である．また，PDR システムは
遠藤らの手法[1]を用いた． 
歩行パターンは，横向き歩き，注視歩き，左右二回カ
ーブの 3 つであり，それぞれの場合において，提案手法
による進行方向の補正を行う前後の推定経路と，正解経
路を比較する． 
図 8(a)は，ほぼ真南に向かい直進しながら，途中で左
横を向き，再び正面を向く歩行に対する，位置推定実験
を行った結果である．補正前の経路では，本来，直進し
ているはずが，途中で左折し，その後右折する経路が推
定されている．補正後の経路では，進行方向の回転がキ
ャンセルされ，実際の歩行経路通り，直進する経路が推
定されていることが分かる．  
 図 8(b)は，ほぼ真南に向かい直進しながら，途中で左
側の壁の一点を注視しながら歩行し，再び正面に向きを
戻す歩行に対する，位置推定結果である．補正前の経路
では，本来，直進しているはずが，途中で左に蛇行し，
その後，右に蛇行する経路が推定されている．補正後の
経路では，その区間の進行方向の回転がキャンセルされ，
実際の歩行経路通り，直進する経路が推定されているこ
とが分かる．  
 図 9は，ほぼ真西に向かい直進し，途中で右にカーブ 
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 表 1  各経路推定における位置推定誤差 (m) 
 横向き歩き 注視歩き 左右二回カーブ 
補正前 5.52 4.28 2.13 
補正後 2.02 1.20 2.13 
 
表 2  各歩行パターンの検出精度 (%) 
 横向き歩き 注視歩き 左右二回カーブ 
検出精度 95.0 95.0 100 
 
し，再び直進した後，最後に左にカーブした時の位置推
定結果である．3.5節の Cで述べたように，左右二回カー
ブ時は，注視歩き時と消失点の推移パターンが似ている
が，画面中央に推移している区間のジャイロセンサ値を
用いて，歩行状態の推定を行っている．その結果，左右
二回カーブ時には補正がかからず，補正前後で等しい経
路が推定されていることが分かる． 
 表 1 は，各実験における補正前と補正後それぞれの経
路と正解経路との，最終地点の誤差を表している．横向
き歩き，注視歩き共に，補正前より補正後の方が，誤差
が 50%以上減少している．左右二回カーブ時は，補正が
かからず，精度の違いは無かった． 
 また，検出精度の調査のため，被験者 2 名に対して各
パターンの歩行を 10回ずつ行い，提案手法の評価実験を
行った．表 2 は，各歩行パターンの検出精度を表してい
る．全ての場合において，95%以上の高い精度で検出し
ている． 
 
5. 考察 
位置推定実験の結果より，横向き歩きと注視歩きを行
った際に生じた誤った回転を，提案手法によって補正す
ることが確認できた．また，ジャイロセンサ値と，消失
点の推移パターンを組み合わせ，通常の左右二回カーブ
と，注視歩きの識別も行った．本研究の目的であるセン
サとカメラを融合した新たな PDR手法によって，歩行者
の自然な動作にも対応できたと言える． 
しかし，カメラ画像を用いることにより，周辺の環境
によっては，消失点の計算に誤りが生じ，補正がかから
ない，もしくは誤った補正を行ってしまう場合もある．
例えば，特徴点の無い壁を写した画像や，極端にぶれた
画像が続いてしまうと，特徴点やフローが正しく検出で
きない．その場合は，センサだけで行う PDRと同等の位
置推定を行う．しかし，逆にカメラ画像が不安定な場合
でも，PDR と同等の位置推定精度を保てる事は提案手法
の強みである．さらに，その場合はカメラ画像から新た
なキーフレーム候補を選択する，もしくはキーフレーム
の間隔を更に短くするなどの対策も考えられる． 
歩行者の歩行速度，回転速度によっては，カメラ画像
はより不安定になると考えられる．提案手法では，携帯
端末が急に動いた場合に対応するため，画像のぶれに対
するロバスト性が高い AKAZE 特徴点を採用している．
しかし，AKAZE 特徴点が検出されない場合も予想され
るため，特徴点のマッチング数が極端に少ない場合は，
消失点の推定を行わず，誤った消失点の推定は行わない
などの対策が考えられる． 
従来の PDRと比較し，端末の所持方法に大きな制約が
かかってしまう欠点が存在するが，歩行者の歩行以外の
動作にロバストな点が優れていると考えられる．また，
従来の v-SLAM 技術と比較し，三次元マップの生成がで
きない点で劣っていると言える．しかし，提案手法は自
己位置推定に特化したシステムであり，マップの作成が
必要ない状況では有効である点や，周辺環境への依存度
が低い点で優れている． 
 
6. 結論 
本研究では，携帯端末を用いてセンサとカメラを組み
合わせた，新たな PDRシステムを提案した．その結果，
横向き歩きや，注視歩きなど，歩行中に自然な動作を行
った場合にも，正しい歩行経路を推定可能である事を確
認できた．  
センサとカメラ画像を用いた新たな相互補正手法の考
案，消失点推定精度の向上などが今後の課題として挙げ
られる．他にも，カメラ画像に他の歩行者などが映った
場合への対策などを検討していきたい． 
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