A user-centered and autonomic multi-cloud architecture for high performance computing applications by Leite, Alessandro Ferreira
Universidade de Brasília
Instituto de Ciências Exatas
Departamento de Ciência da Computação
A User-Centered and Autonomic Multi-Cloud
Architecture for High Performance Computing
Applications
Alessandro Ferreira Leite
Thesis presented in partial fulfillment
of the requirements for the degree of
Doctor in Computer Science
Advisor
Prof. Dr. Alba Cristina Magalhães Alves de Melo
Advisor
Prof. Dr. Christine Eisenbeis
Brasília
2014
Universidade de Brasília — UnB
Instituto de Ciências Exatas
Departamento de Ciência da Computação
Doutorado em Informática
Coordenadora: Prof. Dr.ª Alba Cristina Magalhães Alves de Melo
Banca examinadora composta por:
Prof. Dr. Alba Cristina Magalhães Alves de Melo (Advisor) — CIC/UnB
Prof. Dr. Christine Eisenbeis (Advisor) — INRIA, LRI/Paris-Sud 11
Prof. Dr. Claude Tadonki (Co-Advisor) — Mines ParisTech
Prof. Dr. Christine Froidevaux — LRI/Paris-Sud 11
Prof. Dr. Célia Ghedini Ralha — CIC/UnB
Prof. Dr. Christine Morin — INRIA, IRISA
Prof. Dr. Christophe Cérin — LIPN/Paris 13
Prof. Dr. Jean-Louis Pazat — INSA Rennes
CIP — Catalogação Internacional na Publicação
Leite, Alessandro Ferreira.
A User-Centered and Autonomic Multi-Cloud Architecture for High Per-
formance Computing Applications / Alessandro Ferreira Leite. Brasília :
UnB, 2014.
282 p. : il. ; 29,5 cm.
Thesis (Ph.D.) — Universidade de Brasília, Brasília, 2014.
1. Computação Autonômica; Computação de Alto Desempenho;
Federação de Nuvens; Linha de Produto de Software; Modelo de
Features de Infraestrutura de Nuvens
CDU 004.4
Endereço: Universidade de Brasília




To my family and my parents
To my niece and my nephews

Acknowledgements
First, I would like to thank my supervisors for their support and advices. Next, I
would like to thank my thesis’s reviewers Christophe Cérin and Jean-Louis Pazat, and
the members of my thesis committee: Christine Froidevaux, Célia Ghedini Ralha, and
Christine Morin. I appreciate all yours comments and questions.
Additionally, I would like to thank the professors Vander Alves, Genaína Rodrigues, Li
Weigang, and Jacques Blanc for their comments, suggestions, and discussions.
Next, I am very thankful to Katia Evrat and Valérie Berthou for kindly helping me in
various administrative works. In addition, I am grateful to the authors that sent me their
papers when I requested them.
After, I would like to thank all my team members in INRIA, especially Michael Kruse
and Taj Muhammad Khan. I also thank my friends Cícero Roberto, Antônio Junior, Éric
Silva, André Ribeiro, Francinaldo Araujo, Emerson Macedo, and the former Logus’s team.
Moreover, I would like to thank the people I collaborated with during the last years.
I further acknowledge the financial assistance of CAPES/CNPq through the program
science without borders (grant 237561/2012-3) during the year of 2013, and Campus
France/INRIA (project Pascale) during the period of February to July and November to
December 2014.
Last but not least, I would like to thank my parents and my family for their uncondi-




Cloud computing has been seen as an option to execute high performance computing (HPC)
applications. While traditional HPC platforms such as grid and supercomputers offer a stable
environment in terms of failures, performance, and number of resources, cloud computing offers
on-demand resources generally with unpredictable performance at low financial cost. Furthermore,
in cloud environment, failures are part of its normal operation. To overcome the limits of a single
cloud, clouds can be combined, forming a cloud federation often with minimal additional costs for
the users. A cloud federation can help both cloud providers and cloud users to achieve their goals
such as to reduce the execution time, to achieve minimum cost, to increase availability, to reduce
power consumption, among others. Hence, cloud federation can be an elegant solution to avoid
over provisioning, thus reducing the operational costs in an average load situation, and removing
resources that would otherwise remain idle and wasting power consumption, for instance. However,
cloud federation increases the range of resources available for the users. As a result, cloud or system
administration skills may be demanded from the users, as well as a considerable time to learn
about the available options. In this context, some questions arise such as: (a) which cloud resource
is appropriate for a given application? (b) how can the users execute their HPC applications with
acceptable performance and financial costs, without needing to re-engineer the applications to
fit clouds’ constraints? (c) how can non-cloud specialists maximize the features of the clouds,
without being tied to a cloud provider? and (d) how can the cloud providers use the federation
to reduce power consumption of the clouds, while still being able to give service-level agreement
(SLA) guarantees to the users? Motivated by these questions, this thesis presents a SLA-aware
application consolidation solution for cloud federation. Using a multi-agent system (MAS) to
negotiate virtual machine (VM) migrations between the clouds, simulation results show that our
approach could reduce up to 46% of the power consumption, while trying to meet performance
requirements. Using the federation, we developed and evaluated an approach to execute a huge
bioinformatics application at zero-cost. Moreover, we could decrease the execution time in 22.55%
over the best single cloud execution. In addition, this thesis presents a cloud architecture called
Excalibur to auto-scale cloud-unaware application. Executing a genomics workflow, Excalibur
could seamlessly scale the applications up to 11 virtual machines, reducing the execution time by
63% and the cost by 84% when compared to a user’s configuration. Finally, this thesis presents
a software product line engineering (SPLE) method to handle the commonality and variability
of infrastructure-as-a-service (IaaS) clouds, and an autonomic multi-cloud architecture that uses
this method to configure and to deal with failures autonomously. The SPLE method uses extended
feature model (EFM) with attributes to describe the resources and to select them based on the
users’ objectives. Experiments realized with two different cloud providers show that using the
proposed method, the users could execute their application on a federated cloud environment,
without needing to know the variability and constraints of the clouds.
Keywords: Autonomic computing; High performance computing (HPC); Cloud federation; Soft-




Le cloud computing a été considéré comme une option pour exécuter des applications de calcul
haute performance (HPC). Bien que les plateformes traditionnelles de calcul haute performance telles
que les grilles et les supercalculateurs offrent un environnement stable du point de vue des défaillances,
des performances, et de la taille des ressources, le cloud computing offre des ressources à la demande,
généralement avec des performances imprévisibles mais à des coûts financiers abordables. En outre, dans
un environnement de cloud, les défaillances sont perçues comme étant ordinaires. Pour surmonter les
limites d’un cloud individuel, plusieurs clouds peuvent être combinés pour former une fédération de
clouds, souvent avec des coûts supplémentaires légers pour les utilisateurs. Une fédération de clouds peut
aider autant les fournisseurs que les utilisateurs à atteindre leurs objectifs tels la réduction du temps
d’exécution, la minimisation des coûts, l’augmentation de la disponibilité, la réduction de la consommation
d’énergie, pour ne citer que ceux-là. Ainsi, la fédération de clouds peut être une solution élégante pour
éviter le sur-approvisionnement, réduisant ainsi les coûts d’exploitation en situation de charge moyenne,
et en supprimant des ressources qui, autrement, resteraient inutilisées et gaspilleraient ainsi de énergie.
Cependant, la fédération de clouds élargit la gamme des ressources disponibles. En conséquence, pour
les utilisateurs, des compétences en cloud computing ou en administration système sont nécessaires,
ainsi qu’un temps d’apprentissage considérable pour maîtrises les options disponibles. Dans ce contexte,
certaines questions se posent : (a) Quelle ressource du cloud est appropriée pour une application donnée ?
(b) Comment les utilisateurs peuvent-ils exécuter leurs applications HPC avec un rendement acceptable
et des coûts financiers abordables, sans avoir à reconfigurer les applications pour répondre aux normes
et contraintes du cloud ? (c) Comment les non-spécialistes du cloud peuvent-ils maximiser l’usage des
caractéristiques du cloud, sans être liés au fournisseur du cloud ? et (d) Comment les fournisseurs de cloud
peuvent-ils exploiter la fédération pour réduire la consommation électrique, tout en étant en mesure de
fournir un service garantissant les normes de qualité préétablies ? À partir de ces questions, la présente
thèse propose une solution de consolidation d’applications pour la fédération de clouds qui garantit
le respect des normes de qualité de service. On utilise un système multi-agents (SMA) pour négocier
la migration des machines virtuelles entre les clouds. Les résultats de simulations montrent que notre
approche pourrait réduire jusqu’à 46% la consommation totale d’énergie, tout en respectant les exigences
de performance. En nous basant sur la fédération de clouds, nous avons développé et évalué une approche
pour exécuter une énorme application de bioinformatique à coût zéro. En outre, nous avons pu réduire
le temps d’exécution de 22,55% par rapport à la meilleure exécution dans un cloud individuel. Cette
thèse présente aussi une architecture de cloud baptisée « Excalibur » qui permet l’adaptation automatique
des applications standards pour le cloud. Dans l’exécution d’une chaîne de traitements de la génomique,
Excalibur a pu parfaitement mettre à l’échelle les applications sur jusqu’à 11 machines virtuelles, ce qui a
réduit le temps d’exécution de 63% et le coût de 84% par rapport à la configuration de l’utilisateur. Enfin,
cette thèse présente un processus d’ingénierie des lignes de produits (PLE) pour gérer la variabilité de
l’infrastructure à la demande du cloud, et une architecture multi-cloud autonome qui utilise ce processus
pour configurer et faire face aux défaillances de manière indépendante. Le processus PLE utilise le modèle
étendu de fonction (EFM) avec des attributs pour décrire les ressources et les sélectionner en fonction des
objectifs de l’utilisateur. Les expériences réalisées avec deux fournisseurs de cloud différents montrent qu’en
utilisant le modèle proposé, les utilisateurs peuvent exécuter leurs applications dans un environnement de
clouds fédérés, sans avoir besoin de connaître les variabilités et contraintes du cloud.
Mots-clés: Calcul Autonomique; Calcul Haute Performance (HPC); Cloud Federation; Ligne de Produits




A computação em nuvem tem sido considerada como uma opção para executar aplicações de alto
desempenho. Entretanto, enquanto as plataformas de alto desempenho tradicionais como grid e su-
percomputadores oferecem um ambiente estável quanto à falha, desempenho e número de recursos, a
computação em nuvem oferece recursos sob demanda, geralmente com desempenho imprevisível à baixo
custo financeiro. Além disso, em ambiente de nuvem, as falhas fazem parte da sua normal operação. No
entanto, as nuvens podem ser combinadas, criando uma federação, para superar os limites de uma nuvem
muitas vezes com um baixo custo para os usuários. A federação de nuvens pode ajudar tanto os provedores
quanto os usuários das nuvens a atingirem diferentes objetivos tais como: reduzir o tempo de execução de
uma aplicação, reduzir o custo financeiro, aumentar a disponibilidade do ambiente, reduzir o consumo
de energia, entre outros. Por isso, a federação de nuvens pode ser uma solução elegante para evitar o
sub-provisionamento de recursos ajudando os provedores a reduzirem os custos operacionais e a reduzir o
número de recursos ativos, que outrora ficariam ociosos consumindo energia, por exemplo. No entanto, a
federação de nuvens aumenta as opções de recursos disponíveis para os usuários, requerendo, em muito dos
casos, conhecimento em administração de sistemas ou em computação em nuvem, bem como um tempo
considerável para aprender sobre as opções disponíveis. Neste contexto, surgem algumas questões, tais
como: (a) qual dentre os recursos disponíveis é apropriado para uma determinada aplicação? (b) como
os usuários podem executar suas aplicações na nuvem e obter um desempenho e um custo financeiro
aceitável, sem ter que modificá-las para atender as restrições do ambiente de nuvem? (c) como os usuários
não especialistas em nuvem podem maximizar o uso da nuvem, sem ficar dependente de um provedor?
(d) como os provedores podem utilizar a federação para reduzir o consumo de energia dos datacenters e ao
mesmo tempo atender os acordos de níveis de serviços? A partir destas questões, este trabalho apresenta
uma solução para consolidação de aplicações em nuvem federalizadas considerando os acordos de serviços.
Nossa solução utiliza um sistema multi-agente para negociar a migração das máquinas virtuais entres
as nuvens. Simulações mostram que nossa abordagem pode reduzir em até 46% o consumo de energia e
atender os requisitos de qualidade. Nós também desenvolvemos e avaliamos uma solução para executar
uma aplicação de bioinformática em nuvens federalizadas, a custo zero. Nesse caso, utilizando a federação,
conseguimos diminuir o tempo de execução da aplicação em 22,55%, considerando o seu tempo de execução
na melhor nuvem. Além disso, este trabalho apresenta uma arquitetura chamada Excalibur, que possibilita
escalar a execução de aplicações comuns em nuvem. Excalibur conseguiu escalar automaticamente a
execução de um conjunto de aplicações de bioinformática em até 11 máquinas virtuais, reduzindo o tempo
de execução em 63% e o custo financeiro em 84% quando comparado com uma configuração definida pelos
usuários. Por fim, este trabalho apresenta um método baseado em linha de produto de software para lidar
com as variabilidades dos serviços oferecidos por nuvens de infraestrutura (IaaS), e um sistema que utiliza
deste processo para configurar o ambiente e para lidar com falhas de forma automática. O nosso método
utiliza modelo de feature estendido com atributos para descrever os recursos e para selecioná-los com
base nos objetivos dos usuários. Experimentos realizados com dois provedores diferentes mostraram que
utilizando o nosso processo, os usuários podem executar as suas aplicações em um ambiente de nuvem
federalizada, sem conhecer as variabilidades e limitações das nuvens.
Palavras-chave: Computação Autonômica; Computação de Alto Desempenho; Federação de Nuvens;
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1.1 Motivation
Cloud computing is a recent paradigm for provisioning of computing infrastructure,
platform and/or software. It provides computing resources through a virtualized infras-
tructure, letting applications, computing power, data storage and network resources to be
provisioned, and remotely managed over private networks or over the Internet [154, 307].
Hence, cloud computing enhances collaboration, agility, scalability, and availability to end
users and enterprises.
Furthermore, the clouds offer different features, enabling resource sharing (e.g., in-
frastructure, platform and/or software) among cloud providers and cloud users in a
pay-as-you-go model. These features have been used for many objectives such as (a) to
decrease the cost of ownership, (b) to increase the capacity of dedicated infrastructures
when they run out of resources, (c) to reduce power consumption and/or carbon footprint,
and (d) to respond effectively for changes in the demand. However, the access to these
features depends on the levels of abstraction (i.e., cloud layer). The levels of abstraction are
usually defined as being: infrastructure-as-a-service (IaaS), platform-as-a-service (PaaS),
and software-as-a-service (SaaS). While IaaS offers low-level access to the infrastructure,
including virtual machines (VMs), storages, and network, PaaS adds a layer above the IaaS
infrastructure, offering high-level primitives to help the users on developing native cloud
applications. In addition, it also provides services for application deployment, monitoring,
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and scaling. Finally, SaaS provides the applications, and manages the whole computing
environment.
In this context, the users interested in the cloud face the problem of choosing low-level
services to execute ordinary applications, thus, being responsible for managing the com-
puting resources (i.e., VMs) or choosing high-level services needing to develop native cloud
applications, in order to delegate the management of the computing environment to cloud
providers. These two options exist, because the clouds often target Web applications,
whereas users’ applications are usually batch-oriented performing parameter sweeps. There-
fore, deploying and executing an application in the cloud is still a complex task [179, 392].
For instance, to execute an application using the cloud infrastructure, the users must first
select a virtual machine (VM), configure all necessary applications, transfer all data, and
finally, execute their applications. Learning this process can require days or even weeks, if
the users are unfamiliar with system administration, without guarantees of meeting their
objectives. Hence, this can represent a barrier to use the cloud infrastructure.
Moreover, with the number of cloud providers growing, the users have the challenge of
selecting an appropriate cloud and/or resource (e.g.,VM) to execute their applications. This
represent a difficult task because there is a wide range of resources offered by the clouds.
Furthermore, these resources are usually suited for different purposes, and they often have
multiple constraints. Since clouds can fail, or may have scalability limits, a cloud federation
scenario should be considered, increasing the work and the difficulties in using clouds’
infrastructures. Some questions that arise in this context are: (a) which resources (VMs)
are suitable for executing a given application; (b) how to avoid under and over-provisioning
taking into account both resources’ characteristics and users’ objectives (e.g., performance
at lower cost), without being tied to a cloud provider; and (c) how a non-cloud specialist may
maximize the usage of the cloud infrastructure without re-engineering their applications
to the cloud environment.
Although some efforts have been made to reduce the cloud’s complexity, most of
them target software developers and are not straightforward for inexperienced users [179].
Besides that, cloud services usually run on large-scale data centers and demand a huge
amount of electricity. Nowadays, the electricity cost can be seen as one of the major
concerns of data centers, since it is sometimes nonlinear with the capacity of the data
centers, and it is also associated with a high amount of carbon emission (CO2). The
projections considering the data center energy-efficiency [142, 201, 202] show that the
total amount of electricity consumed by data centers in the next years will be extremely
high, and it is like to overtake the airlines industry in terms of carbon emissions.
Additionally, depending on the efficiency of the data center infrastructure, the number
of watts that it requires can be from three to thirty times higher than the number of watts
needed for computations [330]. And it has a high impact on the total operation costs [31],
which can be over 60% of the peak load. Nevertheless, energy-saving schemes that result in
too much degradation of the system performance or in violations of service-level agreement
(SLA) parameters would eventually cause the users to move to another cloud provider.
Thus, there is a need to reach a balance between the energy savings and the costs incurred
by these savings in the execution of the applications.
In this context, we advocate the usage of cloud federation to seamlessly distribute the
services workload across different clouds, according to some objectives (e.g., to reduce energy
consumption) without incurring in too much degradation of performance requirements
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defined between cloud providers and cloud users. Moreover, we advocate a declarative
approach where the users describe their applications and objectives, and submit it to a
system that automatically: (a) provisions the resources; (b) sets up the whole computing
environment; (c) tries to meet the users’ requirements such as performance at reduce cost;
and (d) handles failures in a federated cloud scenario.
1.2 Objectives
Following a goal-oriented strategy, this thesis aims to investigate the usage of federated
clouds considering different viewpoints. It considers the point of views of the: (a) cloud
providers, (b) experienced software developers, (c) ordinary users, and (d) multiple
users’ profiles (i.e., system administrators, unskilled and skilled cloud users, and software
developers). To achieve the main goal, this thesis considers the following four sub-goals.
1. reducing power consumption: the cloud services usually execute in big data
centers that normally contain a large number of computing nodes. Thus, the cost of
running these services may have a major impact on the total operational cost [31]
due to the amount of energy demanded by such services. In this scenario, we aim
to investigate the use of a cloud federation environment to help cloud providers on
reducing power consumption of the services, without having a great impact in quality
of service (QoS) requirements.
2. execution of a huge application at reduced-cost: most of the clouds provide
some resources at low financial costs. These resources normally have limited comput-
ing capacity and small amount of RAM memory. Moreover, they are heterogeneous
with regard to the cloud layer (i.e., PaaS and IaaS), requiring different strategies to
use and to connect them. Thus, we want to investigate if a federated execution using
exclusively the cheapest resources of each cloud can achieve an acceptable execution
time.
3. reducing the execution time of cloud-unaware applications: some of the
users applications were designed to execute in a single and dedicated resource with
almost predictable performance. Hence, these applications do not fit the cloud model,
where resource failures and performance variation are part of its normal operation.
However, most of these applications have parts that can be executed in parallel.
In other words, these applications comprise parts of independent tasks. In this
scenario, we aim to investigate the execution of cloud-unaware applications taking
into account the financial cost and trying to reduce their execution time without
users’ intervention.
4. automate the tasks of selection and configuration of clouds resources for
different kinds of users: nowadays, the users interested in the clouds face two
major problems. One is knowing what are the available resources including their
constraints and characteristics. Another is the required skill to select, to configure,
and to use these resources taking into account different objectives such as performance
and cost. In this context, one of our goal is to investigate how to help the users on
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dealing with these problems, requiring minimal users’ intervention to configure a
single or a federated cloud environment.
1.3 Thesis Statement
In 1992, Smarr and Catlett [326] introduced the concept of metacomputing. Metacom-
puting refers to the use of distributed computing resources connected by the networks.
Thus creating a virtual supercomputer – the metacomputer. In this case, they advocated
that the users must be unaware of the metacomputer or even any computer, since the
metacomputer has the capacity to obtain whatever computing resources are necessary.
Based on this vision, our thesis statement is that:
Cloud computing is an interesting model for implementing a metacomputer due to
its characteristics such as on-demand, pay-per-usage, and elasticity. Moreover, the
cloud model focuses on delivering computing services rather than computing devices;
i.e., in the cloud, the users are normally unaware of the computing infrastructure.
Altogether, the cloud model can increase resource federation and reduce the efforts
to democratize the access to high performance computing (HPC) environments at
reduced cost.
Besides that, we ask the following research questions in this thesis:
can the cloud federation be used to reduce power consumption of data centers,
without incurring into several performance penalties for the users?
can software developers use the clouds to speed up the execution of a native-cloud
application at reduced-cost, without being locked to any cloud provider?
can inexperienced users utilize a cloud environment to execute cloud-unaware ap-
plications, without having to deal with low-level technical details, having both an
acceptable execution time and a financial cost, and without having to change their
applications to meet cloud’s constraints?
is there a method to support automatic resource selection and configuration on cloud
federation, and that offers a level of abstraction suitable for different users’ profiles?
1.4 Contributions
To tackle the introduced sub-goals this thesis makes the following five contributions:
1. Power-Aware Server Consolidation for Federated Clouds: we propose and
evaluate a power and SLA-aware application consolidation solution for cloud federa-
tions [215]. To achieve this goal, we designed a multi-agent system (MAS) for server
consolidation, taking into account service-level agreement (SLA), power consumption,
and carbon footprint. Different for similar solutions available in the literature, in our
solution, when a cloud is overloaded its data center needs to negotiate with other
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data centers before migrating the workload (i.e., VM). Simulation results show that
our approach can reduce up to 46% of the power consumption, while trying to meet
performance requirements. Furthermore, we show that federated clouds can provide
an adequate solution to deal with power consumption in clouds. In this case, cloud
providers can use the computing infrastructure of other clouds according to their
objectives. This work was published in [215].
2. Biological Sequence Comparison at Zero-Cost on a Vertical Public Cloud
Federation: we propose and evaluate an approach to execute a huge bioinformatics
application on a vertical cloud federation [214]. This approach has two main
components: (i) an architecture that can transparently connect and manage
multiple clouds, thus creating a multi-cloud environment and (ii) an implementation
of a MapReduce version of the bioinformatics application in this architecture. The
architecture and the application were implemented and executed in five public
clouds (Amazon EC2, Google App Engine, Heroku, OpenShift, and PiCloud), using
only their free-quota. In our tests, we executed an application that did up to 12
million biological comparisons. Experimental results show that (a) our federated
approach could reduce the execution time in 22.55% over the best stand-alone
cloud execution; (b) we could reduce the execution time from 5 hours and 44
minutes (SSEARCH sequential tool) to 13 minutes (our Amazon EC2 execution);
and (c) federation can enable the execution of huge applications in clouds at no
expense (i.e., using only the free-quota). With this work, it became clear that our
architecture could federate real clouds and it could execute a real application. Even
though the architecture proposed was very effective, it was application-specific (i.e.,
Mapreduce application). Moreover, it became clear for us that configuration tasks
are complex in a real cloud environment, and they often require advanced computing
skills. So, we decided to investigate generic architectures and models that did not
impose complex configuration tasks for the users. This work was published in [214].
3. Excalibur: A User-Centered Cloud Architecture for Executing Parallel
Applications: we propose and evaluate a cloud architecture, called Excalibur.
This architecture has three main objectives [217]: (a) provide a platform for high
performance computing applications in the cloud for users without cloud skills;
(b) dynamically scale the applications without user intervention; and (c) meet the
users requirements such as high performance at reduced cost. Excalibur comprises
three main components: (i) an architecture that sets up the cloud environment;
(ii) an auto-scaling mechanism that tries to reduce the execution time of cloud-
unaware applications. In this case, the auto-scaling solution focuses on applications
that were developed to be executed sequentially, but that have parts that can
be executed in parallel; (iii) a domain specific language (DSL) that allows the
users to describe the dependencies between the applications based on the structure
of their data (i.e., input and output). We executed a complex genomics cloud-
unaware application in our architecture, which was deployed on Amazon EC2. The
experiments showed that the proposed architecture could dynamically scale this
application up to 11 instances, reducing the execution time by 63% and the cost by
84% when compared to the execution in a configuration specified by the users. In
this case, the execution time was reduced from 8 hours and 41 minutes to 3 hours
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and 4 minutes; and the cost was reduced from 78 USD to 14 USD. With this work,
the advantages of auto-scaling in clouds became clear to us. Furthermore, we showed
that it was possible to execute a complex cloud-unaware application in the cloud.
This work was published in [217].
4. Resource Selection Using Automated Feature-Based Configuration Man-
agement in Federated Clouds: we propose and evaluate a model to handle the
variabilities of IaaS clouds. The model uses extended feature model (EFM) with
attributes to describe the resources and their characteristics and to select appro-
priate virtual machine based on users’ objectives. We implemented the model in a
solver (i.e., Choco [178]) considering the configurations of two different clouds (Ama-
zon EC2 and Google Compute Engine (GCE)). Experimental results showed that
using the proposed model, the users can get an optimal configuration with regard to
their objectives without needing to know the constraints and variabilities of each
cloud. Moreover, our model enabled application deployment and reconfiguration at
runtime in a federated cloud scenario without requiring the usage of virtual machine
image (VMI).
5. Dohko: An Autonomic and Goal-Oriented System for Federated Clouds:
we propose and evaluate an autonomic and goal-oriented system for federated clouds.
Our system implements the autonomic properties: self-configuration, self-healing,
and context-awareness. Using a declarative strategy, in our system, the users specify
their applications and requirements (e.g., number of CPU cores, maximal finan-
cial cost per hour, among others), and the system automatically (a) selects the
resources (i.e., VMs) that meet the constraints using the model proposed in con-
tribution 4; (b) configures and installs the applications in the clouds; (c) handles
resource failures; and (d) executes the applications. We executed a genomics applica-
tion (i.e., SSEARCH, September 2014) to compare up to 24 biological sequences with
the UniProtKB/Swiss-Prot (September 2014) in two different cloud providers (i.e.,
Amazon EC2 and GCE) and considering different scenarios (e.g., standalone (i.e.,
single cloud) and multiple clouds). Experimental results show that our system could
transparently connect different clouds and configure the whole execution environ-
ment, requiring minimal users intervention. Moreover, by employing a hierarchical
management organization (i.e., a hierarchical P2P overlay), our system was able
to handle failures and to organize the nodes in a way that reduced inter-cloud
communication.
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1.6 Thesis Outline
This thesis is organized in two parts: background and contributions.
In the first part, we present the concepts and recent developments in the domain of
large-scale distributed systems. In this case, it comprises the following chapters:
chapter 2: we provide an historical perspective of concepts, mechanisms and tools
that are landmarks in the evolution of large-scale distributed systems. Then, we
present the most representative types of these systems: clusters, grids, P2P systems,
and clouds.
chapter 3: we discuss the practical aspects related to cloud computing, such as
virtualization, service-level agreement (SLA), MapReduce, and cloud computing
architectures.
chapter 4: we describe autonomic computing. First, we present the definition of
autonomic systems, followed by the autonomic properties. Then, we present the
concepts related to the architecture of autonomic systems. Finally, some autonomic
systems for large-scale distributed systems are presented and compared.
chapter 5: we present the concept of energy-aware computing, providing information
about green data centers followed by a discussion about green performance indicators.
In the second part, we present the contributions of this thesis, and it is organized as
follows:
chapter 6: we present the first contribution of this thesis: a server consolidation
approach to reduce power consumption in cloud federations. First, we present
the proposed multi-agent system (MAS) server consolidation strategy for federated
clouds. Then, the experimental results are discussed followed by the related work in
this area. Finally, we present final considerations.
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chapter 7: in this chapter, we describe the seconds contribution of this thesis: our
approach to execute the Smith-Waterman (SW) algorithm in a cloud federation with
zero-cost. First, we provide a brief introduction for biological sequence comparison
followed by a description of the Smith-Waterman algorithm. Next, we present
the proposed architecture and the experimental results realized in a public cloud
federation scenario. Finally, we discuss some of the related works that have executed
the SW algorithm in different platforms followed by final considerations.
chapter 8: in this chapter, we describe the third contribution of this thesis: a
cloud architecture to help the users on reducing the execution time of cloud-unaware
applications. First, we present our cloud architecture. After, experimental results
are discussed followed by a discussion of similar cloud architecture available in the
literature. Finally, we present final considerations.
chapter 9: this chapter presents the fourth contribution of this thesis: a model to
handle the variabilities of IaaS clouds. First, it presents the motivation and challenges
addressed by our model followed by an overview of multi-objective optimization
problem (MOOP) and feature modeling. Next, the proposed model is presented.
After, it describes the experimental results followed by the related works. Finally, it
presents final considerations.
chapter 10: in this chapter, we present the fifth contribution of this thesis: an
autonomic cloud architecture. First, we present the proposed architecture and its
main components, followed by a description of its autonomic properties. Then,
experimental results are discussed. Next, a comparative view of some important
features of cloud architectures is presented. Finally, we present final considerations.
chapter 11: in this chapter, we summarize the overall manuscript, and we present
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Over the years, we have observed a considerable increase in the demand for powerful
computing infrastructures. This demand has been satisfied by aggregating resources
connected through a network, forming large-scale distributed systems. These systems
normally appear to users as a single system or computer [88, 341]. One example is the
Internet, where the users use different services to communicate and to share information,
without needing to know about its computing infrastructure.
Large-scale distributed systems can be defined as systems that coordinate a big number
of geographically distributed and mostly heterogeneous resources to deliver scalable services
without having a centralized control. Scalability is an important characteristic of large-scale
distributed systems since it guarantees that even if the number of users, nodes or the
system workload increases, these systems can still deliver their services without noticeable
effect on performance or on administrative complexity [192]. Examples of such systems
are the SETI@home [370], the LHC Computing Grid [33], among others.
In this context, this chapter presents the evolution of computing systems from the
1960s until today. Then, the most common large-scale systems are discussed: clusters,
grids, P2P systems, and clouds.
2.1 Evolution
Nowadays, we observe an astonishing level of complexity, interoperability, reliability,
and scalability of large-scale distributed systems. This is due to concepts, models, and
techniques developed in the last 50 years in many research domains, including computer
architecture, networking, and parallel/distributed computing. In this section, we present
a general landscape of events and the main landmarks that contributed to our current
development state. It must be noted that this is not intended to be an exhaustive list. In
order to give a historical perspective, this section is organized in subsections that describe
the main developments in each decade.
2.1.1 The 1960s
The 1960s was a period of innovative ideas that could not become reality because of
several technological barriers. It was also the decade of the first developments in the areas
of supercomputing and networking.
In the 1960s, some researchers conceived the idea of the computer as a utility. They
envisioned a world where the computer was not an expensive machine restricted to some
organizations, but a public utility as the telephone system. This idea was exposed by
John McCarthy in 1961 at a talk at the MIT Centennial [132]. In 1962, J. C. L. Licklider
proposed the Galactic Network concept [226], where a set of globally interconnected
computers could be used by anyone to quickly access data and programs. Even though
these ideas became popular in the 1960s, many technological barriers were encountered
that prevented their implementation at that time.
Still in the 1960s, the CDC 6000 series was designed by Seymour Cray as the first super-
computer, composed of multiple functional units and one or two CPUs. This was a multiple
11
Chapter 2. Large-Scale Distributed Systems
instruction multiple data (MIMD) machine, according to Flynn’s categorization [118]. In
the late 1960s, the CDC 8600 had 4 CPUs, with a shared memory design.
In 1962, the first wide-area network experiment was made, connecting a computer in
Massachusetts to a computer in California, using telephone lines. In 1969, the ARPANET
was created, aiming to connect computing nodes in several Universities in the US, making
use of the recently developed packet switching theory.
In 1965, IBM announced the System 370/67, introducing the usage of a software layer
called virtual machine monitor (VMM) that enabled to share the same computer among
several operating systems and computing environments [138, 146].
The concepts involved in the client/server model were first proposed in 1969, where the
server was named server-host and the client was named using-host. In this early model,
both client and server were physical machines.
2.1.2 The 1970s
The 1970s can be seen as the decade where some ideas proposed in the 1960s started
to be implemented. One of the main landmarks of this decade is the Internet.
In the early 1970s, Seymour Cray left CDC to create his own company, using a different
approach to build supercomputers. The idea was to exploit the single instruction multiple
data (SIMD) categorization [118], named vector processing at that time. It replicated the
execution units, instead of the whole CPU. The Cray-1 Machine, released in 1976, could
operate by blocks of 64 operands (SIMD capability), attaining 250 MFlops (millions of
floating-point operations per second).
Still in the 1970s, computers started to be connected by networks, using the ARPANET.
In 1972, a large demonstration of the ARPANET took place, using electronic mails as the
main application. In addition, the concept of open-architecture network was proposed,
where individual networks might be separately designed and then connected by a standard
protocol. A packet radio program that used the open-architecture concept was called
Internetting at DARPA. In 1973, the first Ethernet network was installed at the Xerox
Palo Alto Research Center. Telnet (remote login) and ftp (file transfer) protocols were
proposed in 1972 and 1973, respectively. In 1974, Cerf and Kahn published their paper
presenting the TCP protocol [72]; and the term Internet was coined to describe a global
TCP/IP network.
The combination of the time-sharing vision and the decentralization of computer
infrastructures led to the concept of distributed systems in the late 1970s. A distributed
system can be defined as a collection of autonomous computers connected by a network
that appears to its users as a single system. In this system, computers communicate
with each other using messages that are sent over the network, and this communication
process is hidden from the users [88, 134, 341]. Transparency is a very important point in
this definition. It means that users and applications should interact with a distributed
system in the same way as they interact with a standalone system. Other important
characteristics are scalability, availability and interoperability which, respectively, enable
distributed systems to be relatively easy to expand or scale; to be continuously available,
even though some parts are unavailable; and to establish communication among different
hardware and software platforms.
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2.1.3 The 1980s
The 1980s observed a rapid development in supercomputing, networking and distributed
systems. The World-Wide Web (WWW) was proposed in this decade.
In the 1980s, Cray continued to release supercomputers based on vector processing and,
in 1988, the first supercomputer to attain a sustained rate of 1 gigaflop was a Cray-YMP8,
composed of 8 CPUs, capable of operating simultaneously on 64 operands each. Still in the
1980s, several companies focused on shared memory MIMD supercomputers. The company
Thinking Machines built the CM-2 (Connection Machine) hypercube supercomputer, one
of the first so-called massively parallel processors (MPPs), composed of 65,536 (1-bit
check) processing elements with local memory. In 1989, the CM-2 with 65,536 processing
elements attained 2.5 gigaflops.
In 1983, the TCP/IP protocol was adopted by the ARPANET, replacing the previous
NCP protocol. In 1985, the TCP/IP protocol was used by several networks, including the
USENET, BITNET and NSFNET. In 1989, Berners-Lee [39, 40] proposed a new protocol
based on hypertext. This protocol would become the World-Wide Web (WWW) in 1991.
With the advent of personal computers (PCs) and workstations, the client-server model
gained popularity in the late 1980s, being mainly used for file sharing. Still in the 1980s,
important concepts in distributed systems such as event ordering, logical clocks, global
states, Byzantine faults and leader election were proposed [88].
In the 1980s, it became clear that a distributed system must comprise different providers
and that it should be independent from the communication technology. Initially, this was
a difficult objective to achieve since the communication in a distributed system was mostly
implemented using low-level socket primitives. Socket programming is complex and requires
a deep understanding of the underlying network protocols. To bypass these difficulties,
the remote procedure call (RPC) was proposed in 1983 [47], enabling functions that belong
to the same program to be performed by remote computers, as if they were running locally.
This represented a great advancement and RPC was the base for the CORBA and Web
services.
2.1.4 The 1990s
In the 1990s, great technological advances and intelligent design choices made it possible
to break the teraflop performance barrier. It was also the decade of the widespread adoption
of the Internet. Metacomputing, grid computing and cloud computing were proposed
in the 1990s. At this decade, the researchers also began to consider the use of virtual
machines to overcome some limitations of the x86 architecture and operating systems [301].
The idea of cluster computing became very popular in the 1990s. Clusters consisted of
commodity components connected in order to build a supercomputer. In 1993, the Beowulf
project was able to connect 8 PCs (DX4 processors) with the 10Mbit Ethernet, using the
Linux operating system. The number of PCs connected grew quickly and the 10Mbit
Ethernet was replaced by Fast Ethernet. One of the reasons for the success of clusters was
the development of programming environments such as parallel virtual machine (PVM)
and message passing interface (MPI). In 1997, clusters were included among the fastest 500
machines at the Top 500 list (top500.org), with a sustained performance of 10 gigaflops.
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Still in the 1990s, research on supercomputing continued and, in 1997, the ASCI Red
machine, with 4,510 MIMD computing nodes was the first supercomputer to attain 1
teraflop of sustained performance.
In 1992, more than a million computers were connected to the Internet. In 1993,
the first graphic browser, called Mosaic, was introduced [254]. The World Wide Web
Consortium (W3C) was created in 1994 to promote and to develop standards for the Web.
Originated in 1991, the Common Object Request Broker Architecture (CORBA)
was one of the first attempts to create a standard for distributed objects management
in distributed systems [88]. However, due to some ambiguities in its specification, its
adoption was slow and its implementation complex. The ambiguities were solved in
the second version of Common Object Request Broker Architecture (CORBA) in 1998,
however the advent of other technologies as the Java Remote Method Invocation (RMI)
and the Extensible Markup Language (XML) led to the decline of CORBA.
The Distributed Computing Object Model (DCOM) came out in 1993. It was restricted
to the Windows platform and, beyond that, such as CORBA, the usage of Distributed Com-
puting Object Model (DCOM) over the Internet imposed some administrative challenges,
as it required the opening of some doors in the firewall, since both CORBA and DCOM
did not use the HTTP protocol.
In 1994, the Representational State Transfer (REST) was proposed as a model for
communicating Web concepts while developing the HTTP specification. REST is an
architecture style for Web applications that aims to minimize latency and network com-
munication, and to maximize scalability and independence of applications [114]. In
practice, REST provides a semantics interface based on the actions (e.g., GET, POST,
PUT, DELETE) of the HTTP protocol rather than on arbitrary or application-specific
interfaces to manipulate resources only exchanging the representations. Moreover, REST
interactions are stateless, which decouple the meaning of a message from the state of a
conversation. This architecture style has influenced many Web standards, and nowadays
it is widely adopted by the enterprises.
The global degree of maturity achieved by the Internet in the 1990s made possible the
appearance of several advanced distributed computing paradigms. In 1992, a paradigm
called Metacomputing [326] was proposed. Its main idea was to create a supercomputer by
connecting computers spread over the world in a transparent way via a network environment.
Later, in 1995, the term grid computing was conceived to denote a new infrastructure
of distributed computing that allows consumers to obtain resources on-demand in an
advanced scope [125]. The grid paradigm can be seen as an evolution of metacomputing
combined with utility computing, where not only processing power is shared but also other
resources such as databases, specific equipments and softwares, among others. Inspired
by the electrical power grid because of its pervasiveness, ease of use and reliability, the
motivation of grid computing was initially driven by large-scale resource sharing and
data-intensive scientific applications that require more resources than they provided by a
single computer [125]. In 1995, the Information-Wide-Area-Year (I-WAY) project [124]
was one of the first projects to demonstrate the power of distributed supercomputing.
Furthermore, the Globus Project (toolkit.globus.org/alliance/news/prGAannounce.html)
was established to develop standards for grid’s middlewares [124].
Simultaneously with the growing research interest in grid systems, peer-to-peer (P2P)
systems have evolved. A P2P system can be seen as a system where the nodes (peers)
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organize themselves into different topologies and operate without any central control [14].
One of the first successful P2P systems was the Napster file sharing system, proposed
in 1999. Another type of P2P system, that harnesses computer power to solve complex
problems, was also proposed in the 1990s. In 1999, the SETI@home project started, and
it could connect millions of computers through the Internet [12].
In 1997, the term cloud computing was used by Chellappa in a talk about a new
computing paradigm [74]. Cloud computing was indeed proposed in the late 1990s aiming
to shift the location of the computing infrastructure, platform and/or software systems to
the network in order to reduce costs associated with resource management (hardware and
software) [154]. In cloud computing, data and programs are usually stored and executed
in huge data centers, with hundreds or thousands of machines.
In 1998, the VMware company was founded, introducing a system that virtualizes the
x86 architecture providing full isolation of a guest operating system [54]. Virtualization
would become a fundamental concept in cloud computing.
In 1999, the salesforce.com system was one of the first systems to provide a software-
as-a-service (SaaS) cloud solution to manage sales activities. Also, in 1999, an extension
for the HTTP protocol was proposed, and it became the HTTP/1.1 [115]. Such extension
provided a model for the WWW, defining how it should work; and it became the foundation
for the Web services architecture.
2.1.5 2000-2014
The first years of the 21st century observed extraordinary advancements in supercom-
puting and cloud computing.
From 2000 to 2014, research on supercomputing continued obtaining astonishing
results. Supercomputing infrastructures are nowadays normally composed of clusters,
where the nodes contain general-purpose processors combined with accelerators, and high
performance networks. In 2008, the IBM RoadRunner supercomputer was the first to
achieve 1 petaflop of sustained performance, with 6,912 Opteron processors combined with
12,960 PowerXCell accelerators. In 2011, the K Computer attained 10 petaflops, with
705,024 Sparc64 cores. In the latest supercomputer Top500 list, released in June 2014,
the fastest supercomputer is the Tianhe-2, attaining 33.8 petaflops with 3,120,000 cores,
in a hybrid design containing general-purpose Intel Xeon processors and Intel Xeon Phi
accelerators.
The interoperability issues presented by CORBA and DCOM were mainly solved
through the specification of Web services in 2000. The term Web service was defined by
the W3C in 2004, describing its interoperability and naming the Web Service Definition
Language (WSDL) format and the SOAP (Simple Object Access Protocol) protocol. Web
services are technology-independent and they use HTTP as the communication layer [51].
In this case, services are described using WSDL, enabling the interoperability between
distinct programming languages. Nowadays, Web services are the predominant model in
distributed computing.
From 2000 to now, cloud computing received a lot of attention from the industry and
academia since it aims to reduce the costs of managing hardware/software infrastructures.
Clouds are similar to grids since they also employ distributed resources to achieve the
computing objectives. However, in grid computing, the resources, which can be provided
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as utility, are allocated to applications for a period of time, paying for the whole period.
Instead, cloud computing normally uses on-demand resource provisioning, eliminating
over-provisioning, since the users pay for what they use [388].
The term autonomic computing was proposed in 2001 [162], referring to self-management
systems. These systems could adapt themselves for changes in the computing environmen-
t/infrastructure.
MapReduce [98] is a programming model proposed in 2004 as a solution to be used by
Google for large-scale data processing, and lately available for the general public through
the open source Apache Hadoop (hadoop.apache.org), in 2005. Hadoop provides a parallel
programming model, a distributed file system, a collection of tools for managing large
distributed systems, and coordination services for distributed applications. With Apache
Hadoop, the developers often do not need to be aware of data distribution and failures as
they are seamless delivered by Hadoop.
In 2006, Amazon created its Elastic Compute Cloud (EC2) as a commercial cloud
system, using the pay-per-use model.
Clouds are having success owing to the fact that the underlying infrastructure is
completely transparent to the users. Beyond that, clouds exhibit good scalability, allowing
users to run complex applications in the cloud infrastructure. In 2014, the Amazon Web
Services (AWS) is the largest cloud hosting company in the world. It provides services in
many geographic regions, including Australia, Brazil, Ireland, Japan, Singapore, and the
US. AWS can also be used as a supercomputer. In the supercomputer Top500 list, released
in June 2014, it appears in the 76th position, attaining 593.5 Teraflops with 26,496 cores.
2.1.6 Timeline
Figure 2.1 presents the main landmarks of each decade. As can be seen, the advances
in computing in five decades are astonishing. For instance, in the beginning of the
1970s, the supercomputers could perform 250 millions of floating point operations per
second (MFlops). In 2014, the fastest supercomputer performs 33.8 quadrillions of
operations per second (PFlops).
These advances are also owing to the improvements in networking that started as a
way to decrease the cost to build and to operate the computers as well as to increase data
sharing and collaboration.
It is also important to notice that some concepts were proposed in a visionary way.
One example is the concept of utility computing, proposed in the 1960s but incorporated
to grids and clouds only in the 1990s.
Nowadays, due to the utility model (i.e., cloud computing), the users can provision
a cluster with reasonable performance paying comparatively few dollars per cores per
hour. For instance, a cluster with 30, 000 cores distributed across different Amazon data
centers costs $1279/hour (0.043 USD per cores by hour) [91]. In this model, the developers
with innovative ideas for new Internet services no longer require large capital outlays in
hardware to deploy their services or the human expense to operate it. Moreover, companies
with large batch-oriented tasks can get results as quickly as their programs can scale, since
using 1,000 servers for one hour costs no more than using one server for 1,000 hours. This
elasticity of resources, without paying a premium for large scale, is unprecedented in the
history of computer science [20].
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The success of cloud computing is also due to the advances in virtualization technologies,
which hides the physical infrastructure from the users and often leads to increase resource
utilization, and in programming models as MapReduce [98] and its public available
implementation Apache Hadoop.
In the context of cloud computing, there are still many challenges to be addressed.
First, cloud providers should agree and support cloud standards to enable full porta-
bility and interoperability of data and applications among the clouds. Second, based
on standardization, the clouds should be combined to increase performance and/or to
decrease operational costs. Third, similar to the electrical power grid, that often providers
electricity with a well known variation, the clouds should deliver services with near constant
performance, defined according to the resource type. Nowadays, to achieve this, the users
have to distribute their applications across multiple clouds [269, 376] and to optimize
different parameters manually. Finally, cloud tools should be created to allow the users
without any cloud skill to maximize the cost/benefit ratio of the cloud.
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Figure 2.1 – Computing landmarks in five decades
2.2 Cluster Computing
A cluster is set of dedicated computing nodes connected by a dedicated and high-
speed local-area network. Cluster computing systems are often built to deliver high-
performance capabilities with a good price/performance ratio, running compute intensive
applications [341].
In general, clusters use a master/slave architecture, where the master node is responsible
for providing an interface to the users, for distributing the tasks to the slaves, and for
managing the execution of the tasks. Slave nodes, on the other hand, are responsible for
executing the assigned tasks. Furthermore, the nodes in a cluster are often homogeneous
with the same operating system and they belong to a single organization.
Figure 2.2 shows the architecture of the Tompouce cluster, which is a high-performance
medium-scale cluster maintained by INRIA Saclay (www.inria.fr/en/centre/saclay). It
has a master node and twenty compute nodes connected by two InfiniBand and one
gigabit Ethernet networks. In Tompouce, each node has two six-core Intel Xeon processors,
thereby 240 cores.
Clusters can be categorized in three classes [55]: high-availability (HA), load-balancing,
and compute clusters.
A high-availability (HA) cluster aims to improve the availability of the services provided
by the cluster and to avoid single-points of failure. In this case, it operates employing
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Figure 2.2 – Tompouce: an example of a medium-scale cluster
redundant nodes, which are used when a system component fails. In load-balancing clusters,
multiple computers are connected to share the computational workload to improve the
overall performance of the system. Compute clusters, on the other hand, are designed
to provide supercomputing capabilities, often executing message passing interface (MPI)
applications.
Nowadays, clusters are being built with an astonishing number of cores, and they
represent up to 84% of the fastest machines listed in the Top500 list, released in June
2014. In this list, the number one (Tianhe-2, or TH-2) is a cluster of 16,000 nodes,
each one comprising two Intel Ivy Bridge processors and three Xeon Phi coprocessor
boards (Figure 2.3(a)), counting 3,120,000 cores [225]. These nodes are connected by
a proprietary interconnection called the TH Express-2 interconnect network. The TH
Express-2 is an optoelectronics hybrid transport technology organized as a fat tree network
with 13,576 ports at the top level (Figure 2.3(b)), which allows it to achieve high throughput
and low latency.
(a) Node architecture (b) Tianhe-2 organization
Figure 2.3 – The Tianhe-2 compute node architecture and its network topology [225]
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2.3 Grid Computing
Just as electrical power grids can acquire power from multiple power generators and
deliver the power needed by the consumers, the key emphasis of grid computing is to
enable resource sharing, where resources usually belong to different organizations, forming
a pool of shared resources that can be delivered in a transparent way to users. The goal of
grid computing is to enable resource aggregation in a dynamic environment abstracting the
complexity of computing resources. For this, grid computing relies on the usage of standard
network protocols and middlewares to mediate the access to heterogeneous resources.
Due to the overlap between the grid’s characteristics and other distributed architectures
such as clusters and supercomputers, Ian Foster and colleagues [126] defined a three point
checklist for determining whether a system is a grid or not. For them, a grid is a system
that: (i) coordinates resources that are not subject to centralized control; (ii) uses standard,
open, general-purpose protocols and interfaces; and (iii) delivers non-trivial quality of
service.
The first criterion emphasizes that a grid should integrate computing resources under
different control domains. This requires the ability to negotiate resource sharing agree-
ments among the virtual organizations through direct access to the resources either with
collaborative resource sharing or through negotiated resource brokering strategies. The
second criterion states the need of standard protocols to make the grid operations feasible.
Finally, a grid environment should support different quality of service requirements to
















Figure 2.4 – Foster’s grid computing model [126]
In practice, grid systems employ a hierarchical administration with rules governing
resources’ availability. This availability can significantly vary over time, and the applications
request resources by specifying a set of attributes such as the number/type of CPU and
the amount of memory [349].
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In grid computing, virtual organizations are either physically distributed institutions
or logically distributed users perceived as a single unit that share a common objective. In
practice, each virtual organization manages its own resources, including allocation policies,
authorization, and access control.
Since the grid aggregates resources managed by virtual organizations, it makes possible
the solution of new types of problems, which in a single organization would take considerable
time to accomplish. In other words, a grid focuses on distributed resource integration
across multiple administrative domains, abstracting the resource heterogeneity and giving
to users a powerful computational environment.
2.3.1 Architecture
Many different architectural models have been proposed for grid. The first model that
became a standard was known as the hourglass model, depicted in figure 2.5. This model
has five different layers. The fabric layer providers access to computing resources mediated
by grid protocols. The connectivity layer defines the core protocols for authentication and
inter-node communication. The collective layer is responsible for interacting with different
services such as brokering services, directory services, authorization services, and even
MPI-based programming systems. The application layer comprises the users applications
developed using the grid components. This layer supports the users to execute their

















Figure 2.5 – Hourglass grid architecture [126]
In 2002, the Open Grid Service Architecture (OGSA) was proposed by the Global Grid
Forum (GGF) as a Web service-based standard for grid systems, creating the concept
of grid services. The first specification of OGSA was called OGSA-OGSI (Open Grid
Service Infrastructure) and was implemented by the Globus Toolkit 3 [308]. Globus quickly
became the standard for grid middleware.
The OGSA-OGSI architecture had some problems because Web services are supposed
to be stateless and grid services are stateful. To achieve the convergence between Web
services and grid services, the OGSA-WSRF (Web Service Resource Framework) was
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proposed and it was implemented by the Globus Toolkit 4 [122]. In 2014, the most recent
version of globus is the Globus Toolkit 5, which has added mainly incremental updates
to Globus Toolkit 4. The figures 2.6 and 2.7 show the difference between Globus Toolkit
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Figure 2.6 – Globus Toolkit 3 architecture [308]
2.4 Peer-to-peer
Peer-to-peer (P2P) systems and grids are distributed computing systems driven by
the need of resource sharing, but targeting different communities. While the main target
of grid computing is the scientific community, the target of P2P systems is the general
user. Grids are usually used for complex scientific applications, which are time critical and
require some quality of service (QoS) guarantees. On the other hand, P2P applications
are normally content-sharing, IP communication, and cycle stealing available at the edges
of the Internet and without QoS guarantees [14].
Peer-to-peer systems are defined as distributed systems where the nodes (peers) au-
tonomously organize the system topology and respond to external usage in a decentralized
fashion to share resources without any central control [14].
Although there are differences between grid and P2P systems, their advantages can
be combined to increase scalability or to decrease maintenance costs. For instance, grid
resource discovery can be implemented with P2P structures due to their scalability and
self-management properties.
In P2P systems, there is no notion of clients or servers since all nodes are equal, and
thus can be both client and server. In another words, in a P2P system, the role of the peers
is symmetric. This symmetric role property helps, in many cases, to reduce communication
overhead or to avoid bottlenecks.
Although in the strictest definition P2P systems are totally distributed, sometimes nodes
with specialized functions can be used for specific tasks or communication management (e.g.,
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Core GT component: public interfaces frozen between incremental releases; best effort support

































































Globus Toolkit version 4 (GT4)
Figure 2.7 – Globus Toolkit 4 architecture [122]
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system bootstrapping or to obtain a global encryption key) since the system does not
rely on one or more global centralized nodes for its basic operation. However, it must be
noted that a system that uses a node to maintain a global index and depends on it to
operate (e.g., searching through the index) cannot be defined as a P2P system.
P2P systems have been used for different purposes and different kinds of applications,
as shown in figure 2.8. In P2P systems, every node potentially contributes to the system.
In this case, when the number of nodes increases, the capacity of the system also increases,
because of additional resources brought by the new nodes. Even though there may exist
differences in the resources provided by each node, such nodes have the same functional
capacity and responsibility in the system. In addition, P2P systems eliminate the single
point of failure by employing a decentralized architecture [14]. Furthermore, P2P systems
require minimum management, since they are often self-organized systems and they do not
depend on dedicated servers to manage the system. However, unlike centralized systems,
in which the decision point to access the resources is concentrated in a single node, P2P
systems provide access to resources located across the network. This requires efficient
























Figure 2.8 – Different use of P2P systems [14]
2.4.1 Architecture
A P2P architecture relies on a network of connected nodes built on top of an underlying
network, known as overlay network [347] (Figure 2.9). The underlying network refers to
the physical network used by the nodes to route their communication packets. The overlay
network is responsible for providing P2P services (e.g., data storage) for the applications
built on top of it, and it is independent of the physical network. It also ensures that any
node can access any object by routing requests through the nodes, exploiting knowledge
at each of them to locate an object. According to Touch [347], the tasks of an overlay
network are: (i) to route requests to objects; (ii) to insert and to remove objects; (iii) to
place the nodes in the network; and (iv) to maintain the network. In this context, the
design of an overlay network is crucial for the operation of the system as it may affect its
scalability, performance, fault-tolerance, self-management, and security. A P2P application
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uses the overlay network to provide services for the users such as content distribution,




Figure 2.9 – Generic P2P architecture [14]
A P2P overlay can be classified as: unstructured, structured, hybrid, and hierarchical.
These types of P2P overlays are discussed in sections 2.4.2 to 2.4.5.
2.4.2 Unstructured P2P Network
Unstructured P2P networks form arbitrary topologies. Each node joins the network
following some basic local rules to establish connectivity with other nodes. The network
can use flooding as the mechanism to send queries across the overlay with a limited scope
or more sophisticated strategies such as random walks [136, 234], gossiping, and routing
indices [350]. In an unstructured P2P network, when a node receives a query, it matches
it locally against its own content and sends a list of all content matching the query to the
requesting node. If there is no match, the query is sent to some neighbor using, for instance,
flooding. Flooding techniques are effective for locating highly replicated objects and they
are resilient to highly-transient node populations. However, they are not scalable as the
load of each node and the size of the system increases linearly with the number of queries.
In general, an unstructured P2P overlay has the following advantages: (i) it supports
complex queries since all searches are performed locally; (ii) it is self-organized and resilient
to either node failures or nodes frequently joining and leaving the network [175, 235],
which is known as churn; (iii) it is easy to built since it does not impose any constraint
about the topology [77]; and (iv) it has lower maintenance overhead, especially in the
presence of a high churn rate.
On the other hand, the disadvantages of unstructured P2P overlays are: (i) they
cannot guarantee on locating an object, even though the object exists in the network.
This is due to the strategy used for searching an object. In other words, as the size of the
network is unknown, the overlay limits the number of nodes that a searching message can
be forwarded to; and (ii) they are not scalable due to high message overhead [14].
Examples of unstructured P2P overlay are: Publius [361], FreeHaven [101], Gnutella
(rfc-gnutella.sf.net), FreeNet (freenetproject.org), and BitTorrent (bittorrent.com).
2.4.3 Structured P2P Network
Even though unstructured P2P overlays are simple and easy to deploy, they suffer
from low query processing efficiency. Unlike unstructured P2P overlays, structured P2P
overlays impose constraints on the topology and on data placement to enable efficient
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resource discovery. In these systems, when a node joins the system, it follows some strict
procedures to set up its position in the system according to the topology used.
The constraints imposed by structured P2P networks allow an efficient and accurate
resource discovery. In particular, these systems can guarantee that if a resource exists in
the system, it will be found with at most O(log n) messages where n is the number of
nodes in the system [14]. This resolves the issues of resource discovery and scalability of
the unstructured P2P systems. Nevertheless, structured P2P systems require considerable
efforts to maintain them in a consistent state, which makes structured P2P overlays
vulnerable in a churn scenario. In addition, as some structured P2P overlays are unaware
of the underlying network due to random key assignment, one logical hop can correspond
to multiple physical hops.
In general, structured P2P systems can be classified in three categories based on the
distributed data structure used: distributed hash table (DHT) based system, skip list
based system, and tree based system [360].
A distributed hash table based system uses a DHT to organize the nodes and to index
the data. In this case, each resource is identified by a key obtained by a uniform hashing
function [184] such as SHA-1. The key space is divided among the nodes, where each node
is responsible for one partition of the key space and for storing the data or a pointer to
them locally. As a result, DHT-based systems support efficient exact match queries and
uniform load distribution among the nodes, which ensures good performance. Nevertheless,
the disadvantages of DHT-based overlays are: (i) the lookup latency in the DHT-based
overlays can affect the performance of the applications running on them; (ii) they do not
provide anonymity since they map resources directly to nodes and store this information for
routing purpose; and (iii) they cannot support range queries since the uniform distribution
destroys the data ordering. DHT-based systems can be based on several structures such as
rings as in Chord [332], a multi-dimensional grid such as in CAN [291], a Plaxton mesh as
in Tapestry [391] and Pastry [302], or a XOR-based metric such as in Kademlia [241].
Skip list based systems employ the Skip list [285] structure to place the nodes and to
partition the data. In these systems, each level has many lists and a node participates in
a list at each level. As result, these systems preserve the order of the data, supporting
both exact match queries and range queries. Moreover, unlike DHT-based systems, skip-
list-based systems can inflate or deflate without needing to know the size of the system to
determine the range key values of the nodes. Example of skip list based systems are Skip
Graph [21], SkipNet [150], and SkipIndex [384].
Tree based systems use different tree types to index the data to support range queries
efficiently. Examples of the tree types employed by these systems are binary prefix tree as
in P-Grid [2], multi-way trees as in [223], balanced trees as in BATON [171], B+trees as
in P-ring [89, 90], and R-trees as in [172, 221, 252].
In section 2.4.3, we describe Chord [332], one of the DHT-based P2P overlays most
used in the literature and also used in this doctoral thesis.
Chord
Chord [332] organizes the nodes in a one-dimensional circle according to their identifier.
It uses a consistent hash function [184] to assign an m− bit identifier to each node and
data. The identifier space is a circle of numbers from 0 to 2m − 1, where m is the number
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of bits in the identifier space. A node identifier (N.id) is chosen by hashing the node’s
IP address and port, while a key (K.id) is chosen by hashing the data. In particular, the
value of m must be big enough to make the probability of key collision negligible.
In Chord, a key k is assigned to the first node whose identifier is equal to or follows
k in the identifier space, which is denoted the successor of k (successor(k)). Each node
maintains two links called predecessor (N.pred) and successor (N.succ), where N.pred is
equal to N.id − 1 and similarly, the N.succ is equal to N.id + 1, and a finger table to
accelerate resource discovery queries. A finger table consists of a data structure with a
maximum of m entries. Each entry i in the finger table of a node N represents the first
node whose identifier succeeds or is equal to N + 2i, where 0 ≤ i ≤ m− 1. A finger table
entry includes both the node identifier and its IP address and port. As a node can join and
leave the system any time, Chord uses a stabilization protocol [332] that runs periodically
to update the nodes’ links and the entries in the finger table.
In Chord, when a node N wants to find a key k, it first searches in its finger table for
a node n′ such that its identifier (n′.id) is between n and k. If such node exists, node n
asks n′ to re-start the search. Otherwise, n asks its immediate successor to find k.
For example, suppose a P2P network with 10 nodes built using Chord to store five
keys (k1 = 10, k2 = 24, k3 = 30, k4 = 38, k5 = 54), m equals to 6, and a query lookup
for key k = 54, starting at node N8 as shown in figure 2.10. In this scenario, k1 will
be located at node 14, as N14 is the first node whose identifier follows the identifier 10.
In the same way, the keys k2 and k3 would be located at node 32, key 38 at node N38,
and key 54 at node 56. To lookup the the k = 54, first, node N8 checks if the key is in
either its identifier space or in its successor. After, it searches its finger table to find the
farthest node that precedes the key (k = 54) in the identifier space. Since node N42 is
this node, N8 asks it to resolve the query. As a result, node N42 forwards the query to
node N51. Then, node N51 discovers that its successor, node N56, succeeds the key, and
hence, it continues to forward the the query to node N56. Finally, since node N56 holds
the key, it returns the result to node N8.
Using this mechanism, Chord can find a key requiring only O(log (n)) messages, even
in the presence of node failures [332]. Moreover, in Chord, nodes can dynamically join or
leave the network. In these cases, the ring structure and finger tables must be updated.
Aggressive updates must be avoided since they add a considerable overhead to the system.
For this reason, Chord uses a stabilization scheme that first fixes the predecessor and
successor information (Chord ring) and asynchronously adjusts the finger tables [332].
2.4.4 Hybrid P2P Network
Due to the scalability problem of unstructured P2P overlays and the maintenance cost
of structured ones on a high churn scenario, hybrid P2P overlays [231, 323] can be used to
combine the advantages of structured and unstructured P2P overlays and to minimize their
disadvantages. Hybrid P2P overlays often use flooding techniques for searching highly
replicated resources and a DHT to locate resources which are rarely accessed.
A major problem of hybrid P2P overlays is how to distinguish rarely accessed resources
from popular ones in a decentralized and self-organized environment. One solution can
be to identify rare resources based on the number of queries in which they appear, and
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Where is the key 54?
Figure 2.10 – Example of the lookup for the key k = 54 starting at the node N8 and
m = 6 [332]
using a DHT to cache them. Another solution is gossiping historical summary statistics of
replicated resources [231].
Many approaches have been proposed to build hybrid P2P overlays. For instance,
Castro and colleagues [65] use search and data placement strategies of unstructured overlays
on a structured overlay to implement complex queries with a smaller number of messages
and with a higher rate of success response queries.
2.4.5 Hierarchical P2P Network
Hierarchical P2P overlays introduce layers to reduce the network load. To keep
the P2P advantages such as self-organization and decentralization, hierarchical P2P
overlays distinguish the nodes as super-peers and leaf-nodes. In this case, peers with a
large amount of physical resources such as CPU and network bandwidth are elected as
super-peers and they are responsible for defining a set of services for peers with fewer
resources, i.e., the leaf-nodes or ordinary nodes [336, 395]. Ordinary peers are connected to
a super-peer that acts as a proxy for them. Super-peers contact other super-peers on behalf
of their peers through flooding [336], gossiping [208, 228], or through a DHT [8, 64, 161, 250].
For example, Hui and colleagues use a DHT to organize the nodes in small clusters managed
by a head node (i.e., super-peer) to minimize the maintenance overhead of the structured
overlay. In this case, each cluster has one head node and k inner nodes. A head node
is responsible for maintaining a link for both its inner nodes (i.e., leaf-nodes) and for
other head nodes. Inner nodes of different clusters communicate through their head nodes.
In other words, when an inner node wants to communicate with a node outside its own
cluster, it sends a message for its super-peer that first identifies the super-peer of such
node, then it forwards the message for it. Other approaches [148, 270, 377] use a ring
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to organize the super-peers and a tree to place the ordinary peers, and some [323] are
interested in mutual anonymity and content ownership.
Super-peers can be dynamically elected according to the network load, since only the
super-peers are involved in advertising, discovering, and resource selection [26]. Many
hierarchical overlays have been proposed such as TOPLUS [131], and Chordella [161].
2.4.6 Comparative View of P2P Structures
Table 2.1 presents a comparative view of the P2P structures discussed in section 2.4.
In the first column we show the P2P structure. The second column shows the scalability of
the structure considering the number of messages to find a resource. In the third column,
the robustness of the P2P structure is presented, considering a network under highly churn
scenario. Finally, the last two columns present if the given structure requires maintenance
procedures to work properly, and if it supports range queries.
Table 2.1 – Comparative view of the P2P overlay networks
Network Scalability Robustness Maintenance Rangestructure (hops) operations queries
Unstructured O(n) High No No
Structured O(log n) Low Yes Yes
Hybrid O(log n) High Yes Yes
Hierarchical O(log n) High Yes Yes
Scalability is an import characteristic of P2P systems and unstructured P2P systems
lack this property, due to the network overhead by flooding messages. Although some
improvements have been made to reduce this overhead, such as random walks [136, 234],
gossiping, and routing [350] indices, they increase the response time without guarantees of
finding the resources. On the other hand, structured networks are more scalable, but they
incur a high cost of maintenance under a churn scenario.
As P2P systems are expected to be formed of ephemeral nodes, this is a serious concern
for structured P2P systems. In these systems, nodes must be notified periodically to
update their view about the system. The result is an increase in the network traffic, if the
interval between two notifications is small, or outdated information if the interval is too
large. Although this is not a crucial problem for content-sharing P2P applications [14],
it can be an issue if the structured P2P system is used as resource discovery in a grid
environment, for instance.
These issues can be solved with hybrid P2P systems, since they often use unstructured
techniques for searching replicated resources and a DHT to locate rare resources. Nev-
ertheless, there is the cost of propagate the queries statistics to identify rare resources.
Furthermore, some nodes may become overloaded due to the high number of messages to
process or due to their limited computational capacity. The solution may be the use of
hierarchical P2P networks since they decrease the number of messages by employing the
concept of super-peers.
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Moreover, with the exception of unstructured P2P systems, where each node answers
the queries using only its own data, P2P systems can be used for resource discovery in
large-scale distributed systems since they can process queries efficiently [349].
2.5 Cloud Computing
Many cloud computing definitions have been proposed over the last years. One reason
for the existence of different perceptions about cloud computing is that cloud computing
is not a new technology, but a new operational model that brings together a set of existing
technologies in a different way [353, 386].
The National Institute of Standards and Technology (NIST) defines cloud computing
as [243]:
A model for enabling convenient, on-demand network access to a shared pool of
configurable computing resources (e.g., networks, servers, storage, applications, and
services) that can be rapidly provisioned and released with minimal management
effort or service interaction.
To Foster and colleagues [121], cloud computing is:
A large-scale distributed computing paradigm that is driven by economies of
scale, in which a pool of abstracted, virtualized, dynamically-scalable, managed
computing power, storage, platforms, and services are delivered on-demand to
external customers over the Internet.
Finally, Buyya and colleagues [56] define cloud computing as:
A type of parallel and distributed system consisting of a collection of inter-
connected and virtualized computers that are dynamically provisioned and presented
as one or more unified computing resource(s) based on service-level agreements
established through negotiation between the service provider and consumers.
These three definitions focus on certain aspects of cloud computing such as resource
sharing, virtualization and provision. In the NIST [243] definition, cloud computing
is characterized by the idea of elastic capacity and the illusion of infinite computing
resources, available through network access that can be easily provisioned with minimal
management effort or negotiation with the service provider. In this definition, cloud
computing is a specialization of the distributed computing paradigm that differs from
traditional distributed computing because it can be encapsulated as an abstract entity
that delivers different levels of services to customers outside the cloud and that is driven
by economies of scale, dynamically configured with on-demand delivery.
Even though there are considerable differences among the cloud computing definitions,
most of them state that a cloud computing system should have (i) pay-per-use capabilities,
(ii) elastic capacity and the illusion of infinite resources, (iii) self-service, and (iv) abstract
or virtualized resources.
In this thesis, we consider a definition that is mainly based on [56] and [121], where
cloud computing is a type of distributed system that dynamically provisions virtualized
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Figure 2.11 – A cloud computing system
elastic and on-demand resources, respecting service-level agreements (SLA) defined between
the service provider and the consumers.
In a cloud computing system, a cloud user or cloud customer is a person or organization
that uses the cloud. It may also be another cloud and, in some cases, that cloud may
be at the same time both a cloud user and a cloud provider. A cloud provider, on
the other hand, is either an organization or distributed organizations perceived as a
single unit by the consumers, that provide cloud services. In other words, in a cloud
computing environment, the role of the cloud provider is demonstrated in two aspects:
the infrastructure providers, who are responsible to manage cloud platforms and to lease
resources according to a usage-based pricing model, and the service providers, who rent
resources from infrastructure providers to serve the end users [386]. A cloud client is a
machine or application that accesses a cloud over a network connection, perhaps on behalf
of a cloud consumer [24]. Figure 2.11 illustrates a typical cloud computing system.
The cloud computing model overlaps with many existing technologies such as grid
computing, P2P, and Web applications in general as depicted in figure 2.12.
2.5.1 Characteristics
According to Mell and Grance [243], the cloud model is composed of five essential
characteristics: on-demand self-service, broad network access, resource pooling, elasticity,
and measured service.
on-demand self-service: the customers can provision resources without requiring
human negotiation with the providers.
broad network access: cloud services are available over the Internet and can be
accessed through standard network protocols.
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Figure 2.12 – A vision of grid, P2P, and cloud computing characteristics overlaps. Adapted
from [121]
resource pooling: cloud resources are dynamically provisioned by the providers to
serve multiple cloud users using a multi-tenant1 model according to user’s demands,
where the cloud users should only be aware of some high-level location information
about the cloud’s infrastructure such as country, state or data center as they might
have some location restrictions.
elasticity: resources can be dynamically provisioned or released on-demand and in
any quantity.
measured service: the provider monitors and controls the resources used by the cloud
users; provides appropriate report levels according to the type of the service; and
charges the cloud users based on a pay-as-you-go model.
Cloud computing provides several features that make it attractive, such as [20, 386]:
no need for up-front investment: resources are available for the users in a pay-as-you-
go model. In this case, a service provider does not need to invest in the infrastructure
to gain the benefits from cloud computing. It just demands resources from the cloud
according to its own need and pays for the usage.
low operating cost: resources can be easily allocated and de-allocated on-demand. In
other words, the service provider provisions the resources according to the peak load
and releases them when the service demand is low. This allows companies to start
small and increase the number of resources only when there is an increase in their
needs.
high scalability: infrastructure providers maintain a pool of resources from typically
large data centers and make their resources accessible to users, eliminating the need
1A tenant is a user that shares his/her computing infrastructure such as application instance or
hardware with other users (i.e., tenants), but they have their data and control flow completely isolated [43].
This constitutes a multi-tenant environment.
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to plan far ahead for provisioning, and achieving high scalability in a relatively easy
way.
easy access: services hosted in the cloud are generally web-based and easily accessible
through a variety of devices with Internet connections.
reduced business risk: in this case, a service provider shifts its business risk to the
infrastructure provider, which often has better expertise and is better equipped for
managing these risks.
To Foster and colleagues [121], the factors that contributed to the growing interests in
cloud computing are:
1. the rapid decrease in hardware cost, the increase in computing power and stor-
age capacity, combined with the advent of multi-core architectures and modern
supercomputers consisting of hundreds of thousands of cores.
2. the exponentially growing data size in scientific instrumentation/simulation and
Internet publishing and archiving.
3. the wide-spread adoption of services computing and Web 2.0 applications.
Cloud computing is also gaining popularity because it helps companies to reduce costs
and carbon footprint. Cloud data centers generally employ virtualization techniques to
provide computing resources as utilities and virtual machine (VM) technologies for server
consolidation inside big data centers, containing a large number of computing nodes. To
realize the potential of cloud computing, cloud providers have to ensure flexibility in
their services to meet different usage pattern requirements, allowing on-demand access
to resources, with no need for the user to provision or maintain resources. At the same
time, cloud providers aim to maximize the resources utilization and to reduce energy
consumption, for instance.
2.5.2 Drawbacks
There are still many problems concerning cloud computing such as [46, 144, 167, 338,
364, 365]:
lack of appropriate cloud simulation and testing tools: before moving his/her infras-
tructure to the cloud, the service provider should be able to simulate it and reason
about the advantages/disadvantages of this movement. In a similar way, the end user
should also be able to simulate the execution of his/her application in a controlled
cloud environment. So far, there are few simulation tools for clouds [58, 198, 329, 372]
and they are not prepared to simulate real-world scenarios.
reduced performance stability: since clouds use virtualized resources, which are
allocated to the application in a totally transparent way, big performance variations
can occur [167]. This is particularly problematic when running scientific applications
that take days or even weeks to execute.
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data lock-in and standardization: the lack of standardized APIs can restrict data
migration between different cloud providers and often prevents data sharing or
restricts the user to save data in a different format. This can easily lock a user to
a particular cloud provider. In some situations, the data are physically stored in
distributed locations and only the cloud provider has full control over the data. For
instance, it is often the case where only the cloud provider has access to logs and
the ability to remove data physically. One way to deal with the data lock-in issue
can be using independent data representation and adopting standard data import
and export functionality [275]. Google has attempted to address this issue through
its data liberation front (dataliberation.org) whose goal is to allow data movement
into/outside the Google infrastructure [117]. Other ways can be [156] (i) using
APIs that have different implementations; (ii) choosing an application model that
can run on multiple clouds (e.g., MapReduce); (iii) manually decoupling the cloud-
specific code of the application designed for each cloud provider from the application
logic layer; (iv) creating widespread standards and APIs; and (v) using vendor-
independent cloud abstraction layer. Cloud standardization is difficult since there
are many barriers to adopt standard APIs and protocols [275, 276] such as (i) cloud
providers are often creating facilities to avoid losing their users to other cloud
providers; (ii) cloud providers offer differentiated services and they want to have
unique services to attract more users; (iii) cloud providers usually do not easily agree
on standards; (iv) standards take years to be developed and to be adopted globally;
(v) there are various standards being developed simultaneously and agreement on
which one to adopt may be difficult, if not impossible, to attain; and (vi) the cloud
computing model requires multiple standards, rather than one overarching set of
standards.
reduced number of effective energy-efficient solutions: since the cloud applications are
executed in big data centers, power usage becomes a major concern. Even though
the industry and academy are starting to investigate energy-efficient proposals for
cloud computing environments, an effective and integrated solution to this problem
is yet to be conceived.
reduced security: security is a difficult issue [257, 338] for many reasons. First,
a cloud environment may have heterogeneous hardware and software resources.
Second, the cloud works on employing a shared model, where services are spread
across multiple providers. This can lead to ownership and compliance concerns.
Finally, the delivery and deployment model of cloud computing may result in security
breaks such as incorrect data isolation level. To some extent, virtualization achieves
resource homogeneity, but as cloud services are shared by different users, data and
application might break down, compromising its confidentiality and/or integrity.
Security breaks can occur intercepting inter-host or multi-domain communication
messages, VM migrations, preparing malicious VM images, failure in multi-tenancy
implementations, malicious service implementation, among others [185, 338]. Also,
a cloud service can involve different providers. For instance, a user can subscribe to
one cloud provider, that is subscribed to another cloud provider, which utilizes the
infrastructure of a third cloud provider. In this scenario, the guarantee of trust and
security properties can be affected since each cloud provider has normally distinct
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security policies in a manner that the user does not have guarantees that his/her
data are protected among cloud services interactions. In addition to that, there is a
lack of transparency about security assurances [185].
data integrity: several researches reported internal and external data threats for data
integrity in the cloud that resulted in data loss [364]. Also, some providers discard
rarely accessed data [364], decreasing their availability.
2.6 Summary
In this chapter, we discussed many important aspects of several types of large-scale
distributed systems. First, we briefly presented the main landmarks of the last fifty years
that led to the current state of these systems. Then, cluster, grid, P2P, and cloud computing
systems were briefly discussed, considering their characteristics and architectures.
While grid applications are often built to provide services for moderated-size com-
munities assuming a stable environment to be able to deliver non-trivial qualities of
services, P2P systems are designed to offer limited services to a huge number of partici-
pants in an unstable, unpredictable, and often untrusted environment. These distinctions
are associated to the goals of each environment.
Grid computing was driven by the need for more compute power [126], aggregating
powerful resources distributed across different virtual organizations, normally universities
and research institutes, to enable collaboration in a specific domain.
A P2P system, on the other hand, was driven by the need to decrease costs with
the use of commodity computing resources autonomously organized, employing ad-hoc
communications to increase collaboration among the peers [14]. This not only decreases the
cost, but also allows information to be disseminated effectively in a large-scale scenario [360].
A consequence of these communities characteristics is that early grid computing did
not address scalability and self-management as priorities [126, 360]. Furthermore, the
participants in a grid environment are trustful, usually not large, and they have incentives
to collaborate following well-defined policies. This enhances the resource’s ability to deliver
the expected quality of service but with a higher cost to manage the resources.
P2P computing became popular offering mass-culture services (e.g., file-sharing) with
anonymity guarantees, and executing highly parallel applications (e.g., SETI@home [370])
that scale in presence of thousands of nodes with intermittent participations and highly
variable behaviors [123]. In contrast to grids, the number of participants in a P2P system
is very large (e.g., hundred of thousands [12]) and the participants do not need to be
trustful.
In the last decade, we observed a convergence between grid computing and P2P
systems [123], aiming to provide the best characteristics of each paradigm. More specifically,
many grid environments began to employ P2P decentralized techniques to deal with
large-scale resource sharing. In the same way, in addition to the traditional file sharing
applications, P2P systems started to execute a wide range of scientific applications that
require sophisticated resource management techniques, usually present in grid systems.
Cloud computing is similar to grid computing since it also aims to provide distributed
resources to achieve some computing objectives at reduced costs. However, whereas the
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resources in grid are provided through immediate or advance reservation, cloud employs
an on-demand resource provision. This removes the need of reservation in order to meet
the users’ demands [20, 388] and reduces the costs. Also, the cloud infrastructure is
available to everyone at different scales [139, 181, 335] and not only to members of some
communities as in the grid. Moreover, grid computing is a one-model solution with tools
as the Globus Toolkit [122] deployed to enable resource aggregation [325]. On the other
hand, a cloud-based solution is based on multiple models (i.e., IaaS, PaaS, and SaaS),
which leads to a flexible environment for the customers. In the cloud, the customers do
not need to wait in a queue to execute their applications, but they can use the clouds’
APIs to allocate the resources on-demand in nearly real-time.
We claim that, in the next years, a distributed computing environment will be built
combining the advantages of each distributed architecture discussed in this chapter,
available for the users as a utility computer. It will require adequate tools to abstract
the computer according to the users goals and the users shall be unaware of it such as it




A Detailed View of Cloud
Computing
Contents
3.1 Technologies Related to Cloud Computing . . . . . . . . . . . 37
3.1.1 Virtualization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.1.2 Service-Level Agreement . . . . . . . . . . . . . . . . . . . . . . 41
3.1.3 MapReduce . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2 Cloud Organization . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.1 Architecture and Service Model . . . . . . . . . . . . . . . . . . 45
3.2.2 Deployment Model . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2.3 Cloud Federation . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3 Cloud Standards and Metrics . . . . . . . . . . . . . . . . . . . 53
3.3.1 Cloud Standards . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.3.2 Cloud Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.4 IaaS Cloud Computing Systems . . . . . . . . . . . . . . . . . . 55
3.4.1 Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.4.2 Using an IaaS Cloud Service . . . . . . . . . . . . . . . . . . . 57
3.5 Cloud Computing Architectures . . . . . . . . . . . . . . . . . 60
3.5.1 Centralized Systems . . . . . . . . . . . . . . . . . . . . . . . . 60
3.5.2 Decentralized Systems . . . . . . . . . . . . . . . . . . . . . . . 68
3.5.3 Comparative View . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
36
Chapter 3. A Detailed View of Cloud Computing
This chapter presents practical aspects that must be considered when developing a cloud
computing solution. First, we discuss virtualization techniques in section 3.1.1, since the
majority of cloud systems employ virtualization techniques for resource management and
workload isolation. Then, in section 3.1.2, we briefly discuss service-level agreement (SLA),
and the guarantees that are usually provided by the clouds. Cloud applications are usually
programmed using the MapReduce programming model, and we present the concepts of
MapReduce in section 3.1.3. The cloud organization is presented in section 3.2 followed by
some available cloud standards and metrics (Section 3.3). Cloud computing systems are
discussed in section 3.4 followed by a review of IaaS cloud architectures (Section 3.5). Finally,
section 3.6 summarizes this chapter.
3.1 Technologies Related to Cloud Computing
3.1.1 Virtualization
In this section, we discuss virtualization, which is a technology widely adopted to
implement clouds since it helps to increase resource utilization in an effective way. First,
we present a definition of virtualization. Second, we describe the virtualization techniques.
Then, the concept of virtual machine live migration and two approaches used to implement
it are discussed. Finally, we present the concept of workload and server consolidation,
which are by products of virtualization.
3.1.1.1 Definition
The term virtualization refers to the abstraction of computing resources (e.g., CPU,
disk, network) from the applications aiming to improve sharing and utilization of computer
systems [138]. The use of virtualization exists since 1960s, when it was first implemented
by IBM to provide concurrent, interactive access to the mainframe 360/67 (Sections 2.1
and 2.1.4).
A virtual machine (VM) is an environment provided by a virtualization software
called virtual machine monitor (VMM), or hypervisor. In this case, the virtualization
layer is placed between the bare hardware and the guest operating systems and gives the
OSes a virtualized view of the hardware as shown in figure 3.1. The platform used by the
hypervisor is named host machine, and the module that uses the virtual machine is named
guest machine. An important function of the hypervisor is to provide the connection
between virtual machines and the host machine. It also abstracts the resources of the
host machine, which will be used by the operating system through the virtual machine,
and it provides the isolation among virtual machines placed in the same host machine,
guaranteeing the independence of each other. Furthermore, the hypervisor handles changes
in the processor where the application is running on without affecting the user’s OS or
application [258, 325].
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Figure 3.1 – Example of virtualization [138]
3.1.1.2 Techniques
Virtualizing the entire hardware faces some challenges. First, most of the CPU
architectures were not designed to be virtualizable. Second, virtualization requires to
place a layer between the hardware and the operating system to create and to manage
the virtual machines. In other words, the guest operating system must often run in
an unprivileged level. However, most of the x86 operating systems are designed to run
directly on the bare hardware (privileged level), having full control of the machine. In
this scenario, the VMM must be able to intercept privileged instructions performed by the
virtual machine and to give them the appropriate treatment [283]. Nowadays, there are
three techniques to perform this interception namely full virtualization, paravirtualization,
and hardware-assisted virtualization.
Full virtualization provides a complete hardware emulation allowing the guest operating
system to have full control of the hardware. In this case, the guest operating system runs
in privileged mode using the hypervisor to intercept and to translate privileged instructions
on-the-fly [283, 301]. The main advantage of this technique is that the guest OS runs
completely unaware of the virtual machine environment and does not need to be modified.
The main disadvantage is the reduced performance of the VMM, due to frequent context
switching activity. As example, we can cite KVM [197], Microsoft Hyper-V, and VMware
ESX Server [100, 362].
Paravirtualization introduces a virtualization layer on top of the bare hardware. Unlike
full virtualization, in this technique the guest operating system is aware of the virtual
machine. In this case, the kernel of the guest OS is modified to delegate the execution of
non-virtualized instructions to the VMM and this simplifies the design of the hypervisor.
This technique can lead to better performance than full virtualization since the hypervisor
and the operating system are aware of each other and can cooperate to achieve several
tasks. Also, the operating system is provided with an interface to access directly some
devices like disks or network interfaces [28], improving the performance. As an example,
we can cite Xen [28].
The hardware-assisted virtualization is an alternative approach which aims to decrease
the performance gap between paravirtualization and full virtualization. It uses special
hardware instructions to automatically direct privileged and non-virtualized instructions
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to the VMM, instead of emulating them. This allows the guest operating system to run
without changes. However, it has the overhead of context switches between the VMMs,
and it requires hardware support, which imposes a higher cost to server consolidation [5].
3.1.1.3 Live Migration
Live migration is the seamlessly movement of running virtual machines from one
physical machine to another with negligible downtime (i.e., in order of milliseconds) [80].
For instance, with live migration, a streaming media server can be migrated without
requiring the client to reconnect. Furthermore, moving an entire virtual machine allows
the administrators to optimize the placement of system workload, to perform maintenance
tasks, and to re-allocate resources on-the-fly without knowing details about the virtual
machine, which significantly improves the system manageability [80].
In most cases, VM’s live migration is done using a network-attached storage (NAS) in
preference to using local disks in each individual nodes, in order to avoid virtual machine
(VM) disk migration. It must also be noted that live migration without shared storage is
only supported by few hypervisors.
VM live migration can be categorized into two approaches: pre-copy [80] and post-
copy [157].
In the pre-copy approach [80] the VM’s memory pages are iteratively copied to the
target node while the VM continues to execute at the source node. If, during the copy
process, a transmitted page is modified, it is re-sent to the target node in another copy
iteration. After the end of the memory state transfer, the VM is suspended at the source
node and its CPU state and any remaining inconsistent memory pages are transferred to the
target node, where the VM is resumed. Finally, with the acknowledge of the target node,
the device drivers are reconfigured in the new node, the IP address of the migrated VM
is advertised, and the source node releases its allocation of the virtual machine. This
approach aims to minimize both VM downtime and application’s performance degradation
when the VM is executing a read-intensive workload.
On the other hand, the post-copy approach aims to minimize the network overhead
due to possible duplicate memory copies, transferring each memory page at most once.
The post-copy [157] live migration approach works as follows. The VM is first suspended
on the source node and its CPU state is transferred to the target node. Then, the VM is
resumed at the target node, that actively pushes the VM’s memory pages from the source
from the target node, when they are accessed. Note that this approach creates a residual
dependency between the source and target nodes.
The usage of each VM live migration approach depends on the VM workload type and
the performance goals of migration. For VMs with read-intensive workloads, the pre-copy
approach would be the best approach whereas the post-copy approach is best suited for
cases where a small number of pages is accessed in the target node.
3.1.1.4 Workload and Server Consolidation
Consolidation is a technique that reallocates virtual machines to achieve some objectives.
For instance, it can be used to reduce the amount of physical machines to run the virtual
39
Chapter 3. A Detailed View of Cloud Computing
machines or to improve performance of a virtual machine, migrating it for a more powerful
physical machine [239, 358].
Virtualization and live migration make possible to consolidate heterogeneous workloads
onto a single physical platform, reducing the total cost of ownership and leading to better
utilization. This practice is also employed to overcome potential software and hardware
incompatibilities in case of upgrades, allowing systems to run legacy and new operating
systems concurrently [351]. Recently, consolidation has been used to reduce the number of
underutilized servers.
Figure 3.2 illustrates the consolidation strategy. First, a power-inefficient allocation
is shown (Figure 3.2(a)). In this case, there are three active quad-core hosts, two of
them with 25% of their capacity utilized and one with 50% of its capacity utilized. With
consolidation, as shown in figure 3.2(b), all virtual machines are allocated in one host and



























Figure 3.2 – Example of workload consolidation using virtual machines
Server consolidation uses workload consolidation in order to reduce the number of
active servers. It is the process of gathering several virtual machines into a single physical
server. It is often used by data centers to increase resource utilization and to reduce
electricity costs [358].
The consolidation process can be performed in a single step using the peak load demands,
known as static consolidation, or in a dynamic manner, re-evaluating periodically the
workload demand in each virtual machine (i.e., dynamic consolidation).
In static consolidation, once allocated, a virtual machine stays in the same physical
server during its whole lifetime. In this case, live migration is not used. The utilization of
the peak load demand ensures that the virtual machine does not overload. However, in a
dynamic environment with different load patterns, the virtual machine state can be idle
most of the time, resulting in an inefficient power allocation.
Dynamic consolidation usually yields better results since the allocation of virtual
machines occurs according to the current workload demands. Dynamic consolidation may
require migrating virtual machines between physical servers in order to [113]: (i) pull
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out physical servers from an overload state when the total number of virtual machines
mapped to a physical server becomes higher than its capacity; (ii) or turn off a physical
server when it is idle or when the virtual machines mapped to it can be moved to another
physical server.
Consolidation influences utilization of resources in a non-trivial manner. Clearly, energy
usage does not linearly add when workloads are combined. For example, in an Intel i7
machine (4 real cores and 4 cores emulated) an application using 100% of one core, with
the other cores in the idle state, consumes 128W whereas the same application using 100%
of eight cores consumes 170W [36]. Moreover, resource utilization and performance can
also change in a non-trivial manner. Performance degradation occurs with consolidation
because of internal conflicts among consolidated applications, such as cache conflicts,
conflicts at functional units of the CPU, disk scheduling conflicts, and disk write buffer
conflicts [359].
In a cloud computing environment, server consolidation presents some additional
difficulties such as: (i) the cloud computing environment must provide reliable QoS,
normally defined in terms of service-level agreement (SLA), which describe characteristics
such as minimal throughput and maximal response time delivered by the deployed systems;
(ii) there can be dynamic changes of the incoming requests for the services; (iii) the resource
usage patterns are usually unpredictable; and (iv) the users have distinct preferences.
3.1.2 Service-Level Agreement
In cloud computing, the relation between consumers and service providers is usually
based on service-level agreement (SLA) [66]. A service-level agreement (SLA) defines the
level of services, priorities, guarantees, warrants, and obligations of both service providers
and consumers. It may also specifies the penalties in case of violation of the SLA [382].
Moreover, an SLA includes some service parameters referred to as quality of service (QoS),
such as availability, throughput, reliability, security, and performance indicators (e.g.,
response time, I/O bandwidth) [367, 382].
Since different organizations have distinct definitions for QoS parameters, it is not
possible to fulfill all consumer expectations from the service provider perspective and a
balance needs to be made via a negotiation process, committed in the end by the consumer
and the service provider. After the agreement has been established, it is recommended to
continuously monitor the attributes to ensure adherence to the contracted SLA parameters
or, in some cases, renegotiate them. This requires dedicated resources or an assistance of
a third-party to measure the SLA’s parameters appropriately. In the literature, there are
many frameworks [52, 199, 316] to help consumers and providers to measure their SLA’s
parameters.
In practice, an SLA is a document composed of several sections, which usually in-
cludes [45]:
objective: describes why the agreement was created.
parts: describes the parts involved in the agreement and their roles (consumer,
provider).
validity: defines the period of the time for which the agreement is valid.
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scope: defines the services and resources involved in the agreement.
service level objectives: determines the service levels agreed between the parts, which
normally include indicators such as availability, response time, CPU time, disk usage,
among others.
penalties: defines the actions that should be taken if the service level objectives are
violated.
Figure 3.3 presents an example of an SLA document written in the Web service level
agreement (WSLA) language [190]. In this case, it describes an agreement named Stock-
quoteServiceLevelAgreement12345 specifying that the service provider must keep the service
response time below 5 seconds.
Nowadays, most of the cloud providers define their SLA in function of availability
guarantees. In such case, they define the minimum percentage of time that their services
will be available during a certain period of time and the penalties as discount for the users.
<wsla :SLA
xmlns : x s i=" http ://www.w3 . org /2001/XMLSchema−i n s t ance "


























Figure 3.3 – Example of an SLA structure. Adapted from [190]
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3.1.3 MapReduce
Designing and writing applications to execute in large-scale distributed systems is
often time consuming and a complex task. For instance, the developers are responsible
for specifying how the data are partitioned among the nodes; for handling failures and
performance variations during the applications’ execution; and finally, for synchronizing
data and processes.
Many programming frameworks and models have been created to address these issues.
MapReduce [98] is one of them, and it has been adopted by industry and academia due to
its characteristics such as automatic fault-tolerance and parallelization of the applications
adapted to the MapReduce model.
This section describes the MapReduce model, its characteristics and limitations.
3.1.3.1 Definition
MapReduce was proposed as a parallel programming model targeted to data-intensive
applications running on clusters of commodity machines [98]. In this model, a unit of work
is divided into two major phases called map and reduce. The map phase computes a set
of intermediate key/value pairs from the input data, as defined by the user, groups all
intermediate values associated with a key and passes it to the reduce phase. The reduce
phase accepts the key and its intermediate values, producing zero or one output value.
The intermediate values are supplied to the reduce function via an iterator, allowing to
handle lists of values that are too large to fit in memory [98].
Listing 3.1 shows an example of a MapReduce code for counting the occurrences of
each word in a text.
map( keyin , t ex t )
f o r each word w in document
emit−i n t e rmed ia t e (w, 1 )
reduce ( keyout , va lue s )
f o r each v in va lue s
r e s u l t += v
emit ( keyout , r e s u l t )
Listing 3.1 – Counting the number of occurrence of each word in a text using MapReduce [98]
Conceptually, the MapReduce execution model can be expressed as [98]:
map : (K1, V1)→ [(K2, V2)]
reduce : (K2, V2)→ [V2]
where K and V are respectively the key and value pairs. In the map operation, input keys
(K1) and values (V1) belong to different domains than the output keys (K2) and values
(V2).
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3.1.3.2 Characteristics
In MapReduce the processing engine and the underlying storage system are designed to
scale up or down independently. The storage system often uses a distributed file system to
split and to distribute the data over the machines. In this case, each partition is used as an
input for the mapper. Therefore, if the input data are split into M partitions, MapReduce
will create M mappers to process the data. In practice, the processing engine is structured
as a master/slave system, where the master is responsible to assign the tasks (map and
reduce) for the workers and to coordinate the execution flow. A worker parses the key/value
pairs out of the input data and executes the user-defined map function.
Figure 3.4 shows the overall flow of a MapReduce execution. First, the system splits
the input data in M partitions and then starts many copies of the user-program on a set of
machines. Second, one execution is elected the master, that uses a scheduler to assign the
tasks for idle workers based on data locality and network state. It also controls failed tasks
by rescheduling them to another worker. Third, the worker executes the map function and
stores the intermediate key/value pairs in memory. Forth, periodically, the worker flushes
the intermediate key/value pairs to its local file system and passes back the location to
the master, which is responsible for forwarding these locations to a reduce worker. Fifth,
a reducer worker reads all data and sorts them by the intermediate keys. The sorting is
necessary since many different keys may map to the same reduce task. Finally, the reduce
worker iterates over the intermediate values executing the user-defined reduce function
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shuffle
Figure 3.4 – MapReduce execution flow [98]
MapReduce tolerates failures of the map and reduce phases. When a map worker fails,
even for a completed map, the system re-executes the failed map and notifies all reduce
workers’ that are executing. This is necessary, because map workers store the result locally.
Also reduce tasks that have not already read the data from the failed worker need to be
signalized to read from the new worker. On the other hand, completed reduce tasks do
not need to be re-executed when a node failure occurs, since their output is stored into a
global file system.
MapReduce is in general guided by the following features [98]:
flexibility: the programmers just need to write the map and the reduce functions to
process the data, without needing to know how to parallelize a MapReduce job.
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scalability: many existing applications face the challenge of scaling when the amount
of data increases. When elastic scalability is desired, it requires dynamic behavior
to scale up or down as the computation requirements change.
efficiency: MapReduce minimizes data movement, scheduling the tasks to process as
close as possible to the data location.
fault-tolerance: thanks to the distributed file system, which keeps replicas of a
partition, and the use of stateless functions to operate over the input values, tasks
or machines can fail without requiring effort from the programmer. The failures
are compensated by re-scheduling the tasks to another machine that can handle the
load.
Some limitations of MapReduce are [219]: (a) lack of support for multiple datasets
and (b) lack of support for iterative data analysis, requiring data to be loaded at each
iteration and demanding an extra MapReduce task to detect termination.
3.2 Cloud Organization
3.2.1 Architecture and Service Model
Several cloud architectures have been proposed in the literature. Generally, the
architecture of a cloud computing system can be divided into four layers: hardware,
infrastructure, platform and application layers, as shown in figure 3.5.
Infrastructure as a Service (IaaS)
Hardware










































Figure 3.5 – Cloud computing architecture [243]
The hardware layer contains the physical resources of the cloud, such as CPUs, disks
and networks. It is usually confined in data centers which contain thousands of servers
and storage systems interconnected by switches.
The infrastructure layer contains resources that have been abstracted typically by using
virtualization techniques (Section 3.1.1), creating a pool of computing resources to be
exposed as integrated resources to the upper layer and end users [121]. This layer is an
important component of cloud computing, since many features such as elastic resource
assignment are made available in this layer [386].
The platform layer consists of application frameworks and a collection of specialized
tools on top of the infrastructure layer to provide a development and/or deployment
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platform aiming to minimize the burden of deploying applications directly into virtual
machines containers [121, 386].
The application layer contains the applications that run in the clouds. Different from
traditional applications, cloud applications can leverage on automatic scaling to achieve
better performance and availability in an on-demand usage.
Usually, a cloud service model is mapped to the cloud architecture. In such case, the
cloud service model is divided into three classes, according to the abstraction level and
the service model of the providers: infrastructure-as-a-service (IaaS), platform-as-a-service
(PaaS), and software-as-a-service (SaaS) [243] (Figure 3.5).
The main difference between these cloud service models relies on the kind of control









































































































Figure 3.6 – Cloud service model considering the customers’ viewpoint. Adapted from [243]
In the traditional approach (i.e., non-cloud scenario), the users are responsible for
managing the whole stack (e.g., hardware, software, and data center facilities), which gives
them full control over the infrastructure.
In the infrastructure-as-a-service (IaaS) model, the users request processing power, stor-
age, network and other computing resources such as the operating system and pay for what
they use. The users pay for the use of resources, instead of having to setup them, and deploy
their own software on physical machines, controlling and managing them. The amount of
instances can be scaled dynamically to fill the users’ need. Examples of IaaS providers
are Amazon Elastic Compute Cloud (Amazon EC2)–(aws.amazon.com/ec2), Rackspace
cloud (rackspace.com/cloud), GigaSpaces (gigaspaces.com), Microsoft Windows Azure (win-
dowsazure.com), and Google Compute Engine (GCE)–(cloud.google.com/compute).
Platform-as-a-service (PaaS) are development platforms that allow the creation of
applications with supported programming languages and tools hosted in the cloud and
accessed through a browser. This model can slash development time, offering readily
available tools and services. PaaS providers offer a higher-level software infrastructure,
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where the users can build and deploy particular classes of applications and services using
the tools and programming languages supported by the PaaS provider. The users have no
control over the underlying infrastructure, such as CPU, network, storage or operating
system, as it is abstracted away below the platform [243]. Examples of PaaS services
are Google App Engine (cloud.google.com/appengine), OpenShift (openshift.com), and
Heroku (heroku.com).
In the software-as-a-service (SaaS) model, applications run on the cloud infrastructure
and are accessible from various client devices. The users of these services do not control the
underlying infrastructure and application platform, i.e., only limited user-configurations
are available. The main architectural difference between the traditional software model
and SaaS model is the number of tenants the applications support. From the user viewpoint,
the SaaS model allows him/her to save money in servers and software licenses. Examples
of SaaS are SalesForce (salesforce.com), NetSuite (netsuite.com) and Microsoft Office Web
Apps (office.com).
3.2.2 Deployment Model
The cloud deployment model can be classified as [24]: private, public, community, and
hybrid.
In a private cloud, the cloud infrastructure usage is restricted to a single organization.
The infrastructure may be owned and managed by the organization that will use it or by
a third party organization. A private cloud can be built using either in-house solution or
third party solutions (e.g., VMware vCloud (vmware.com/products/vcloud-suite)) and
open-source solutions (e.g., OpenStack (openstack.org)).
In public clouds, the cloud infrastructure is available for everyone on the Internet. It is
often managed by public cloud providers, which allow the customers to use the resources
if they pay for them.
In community clouds, the cloud infrastructure is restricted to some organizations that
have common interests. Unlike the public cloud, in a community cloud the access is limited
to the community members. For example, scientific institutions (e.g., FutureGrid (future-
grid.org), WestGrid (westgrid.ca), and Chameleon (chameleoncloud.org) that can create a
community cloud to collaborate and to share resources.
Finally, in hybrid clouds, the cloud infrastructure is composed by two or more distinct
infrastructures (e.g., private, community, or public cloud). In other words, each cloud can
allocate resources owned by different clouds but they are managed by a unique cloud. For
instance, a private cloud can support a hybrid cloud using, in some situations, resources
from a public cloud [24, 328]. Hybrid clouds are often used for cloud bursting when the
first-choice infrastructure cannot meet the users demand. Cloud bursting is the process
of using another type of cloud (e.g., a public cloud) when workload spikes. It allows an
application to run in a private infrastructure and to burst into a public cloud in a scenario
with high demand of resources. A hybrid cloud can be also achieved by an application that
runs across multiple clouds or use different cloud services at the same time. Figure 3.7
show an example of a hybrid cloud scenario. Hybrid clouds can be seen as a type of cloud
federation, which will be discussed in section 3.2.3.
47






Figure 3.7 – Hybrid cloud scenario
3.2.3 Cloud Federation
Although most of the cloud providers claim an infinite pool of resources, i.e., infinite
scalability, in practice even the biggest provider may have scalability problems due to the
increasing demand of computational resources by the users. In addition, some clouds may
have outage problems owing to regional problems such as network partition or due to
technical problems such as software bugs, which can make unavailable the service deployed
on the cloud [10, 11, 107, 209, 292]. Furthermore, cloud services deployed on a single
cloud location may present significant performance degradation (e.g., response time) as
the number of users from different locations increases, requiring considerable data transfer.
Finally, the cloud providers can limit the number of resources that can be acquired in a
period of time.
These issues can be addressed by distributing the services either across different
cloud providers or across distinct cloud locations employing distributed coordination
as depicted in figure 3.8. This process is known as cloud federation, and it probably
represents the next stage of the cloud computing paradigm [56]. A cloud federation aims
to increase resource availability in a way similar to what we have in grid computing
environments (Section 2.3). On the one hand, cloud federation allows the users to diversify
their infrastructure portfolio in terms of both vendors and location. On the other hand,
it enables the cloud providers to increase the capacity of their infrastructure on-the-fly,
renting resources from other providers in order to meet unpredictable workloads without
needing to maintain extra resources in a ready state. Moreover, it also helps them to
meet service-level agreements (SLA) (Section 3.1.2).
3.2.3.1 Definition
A cloud federation can be defined as a cloud model that has the purpose of guaranteeing
quality of service, such as performance and availability, allowing on-demand reassignment
of resources and workload migration through a network of different cloud providers to
offer non trivial QoS services for the users, based on standard interfaces, and without a
centralized coordination [120].
This definition overlaps with the grid definition (Section 2.3), which also aims to
aggregate resources and to increase resource availability. It also does not specify if
the clouds collaborate voluntarily or not to create the federation [145]. In a federated
environment, each cloud may have its own resource allocation policy which requires
negotiation capability of the cloud providers to negotiate the most appropriate resources
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Figure 3.8 – An example of the cloud federation approach [145]
to achieve their goals. These goals are usually described as QoS metrics, such as minimum
execution time, minimum price, availability, minimum power consumption and minimum
network latency, among others. This requires coordination and orchestration of resources
that belong to more than one cloud, which will be used, for instance, to meet the users’
demand. Furthermore, the requirements to achieve a cloud federation are [68, 296]:
automated and efficient deployment: cloud federation should support automated
provisioning of complex services based on an SLA that specifies the cloud’s infrastruc-
ture QoS requirements. This SLA should be reusable to provision multiple instances
of the services for different users and also be flexible to support customizations ac-
cording to the user’s need. In practice, this requires automatic discovery mechanisms
to look for resources in other clouds, automatic matchmaking process to select the
cloud that better fits the requirements, and automatic authentication mechanisms
to create a trusted context among the clouds.
dynamic resource allocation: the cloud infrastructure should autonomously adjust
the parameters of each virtual environment (e.g., resources) according to the system’s
workload aligned with the service-level agreement (SLA).
technology and provider independence: the cloud federation should be independent of
both technology and cloud provider. It should seamlessly execute services across dis-
tributed cloud providers considering the characteristics of each execution environment
and also the services’ requirements.
3.2.3.2 Classification
A cloud federation scenario can be classified according to the level of coupling or
inter-operations among the clouds [253, 277]. In this context, a federation can be defined
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as loosely, partially or tightly coupled. In a loosely coupled federation, a cloud service has
limited control over the remote resources, monitoring data is limited, and some features
such as cross-site networks or migration are not supported. Partially coupled federation
allows some level of control over remote resources, as well as monitoring data interchanging
or advanced networking features [277]. Finally, a tightly coupled federation comprises
clouds that belong to the same organization, with advanced control over remote resources,
full access to monitoring data, and advanced networking features.
A cloud federation can be also achieved by combining multiple and independent clouds
by a client or service [112], which is denoted as a multi-cloud environment (Figures 3.7
and 3.9(a)). In this scenario, the clients or services are responsible to coordinate the clouds
and in most of the cases, the cloud providers are unaware of the federation. One of the
main issues in a multi-cloud scenario is the portability of applications between clouds,
whereas in the traditional federation the concern is about the interoperability between
different clouds [189, 278].
Cloud user
Cloud provider 1 Cloud provider 2 Cloud provider n...
(a) Multi-cloud scenario
Cloud user
Cloud provider 1 Cloud provider 2 Cloud provider n
(b) Federated cloud scenario
Figure 3.9 – Difference between multi-clouds and federated clouds
A cloud federation can be categorized as horizontal federation, vertical federation,
inter-cloud, cross-cloud, and sky computing as shown in figure 3.10.
 Federation of 
clouds
Inter-cloud Cross-cloud Sky computingHorizontal federation
Vertical
federation
Figure 3.10 – Categories of federation of clouds: vertical, horizontal, inter-cloud, cross-cloud,
and sky computing [275]
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A vertical federation occurs when two or more cloud providers join to offer services
to different layers (e.g., IaaS, PaaS, SaaS) [357], whereas in a horizontal federation, these
cloud providers join to offer services at the same cloud layer [297].
Inter-cloud is the federation of clouds that maintains some characteristics such as
addressing, naming, identity, security policies, presence, messaging, multicast, time domain,
and application messaging [41]. In such case, the clouds are unified based on standard
protocols to allow the applications to scale across the clouds. The terms federated clouds
and inter-cloud are usually used interchangeably in the literature. However, there are
some important differences between these terms. First, inter-cloud is based on standards
and open interfaces, while federated clouds use the interfaces provided by the cloud
providers [106]. Second, inter-cloud goes beyond resources and services management from
multiple clouds that comprises a federation or a multi-cloud scenario, as it includes cloud
governance as well as a cloud broker [277]. Cloud governance can be seen as a set of
decision making processes, criteria and policies involved in the planning, design, acquisition,
deployment, operation and management of cloud computing resources [256]. In this case,
federated clouds can be seen as a prerequisite to achieve inter-cloud.
Cross-cloud is characterized by the use of resources owned by an external cloud (i.e., a
cloud that does not belong to the federation) in a trusted context [69].
Finally, sky computing occurs when multiple clouds are combined to provide new
services which are not provided by each isolated cloud. Moreover, sky providers are
consumers of other clouds [188]. In other words, sky providers are usually data center-
less providers. For example, a PaaS provider can deploy its services in a computing
infrastructure offered by an IaaS provider.
Considering the user viewpoint, a cloud federation can be also obtained through a
third agent called cloud broker. A cloud broker manages the usage, the performance, and
the relationships between the users and the cloud providers [275].
Figure 3.11 illustrates a horizontal cloud federated scenario. In this scenario, there
are three clouds, where cloud 1 is renting resources from clouds 2 and 3 to increase the
capacity of its infrastructure. In a federation, the resources do not need to move physically
across the clouds, but only be logically considered as belonging to another cloud. In other
words, the resources continue to be physically placed in the origin cloud, but they are
logically considered as resources indeed hosted within the buyer cloud.
3.2.3.3 Challenges
Over the years, the rapid development of cloud computing has pushed to a large market
of cloud services usually operated by different proprietary APIs. This has resulted in
heterogeneous service descriptions, data representation, and message level naming conflicts
making service interoperability (i.e., inter-operation management) and service portability
a complex task [275].
Service interoperability and service portability between clouds are key requirements
to create a cloud ecosystem and to take full advantage of cloud properties [275]. Service
interoperability is the ability of cloud users to use their data and applications across
multiple cloud providers with the same management interface, whereas service portability
is the ability to move their applications from one cloud provider to another regardless of
their choice as operating system, storage format or even APIs [49, 390].
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Figure 3.11 – A horizontal cloud federated scenario with three clouds. Adapted from [151]
In this context, there are some issues concerning cloud federations such as:
discovery: since each cloud provider employs different languages and formats to
describe its services and resources, automatic service/resource discovery is usually a
challenge. Service and resource discovery in federated clouds can allow users to select
the resources distributed across the clouds based on different objectives. Although
there exist some efforts to create standards for resource description (Section 3.3.1),
these standards are not supported by most of the cloud providers. Enforcing a
standard syntax on resource description is normally difficult due to the dynamic
nature of the clouds [140]. For instance, cloud providers are constantly creating new
services or adding more attributes to describe them.
selection: appropriate resource selection requires reliable data. However, the lack of
reliable data about cloud services performance criteria forces this task to be performed
manually, based often only in the user’s experiences. Therefore, resource allocation
across multiple clouds may benefit from some features such as different geographical
locations, lower latency, lower financial cost, and higher availability. In this scenario,
automated resource selection is important to improve performance and to reduce
financial costs. This can be performed based on either static information (e.g.,
resource description) or through dynamic QoS negotiation [276].
monitoring: resource monitoring can be used to collect data about the status of
computing resources, storage, and network. These data are often required for load
distribution or even disaster recovery [16]. In cloud federation environments, resource
monitoring is usually a challenge due to the dynamic nature of the environment that
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can be comprised of heterogeneous infrastructures and resources may reside across
different clouds. In such case, monitoring systems must collect and aggregate data
provided by the monitored resources despite of the underlying infrastructure [16].
Therefore, most of the monitoring systems such as Ganglia [240], Nagios (nagios.org),
and GridICE [13] cannot be used in a cloud federation scenario. Moreover, in a
cloud federation environment, when virtual resources are migrated from one cloud
to another one, monitoring data needs to be collected in the destination. In this
case, the clouds need to support remote monitoring [81]. Furthermore, monitoring
systems must be designed to work autonomously. In other words, such monitoring
systems must reconfigure themselves when reconfiguration changes (e.g., services or
VM migrations, or even resource failure) occur.
3.3 Cloud Standards and Metrics
3.3.1 Cloud Standards
Cloud interoperability requires different standards to work properly at any level of the
cloud stack. Nowadays, there exist many organizations working on various standardization
efforts for cloud computing. Some of them are the Open Grid Forum (OGF) — (gridfo-
rum.org), the Distributed Management Task Force (DMTF), and the Storage Networking
Industry Association (SNIA).
This section highlights some standards for cloud computing and their adoption by
cloud providers and libraries. Table 3.1 summarizes the standards discussed in this section.
Open Virtualization Format (OVF) is an open standard of the DMTF. This standard
defines a descriptor for virtual appliance (VA) independent of both virtualization platform
and vendor. In this context, a VA is a complete software stack to be run on virtual
machines. In other words, it is the description of the software packages and the required
hardware configuration [311]. OVF has been designed to enable the deployment and
migration of virtual appliances across different virtualization platforms using a portable
format. In this case, it defines management actions for the whole life cycle of a VA such as
development, package, distribution, deploy, and retirement. An OVF package comprises
an XML file with the description of the VA such as name, hardware constraints, storage,
operating system, and network description. This standard is supported by many companies
such as Amazon, RackSpace, Google, Microsoft, VMWare, Oracle, IBM, and OpenStack.
The Cloud Infrastructure Management Interface (CIMI) is also a standard proposed
by the DMTF. It defines a protocol and a model to govern the interactions between
an infrastructure-as-a-service (IaaS) provider and a cloud user. Its model comprises a
description of the resources available in an IaaS such as virtual machines, storages, and
networks to enable the portability between clouds that support this standard, whereas its
protocols defines a RESTful API based on both XML and JavaScript Object Notation
(JSON) renderings [94].
The Cloud Data Management Interface (CDMI) (cdmi.sniacloud.com) is a standard
proposed by SNIA. This standard defines a RESTful interface for storage management,
which is not bound to clouds. It aims to promote data portability among storage providers.
In this case, it specifies functions that (i) allow users to discover the capabilities in a data
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service offering; (ii) manage containers (e.g., a directory within a file system) and data that
are placed in them; and (iii) associate metadata for containers and objects. In addition,
CDMI offers a set of protocols that enable the users to perform other storage operations
such as monitoring, billing, and access management independent of provider. The main
feature of CDMI is that it allows users to understand the capabilities of the underlying
storage and data services through a homogeneous interface. Moreover, many storage
companies such as NetApp and EMC2 are compliant with this standard.
Open Cloud Computing Interface (OCCI) was proposed by OGF to create a remote
management API for IaaS-based services. Later, it has evolved to support all the cloud
service models (Section 3.2.1). OCCI aims to guarantee interoperability among multiple
cloud providers. In such context, cloud providers should work together without data
schema or format translation between their APIs. In other words, the OCCI API acts
as a service front-end for controlling cloud resources [390]. OCCI is compatible with
other cloud standards such as OVF and CDMI. Moreover, it also works as an integration
point for standardization among various working groups and organizations [344]. Actually,
the OCCI specification consists of three documents, namely OCCI core, OCCI Renderings,
and OCCI Extensions. The OCCI core defines the instance type of the OCCI model.
Basically, it provides an abstraction of cloud resources. The OCCI Rendering, on the other
hand, defines how the OCCI core model is rendered over the HTTP protocol to lead to a
RESTful API. Finally, the OCCI Extensions define some OCCI infrastructure extensions
for IaaS domain.
Furthermore, many libraries implement the OCCI model such as Apache
CloudStack (cloudstack.apache.org), OpenNebula [248], CompatibleOne [378], and
jclouds (jclouds.apache.org).
Table 3.1 – A summary of some cloud standards
Standard Group Focus Key operations
OVF DMTF Standard description of virtual appli-
ances
Develop, package, distribution, deploy,
and retirement
CIMI DMTF Portability and resource management
in the IaaS domain (RESTful API)
Resource management
CDMI SNIA Data portability Common file system operations (i.e.,
read, write), backup, replication, and
billing
OCCI OGF Service interoperability (REST-
ful API)
Deployment, monitoring, and auto-
scaling
3.3.2 Cloud Metrics
The growing interest in cloud computing has demanded metrics to support the users
on selecting a service considering different criteria. Cloud metrics is also required since the
providers often focus on resource availability without performance guarantees [20, 170, 257],
which makes difficult for users to select the appropriate cloud. This is mostly owing to the
cloud architecture that is based on a co-location model designed to minimize the costs for
providers [392]. In this scenario, cloud evaluation must rely on different characteristics
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such as bandwidth, throughput, latency, computing and storage capacities as well as on
resource availability and efficiency. Different works [137, 203, 206, 224, 237, 318] have been
proposed to evaluate a cloud service. Based on these works, this subsection presents some
metrics to evaluate IaaS services. Table 3.2 shows the metrics discussed in this section,
which are classified as general or specific metrics. General metrics are metrics that can be
used to evaluate any cloud service and/or resource, whereas specific metrics are metrics
bound to a specific cloud service and/or resource.
In table 3.2, the instance sustainable performance (ISP) metric measures the effective
average performance of an instance (i.e.,VM) to execute a particular application [205];
and it is computed as the geometric mean of the Flop rate of an application. The instance
capability (IC), on the other hand, represents the sustained performance of the instance
integrated over a time period. This metric can be also used to assess the price performance
of the instance dividing it by the cost of the instance. In other words, this metric can help
to determine the instance that delivers the best value out of all the available instances.
3.4 IaaS Cloud Computing Systems
This section describes the architecture of an IaaS cloud. First, its components are
discussed. Then, the steps to use a service offered by this architecture are presented.
Finally, some IaaS architectures are presented and compared.
3.4.1 Architecture
IaaS clouds comprise a set of physical resources offering virtualized resources for the
users on-demand in nearly real-time. In this context, the users are responsible to request
the virtual resources (e.g., virtual machines) and to manage them, whereas the providers
are responsible (a) to select a physical resource to host the virtual machines; (b) to
create/instantiate the virtual machines; (c) to monitor the hosts (i.e., physical machines)
to guarantee their availability, and (d) to charge for their usage.
A generic IaaS cloud architecture (Figure 3.12) relies on a virtualization layer (Sec-
tion 3.1.1).
Above the virtualization layer, there is a virtual infrastructure (VI) manager. The VI
manager creates the virtual resources (e.g., virtual machines, storage) aggregating a pool of
physical resources often regardless of the underlying virtualization layer. In addition, it can
implement more advanced functions such as automatic load balancing, server consolidation,
and dynamic infrastructure resizing and partitioning [328]. In general, VI managers can
be grouped into two categories [328]: cloud toolkit and non-cloud toolkit. Cloud toolkits
expose a remote interface to create, to monitor, and to control the virtualized resources, but
they lack some management functions such as server consolidation. The non-cloud toolkits,
on the other hand, provide advanced features such as automatic load balancing and server
consolidation without exposing remote cloud-like interfaces. Examples of VI managers
include Eucalyptus [263], Nimbus [186], OpenNebula [248], and OpenStack (openstack.org).
The services are built on top of the virtual infrastructure (VI) manager, and organized
within the service layer. The services include virtual machines, storage, networking,
and virtual machine images (VMI).
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Chapter 3. A Detailed View of Cloud Computing
Computing services are provided as virtual machines (VM) instances. A virtual machine
belongs to an instance type that determines its hardware capacity such as the number of
CPU cores (i.e., vCPUs), the amount of RAM memory, the disks’ constraints, and the
network capacity. In addition, instance types are divided into different family types or
classes defined according to their purpose usage such as memory-, CPU-, or I/O-optimized,
among others. For instance, at the time of writing this thesis, Amazon EC2 offers seven
family types (general purpose, standard, compute optimized, memory optimized, GPU,
storage optimized, and HS1)1 and Google Compute Engine offers four family types (small
or shared-core, standard, high CPU, high memory)2.
Storage is provided as regular disks for the virtual machines and it can be (Figure 3.13):
instance disk, network disk, or object storage. Instance disks (Figure 3.13(a)) are ephemeral
disks physically attached to the host computer of a virtual machine. Network disks or block
storages (Figure 3.13(b)) are persistent disks that can be attached to a running virtual
machine that is in the same data center (i.e., availability zone). Object storages (Fig-
ure 3.13(c)), on the other hand, are external storage services that can be mounted in a
running virtual machine. Moreover, storages belong to a storage type that determines their
performance and constraints. An example of a storage type is the solid-state disk (SSD).
Finally, storage is often billed per size in a period of time, and some may have addition
charges such as the number of transactions or provisioned input/output operations per
second (IOPS).
Networking services provide network connectivity between the virtual resources and
other networks (e.g., Internet); and their costs are usually defined in function of the
amount of data transfered between the networks.
Virtual machine images (VMI) are provided as persistent disks that contain an operating
system and a root file system required to start a virtual machine. They can be configured
to run on a specific hypervisor (i.e., virtualization technique (Section 3.1.1.2)), and their
price often depends on the operating system. Moreover, the providers allow the users to:
(i) upload their own images to the cloud; (ii) create a new one based on one of their virtual
machines (VMs), i.e., to take a snapshot of a VM; or (iii) export an image. In this case,
the users are usually billed per transaction (i.e., import/export, snapshot) and per the
amount of storage used to store a snapshot and/or a VMI.
The client layer comprises the applications and the APIs available to access the
services. In most of the cases, the users have to create their own applications to access the
services through the application programming interfaces (APIs) provided by the clouds.
3.4.2 Using an IaaS Cloud Service
The steps to use an IaaS cloud service are: (1) choose a region to host the resources;
(2) select an instance type; (3) select a VMI; (4) select a disk type; (5) request the provider
to create the VM; (6) configure and monitor the VM; (7) execute the application; and
(8) transfer the data from the cloud to the users local machine.
1. selecting a region: a region is an independent cloud environment deployed in a
















Figure 3.12 – A generic IaaS architecture
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Figure 3.13 – Storage types usually available in IaaS clouds
58
Chapter 3. A Detailed View of Cloud Computing
to decrease network latency. A region may have multiple availability zones, or for
short, zone. Availability zones are distinct data centers engineered to be decoupled
from failures in other zones; and to have high-network bandwidth and low-latency
network connections to other zones in the same region. The selection of a region
depends on the resources needed by the users and on the cost they want to pay
for, i.e., the users’ requirements. If a region has more than one data center (i.e.,
availability zone), the users may select one or they may delegate this task for the
cloud provider.
2. selecting an instance type: in this step, the users must select an instance type
based on the requirements of their computing environment, such as the minimum
number of CPU cores and the minimum amount of memory; and on the characteristics
of their applications (e.g., CPU- or memory-bound). Usually, there are several
instance types that meet the users constraints, and the users usually select one in an
ad-hoc way, which can lead to a high cost due to the mismatch between the instance
purpose usage and the application behavior.
3. selecting a virtual machine image (VMI): after choosing the instance type,
a virtual machine image must be selected. This selection depends on the operating
system and in some cases, on the instance type. An instance type can restrict the
usage of the images due to the hypervisor or virtualization technique required by
the instance.
4. selecting a disk type: as we said in the previous section, each disk type implies
different performance, costs, and constraints. The selection of a disk type depends
on the characteristics of the applications or on some I/O requirements. As in the
selection of an instance type, this process is realized manually by the users.
5. requesting a VM: after choosing the region, the instance type, the VMI, and the
disk type, the users request the provider to create the VM. Then, the provider creates
the requested VM through its virtual infrastructure (VI) manager (Figure 3.12).
Normally the steps to create a VM are: (a) select a physical machine to host the VM;
(b) create the disks to the new VM; (c) copy the virtual machine image (VMI) to
the select host; (d) request the hypervisor (virtualization layer) to start the virtual
machine; (e) contextualize the VM [187]; i.e., assigns an IP address, imports the
access keys, among other configurations; (f) test the state of the VM; and (g) start
to charge for its usage.
6. configuring the VM: in this step, the users connect and install their applications
and libraries in the virtual machine, as well as transfer all data from their local
machine to the cloud.
7. executing the applications: the users execute their applications and wait them
to finish. During this execution, the users must monitor both the virtual machine
and the application execution.
8. releasing the VM: in this step, the users transfer the output of the applications
to their local machine and terminate the virtual machine.
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If the users want to deploy their application in more than one VM, they should restart
from the second step.
3.5 Cloud Computing Architectures
Over the years, many cloud computing systems have been proposed to manage and to
create an IaaS cloud. This section presents some of these systems that aim to manage a
cloud. They are organized as centralized or decentralized systems.
3.5.1 Centralized Systems
In this section, we present ten centralized cloud architectures that are in the same
domain of this doctoral thesis. The architectures are considered centralized as the decisions
to access the resources rely on a single node. Other centralized cloud architectures can be
found in [18, 128, 147, 180, 238, 280].
3.5.1.1 Claudia
Claudia [299] is a software layer that provides homogeneous interface for cloud service
management (Figure 3.14). For service management, Claudia uses an extension of the OVF
standard (Section 3.3.1), called service descriptor file, to allow the providers to describe
their services independent of technology or API, and to specify the dependencies between
the services.
Claudia implements auto-scaling services based on scalability rules defined by the
providers for each service in the descriptor file. Such rules define the conditions and the
actions to be executed by the system. A condition can be defined basing on user-defined
metrics or on hardware metrics. In this case, scalability rules encompass scaling resources
up/down in the same cloud provider as well as scaling in/out the number of resources
across multiple clouds.
Claudia uses OpenNebula [248] to manage the underlying infrastructure and to access
multiple clouds. In other words, the cloud interoperability is achieved through the use
of OpenNebula. In this case, the architecture is deployed in a single node (i.e., the
master node) that is responsible for managing the clouds through the cloud infrastructure
manager (i.e., VI manager).
Experimental results show that Claudia could scale the jobs of a Sun Grid Engine
(SGE) queue according to the scalability rules described in the descriptor file.
3.5.1.2 SciCumulus
SciCumulus [95] is a middleware to automate the execution of workflows on the cloud
following the many task computing (MTC) paradigm. It explores parameter sweep and
data fragmentation parallelism in workflows. In such case, SciCumulus aims to explore
workflow parallelism in the cloud focusing on implementing provenance services, to free
the users to deal with the complexity of collecting distributed provenance data [95].
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Figure 3.14 – Claudia architecture [299]
The architecture of SciCumulus is organized in three layers: desktop, distribution, and
execution layer, which are placed between a workflow management system (WfMS) and
the cloud infrastructure (Figure 3.15). The desktop layer uses the WfMS to start the
execution of the workflow’s activities (steps 1 and 2). The distribution layer manages the
execution of cloud activities by recognizing the tasks that compose the workflow and using
a global schema to schedule them in the cloud (?? – steps 3.1, 3.2, 4, 5, and 6). A cloud
activity is a container with the application to execute, its execution strategy, its parameter
values, and its input data. For each assigned instance pair (instance, cloud activity), the
execution layer configures and executes the application (?? – steps 8.1, 8.2, 9, 10, and 11).
SciCumulus was validated using the CloudSim [58] simulator to evaluate the execution
time of a workflow when fragmented in 100 and 128 cloud activities. For the workflow
analyzed, the results show performance gains when the number of cloud activities is at most
100, otherwise the performance degrades due to the overhead of managing the activities.
3.5.1.3 Cloud-TM
Cloud-TM [300] is a cloud architecture to build and to execute applications based
on distributed transaction memory (DTM). It aims to combine the transactional mem-
ory (TM) approach with the scalability and failure resilience of redundant large-scale
infrastructures.
Its architecture comprises two components: data platform and autonomic manager (Fig-
ure 3.16). Data platform exposes an API for manipulating data across distributed
servers, and it implements the distributed software transaction memory (DSTM) services.
The DSTM is based on Infinispan (infinispan.org). Infinispan implements automatic data
partitioning across multiple nodes, enabling continuous data availability and transactional
integrity even in the presence of failures. The autonomic manager, on the other hand, is
responsible for scaling the data platform and for implementing self-optimizing strategies
to reconfigure the data grid. In such case, there is a monitoring component that gathers
data about the resources and sends them to a workload analyzer. Then, the workload
analyzer filters the data, generates a workload profile, and notifies the adaptation manager.
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Figure 3.15 – SciCumulus architecture [95]
Finally, the adaptation manager reconfigures the system to meet performance and cost
requirements.
Experimental results show that changing a distributed software transactional memory
solution, called D2STM [87], to use Cloud-TM helped it to achieve linear speed-ups.
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Figure 3.16 – Cloud-TM architecture [42]
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3.5.1.4 mOSAIC
mOSAIC [278, 279] is an API and platform to create cloud-aware applications to run on
hybrid clouds. Unlike other cloud APIs that try to abstract the cloud resources providing a
uniform API and keeping the programming style closed to the native cloud API, mOSAIC
assumes some characteristics of the deployed applications such as: (i) the applications are
divided into components with explicit dependencies in terms of both communication and
data among them; (ii) the applications use only the mOSAIC API for inter-component
communication; and finally, (iii) for each component, the developers specify its requirements
such as CPU and storage.
The architecture of mOSAIC comprises five major components (Figure 3.17): resource
broker, cloud agency, client interface, application executor, and semantic engine. The
resource broker mediates the interaction between the clients and the cloud providers.
The cloud agency implements resource discovery and negotiates resource usage with the
cloud providers. It is also used to monitor and to reconfigure the resources according to
the performance constraints. The client interface, on the other hand, is responsible for
requesting additional resources from an application executor. The application executor
deploys the applications and monitors their execution. Finally, the semantic engine helps
the developers on identifying a cloud for their applications. In such case, the developers
semantically describe and annotate their applications, and specify related concepts and
patterns using an ontology provided by mOSAIC.
mOSAIC has been used to deploy different applications developed in Java, Python,
and Erlang.
3.5.1.5 TClouds
TCloud [355] is a cloud architecture that implements automated attacks detection and
failure recovery services on top of the cloud infrastructure. To achieve the security levels
required by the applications, TCloud adds a software layer between the applications and
the clouds (Figure 3.18). This security layer clusters the resources (e.g., storage, virtual
machines) as trusted or untrusted, and intermediates the access to them. The idea is that
the resources classified as trusted are both resilient to attacks and to Byzantine failures. In
the same manner, a platform service is implemented to represent the trustworthy services
built on top of the trusted or untrusted cloud infrastructure.
TCloud was validated through a modified version of Apache Hadoop with support
for Byzantine failures, running on top of the infrastructure of a public cloud, i.e., an
untrusted IaaS infrastructure.
3.5.1.6 FraSCAti
FraSCAti [273] is a platform for deploying applications on multiple clouds. This platform
relies on three concepts: (i) an open service model, (ii) a configurable architecture, and
(iii) some infrastructure services.
The open service model is used to design and to build multi-cloud PaaS and SaaS
applications that run on top of FraSCAti. This model follows a service component
architecture (SCA) to define the services provided by the federated PaaS and by the SaaS
applications. In this case, services are defined independent of programming languages,
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Figure 3.17 – mOSAIC architecture [279]
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Figure 3.18 – TClouds architecture [355]
protocols, and non-functional properties. In other words, SCA providers a framework that
addresses portability, interoperability, and heterogeneity of service-oriented systems [271].
The configurable architecture employs software product line (SPL) to capture the
characteristics and variability points of the cloud environments. In this case, the SPL is
implemented as an assembly of SCA components; and the variability points are captured
as a set of plug-ins (Figure 3.19). This enables the developers to meet the constraints of
the target cloud environment.
Infrastructure services, on the other hand, are management functions such that deal










































Figure 3.19 – FraSCAti architecture [273]
FraSCAti was used to implement a P2P monitoring application composed of thirteen
peers, each one deployed on a different cloud. In this scenario, FraSCAti met the constraints
of each cloud environment due to the usage of the SPL.
3.5.1.7 STRATOS
STRATOS [274] is a cloud broker architecture for resource allocation on multiple
clouds. The clouds are selected at runtime according to some objectives. In such case,
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the objectives are specified in terms of key performance indicators (KPIs). Thus, when a
request for a resource acquisition is made the broker considers it against all the providers.
In STRATOS, the users describe the execution environment using an XML file (i.e.,
topology description file) and submit it to a cloud manager (Figure 3.20). A description
includes functional and non-functional requirements such as the number of nodes, the
metrics to monitor, and the management directives. After receiving the topology file,
the cloud manager contacts the broker to instantiate the environment. Then, the broker
selects the providers that meet the users’ objectives; and it uses the translation layer to
creates the instances in the selected providers. The monitoring component is responsible
to monitor the metrics specified at the descriptor file and to send their data to both cloud
manager and broker.
Experimental results show that STRATOS could reduce up to 48% of the financial





























Figure 3.20 – Stratos architecture [274]
3.5.1.8 COS
COS [165] is a cloud architecture to support application scaling based on migration.
In COS, the applications must be developed following the actor-based model and the
SALSA [354] programming language. In this case, according to the workload the architec-
ture migrates the applications’ components (i.e., actors) taking into account communication
and migration costs. In other words, there is a manager that continually receives the CPU
usage of the other nodes, and based on their usage, it decides either to create a new VM
or to consolidate the virtual machines.
The experiment results show that using actor-based model decreases up to 14% the
application migration time, when comparing to the migration time of the whole virtual
machine.
3.5.1.9 Rafhyc
Rafhyc [245] is a cloud architecture to create PaaS and SaaS services over federated
cloud resources. Its architecture (Figure 3.22) is organized in layers, namely Rafhyc
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Figure 3.21 – COS architecture [165]
Resilient Layer and Rafhyc Services Layer. The Rafhyc Resilient Layer provides services
for executing the applications in the cloud. The Rafhyc Services Layer provides the services
to access and to manage the infrastructure. Moreover, Rafhyc has a configuration manager
responsible for monitoring the resources and the workload of the virtual machines. In
practice, the configuration manager continuously executes a benchmark in the virtual
machines to compute the efficiency and reliability of the clouds.
The experiments realized in a federated environment show that Rafhyc can manage
the execution of applications in a dynamic and heterogeneous environment. In this case,
the experiments focused on analyzing performance variabilities between the clouds.
Science gateways, pilot factories, job factories





























Figure 3.22 – Rafhyc architecture [245]
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3.5.1.10 JSTaaS
JSTaaS [218] is a framework for enabling cloud bursting. Using an annotative strategy,
the developers can create multi-cloud solutions, executing their applications across multiple
clouds. In this case, JSTaaS (Figure 3.23) reads the annotations in the source code and
generates a new code with the instructions to create the virtual machines and to monitor
the applications. It implements cloud bursting, intercepting every method invocation at
runtime, and deciding in which node the method must be executed. In case of remote
execution, the framework uses a queue to schedule the execution of the method in another
node.
An experiment in a hybrid cloud scenario shows an increasing in the execution time






































Figure 3.23 – Cloud bursting architecture [218]
3.5.2 Decentralized Systems
In this section, we present five decentralized cloud architectures that are most related
to this PhD thesis.
3.5.2.1 Reservoir
Reservoir [296] is an architecture to manage services defined as a collection of virtual
execution environments (VEEs). Each VEE can spread over multiple sites, where each site
is completely autonomous. The architecture of Reservoir comprises three elements: service
manager (SM), VEE manager, and VEE host (VEEH) (Figure 3.24). The service manager
is in the highest level of the architecture, and it is responsible for deploying, provisioning,
and monitoring the VEEs. The VEE manager is responsible for placing the VEEs into the
hosts and also for adding or removing VEEs from a given VEE group. Finally, the VEE
host is responsible for managing the virtualization platform and for monitoring the VEEs.
In addition, it is also responsible to allow VEEs migrations across the sites.
In Reservoir, a service acts as a platform to execute the applications in the VEEs. In
this case, the developers describe the requirements of their applications using a service
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definition manifest. A service definition manifest includes the virtual machine images
required to run the applications, as well as the elasticity and service-level agreement
(SLA) rules. This service manifest is submitted to a service manager (SM) that selects
the appropriate resources and instantiates the VEEs for each component defined in the
manifest. In addition, the SM also monitors the execution of the applications to scale
them according to the elasticity rules and to meet the SLAs. It scales the applications by
adjusting the service capacities, either adding more service components or changing the
resource requirements of a component according to its load.
In practice, the service manager requests the virtual execution environment man-


















Figure 3.24 – Reservoir architecture [296]
3.5.2.2 Open Cirrus
Open Cirrus [22] is a federated cloud testbed sponsored by different companies in
collaboration with universities and institutions in the US, Germany, Russia, and Singapore.
It is composed of ten data centers located in North America, Europe, and Asia to offer
a cloud stack consisting of physical and virtual machines. The objective is to offer for
researchers access to low-level hardware and software resources, which are usually not
available and/or allowed in public clouds.
A Open Cirrus’s data center consists of three service layers called foundation, utility,
and primary domain services (Figure 3.25).
The foundation layer offers IaaS service capabilities; and it is based on Zoni. Zoni is a
software responsible for managing physical resources and some cloud services such as node
allocation, node isolation, software provisioning, network, and debugging of the allocated
resources.
The utility layer comprises non-critical services such as monitoring, power management,
networking file system, and accounting for resource utilization.
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Finally, the primary domain layer offers PaaS-level services. Basically, this layer allows
the users to execute Hadoop or MPI applications without needing to interact with the
foundation services. It also provides services to manage virtual machine deployment across
multiple data centers via an AWS-compatible API.
Moreover, Open Cirrus supports resource allocation across multiple sites through a set
of global services. In this case, each service runs at one site to provide a common view of
the infrastructure. These common services are single sign-on, global monitoring tools, and
global storage.
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Figure 3.25 – Open Cirrus architecture [22]
3.5.2.3 CometCloud
CometCloud [194] is a cloud architecture for cloud and grid environments. It comprises
three layers namely infrastructure layer, service layer, and programming layer. The
infrastructure layer uses a P2P overlay (i.e., Chord) to organize the resources and to
implement data lookup. In this case, the nodes are organized according to their credentials
and capabilities. In addition, each node propagates its state for its successor and predecessor.
This allows the architecture to support node failure merging the state of the failed node
with the one known by its predecessor and successor. The service layer implements
coordination services based on a tuple space model. This coordination model creates a
global space accessible for all nodes to implement membership authentication. This layer
also implements publish/subscribe messaging and event services. Events describing the
status of the system are clustered, and they are used to detect inconsistent states. Finally,
the programming layer provides a framework for application development as well as for
the execution of the applications.
CometCloud employs a master/slave architecture to schedule the tasks across the
clouds (Figure 3.26(c)). In this case, there is a scheduling agent responsible for distributing
the tasks and for managing their execution in order to achieve the performance constraints.
Moreover, the tasks are distributed according to a hierarchical security domain. The
security domain comprises three levels. Trusted resources (i.e., dedicated resources) and
management services (e.g., scheduling and resource coordination) are deployed in the first
level (Figure 3.26(b)). The second level, on the other hand, comprises trusted workers that
can pull tasks from the first level. Finally, the third level consists of untrusted workers (i.e.,
workers deployed in a public cloud) that require a proxy to access the resources in the first
level. This hierarchical security model helps CometCloud on enforcing SLA guarantees,
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Figure 3.26 – CometCloud architecture [194]
Experimental results showed a performance degradation due to the communication
overhead between the workers and the master. The master run on a private cloud and the
workers on Amazon EC2 to execute a Monte-Carlo application.
3.5.2.4 Contrail
Contrail [61] is a federated cloud architecture that aims to provide a homogeneous
interface for the clouds. In such case, it employs two types of federation: horizontal and
vertical. The vertical federation focuses on providing a platform to access the resources,
whereas the horizontal focuses on abstracting the interaction model between the clouds.
The architecture of Contrail comprises three layers: interface, core, and adapters (Fig-
ure 3.27).
The interface layer gathers requests from users as well as from other Contrail components
that rely on the federation. In this case, the services can be accessed through a command-
line interface (CLI) or through a web interface. The core layer contains the modules
responsible to support the federation requirements as identity management, application
deployment, and SLA coordination.
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The identity management implements single sign-on (SSO) services, which once au-
thenticated, a user it not prompted to login at each cloud. Application deployment is
implemented by the federation runtime manager (FRM). The FRM implements resource
discovery considering different aspects such as cost and performance. It is also responsible
for managing the application life-cycle. In this case, it gathers static and dynamic data
of the federation through the provider watcher module. The provider watcher module
monitors the applications and updates the state module.
The adapters layer contains external and internal adapters that enable the access
to the services owned by both Contrail’s clouds and external clouds. Internal adapters
provider components for network, storage, and execution platform, while internal adapters
supply provider-specific drivers for external clouds (i.e., non-Contrail clouds) by translating

































Figure 3.27 – Contrail architecture [61]
Contrail has been used to deploy ConPaas [280], which is a platform-as-a-service for
PHP applications.
3.5.2.5 OPTIMIS
OPTIMIS [112] is a multi-agent software architecture. It uses software agents to
implement resource provisioning across multiple clouds. One of the OPTIMIS agents is
the deployment engine (DE) (Figure 3.28) that is responsible to discover and to negotiate
the resources required by a service. First, it identifies the providers that meet the services’
requirements, then it creates a service manifest (i.e., SLA template), submits it to each
cloud provider, and waits for the offers. When a request to host a service is received, a
provider can reject it or make an deployment offer through the admission controller (AC).
The deployment decision is based on the workload of the cloud, on the requested resources,
and on the provider’s objectives (i.e., profit).
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Each deployment offer is evaluated by the DE that selects the best offer considering
both qualitative (e.g., financial cost) and quantitative factors (e.g., energy consumption,
trust). After selecting a deployment offer, the DE prepares a VMI with all the applications
needed by the service and starts the deployment of the service within the selected cloud
provider. With the services deployed, a service optimizer (SO) continuously monitors the
service parameters to detect SLA violations. In OPTIMIS, the resources are allocated
using a cloud optimizer (CO), which is responsible to optimize (e.g., consolidating the
virtual machines) the cloud infrastructure.
Experimental results show that OPTIMIS was able to reduce the risk of over-





















Figure 3.28 – OPTIMIS architecture [112]
3.5.3 Comparative View
Table 3.3 summarizes the cloud architectures reviewed in sections 3.5.1 and 3.5.2.
The first column presents the cloud computing system. The coordination model of the
system is presented in the second column. The third column presents if the system
can work in a multi-cloud environment. In this case, it can manage resources that
belong to different clouds, and the clouds can be private, public, or hybrid. The cloud
service model (Section 3.2.1) considered by the architectures is presented in the fourth
column. Finally, the last column presents the type of application that is the focus of each
system. In this case, generic means any type of applications; cloud-aware means application
developed using one of the programming languages supported by the architecture such
as Java, Python, Erlang, among others; whereas Java means that the system can only
execute Java applications.
As can be seen, most of the systems rely on a centralized architecture. This is because
these systems consider a static scenario, and they focus in helping the developers to create
native cloud applications. In this case, there is still a demand for systems that can
manage multiple clouds, taking into account different users’ profiles and different kind of
applications (i.e., native and cloud-unaware applications).
3.6 Summary
This chapter presented a detailed view of cloud computing, including the main tech-
nologies related to cloud computing systems, such as virtualization, service-level agreement
(SLA), and MapReduce.
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Table 3.3 – Comparative view of some cloud architectures
Coordination Multi CloudSystem model cloud model Application
Claudia [299] Centralized Yes IaaS Generic
SciCumulus [95] Centralized No IaaS Workflow (Simulation)
Cloud-TM [300] Centralized Yes PaaS Java
mOSAIC [278] Centralized Yes PaaS Cloud-aware
TClouds [355] Centralized Yes PaaS Hadoop
FraSCAti [317] Centralized Yes PaaS Java
STRATOS [274] Centralized Yes PaaS Java
COS [165] Centralized No PaaS Java
COSCA [180] Centralized No PaaS Java
Rafhyc [245] Centralized Yes IaaS Generic
JSTaaS [218] Centralized Yes PaaS Java
Reservoir [296] Distributed Yes PaaS Cloud-aware
Open Cirrus [22] Distributed Yes IaaS Generic
CometCloud [194] Distributed Yes IaaS Generic
Contrail [61] Distributed Yes IaaS Cloud-aware
OPTIMIS [112] Distributed Yes PaaS Cloud-aware
Virtualization techniques introduce many advantages for such systems, such as mainte-
nance with negligible downtime, workload consolidation to maximize the usage of resources,
and properly workload isolation.
MapReduce, on the other hand, provides a simple and high-level API that enables the
developers to write distributed applications without needing to deal with failures, and
that can automatically scale.
Nevertheless, the customers’ services often rely on a single cloud infrastructure which
may represent a drawback to the scalability and availability of the services. This issue can
be mitigated by federating the resources that belong to different providers. This can help
providers to handle the requests that exceed their capacity by delegating them to other
cloud providers, avoiding over-provisioning solutions, and it can also help cloud users to
increase their services availability.
Cloud federation is likely to represent the next step in the evolution of cloud computing,
since it promotes the cooperation among different organizations and may contribute to
push down the costs. Cloud federation enables a utility as a service model, where similar
to the power generation, providers can delegate the exceed demand to their partners. Thus,
cloud providers can elastically scale up/down their infrastructure by renting computational
capability on-demand, and paying for them according to the business model (e.g., pay-
per-usage) [70]. The challenge is how to deal effectively and automatically with failures,
performance issues, and automatically deploy the services.
As in a cloud federation different platforms and technologies should coexist, this
requires the development of middlewares to address the problems that may arise due to
the federation characteristics, such as interoperability, heterogeneous resources, multiple
allocation policies, coordination, and data location.
Finally, a federated cloud should be designed considering a dynamic scenario, where
resources or even entire clouds could instantaneously appear and disappear. Considering
this scenario, P2P techniques should be considered to implement discovery and services
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In the beginning of the 2000s, it was clear that computing systems were extremely
complex, running in heterogeneous and dynamic environments such as the Internet and
interacting with other systems in complicated ways. In this scenario, even the most skilled
administrators were having problems to configure, to tune, and to manage these systems
properly [163, 191]. Some challenges that arise in this scenario are [191]: (i) computing
systems must be scalable to provide a rich experience for users; (ii) computing systems
76
Chapter 4. Autonomic Computing
usually run in heterogeneous and unpredictable environments under multiple administrative
domains, where most of the interactions are known only at runtime; (iii) computing systems
should be reliable even if they run in a unreliable environment; and finally (iv) computing
systems must be aware of their execution environment.
Observing these difficulties, in March 2001, Paul Horn, from IBM, introduced the idea
of autonomic computing at the National Academy of Engineering (NAE) by comparing
computing systems to the human nervous system. He claimed that computing systems
should be able to regulate themselves as the human body regulates itself [162]. He
suggested that complex systems should independently take care of regular maintenance
and optimization tasks, thus reducing the workload of the system administrators.
This chapter describes autonomic computing. First, it provides the definition of
autonomic systems (Section 4.1) followed by the description of the autonomic proper-
ties (Section 4.2). Then, it presents concepts related to the architecture of autonomic
systems (Section 4.3). Finally, some autonomic systems for large-scale distributed systems
are presented and compared (Section 4.4), and section 4.5 summarizes this chapter.
4.1 Definition
Autonomic systems are defined as computing systems that manage themselves, adjusting
to environmental changes in order to achieve the users’ objectives [162]. Such systems must
anticipate needs and allow users to concentrate on what they want to accomplish with the
systems rather than spending their time overseeing the systems to get them there [162].
This idea comes from the humans autonomic nervous system, that can observe and adapt
the human body to the environment, requiring little conscious actions [191, 236]. For
instance, the nervous system autonomously controls the body’s temperature, the heart
rate, the blood sugar level, and other vital functions.
An autonomic computing system is essentially a self-management system. A self-
management system can configure and reconfigure itself under varying and unpredictable
scenarios without human intervention [27]. The main goal is to free system administra-
tors from the details of system operation. To achieve that, self-management systems
use autonomic managers (AMs) to monitor the environment and to take appropriate
actions [164, 191, 236].
4.2 Properties
According to Horn [162], autonomic systems are self-management systems with eight
characteristics or key elements: self-configuration, self-healing, self-optimization, self-
protection, self-knowledge, context-awareness, openness, and self-adaptation. The first
four elements are considered major characteristics, and the other elements are minor
characteristics [162].
Self-configuration refers to the ability of an autonomic element (AE) to be seamlessly
integrated into the system according to the system or users’ objectives. In this context,
an objective defines which states are desirable, without specifying how they should be
accomplished. For example, registering a node in a Hadoop (Section 3.1.3) cluster requires
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changing on the Hadoop configuration in order to distribute tasks for the newest node.
With self-configuration, a node can learn about the cluster and register itself, so that other
components can either use it or modify their behavior to the new system’s state.
Debugging and fixing problems in large-scale systems is usually a challenging task.
They may require considerable amounts of time from programmers to diagnose problems
and to fix them. Moreover, such systems are often composed of interdependent subsystems
either developed or managed by different companies. Self-healing refers to the ability of a
system to detect and to diagnose problems automatically. Initially, an autonomic system
follows the rules defined by system administrators, but later, it begins to discover new
rules on its own that help it to meet the users’ goals. For instance, an autonomic system,
after having detected a software bug, may decide to install software updates and to execute
regression tests [191]. In this case, if the error continues, it can send a bug report to the
system administrators with detailed information about the bug (i.e., context), or it can
restore the system to a state that minimizes services’ interruption.
Large-scale systems may have hundreds of tunable parameters that must be correctly
set for the system to perform adequately. In addition, such systems are often integrated,
where adjusting one subsystem may affect the entire system [191]. In the context of
autonomic computing systems, self-optimization refers to the ability of a system to monitor
itself constantly, to learn based on past experiences, and to adjust system parameters in
order to satisfy the performance goals. For instance, adaptive algorithms running on each
system can tune their own parameters and learn the best values that lead to the desirable
performance level.
An autonomic system that pro-actively protects itself from malicious attacks and from
the users who can make changes that affect the system’s stability has the self-protection
characteristic. In this context, autonomic systems continuously tune themselves to achieve
desirable security levels and also to anticipate problems based on historical data.
Self-knowledge means the ability of a system to have detailed information about its
environment even if it runs in an unpredictable scenario. In this case, the system should
know its components as well as their status, their current capacity, and their connections
with other systems to be able to manage itself properly. Moreover, it should know which
resources belong to it, as well as the owners of other resources that it can borrow or lend,
and finally which resources can be shared [162]. The self-knowledge property requires
policies to govern the systems and to define their interactions.
Context-awareness refers to the ability of an autonomic system to know its environment
and the context surrounding its activities, and to act accordingly. In this case, it can
generate new rules to interact with its neighbors, and to describe itself and its available
resources to other systems, as well as to automatically discover other resources in the
environment. For example, in a cloud federation environment (Section 3.2.3), a context-
aware autonomic system may negotiate the use of its underutilized resources with another
clouds, which is geographically closed.
Besides these properties, autonomic systems must implement open standards to be
correctly integrated in heterogeneous environments (openess). Moreover, they must
anticipate their needs while keeping their complexity hidden from the users (self-adaptation).
For instance, an application server can compare real-time access data with historical data
to change the size of a cache service, anticipating performance degradation.
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4.3 Architecture
Autonomic systems are often organized as a collection of distributed elements that
interact to deliver services in accordance with some objectives in a control loop known as
MAPE-K (Monitor, Analyze, Plan, Execute, and Knowledge) [164].
The monitoring function continuously collects, aggregates, and filters data obtained
from a managed element. The analyzing function observes the environment and determines
if some change needs to be made to achieve the desirable state. It takes into account the
current system state, historical data, and policies information to correlate and to model
complex events. The goal is to allow autonomic managers to learn about their environment
and to help them to predict future states [164]. The planning function creates a plan with
the actions needed to achieve the desired state. The execution function executes the plan
considering the precedence order of the actions as well as state changes. The data used by
these four functions are stored as shared knowledge to be used by autonomic managers.
Autonomic managers obtain the knowledge retrieving it from policies, monitors, sensors or
from an external knowledge source.
Figure 4.1 shows the structure of an autonomic element (AE). An autonomic element
has one or more managed elements (MEs), composed of sensors and actuators, coupled
with an autonomic manager (AM). The MAPE-K control loop is implemented by the AE
and it is similar to a generic agent model [306], where an intelligent agent perceives its







Figure 4.1 – Architecture of an autonomic element [191]
The sensors are responsible for collecting data about the managed element (ME), which
represent any resource (i.e., hardware or software) that has an autonomic behavior by
coupling with an autonomic manager (AM) [191]. An AM is a software agent implemented
with autonomic properties. It controls and represents the MEs, monitoring them through
sensors and storing data into the knowledge database. Based on the system’s knowledge,
an AM decides the action to be taken, then it creates an execution plan, and sends it to
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the MEs using the actuators. After, the MEs change their state, executing the actions
defined by the AM.
Each AE is responsible for managing its internal state and interactions with the
environment. Its relationships are driven by goals either defined by the user or by other
elements that have authority over it. The goals are expressed using event-condition-action
(ECA) policies or through a utility function [163, 191]. For instance, a rule can be defined
as follows: when the CPU load is less than 30%, then decrease the CPU frequency to
the lowest frequency available. In addition, AEs may cooperate requesting either data or
resources to achieve a common goal. In this case, each AE is responsible to request the
necessary data and/or resources and to deal with failures of the required resource. Thus,
AMs must be conscious of the state of their own managed elements and about the state of
the environment, in special other autonomic elements in the network [163, 236].
4.4 Autonomic Computing Systems
Since the proposal of autonomic computing, many autonomic computing systems have
been proposed in the literature. This section reviews some of these autonomic systems
designed for large-scale distributed systems.
4.4.1 V-MAN
V-MAN [239] is a decentralized VM management system based on an unstructured P2P
overlay. It implements self-optimization actions to reduce power consumption of the
physical machines. The optimization actions are based on workload consolidation and
on dynamic voltage and frequency scaling (DVFS) (Section 5.1). In V-MAN, each physical
machine knows a subset of other physical machines included in its local view through a peer
sampling service [174]. The control loop of V-MAN works as follows. Each node continually
exchanges messages with its neighbors to: (i) share its local view; (ii) build a new local
view, merging the old one with those received by the neighbors; and (iii) consolidate VMs
in order to minimize the number of underutilized physical machines.
4.4.2 Sunflower
Sunflower [272] is an agent-based framework to coordinate workflow execution in an
environment composed of grid and cloud resources. It implements self-optimization to
meet performance requirements. In this case, the optimization process first tries to use the
grid’s resources. But, when the performance degrades and cannot meet the users’ needs, it
moves some tasks to the cloud.
Its architecture, depicted in figure 4.2, comprises three main layers: Sunflower console,
cloud, and distributed information system. The Sunflower console provides a graphical user
interface (GUI) for users to design their workflows. A workflow is submitted to the workflow
manager that creates sub-workflows and submits them to different agents. The cloud layer
manages computing resources. In such case, it uses Eucalyptus (open.eucalyptus.com) to
allocate cloud’s resources and a grid service to access grid’s resources. The distributed
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information system organizes the nodes in groups using an ant clustering algorithm. These
nodes cooperate to reach an orchestrated execution using a Petri Net policy associated
with a BPEL application.
Figure 4.2 – Sunflower architecture [272]
4.4.3 Market-based
In [86], the authors propose a market-based and self-optimization approach for re-
source allocation in a multi-application scenario. The optimization process aims to meet
performance requirements, while trying to maximize the usage of the infrastructure. The
control loop of this approach works as follows. First, based on a bid market, an appli-
cation manager defines: (i) the minimal resources that should be allocated to meet
the application’s requirements; (ii) the spending rate; and (iii) the bids expressing their
willingness to pay for the resources. Then, it submits these data to a resource manager.
Next, the resource manager evaluates the requests and allocates the resources according to
the applications’ bids, grouping the highest bids in nodes with more free resources. In this
case, the resource manager maximizes resource usage and minimizes allocation failures,
whereas the application managers meet QoS requirements by adjusting their bids or the
spending rate.
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4.4.4 Component-Management Approach
In [96], Oliveira and colleagues present a self-optimization cloud architecture to reduce
power consumption. In this architecture (Figure 4.3) there are two autonomic man-
agers — Application Manager (AM) and Infrastructure Manager (IM) — responsible for
managing the applications and the infrastructure. Each AM tests different configurations
such as disabling logging events or consolidating virtual machines in order to accomplish
its objectives (e.g., to reduce power consumption). An application is considered as a set of
independent components that can be deployed in different virtual machines and integrated
by AMs. In other words, AMs are responsible for synchronizing the states between the
components and their hosting virtual machines to minimize power consumption.
Figure 4.3 – Control loop of the self-management cloud architecture [96]
4.4.5 Snooze
Snooze [111] is a hierarchical autonomic framework for VM placement. Snooze imple-
ments self-optimization and self-healing by distinguishing three types of agents (Figure 4.4):
local controller, group leader, and group manager. These agents are responsible for allo-
cating and for monitoring the virtual machines. Implementing self-optimization actions,
Snooze tries to free the users (e.g., system administrators) from some system details such as
where and how to deploy a VM; and to minimize the number of overloaded or underutilized
physical machines. Self-healing, on the other hand, implements fault-tolerance employing
heartbeat multi-cast and leader election to discover and to connect group managers and
group leaders.
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Figure 4.4 – Snooze architecture [111]
4.4.6 Cloudlet
Cloudlet [321] is a multi-agent cloud computing architecture to discover and to negotiate
cloud services. It implements self-optimization to free the users from the details of selecting
and negotiating with different cloud providers functional and financial requirements. This
architecture implements a control loop that work as follows (Figure 4.5). First, the cloud
resources are registered in a database either by the cloud providers or by a crawler. Second,
the users submit a query with their functional and budget requirements to the service
discovery agent (SDA). Finally, the SDA negotiates with the cloud providers, and selects
the services that match the user’s requirements. As each cloud provider often uses different
terminologies to describe its resources, the SDA uses an ontology to reason about the
similarity between the users’ specification and the resources’ descriptions.
4.4.7 Distributed VM Scheduler
The distributed VM scheduler (DVMS) [286] is an agent-based VM scheduler that
aims to optimize VM placement based on a structured P2P overlay (Figure 4.6). The P2P
overlay is the Chord (Section 2.4.3). It implements self-optimization actions to select a
node to host a virtual machine according to some objective. In DVMS, each physical
machine has an agent responsible to monitor its resources, to communicate with its
neighbors, and to consolidate the virtual machines. In this case, the control loop of DVMS
works as follows. First, when a node detects a problem (e.g., overloaded or underutilized
state), it sends a message to its neighbor. Then, the neighbor can join the search, if it is
not already involved in another one, or it can forward the message to its neighbor. The
first node that accepts the message becomes the leader and the responsible for resolving
the problem (i.e., to allocate the VM). As this process may lead to deadlock due to node
partitions, duplicate searches are finished by the node with the lowest identifier.
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Figure 4.5 – Cloudlet architecture [321]
Figure 4.6 – DVMS control loop [286]
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4.4.8 Thermal Management Framework
In [298], Rodero and colleagues present an autonomic thermal management framework.
This framework implements self-optimization actions to reduce energy consumption through
workload consolidation (Section 3.1.1.4), taking into account performance constraints.
Its architecture (Figure 4.7) has some actuators and sensors that are responsible for
implementing self-optimization actions, using CPU pinning to handle thermal hotspots
and DVFS (Section 5.1) to reduce energy consumption. In this case, when the temperature
of a CPU core reaches a threshold, the system assigns its VMs to another CPU core,
and decreases both the frequency and the voltage of the freed CPU. Although this may
reduce the energy consumption, it may increase performance penalties due to high resource
sharing rates. Indeed, the system tries to partition the workloads according to their
characteristics (e.g., CPU-, memory-, and/or IO-bound) and to allocate each partition to
a physical server based on an off-line profile in order to minimize both power consumption
and performance losses. In other words, workloads with different characteristics are








































Figure 4.7 – Thermal-aware autonomic management architecture [298]
4.4.9 SmartScale
SmartScale [105] is an auto-scaling cloud architecture. It scales the applications based
on performance requirements and on the cost to reconfigure the resources. SmartScale
implements self-optimization properties to decide when the virtual machines should be
reconfigured and how this must be done. In this context, it tries to find an equilibrium
between the number of required resources, the performance goals, and the cost to reconfigure
the infrastructure.
The architecture of SmartScale, depicted in figure 4.8, comprises the following key
components: data warehouse, predictor, workload classifier, smartscale, and virtualization
manager. Its control loop works as follows. First, the data about the applications are
stored in a repository (i.e., data warehouse). These data include the number of requests of
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each type for an application, the SLAs, and the CPU and memory usage of each virtual
machine. Then, the predictor reads the repository, and uses time-series analysis to predict
the number of requests of each type for the next configuration time. Next, a workload
classifier groups the workloads. After, the smartscale component selects the appropriate
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Figure 4.8 – SmartScale architecture [105]
4.4.10 SLA Management
In [19], Ardagna and colleagues present a resource allocation framework that aims to
minimize both power consumption and SLA violations. The framework implements a
control loop to monitor the resources; to decide if it accepts a request to host a VM; and
to select a physical machine for hosting the VM. A request is accepted based on a utility
function that computes the expected revenue of a request or possible SLAs’ penalties due
to an increase in the response time of the applications. In this case, using the control loop,
the system tries to maximize the data center revenue, consolidating the workload in a way
that minimize both power consumption and SLA violation.
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4.4.11 Comparative View
Table 4.1 summarizes the autonomic systems reviewed in this section. The first column
presents the system’s name or the paper. The second column presents their architecture
characteristics. In this case, a centralized solution means that the system depends on
centralized information to work, even though there are some distributed components. The
autonomic properties implemented by each system are presented in the third column. The
fourth column presents the environment for which the autonomic system was proposed.
Finally, the fifth column presents the objectives of the reviewed systems.
As can be seen in table 4.1, half of the systems rely on centralized information to
take decisions. This may limit its usage in large-scale systems. Furthermore, as these
systems focus on self-optimization, this may represent a challenge for their availability.
Moreover, depicted the vision of autonomic computing, some of its properties such as
self-configuration, self-healing, and context-awareness have not been completely addressed
by today’s autonomic systems, while self-optimization has started to be implemented by
such systems. Only Snooze [111] implements self-healing and self-optimization using a
hierarchical architecture to allocate virtual machines in a private cloud.
4.5 Summary
This chapter presented the definition, properties, and important concepts related to
the architecture of autonomic systems. Moreover, it described some autonomic systems
designed for large-scale systems.
The self-management property of autonomic computing systems may be used to
reduce considerably the burden on system managers, autonomously optimizing themselves
according to the environment changes. However, to achieve this, there are still many
work to do, since the majority of the autonomic systems available in the literature focuses
on one autonomic property, such as self-configuration, employing a centralized control
management.
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The advances in large-scale distributed systems have historically been related to
improving in performance, scalability, and quality of service for the users. However, as the
infrastructures increased in size and computational capacity, other issues became critical.
Power management is one of these issues, because of the constantly increasing power
consumption of computing infrastructures. Also, systems with high peak power demand
complex and expensive cooling infrastructures [44, 183]. Depending on the efficiency of
a computing infrastructure, the total number of watts required for cooling can be from
three to thirty times higher than the number of watts needed for the computation [330].
According to Kumar [207], the actual power and cooling costs of servers represent
almost 60% of their initial acquisition cost. A study on power consumption by servers and
data centers in the US shows that the electricity used by the large-scale infrastructures in
2006 cost about USD 4.5 billion [201], and data centers are responsible for the emission
of tens millions of megatons of carbon dioxide annually. This study also indicates that
energy consumption has doubled, if compared to the consumption in 2000.
One of the major causes of inefficiency in data centers is the idle power wasted when
servers run at low utilization. This occurs because the power consumption of CPUs even
at low load utilization rate, is over 60% of the peak load [30, 50, 110, 213]. Therefore,
reducing the energy consumption without sacrificing quality of service commitments is
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an important issue, both for economical reasons and also for making the computing
infrastructure sustainable [38].
Currently, with the energy costs increasing, the focus shifts from optimizing large-scale
resource management for pure performance to optimize it for energy efficiency while
maintaining the level of the services [56].
Another important issue in large-scale distributed systems is the level of carbon
emissions. The high amount of carbon emissions in data centers is associated with the
amount of energy consumption. A recent study on cloud computing and climate change
shows that the total electricity consumed by data centers in 2020 will be 1, 963 billion kWh
and the carbon emissions associated would reach 1,024 megatons, overtaking the airline
industry in terms of carbon emissions [142]. Moreover, most of the electricity power comes
from non-renewable and high-carbon fuels [29]. In this scenario, strategies that are aware
of energy are gaining attention in academy and industry since they can fulfill the promise
of executing applications that can be tuned to consume less energy [244].
However, this represents a challenging problem, since there are many variables that
contribute to the power consumption of a resource. First, large-scale infrastructures
comprise different layers, and characterizing the power consumed by each of them is usually
a difficult task [265]. For instance, the power consumed by a resource may change according
to its position in the data center, as well as the data center’s temperature [60, 264]. Second,
it is often difficult to determine the locations where a workload should be distributed
while considering performance requirements. Third, in large scale, data centers’ carbon
footprint can vary significantly according to their load [129]. Finally, the environment
impact of an application may change depending on the users’ location, as electricity cost
and carbon footprint are location specific [129, 230]. Moreover, it may be difficult to
determine the overall power footprint of a workload since some companies still do not
publish any information about their power source [85].
Green computing involves a set of methodologies, mechanisms and techniques that
helps computing systems (hardware and/or software) to reduce power consumption or
carbon footprint. This chapter presents an introduction to green computing, including
the concepts of energy-aware computing (Section 5.1), green data centers (Section 5.2)
and green data centers benchmarks (Section 5.2.1). Finally, some green data performance
indicators (GPI) related to energy consumption are presented (Section 5.3).
5.1 Energy-Aware Computing
The power consumption of a system comprises two parts: a static (or leakage power)
and a dynamic part. The leakage power depends on the system size and on the type of
transistor. Static power consumption is related to the leakage currents that are present in
any powered system and it is independent of clock rates and usage scenarios. The dynamic
part, on the other hand, depends on the activity of a circuit, the usage scenario, and the
clock rates. Dynamic power consumption is mainly composed of short-circuit current and
switched capacitance [36]. Hence, it can be computed as showing in equation (5.1):
P = aCV 2f (5.1)
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where a is the switching activity, C is the capacitance, V is the supply voltage, and f is
the frequency.
Energy consumption, on the other hand, is defined as the average power consumption
over a period of time. Clearly, energy consumption and power consumption are closely
related but it is easy to see that a reduction in power consumption does not necessarily
imply a reduction in energy consumption.
Many efforts have been made to reduce both static and dynamic power consumption.
As a result of these efforts, the hardware energy efficiency has significantly improved.
However, whereas hardware is physically responsible for most of the power consumption,
hardware operations are guided by software, which is indirectly responsible for the energy
consumption [6].
Some of the software-level studies tried to minimize the power consumption by consid-
ering that the main reason for energy inefficiency is resource underutilized. One of the first
approaches to try to solve this problem consists of shutting down idle nodes [193, 251] and
waking up them when the workload increases or the average QoS violation ratio exceeds a
threshold.
At the hardware level, improvements are made turning off components, putting them
to sleep or changing their frequency using dynamic voltage and frequency scaling (DVFS)
techniques [135, 149, 337]. DVFS techniques assume that applications dominated by mem-
ory accesses or involving heavy I/O activities can be executed at lower CPU frequency with
only a marginal impact on their execution time. In that case, the goal of a DVFS scheduler
is to identify each execution phase of an application, quantify its workload characteristics,
and then switch the CPU frequency to the most appropriate power/performance mode. In
other words, DVFS is a dynamic power management (DPM) technique (Figure 5.1) that
uses real-time data about a system to optimize its energy consumption, without decreasing
the peak power consumption [36].
Power Management Techniques
Static Power Management (SPM) Dynamic Power Management (DPM)
Hardware Level Software Level Hardware Level Software Level
Circuit Level Logic Level Architectural Level Single Server Multiple Server, Data Centers and Clouds
OS Level Virtualization Level
Figure 5.1 – Taxonomy of power and energy management techniques [36]
The problem of energy-efficient resource management has also been investigated in the
context of operating system, followed by homogeneous and heterogeneous architectures
such as clusters [204, 281], P2P [343], and cloud [133, 381]. Moreover, a number of studies
have explored software optimization at compiling level [53, 109, 322] in order to improve
both performance and energy-efficiency.
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Besides reducing power consumption, data center providers are required to reduce
their carbon footprint from different organizations around the world. In this scenario,
some companies such as Apple, Google, and Microsoft have already taken the initiative to
achieve carbon neutrality [85, 369]. For instance, Apple (apple.com/environment) aims to
run its data centers using only renewable energy [85]. Although renewable energy may
have a lower carbon emission, in practice, it may be unreliable since green power supplies
highly depend on the weather conditions, which are usually time-varying. Thus, this
limits the broad adoption of green energy by large-scale infrastructures as they are mostly
designed for high availability [76, 324].
5.2 Green Data Centers
Cloud computing systems are often built on large data centers. These data centers
usually have a considerable number of servers and a sophisticated support and cooling
infrastructure that consume a huge amount of power and produce a lot of heat. Energy
efficiency is therefore a major concern in the design and operation of data centers.
According to Wang and Khan [366], there are two main methods to build a green
data center: (a) design and build the data center with green elements; or (b) operate a
conventionally built data center in a green way. These two methods are non-exclusive in
such a way that data centers designed as green can be also operated in a green way.
Green data center designs normally take into consideration the cooling systems inside
the chip. A sophisticated cooling solution with, for instance, localized cooling paths with
runtime thermal management, will generally favor designs that include a small number of
complex cores with power-hungry needs. On the other hand, a great number of simpler
cores can also be used, replacing the complex cores. A simpler cooling solution will often
be applied to simpler cores. In theory, both alternatives are able to deliver the same watt
per second rate, at a much higher financial cost for the first alternative.
In order to operate a data center in a green way, several techniques can be used, such
as: (a) reducing the data center temperature; (b) increasing the server utilization and
consequently turning off idle servers and/or (c) decreasing on-the-fly the power consumption
of the computing resources.
5.2.1 Green Data Center Benchmarks
Once a green data center is put into operation, there should be one or more metrics to
measure its “greeness”. Measuring how green a data center is is important mainly for two
reasons. First, it is an indicator of the effectiveness of the techniques employed. Second, it
provides a way to compare several data centers and rank them according to the success of
their green design.
In this scenario, there are challenges in identifying which metrics to be used, how to
use them and which components to measure. Initially, power and cooling components
were considered because of their size and scale of energy consumption. Nowadays, it is
becoming clear that metrics should also be applied to the computing components as well.
Moreover, when systems are interconnected, which is the case in a data center, defining
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energy efficiency is not straightforward. Saving energy in one computer can possibly cause
another one to consume more energy, increasing the overall energy consumption [232].
Metrics provide insight about how resources are being used and the efficiency of
that usage. They are often related to performance, availability, capacity and energy
consumption for servers, I/O resources and others, to meet a given level of service and
cost objectives [314].
Several metrics for assessing performance have been proposed over the past decades,
which have been successfully used in benchmarks. However, most of the benchmarks
available do not measure energy efficiency. Only in the past years, the need for establishing
good benchmarks to measure green solutions really appeared. Efforts in this direction
include the Green 500 initiative (green500.org), The Green Index (TGI) — (thegreenin-
dex.com), the SPEC Power Initiative [210] and JouleSort [295], which will be discussed in
the next subsections.
5.2.1.1 The Green500 Initiative
The Green500 list aims at increasing awareness about environmental impact and
long-term sustainability of high-end supercomputers by providing a list that ranks the
most energy-efficient supercomputers in the world. This ranking is based on the amount
of power needed to complete a fixed amount of work [79].
The Green500 effort treats both performance and power consumption as important
design constraints for high performance computing environments. Its main idea is to use
the flops (Floating Point Operations per Second) metric of the LINPACK benchmark [227],
which is widely used by the supercomputing community, and to combine it with a simple
metric that measures the power consumed, creating the flops per watt metric. In this
metric, the watts measured are the average system watts consumed during the execution
of the LINPACK benchmark with a specific problem size.
Even though the flops per watt metric is having good acceptance, some authors discuss
some of its potential drawbacks. For example, in [79], Feang and colleagues argue that
this metric might be biased toward smaller supercomputing systems since the wattage
scales linearly with the number of compute nodes whereas the flops performance scales
sub-linearly for non-embarrassingly parallel problems, which is the case for LINPACK.
This implies that smaller systems would have better ratings in such a metric. For this
reason, only the Top500 supercomputers (top500.org) are considered in the Green500 List.
5.2.1.2 The Green Index
The green index (TGI) metric [333] aims to capture the energy efficiency of a high
performance computing (HPC) system. It focuses on computing power, memory operations
and I/O activities. The main idea of The green index (TGI) is to combine the outputs
of several benchmarks into a single metric, which is obtained in 4 steps. In the first
step, different benchmarks are executed and the performance to watt ratio is calculated.
The ratios obtained in step 1 are compared in step 2 to a reference system (as in the
SPEC benchmark suites), generating TGI components. In step 3, a weight is assigned to
each TGI component obtained in step 2. Finally, all the TGI components are multiplied
by their respective weights and the addition of all these values is The green index.
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In order to evaluate TGI, the authors chose a 128-node cluster with 1024 cores as the
reference system. The cluster evaluated was an 8-node cluster with 128 cores and HPCC
benchmarks [233] that stress CPU, memory and I/O were used. Even though good results
were obtained, these results were clearly dependent on a good choice of the weights and
on a good reference system.
5.2.1.3 SPECpower
The Standard Performance Evaluation Corporation (SPEC) (spec.org) is a non-profit
corporation formed to establish, maintain and endorse a set of metrics and benchmarks to
be applied to a wide range of computing platforms [210].
In 2006, the SPEC community started the development of the SPECpower_ssj2008
benchmark, which was one of the first efforts to establish an industry-standard benchmark
that measures power and performance characteristics of several types of servers.
The SPECpower_ssj2008 is a Java application that executes several transactions spread
over 11 target loads, stressing the CPU and the memory subsystem [309]. The throughput
of each target load is measured in ssj_ops, i.e., the number of transactions completed per
second over a fixed period of time. The SPECpower_ssj2008 metric is then calculated by
dividing the sum of the ssj_ops in each load by the sum of the average power consumed
in each load.
As noted by some authors [309], the main limitation of SPECpower is that it does not
consider the disk activity and this activity is an important factor in measuring the energy
efficiency of a computing system.
5.2.1.4 JouleSort
JouleSort [294] is a holistic benchmark to measure the energy-efficiency of computer
systems, stressing CPU, memory and the I/O subsystem. The sort application was chosen
because of its simplicity, portability and capacity to stress multiple components of a given
machine.
The JouleSort benchmark sorts a file with 100-byte records and 10-byte keys. It is
required that the input and output files must be in non-volatile storage. The number of
records to be sorted is fixed in three scales: 108, 109 and 1010 records. The metric used is
SortedRecs / Joule. In this metric, energy is measured for power supplies of all hardware
components, including the idle machines and the cooling system. The energy (Joule) is the
total energy, which is the product of the average of the power consumed by the wallclock
time.
5.2.1.5 Comparative View
Table 5.1 summarizes the benchmarks discussed in section 5.2. In column 1 the green
benchmark is provided. The metrics are provided in column 2. Column 3 provides the
workload category. Finally, the domain (column 4) of the metrics can be data center, which
include all data center resources; enterprise, which consider QoS and organization process
parameters; and mobile and desktop resources.
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Table 5.1 – Energy efficiency benchmarks and metrics
Benchmark Metric Category Domain
Green 500 MFLOPs/Watt HPC Data center
TGI Performance/Watt HPC Data center
SPECpower Operations/Watt (T/W) Web Enterprise
JouleSort Records sorted / Joule IT Resources Mobile, desktop, enterprise
5.3 Green Performance Indicators
Green performance indicators (GPIs) are defined as the driving policies for the data
collection and analysis related to energy consumption. The idea of GPI is interesting
because it can be adapted as criteria to define SLAs (Section 3.1.2), where requirements
about energy efficiency of services versus the expected quality of services are specified and
need to be satisfied.
In sections 5.3.1 and 5.3.2 we discuss two approaches used to categorize GPIs.
5.3.1 The Approach of Stanley, Brill, and Koomey
5.3.1.1 Overview
Stanley and colleagues [331], categorize the GPI metrics into four groups: IT strategy,
IT hardware utilization, IT energy efficient hardware deployment, site infrastructure. Each
of these groups consider different issues in a green data center deployment and involve
different metrics and techniques.
The IT strategy category contains the strategic choices made by the enterprise/orga-
nization to achieve its goals using less energy. These choices can be: data center Tier
functionality levels, centralized vs decentralized processing, and disaster recovery mecha-
nisms, among others. The IT hardware utilization category involves techniques such as
turning off servers and storage systems and using consolidation techniques, among others.
In the IT energy efficient deployment category, power-efficient techniques used to build
power supplies and more efficient chips are considered. Finally, the site infrastructure
category deals with techniques used to reduce the power consumed by the whole data
center. Figure 5.2 illustrates this categorization.
In the following paragraphs, the metrics DH-UR, DH-UE, and H-POM are presented.
5.3.1.2 Metrics
deployed hardware utilization ratio (DH-UR): this metric measures how many servers
are running applications in relation to the total number of servers in the data
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Figure 5.2 – The metrics categorization of Stanley, Brill, and Koomey [331]
center. For servers, it is computed as shown in equation (5.2) and for storage it is
computed as shown in equation (5.3).
DH-UR (Servers) = Number of servers running applicationsNumber of servers
(5.2)
DH-UR (Storage) = Number of terabytes of storage holding frequently accessed dataTotal terabytes of storage
(5.3)
deployed hardware utilization efficiency (DH-UE): this metric measures how efficiently
the servers are being used. It is computed as shown in equation (5.4).
DH-UE = Minimum number of servers necessary to handle peak compute loadTotal number of servers
(5.4)
The minimum number of servers necessary to handle peak load is defined as: the
highest percentage of compute load of each server plus any overhead incurred in
virtualization, expressed as a percentage of the maximum load of a single server.
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IT hardware power overhead multiplier (H-POM): the H-POM metric measures how
much of the power input to a piece of hardware is wasted in power supply conversion
losses or diverted to internal fans, rather than making it useful to computing
components. It is computed as shown in equation (5.5).
H-POM = AC hardware load at the plugDC hardware compute load (5.5)
The H-POM metric measures on where the data center equipment runs on its
operating curve. For instance, a server may have a power supply that is very efficient
at peak load (100 % of load) but inefficient at low loads. When the server runs only
a single application that requires little electric power to the processor, the power
source could run very inefficiently, resulting in a high H-POM.
5.3.1.3 Final Remarks
The metrics proposed by [331] focus in the efficiency of the data center equipments
without considering the characteristics of the applications deployed in Data center’s servers.
One possible consequence of it is that the data center can be energy-efficient, but with a
high impact to applications and in SLA indicators. It is also important to consider the
greenness factor of applications running in the data center because their design can incur
in an inefficient use of resources.
5.3.2 The Green Grid Approach
5.3.2.1 Overview
The Green Grid (thegreengrid.org) provides metrics that can helps to improve the
overall data center energy efficiency, considering resources usage efficiency (IT and non IT
resources) and their power consumption, tactical and operational data center operation
efficiency, including QoS parameters and the technologies used as well. Figure 5.3 presents
the metrics proposed by Green Grid.
Green Grid data 
center metric
Data center infrastructure efficiency (DCiE)
Power usage effectiveness (PUE)
Compute power efficiency (CPE)
Data center density (DCD)
Data center energy productivity (DCeP)
Data center performance efficiency (DCPE)
Figure 5.3 – The Green Grid Metrics
In the following paragraphs, the metrics DCiE, PUE, CPE, DCD, DCeP, and DCPE
are presented.
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5.3.2.2 Metrics
data center infrastructure efficiency (DCiE): this metric measures the energy effi-
ciency of a data center. It quantifies how much energy the data center computing
equipments consume from the total energy consumption. It is computed as shown
in equation (5.6).
DCiE = IT equipment powerTotal facility power (5.6)
The IT equipment power is defined as the power consumed by equipments that are
used to manage, process, store or route data within the compute space. The total
facility power is defined as the power measured at the utility meter.
power usage effectiveness (PUE): this metric measures the energy efficiency of a
data center, calculated as a ratio between the total facility power and IT equipment
power. It is computed as the inverse of DCiE metric (Equation (5.6)) as shown
in equation (5.7).
PUE = Total facility powerIT equipment power (5.7)
compute power efficiency (CPE): this metric measures how efficiently the data center
energy is consumed for computation. By using this metric, the power consumed by
the idle servers is counted as overhead rather than as power that is being productively
used [196]. It is computed as shown in equation (5.8).
CPE = IT equipment utilizationPUE (5.8)
data center density (DCD): this metric measures the data center space effi-
ciency. The DCD focus on a tactical part of the data center design, including
the data center computing operational efficiency, and characteristics of the SLAs. It
is computed as shown in equation (5.9).
DCD = Power of all equipment on raised floorArea of raised floor (kW/ft2) (5.9)
The primary use for this benchmark is to determine if the deployment has low,
medium, or high density. While this is a good metric to determine the absolute
performance of a data center relative to other data centers, it fails to capture whether
the deployment is being done effectively.
data center energy productivity (DCeP): this metric measures the number of useful
computation that a data center produces based on the amount of energy it consumes.
It is computed as shown in equation (5.10):
DCeP = Useful work producedTotal data center energy consumed (5.10)
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Vi ∗ Ui(t, T ) ∗ Ti (5.11)
where M is the number of tasks initiated during the considered time period. Vi
is a normalization factor that allows the tasks to be summed numerically. Ti = 1
if task i completes during the time period and Ti = 0 otherwise. Ui(t, T ) is a
time-based utility function for each task, where the parameter t is the elapsed time
from initiation to completion of the task, and T is the absolute time of completion
of the task.
data center performance efficiency (DCPE): this metric measures how effective a data
center is using power to provide a given level of service or work such as energy per
transaction or energy per business function [23]. It is computed as a ratio between
the effective IT workload and total facility power as shown in equation (5.12).
DCPE = Effective IT workloadtotal facility power (5.12)
5.3.2.3 Final Remarks
All of the Green Grid metrics focus on measuring how the data center’s resources
are used efficiently considering the equipments and facilities but without considering the
organization process and the characteristics of the deployed applications.
5.4 Summary
Over the years, large-scale computing infrastructures have been mostly driven by
performance improvement, where power consumption and greenhouse gas (GHG) were
usually ignored. However, power and carbon footprint have started to impose constraints
in the design of computing systems and data centers [29, 34]. Thus, reducing power
consumption and carbon footprint are some of the challenges that large computing
infrastructures have to deal with. This requires the design of energy-aware solutions for
economic and environment reasons. In this case, several metrics and benchmarks have been
proposed where the mostly used are the PUE and the DCiE. These metrics provide a view
of the whole power consumed by infrastructure and the energy-efficient of its resources.
The main characteristic of these metrics is that they can be applied to any workload.
Nevertheless, they do not take performance into account. In this case, some benchmarks
can be used such as the ones discussed in sections 5.2.1.1 to 5.2.1.5.
Even though these benchmarks and metrics capture important aspects of energy-
efficient solutions, more research is required to define holistic metrics and tools that will
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Cloud services normally execute in big data centers. These data centers comprise a
large number of computing nodes. One issue that arises in this scenario is the amount of
energy demanded by such services [31]. In this context, we aim to investigate the usage
of a cloud federation to help the cloud providers on reducing power consumption of the
services, without having a great impact on service-level agreements.
Thus, in this chapter, we present the first contribution of this PhD thesis: a server
consolidation strategy to reduce power consumption (Section 5.1) in cloud federation (Sec-
tion 3.2.3), taking into account SLA (Section 3.1.2) requirements. We assume that clouds
have limited power consumption defined by a third party agent, thereby a power capping
strategy [36] applied to data centers, and that when a cloud is overloaded, its data center
has to negotiate with other data centers before migrating the virtual machine. In this
case, we address applications’ workloads, considering the costs to turn servers on/off and
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to migrate the virtual machine (Section 3.1.1.3) in the same cloud and between different
clouds. Simulation results with two clouds and 400 simultaneous virtual machines show
that our approach can reduce up to 46% of the power consumption, while still meeting QoS
requirements. This work was published in [215].
The reminder of this chapter is organized as follows. In section 6.1, we present the
introduction and motivation behind this work. Section 6.2 presents the design of our server
consolidation strategy. In section 6.3, experimental results are presented and discussed.
Next, section 6.4 compares our proposal with the related works in the area. Finally,
section 6.5 concludes this chapter.
6.1 Introduction and Motivation
Over the years, large-scale distributed systems have required flexible and scalable
infrastructures. Benefiting from economies of scale and improvements of Web technologies,
data centers have came out as a model to host large-scale distributed systems such as
clouds [266]. As discussed in chapter 2, cloud computing is gaining popularity, since
it usually employs virtualization techniques to provide large-infrastructures on-demand.
Virtualization enables server consolidation. By employing server consolidation, data
centers can consolidate the workloads into fewer physical nodes and switch off unused
ones or put them in a low power consumption state mode (Section 5.1). Of course, the
effectiveness of this technique depends on (a) how saturated the cloud system is and
(b) how much slowdown the cloud applications will accept. If the cloud infrastructure is
not saturated, VMs can be moved to cores that are close to each other (e.g., in the same
physical machine) as shown in section 3.1.1.4, and power efficiency gains can be obtained
with small application slowdowns. However, if the cloud infrastructure is saturated (i.e.,
there are very few cores with idle capacity), the power efficiency gains provided by server
consolidation will come at the expense of severe performance losses in the applications
since, in this case, several VMs may share the same core.
Many studies have been conducted to provide power reduction for cloud systems and
some of them are based on server consolidation [36, 113, 334]. However, server consolidation
in cloud computing can introduce some difficulties such as: (i) the cloud computing
environment must provide reliable QoS, normally defined in terms of SLA; (ii) it is common
to occur dynamic changes of the incoming requests rate; (iii) the usage pattern of the
resources is often unpredictable; and (iv) different users have distinct preferences.
In this scenario, a multi-agent system (MAS) can be used where each participant is
an autonomous agent that incorporates market and negotiation capabilities [374]. Agents
are autonomous, proactive, and trigger actions by their own initiative. For these reasons,
agents are suitable for coordinating the cloud market, detecting problems, opportunities
and reacting to them. This capability can be used to negotiate resource usage by the
users, the cloud providers, the energy power providers, and the carbon emission regulator
agencies.
In order to tackle the issues discussed in the previous paragraphs, we propose the
use of a multi-agent system (MAS) for federated cloud server consolidation, taking into
account SLA, power consumption, and carbon footprint. In our approach, the users should
pay according to the efficiency of their applications in terms of resource utilization and
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power consumption. Therefore, we propose that the price paid by the users should increase
according to the whole energy consumption of the data center(s), especially when the
users refuse to negotiate performance requirements. Experimental results show that our
approach can reduce up to 46% of the power consumption, while still meeting the QoS
requirements. Our experiments were realized through the CloudSim [58] simulator with
two clouds and 400 simultaneous virtual machines. This work was published in [215].
The remainder of this chapter is organized as follows. Section 6.2 presents the pro-
posed multi-agent system (MAS) server consolidation strategy for federated clouds. In sec-
tion 6.3, experimental results are discussed. Section 6.4 presents some related works.
Finally, section 6.5 presents some remarks and future work.
6.2 Design of the Proposed Solution
The main goal of our approach, called federated application provisioning (FAP), is to
reduce power consumption of data centers, trying to meet QoS requirements, with limited
energy defined by a third party agent (carbon emission regulator agency). We consider
that data centers are concerned by an energy threshold, and they are in a federated cloud
computing environment, scheduling online the execution of the users’ applications. In this
case, a multi-agent strategy is used to negotiate resources’ allocations and the final price
to execute the users’ tasks.
We assume a federated cloud model composed of public and private clouds (Sec-
tion 3.2.3), and that the cost to transfer an application or to migrate VMs across the
clouds is known by the cloud providers.
In our cloud environment there are four distinct agents: cloud service provider (CLSP),
cloud user (CLU), electric power provider (EPP), and carbon emission regulator agency
(CERA) as shown in figure 6.1. In our design, the carbon emission regulator agency
determines the amount of carbon emissions that both CLSP and EPP can emit in a period
of time.
We also assume that each cloud is composed of one data center with one coordinator
accountable for monitoring the metrics, negotiating with the other agents (CLSP, CLU,
EPP, and CERA). There are also sensors to monitor power consumption, resource usage,
and SLA violation as depicted in figure 6.2.
Finally, we consider that the cloud system has a communication layer such that any
participant can exchange messages. Messages and QoS metrics are described in a format
that is known by the agents, and a cloud provider cannot reject users’ tasks.
The proposed scenario includes a set of data centers (clouds) composed by a set of
virtual machines, which are mapped to a set of physical servers that are interconnected
and deployed across the clouds. Let R = {r1, r2, · · · , rn} be the set of resources in data
center i with a capacity cki , where k ∈ R. The power consumption (Pi) can be defined
as [212]:
Pi = (pmax − pmin) ∗ Ui + pmin (6.1)
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Figure 6.2 – Detailed view of a data center
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where pmax is the power consumption for the data center i at the peak load, pmin is the
minimum power consumption in active mode, and Ui is the resource utilization of data





where ui,j is the resource usage of resource j in the data center i.
The relation between a cloud provider and a cloud user is determined by a set of QoS
requirements described in the SLA (Section 3.1.2). Furthermore, data centers are sub-
jected to an energy consumption threshold agreed among the CLSP, the EPP, and
the CERA. When the energy consumption threshold is violated, this implies additional
costs. To calculate the carbon footprint of the CLSP and the EPP, the CERA uses
the following metrics: application performance indicators (FLOPS/kWh), data center
infrastructure efficiency (DCiE), power usage effectiveness (PUE), and compute power
efficiency (CPE) (Section 5.3).
Let T represent a set of independent tasks to be executed, which is subject to a
set of QoS constraints such as minimum RAM memory, minimum CPU utilization, and
minimum execution time. In this case, the following steps are executed:
1. when a task ti is submitted, the cloud provider calculates the price of ti’s execution (σi)
based on the power consumption (Equation (6.1)).
2. the cloud provider tries to place ti in an available resource, using consolidation
techniques to reduce the number of active physical servers.
3. if the cloud provider does not have enough available resources or the energy threshold
will be violated, the cloud provider first contacts another cloud provider and negotiates
with it the execution of this task. In this case, the price of this execution (Ct) is
defined as shown in equation (6.3).
Ct = σt + t + λt (6.3)
where σt is the financial cost of executing task t based on its power consumption, t
is the cost of the power impact of a task t in the environment, and λt is the cost to
transfer a task t to another cloud provider.
4. if the cloud provider does not succeed, it tries to consolidate its VMs considering
the service-level agreements.
5. If not possible, it tries to negotiate the energy threshold with the CERA and with
the EPP agents.
6. If all negotiations fail, the cloud provider finds the SLA whose violation implies in
lower cost, terminates the associated task, and executes the task ti. In this case, the
price to execute the tasks is defined as shown in equation (6.4).
Vt = Ct + γ + δ (6.4)
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where γ is the cost to violate the QoS requirements of other tasks and δ is the cost
associated with the power consumption violation.
To control tasks’ allocation, each cloud provider has a 3-dimensional matrix representing
the tasks (ti ∈ T ), the virtual machines (vmj), and physical servers (rz ∈ R), where
r(i, j, z) = 1 iff task ti is allocated at virtual machine vmj in resource rz; 0 indicates that
the task can be allocated in vmj ; and finally, -1 represents that the allocation is impossible.
In order to illustrate our strategy, consider a federated cloud environment with 2
clouds (DC1 and DC2) and one user that contracted one cloud to execute him/her
applications. Consider that the contracted cloud (DC1) is overloaded and that the
QoS requirements described in the SLAs are based on response time. In this scenario,
when the user submits a set of tasks to execute, the cloud provider of DC1 first tries
to execute it locally considering power consumption and its available resources. Since
DC1 is overloaded, its cloud provider contacts another data center (DC2) and negotiates
the execution of the tasks. If DC2 accepts, the cost of the tasks execution is calculated
using equation (6.3). If DC2 refuses, then DC1 tries to consolidate its virtual machines
and, if not possible, it tries to negotiate the energy threshold with the carbon emission
regulator agency (CERA) and with the electric power provider (EPP) considering the
following metrics (Section 5.3): application performance indicators (FLOPS/kWh), data
center infrastructure efficiency (DCiE), power usage effectiveness (PUE), and compute
power efficiency (CPE). If all negotiations fail, then DC1 finds the SLA whose violations
implies in lower cost and terminates the execution of its associated task. Then, the cost
to execute the tasks is calculated using equation (6.4).
6.3 Experimental Results
In this section, we evaluate the proposed server consolidation mechanism for federated
clouds. We use the cloud simulator CloudSim [58], which is a well-established cloud
simulator that has been used in many previous works [319, 375, 387], among others,
for simulating resource management strategies. CloudSim is a simulation toolkit that
enables modeling and simulation of cloud computing systems and application provisioning
environments, with support for cloud system components such as data centers, virtual
machines and resource provisioning policies.
6.3.1 Modifications in CloudSim
In order to enable federation and energy regulation capabilities, we added 4 classes
to CloudSim, which are described below. CloudSim already implemented the support to
measure the power consumption of the nodes.
The CloudEnergyRegulation class represents the behavior of the carbon emission
regulator agency (CERA) agent. The CERA communicates with the data center cloud
coordinator to inform the power consumption threshold.
The DatacenterEnergySensor class implements the Sensor interface that monitors
the power consumption of the data center and informs the coordinator. When the power
consumption is close to the limit, this sensor creates an event (i.e., CloudSim event) and
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notifies the coordinator. In this case, the coordinator first tries to contact another data
center to transfer the virtual machines and if the data center does not accept, then the
coordinator tries to consolidate them (Section 6.2).
The FederatedPowerVmAllocationPolicy class extends the VmAllocationPol-
icy class to implement our strategy to allocate the virtual machines across the data
centers.
Finally, the CustomerDatacenterBroker class models the QoS requirements cus-
tomer behavior, negotiates with the cloud coordinator, and requests the resources.
6.3.2 Simulation Environment
In order to evaluate the effectiveness of our federated application provisioning (FAP)
technique, we used a simulation setup that is similar to the one described in [58]. Our
simulation environment included two clouds, each one with one data center (DC1 and
DC2) that had 100 hosts each. These hosts were modeled to have one CPU with four
cores with 1000 MIPS, 2GB of RAM and 1TB of storage. The workload model included
provisioning and allocating for 400 virtual machines. Each virtual machine requested
one CPU core, 256MB of RAM and 1GB of storage. The CPU utilization distribution
was generated according to the Poisson distribution, where each virtual machine required
150 MIPS and 1 to 10 minutes to complete execution, assuming a CPU utilization of 20,
40, 60, 80 and 100% and a global energy consumption threshold of 3 kWh of energy per
data center. Initially, the provisioner allocates as many as possible virtual machines in a
single host, without violating any constraint of the host. The SLA was defined in terms of
response time (10 minutes).
The energy consumption threshold of 3 kWh of energy per data center was chosen
based in the results of the power management technique, presented in [58].
6.3.3 Scenario 1: workload submission to a single data center
under power consumption threshold
In this scenario, tasks are always submitted to data center 1 (DC1). If needed, VMs
are migrated from DC1 to DC2. The simulation was repeated 10 times and the mean
values for energy consumption without our mechanism using only DC1 (trivial), and with
our federated application provisioning (FAP) approach are presented in figure 6.3(a).
Figure 6.3(a) shows that the proposed provision technique can reduce the total power
consumption of the data centers, without SLA violation. In this case, an average re-
duction of 46% in the power consumption was achieved since the data center 1 (DC1)
consumed more than 9 kWh with the trivial approach (without VM migration) and no more
than 4.8 kWh was consumed in total by both data centers with our approach (2.9 kWh for
DC1 and 1.9 kWh for DC2). In order to achieve this, data center 1 (DC1) tried first to
maximize the usage of its resources and to consume the limit of its energy power threshold,
without violating the SLAs. Hence, the data center 2 (DC2) was only used in imminence
of SLA violation or when the energy consumption was close to violate the limit. In all
cases, the energy consumption for DC1 remained close to the limit.
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(a) Power consumption of the data centers with and without the FAP approach
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(c) Execution time of the tasks with and without
the FAP approach
Figure 6.3 – Case study 1: power consumption with 2 data centers under limited power
consumption
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Figure 6.3(b) presents the number of VMs migrated when our mechanism is used.
It can be seen that the number of migrations decreases as the threshold of CPU usage
increases. This result was expected since with more CPU capacity, the allocation policy
tends to use it and to allocate more virtual machines in the same host.
In figure 6.3(c), we measured the wallclock time needed to execute 400 tasks, with
and without our mechanism (FAP). It can be seen that the proposed provision technique
increases the whole execution time. This occurs because of the overhead caused by VMs
migrations between the data centers, and the negotiations between the CLU and the CLSP.
Nevertheless, this increase is less than 22%, where the wallclock execution times without
and with the FAP mechanism are 21.5 minutes and 27.4 minutes, respectively, when
using the whole CPU capacity. We consider that this increase in the execution time is
compensated by the reduction in the power consumption (Figure 6.3(a)).
6.3.4 Scenario 2: distinct workload submission to different over-
loaded data centers
In this scenario, we consider two users, with distinct SLAs and each user submits 400
tasks to different data centers (DC1 and DC2). Our goal is to observe the rate of SLA
violation when the workload of both data centers is high. The energy consumption of the
data centers is presented in figure 6.4(a).
In figure 6.4(a), we can see that, even in a scenario with overloaded data centers, our
mechanism can maintain the power consumption below the threshold (3 kWh) for each data
center. Using the whole CPU capacity, the power consumption decreased from 9.2 kWh
to 5.5 kWh (DC1 + DC2), reaching a reduction of 40% in the power consumption.
Figures 6.4(b) and 6.4(c) show the number of VM migrations between the data centers
and the wallclock time to execute 800 tasks when both data centers are overloaded.
Comparing with the scenario with one overloaded data center (DC1), the number of VM
migrations decreased, keeping almost the same penalty in the execution time (23%) due
to the negotiations overhead between the agents and by server consolidations.
The number of SLA violations with two overloaded data centers was lower than with
just one data center (DC1) as we can see in figure 6.4(d). With the CPU utilization
threshold of 80%, the SLA violation decreased from 43.9% (DC1) to 31.4% (DC1 + DC2),
reaching 28% of reduction in the SLAs violations. This shows the appropriateness of VM
migration between different data centers in an overloaded scenario.
6.4 Related Work
Many studies have tried to improve the power efficiency of a computing system
by minimizing the static power consumption while trying to increase the performance
proportionally to the dynamic power consumption. As a result, the hardware energy
efficiency has significantly improved (Section 5.1). However, whereas hardware is physically
responsible for most of the power consumption, hardware operations are guided by software,
which is indirectly responsible for the energy consumption [6].
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Chapter 6. Power-Aware Server Consolidation for Federated Clouds
Some of the studies reported in literature try to minimize the power consumption from
the data center perspective, considering that the main reason for energy inefficiency is
resource underutilization. One of the first approaches to try to solve this problem consists
of shutting down idle nodes [193, 251] and waking them up when the workload increases
or the average QoS violation ratio exceeds a threshold.
At the hardware level, improvements are made turning off components, putting them
to sleep or changing their frequency using dynamic voltage and frequency scaling (DVFS)
techniques (Section 5.1). For example, in [195], a power-aware DVFS based cluster schedul-
ing algorithm is presented taking into account performance constraints. The proposed
algorithm selects the appropriate supply voltages that minimize energy consumption of
the resources. Simulation results show that the proposed scheduling algorithm can reduce
the power consumption with an increase in the execution time.
In [155], the authors describe a virtual machine placement framework called Entropy.
Entropy aims to minimize the number of physical hosts to allocate the virtual machines,
without violating any constraints (e.g., memory size and number of CPUs). Its placement
process comprises two phases. The first phase identifies the nodes that have sufficient
resources (i.e., RAM and CPU) to host a VM, and the second one allocates the VMs trying
to minimize both the number of physical hosts and the number of VM migrations. These
two phases use constraint programming to find out a feasible global solution. Experiments
realized in the Grid’5000 testbed (www.grid5000.fr) show that constraint programming
outperforms the first-fit decreasing (FDD) algorithm with regard to the number of VM
migrations and power savings. In [103], the authors use Entropy to allocate VMs in a
federated cloud environment, taking into account power consumption and CO2 emissions.
Experimental results show a power saving of almost 22% when considering only power and
a saving of almost 19% when the allocations considering both power and CO2 emissions.
The experiments considered two federated clouds, and they used two synthetic workloads.
In [356], the authors present pMapper, a power and VM placement framework. Its
architecture comprises three different managers: performance, migration, and power. In
pMapper, a sensor collects the current performance and power characteristics of both
virtual and physical machines. Then, it sends these data to the performance and power
managers. After, the performance manager analyses the data, and based on SLA violations,
it suggests to resize the VMs. Similarly, the power manager based on the current power
consumption suggests power throttling actions (e.g., DVFS). Based on these suggestions,
an arbitrator component selects a configuration, and defines the physical machines to
host the VMs, as well as the characteristics of each VM. Finally, the managers resize and
migrate the VMs. Since heterogeneous platforms are considered, each manager consults a
knowledge database to determine the cost of a VM migration in the performance of its
applications, as well as in the power consumption. pMapper implements three algorithms
called: min Power Parity (mPP), min Power Placement with history (mPPH), and PMaP.
The mPP algorithm attempts to allocate the VMs in order to minimize the total power
consumption, without taking into account the current placement of the VMs. Hence, the
mPP algorithm results in a high number of migrations. The mPPH, on the other hand,
extends the mPP to minimize VM migrations. However, its efficiency with regard to
minimizing the power consumption is low. Finally, the PMaP tries to find out an allocation
that minimizes both power consumption and VM migrations. Experimental results show
that the mPP and mPPH algorithms can reduce 25% of the power consumption when the
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utilization ratio is at most 75% of the cluster’s capacity.
In [75], a market-based multi-agent resource allocation model is presented. The resource
allocation model aims to provide an effective resource allocation policy through a genetic
algorithm in a cloud environment. Buyer and service provider agents determine the bid
and ask prices using interactions to find an acceptable price, considering the demands,
the availability of clouds’ resources and the constraints of the cloud users and/or service
providers. Simulation results show that this approach could increase the welfare of both
buyers and cloud providers.
In [93], the authors address the coordination of multiple autonomic managers for power
and performance trade-offs in a real data center environment, with a real HTTP traffic
and time-varying demand. By turning off servers under low load condition, the proposed
approach achieved power savings of more than 25% without incurring in SLA penalties.
In [212], two energy-conscious task consolidation heuristics (ECTC and MaxUtil) are
used to maximize resource utilization for power saving. The cost of the ECTC heuristics
is computed considering the energy consumption to run a group of parallel tasks. The
MaxUtil heuristic tries to increase the consolidation density. Simulation results show that
the proposed heuristics are able to save energy by 18%(ECTC) and 13%(MaxUtil).
In [58], CloudSim is used to simulate VM provisioning techniques. Experimental results
compare the performance of two energy-conscious resource management techniques (DVFS
and an extension of DVFS policy). In the DVFS policy, VMs were resized according to
the host’s CPU utilization. In the extension of DVFS, VMs were migrated every 5 seconds
using a greedy algorithm that sorts the VMs in decreasing order of CPU utilization. In
both of them, each VM was migrated to hosts that kept resources utilization below a
threshold. Experimental results show that the total power consumption of a data center
reduced up to 50%, but with an increase in the number of SLA violations.
In [393], Zhou and colleagues propose and evaluate a service scheduling approach,
called Random Dynamic Scheduling Problem (RDSP), to reduce energy consumption
in cloud computing environments. This approach uses Monte Carlo sample historical
data to approximate to the predictable user demand and a probabilistic model to express
QoS requirements in a homogeneous environment, where the servers’ power consumption
is constant. Using numeric validation and Monte Carlo sampling to estimate the users’
demand, the results show that the proposed scheduling strategy was able to decrease the
power consumption of the server when the user demand is predictable.
In [59], the authors present a VM consolidation policy for cloud computing. The
proposed policy aims to minimize power consumption taking into account QoS requirements.
And, it extends the Minimum Power policy [35] in order to minimize VM migrations and
to maximize resource usage. In this case, different from the Minimum Power policy, a VM
is migrated only when its node is overloaded and with SLA violations. Experimental
results show a reduction in the power consumption (up to 34%) and in the execution
time (63%). Moreover, the new policy increases SLA guarantees. The experiments were
realized through the CloudSim simulator considering one data center with 800 physical
nodes.
Table 6.1 summarizes the ten approaches discussed in the previous paragraphs. In the
last line, we present the characteristics of our work. As can be seen in this table, two
approaches [75, 93] use multi-agent systems to reduce power consumption and costs. One
of them targets a cloud environment and the other one a cluster computing environment.
112
Chapter 6. Power-Aware Server Consolidation for Federated Clouds
Five works [58, 59, 103, 212, 393] reduce power consumption in cloud computing consid-
ering SLAs. Only one proposal [103] deals with cloud federation to implement workload
consolidation. Nevertheless, it does not implement negotiation mechanisms between the
data centers, and VMs are always migrated when one cloud is overloaded. None of
these ten proposals tackle federated cloud environments for power-aware allocations that
are SLA-conscious, and the workload migration requires negotiation between the data
centers.
Table 6.1 – Comparative view of cloud server consolidation strategies
Paper Target Federated Multi-agent Migration Negotiation SLA
[195] Cluster No No No No No
[155] Cluster No No Same DC No No
[103] Cloud Yes No Among DCs No Yes
[356] Cluster No No Same DC No No
[75] Cloud No Yes No No No
[93] Cluster No Yes No No No
[212] Cloud No No No No Yes
[58] Cloud No No Same DC No Yes
[393] Cloud No No No No Yes
[59] Cloud No No Same DC No Yes
This work
[215] Cloud Yes Yes Among DCs Yes Yes
6.5 Summary
In this chapter, we proposed and evaluated a server consolidation approach for efficient
power management in federated clouds, taking into account energy consumption and QoS
requirements.
Using simulated data with two clouds and 400 simultaneous virtual machines, we
showed the benefits of distributing the workload across clouds, under limited power
consumption. In this case, the best gain was obtained when one cloud was overloaded,
and it migrates part of its workload to the second one, reducing the power consumption
from 9.3 kWh (cloud 1) to 4.8 kWh (cloud 1 and cloud 2) with an increase of less than
22% in the execution time. The proposed approach is consistent with other researches
that also envisioned the usage of transient resources [19, 289, 324, 379].
Even though we achieved good results with our approach, other variables should also be
considered such as the workload type, the data center characteristics (i.e., location, power
source), and the network latency as these variables can affect the whole power consumption
of a data center. Moreover, resource heterogeneity should also be considered as data centers
usually comprise heterogeneous resources that can have different power consumption and
capabilities. This requires energy and performance-aware load distribution strategies, and
we leave this extension for future work.
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The previous chapter showed us that cloud federation can help the providers on
reducing the power consumption of the clouds, by migrating the tasks according to the
data center workload and the SLA violation ratio. In this chapter, we aim to use the
cloud federation considering the software developers viewpoint. In other words, we aim to
aggregate resources from different type of cloud providers (e.g., PaaS and IaaS) to execute
a biological sequence comparison application at reduced-cost. Therefore, we present
and evaluate a cloud architecture to execute a native cloud application on federated
clouds at zero-cost. Our architecture follows a hierarchical and distributed management
strategy to connect and to manage the services offered by PaaS and IaaS clouds, thus,
being an architecture for vertical federated clouds (Section 3.2.3.2). The application
is a biological sequence comparison application, which was implemented following the
MapReduce (Section 3.1.3) programming model.
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Experimental results show that, by using the resources of five different public clouds,
we could run our application over a huge genomics database in time that is comparable
with the one obtained in execution on multi-core clusters and Cell/BEs, showing the
appropriateness of our vertical cloud architecture.
The reminder of this chapter is organized as follows. In section 7.1, we present
the introduction and motivation behind this work. After, section 7.2, briefly introduces
biological sequence comparison and the Smith-Waterman (SW) algorithm. Next, section 7.3
presents the design of our architecture. In Section 7.4, experimental results are presented
and discussed. Section 7.5 presents some of the related works that have executed the SW
algorithm on different platforms. Finally, section 7.6 concludes this chapter.
7.1 Introduction and Motivation
Usually, scientific applications comprise a very large number of independent tasks
that can be executed in parallel. These applications are called embarrassingly parallel or
simply parameter sweep applications. For example, bioinformatics applications usually
perform genomics database searches to find the similarity between a query sequence and
the sequences in a database. As a genomics database may have hundreds of thousands of
sequences, this work can be performed in parallel, where each task compares the same
query sequence with a different sequence in the database. In other words, all tasks execute
the same program, with different input sequences. This can be implemented with some
programming models or frameworks available for processing large datasets. MapReduce
is one of such programming models that can execute in many computing infrastructures,
often using Hadoop (Section 3.1.3).
One of the most popular bioinformatics algorithms is the Smith-Waterman [327] (SW)
algorithm. Smith-Waterman is an exact algorithm that can obtain the best score and
alignment between two sequences of size n in quadratic space and time. Due to the
quadratic complexity, it may require large amounts of memory to store its dynamic
programming matrices and also a considerable computing time.
A great number of efforts has been made to accelerate the SW algorithm using high
performance computing platforms. These efforts include clusters ([261, 290]), Cell/BEs ([7,
385]), and GPUs ([97, 229]), among others. These platforms could significantly reduce the
execution times of SW by using elaborate and often complex programming techniques.
Recently, cloud computing has been considered to execute HPC applications due to
its characteristics such as pay-per-usage and elastic environment. In order to support
a large number of consumers or to decentralize the solution, clouds can be combined
forming a cloud federation. As discussed in section 3.2.3 and in chapter 6, in a federated
environment, clouds interact and negotiate the most appropriate resources to execute a
particular application/service. This choice may involve the coordination and orchestration
of resources that belong to more than one cloud, which will be used, for instance, in order
to execute huge applications.
Although cloud federation has many advantages (Section 3.2.3), using it to execute
huge applications is usually a difficult task for many reasons. First, clouds’ resources are
usually heterogeneous and they may change over time. Second, the clouds often have
different APIs, which requires extra work from the users to understand and to use them.
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Third, the resources mostly have unpredictable performance, even for resources of the
same type. Fourth, most of the users’ applications are cloud-unaware, which may not fit
the constraints of a cloud environment.
In this context, MapReduce (Section 3.1.3) may help us to dismiss these difficulties as
it provides an application model that can run on multiple clouds. Also, its implementation
is decoupled from the cloud provider or any particular infrastructure. Finally, it can easily
handle performance changing and node failures.
As noted in section 2.5, clouds usually employ the pay-as-you-go model. Nonetheless,
the majority of the clouds also provide resources at zero-cost, in a category called usually
as “free-quota”. The resources from the free-quota category have limited capacity such as
low CPU frequency and a small amount of RAM memory. Thus, we want to investigate
if a federated execution exclusively in the free-quota (i.e., at zero-cost) can yield good
execution times.
Therefore, in this chapter we describe our approach to execute the SW algorithm in a
cloud federation. Since the cloud providers are unaware of the federation, our proposal
is classified as a multi-cloud (Section 3.2.3.2). Our approach has two main components:
(a) an architecture that can transparently connect and manage multiple clouds, thus
creating a federated cloud environment; and (b) an implementation of the MapReduce
version of SW in this architecture. The proposed architecture is hierarchical in such a way
that one of the clouds is the cloud coordinator, which distributes the tasks to be executed;
and the other clouds are the workers responsible for executing a MapReduce version of
the SW algorithm over the piece of computation received from the coordinator. This work
was published in [214].
The reminder of this chapter is organized as follows. First, we provide a brief introduc-
tion for biological sequence comparison followed by a description of the Smith-Waterman
algorithm (Section 7.2). Next, we present the proposed architecture (Section 7.3) and the
experimental results realized in a public cloud federation scenario (Section 7.4). Finally,
we discuss some of the related works that have executed the SW algorithm in different
platforms (Section 7.5) followed by some considerations and future work.
7.2 Biological Sequence Comparison
A biological sequence is represented by a linear list of residues, which are nucleotide
bases (for DNA and RNA sequences) or amino acids (for protein sequences). To compare
biological sequences, we need to find the best alignment between them, which is to place
one sequence above the other making clear the correspondence between similar residues
from the sequences [104].
Given an alignment between two sequences s and t, a score can be associated for
it as follows. For each two bases in the same column, we associate (a) a punctuation
ma, if both characters are identical (match); or (b) a penalty mi, if the characters are
different (mismatch); or (c) a penalty g, if one of the characters is a space (gap). The
score is the sum of all these values and the maximal score is called the similarity between
the sequences.
Figure 7.1 illustrates a possible alignment and score between DNA sequences: S0 =
ACATGTCCGAG and S1 = ATTGTCAGGAG.
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A C A T G T C C G − A G
A − T T G T C A G G A G
+1 −2 −1 +1 +1 +1 +1 −1 +1 −2 +1 +1︸ ︷︷ ︸
score = 2
Figure 7.1 – Computing the alignment and the score of two biological sequences, where ma =
+1, mi = −1 and g = −2
If proteins are being compared, a substitution matrix of size 20 x 20 is used to store
the match/mismatch punctuation. The most commonly used substitution matrices are
PAM and BLOSUM [255].
7.2.1 The Smith-Waterman Algorithm
The Smith-Waterman algorithm (SW) [327] is an exact algorithm based on dynamic
programming to obtain the best local alignment between two sequences in quadratic time
and space. It is divided in two phases: create the similarity matrix and obtain the best
local alignment.
The first phase receives as input sequences s and t, with |s| = m and |t| = n, where |s|
represents the size of a sequence s. Typically, s and t can range from few characters to
thousands of characters. The notation used to represent the n-th character of a sequence
seq is seq[n] and, to represent a prefix with n characters, from the beginning of the sequence,
we use seq[1..n]. The similarity matrix is denoted as A and each element contains the
similarity score between the prefixes s[1..i] and t[1..j], i < m+ 1 ∧ j < n+ 1.
At the beginning, the first row and column are filled with zeros. The remaining elements
of A are obtained from equation (7.1). The SW score between sequences s and t is the
highest value contained in matrix A.
Ai,j = max






The second phase is executed to obtain the best local alignment. The algorithm starts
from the cell that contains the highest value and follows the arrows until a zero-valued
cell is reached. A left arrow in Ai,j (Figure 7.2) indicates the alignment of s[i] with a gap
in t. An up arrow represents the alignment of t[j] with a gap in s. Finally, an arrow in
the diagonal indicates that s[i] is aligned with t[j].
In the next section, we describe how the SW is executed in a multi-cloud environment.
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* G A G C T A T G A G G
* 0 0 0 0 0 0 0 0 0 0 0 0
T 0 0 0 0 0 1 0 1 0 0 0 0
A 0 0 1 0 0 0 2 0 0 1 0 0
T 0 0 0 0 0 1 0 3 1 0 0 0
A 0 0 1 0 0 0 2 1 2 2 0 0
G 0 1 0 2 0 0 0 1 2 1 3 1
G 0 1 0 1 1 0 0 0 2 1 2 4
T 0 0 0 0 0 2 0 1 0 1 0 2
A 0 0 1
aa
0 0 0 3 1 0 1 0 0
G 0 1 0 2
aa
0 0 1 2 2 0 2 1
C 0 0 0 0 3
aa
1 0 0 1 1 0 1
T 0 0 0 0 1 4
aa
2 1 0 0 0 0
A 0 0 1 0 0 2 5
aa
3 1 1 0 0
Figure 7.2 – Smith-Waterman similarity matrix for sequences s = TATAGGTAGCTA and t =
GAGCTATGAGG. In this example, the alignment has score = 5.
7.3 Design of our Federated Cloud Architecture
Our architecture assumes a hierarchical and multi-cloud environment. In addition, we
assume that resource usage is limited. This limitation is not due to the cloud environment
itself, but it is associated with financial constraints. In an extreme scenario, the use of
cloud resources by the applications is limited by the free-quota offered by each cloud.
In our architecture, there is a coordinator responsible for the whole execution, and for
interacting with the user and the multiple clouds. Each cloudi has a cloud master and a
set of slave instances. The cloud master is responsible for executing the tasks assigned to
its cloud; and the slave instances are the ones that actually execute the tasks.
The proposed architecture, depicted in figure 7.3, comprises four layers: User, Storage,
Communication, and Execution.
The User layer provides a graphical user interface (GUI) to submit the MapReduce
applications, as well as the input files. In the case of the SW application, there are two
input files. The first file contains a set of biological query sequences and the second one
contains a genomics database, which is composed of a huge set of biological sequences.
At the Storage layer, the input files are persisted into a storage system and the tasks
are created using the MapReduce model. In this case, we create one task for each entry of
the map function and enqueue the task into the coordinator queue in the reduce function.
In other words, a task executes one SW comparison.
The Communication layer implements transparent communication among the clouds
and transparent access to the cloud database. In this layer, generic requests are trans-
lated to specific requests according to the cloud master environment. This creates a
homogeneous API to access the federated resources, and it reduces the needs of the users
knowing about the limitation of each cloud provider such as maximum request size, request
timeouts, and commands to interact with the environment.
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Figure 7.3 – Federated cloud architecture to execute MapReduce applications
In each cloud, there is an input and an output queue which are shared by the slave
instances, containing the tasks to be executed. At the Execution layer, each cloud master
receives the tasks and stores them into the input queue. Slave machines retrieve tasks
from this queue, process them and store the result into the output queue.
The architecture uses the HTTP protocol to implement message exchanges between the
masters and the slaves. A well-defined interface is defined to accept either data requests or
computational task requests. The body of a message can be either XML or JSON following
the REST architecture style [116]. The HTTP methods are used as following: (i) the
POST method is used to submit a task; (ii) the GET method is called to obtain information
about the cloud or about the status of the a task; and (iii) the DELETE method is used
to delete a task. Figure 7.4 presents the types of messages and their associations.
- failure : Exception
- code : int
- time : Date
Result
+ run() : void
- owner : URL
- createdIn : Date
- id : Long
Job
- value : String
Sequence














Figure 7.4 – Type of the messages exchanged in our multi-cloud architecture
119
Chapter 7. Biological Sequence Comparison at Zero-Cost on a Vertical Public Cloud
Federation
As shown in figure 7.4, a Job has at least one Task, which represents the computation
work to be executed, a State and an owner. The owner of a job is always the user who
submitted the job. The states of a task can be: created, submitted, executing, and finished.
When a task finishes its execution, it updates the Result attribute with the following data:
the total execution time, the result code (i.e., 200 - successful or 400 - error), the output,
and the failure data.
7.3.1 Task Generation with MapReduce
The tasks are generated following the MapReduce approach. The input of the map
phase is an input file and its values are the tasks to be executed. In this case, the map
function is a data preparation phase. It creates all tasks with the necessary data in such a
way that the reduce function can submit it to the available cloud masters. The reduce
function is just one notification to the cloud master informing about the tasks to execute.
When the cloud master receives a notification about the tasks, it responds informing
that it is alive and ready to receive them. Then, the coordinator submits the tasks to
the cloud master as long as the response of its notification is 202 (i.e., accepted). The
state of all submitted tasks is changed to submitted and the task monitor starts the
execution. The coordinator monitors the execution of the tasks by contacting the masters,
and in case of failure or if another master responds that it is idle, the coordinator selects
the tasks in the states created or submitted, and assigns them to the idle cloud master.
When the cloud master receives the tasks, it stores them in its input queue, which is
accessed by the slaves instances. Then, the slaves execute the tasks and write the result
into the output queue. Finally, the master gets the results from the output queue and
sends them to the coordinator.
In order to illustrate our approach, consider that a user wants to compare protein
sequences with a genomics database, as depicted in figure 7.5. In this scenario, he/she
submits a file with the sequences to be queried and the database to be compared using
a Web application, at the User layer (Figure 7.5 (1)). The Web application creates a
job with tasks of type score and sends it for the coordinator, at the Storage layer. When
the coordinator receives this job, it analyses it and executes the following steps. First,
it uses the MapReduce module (Figure 7.5 (2)) to persist the sequences (database and
sequences to be queried) in the data storage (Figure 7.5 (3)). Second, it creates small
tasks to be executed by the clouds using the MapReduce model (Figure 7.5 (3)). Third, it
submits the tasks to the cloud master of each cloud (Figure 7.5 (4)). After the submission,
the coordinator monitors the execution of the tasks by contacting the cloud masters and,
and if necessary, it re-assigns tasks to another master. Finally, when the computation
finishes, the master sends the results to the coordinator (Figure 7.5 (5)), which notifies
the user about the result of his/her tasks (Figure 7.5 (6)).
7.3.2 Smith-Waterman Execution
To implement the Smith-Waterman algorithm, we used the MapReduce model, where
in the map phase the slave instances dequeue the tasks from the input queue, and execute
them, whereas in the reduce function they retrieve the result of the map function and
iterate over it to find the maximum score. Then, they write the output into the output
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Interaction between the components
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Figure 7.5 – Comparing protein sequences with a genomics database on multiple clouds
queue. When a task starts, its state changes to running and the cloud master is notified





(1) dequeue one task to 
execute
(3) enqueue the result 
(score)
(2) execute the task
Map
Reduce
Figure 7.6 – Smith-Waterman execution following the MapReduce model
7.4 Experimental Results
The architecture and the SW algorithm were implemented in Java. We evaluated these
implementations in a multi-cloud environment composed of five public clouds: Amazon Elas-
tic Compute Cloud (aws.amazon.com/ec2), Google App Engine (appengine.google.com),
OpenShift (openshift.redhat.com), Heroku (heroku.com), and PiCloud (picloud.com). In
our tests, we used only the free quota of these clouds and that resulted in the configuration
depicted in table 7.1.
We executed SW in each cloud separately (i.e., standalone mode) and in the federated
mode (5 clouds). In the following paragraphs, we will discuss how our architecture was
implemented in each cloud.
In EC2, Heroku and PiCloud, we implemented the architecture as proposed in figure 7.3
using the standard Hadoop as the MapReduce implementation.
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Table 7.1 – Configuration of the clouds to execute the SW algorithm
Cloud Configuration
Amazon Elastic Cloud (EC2) 24 applications in the micro instances
Google App Engine (GAE) 10 applications with 2 instances per application
Heroku 1 application deployed in the cedar stack configu-
ration
OpenShift 1 application deployed in the express configuration
PiCloud 1 application deployed in one Intel Xeon 2.66GHz,
8GB RAM
In OpenShift, we opted to use a combined Hadoop+JMS strategy. In this case, the
master application and slave instances use the Java Message System (JMS) to share the
work to be executed. When the master receives a task, it performs the steps described
in section 7.3, and the slaves are JMS consumers of the master queue.
Google App Engine (GAE) imposed many restrictions to design the application using
the free quota such as: (i) the request payload was limited to 32KB; (ii) the maximum
number of requests was 10,000 and (iii) the applications do not share resources (i.e., the
database). Since genomics databases usually have hundreds of MBytes and the database
must be shared, these restrictions invalidated the placement of the database inside GAE.
Therefore, we opted to place the cloud master in Amazon EC2 and the database in Amazon
S3, generating a hybrid version in this case.
For the multi-cloud, Amazon EC2 was chosen as the coordinator and the other clouds
acted as cloud masters.
In our tests, we compared up to 24 query sequences with the database UniProtKB/Swiss-
Prot (November 2011), publicly available at uniprot.org, composed of 532, 794 se-
quences (252.7 MB) with our SW cloud implementation (Section 7.3.2), using the substi-
tution matrix BLOSUM50 [255]. Table 7.2 presents the accession numbers and the sizes of
the real query sequences used in the tests. As can be seen in this table, the sequence sizes
ranged from 144 amino acids (shortest sequence) to 5, 478 amino acids (longest sequence).
Table 7.2 – Query sequences compared to the UniprotKb/Swiss-Prot genomics database
Sequence Length Sequence Length Sequence Length
P02232 144 P01111 189 P05013 189
P14942 222 P00762 246 P07327 375
P01008 464 P10635 497 P25705 553
P03435 567 P42357 657 P21177 729
O60341 852 P27895 1000 P07756 1500
P04775 2005 P19096 2504 P28167 2005
P0C6B8 3564 P20930 4061 P08519 4548
Q7TMA5 4743 P33450 5147 Q9UKN1 5478
Figure 7.7 presents the wallclock execution times for the five standalone clouds and
the multi-cloud approach. In this test, we are comparing the 24 protein sequences listed
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in table 7.2 with the entire UniProtKB/Swiss-Prot genomics database. Therefore, we
executed 12,787,056 Smith-Waterman comparisons.
In figure 7.7, we can see that, for the standalone clouds, the lower execution time
was achieved by EC2 (4,800 seconds). The execution time in a multi-cloud configuration
was 3,720 seconds, which is 22.55% lower than the best standalone execution time. The
lower execution time in the Amazon EC2 reflects the small overhead of the infrastructure
for communicating the master, the storage, and the consumers, all developed as Hadoop
jobs. The overhead in this case is small because master and storage are in the same cloud.
Moreover, the throughput between EC2 and S3 is on average 3Gbps.

























Figure 7.7 – Execution time for 24 sequence comparisons with the Uniprot/SwissProt database
We also compared the execution time of our SW implementation running on EC2
with the execution time of the SSEARCH program. The SSEARCH program is an
implementation of SW that belongs to the FASTA suite and is publicly available at
www.ebi.ac.uk/Tools/sss. We downloaded the SSEARCH binary on November 2011 and
executed it sequentially on an Intel Core 2 Duo 2.4Ghz, 8GB RAM. Due to time constraints,
we only compared the longest sequence (Q9UKN1 in table 7.2) in this test. The sequential
comparison took 5 hours, 44 minutes and 14 seconds (20,682 seconds) whereas the EC2
execution, at zero-cost, took 13 minutes (780 sec) as shown in figure 7.8. Therefore, EC2
achieved a speedup of 26.51x over the SSEARCH sequential execution in this comparison.
Figure 7.9 presents the GCUPs (billions of cell updates per second) for the five
standalone clouds and the federated cloud execution. In this figure, we can see that the
best value was achieved in the multi-cloud configuration (0.5 GCUPs), only within the
free quota, which is comparable to the ones obtained by multi-core cluster and Cell/BE
approaches (Table 7.3), but with the difference that in our approach we compared 24 query
sequences with one huge database (UniProtKB/Swiss-Prot). For the standalone clouds,
the best value was achieved by EC2 (0.25 GCUPs). For the other clouds, the small GCUPs
value reflects the overhead with data transfer from EC2 to each master. The GCUP
obtained when comparing the longest sequence with the UniProtKB/Swiss-Prot database
using our architecture was 1.35, as presented in table 7.3.
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Figure 7.8 – Sequential execution time for the longest sequence (Q9UKN1) with
SSEARCH (November 2011) compared with the standalone execution time in
Amazon EC2























Figure 7.9 – GCUPS of 24 query sequences comparison with the database UniProtKB/Swiss-
Prot (November 2011) using our SW implementation
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7.5 Related Work
The efforts that have been made to reduce the execution time of the SW applica-
tion include (i) classical parallel platforms, such as clusters; (ii) accelerators such as
Cell/BE and GPUs; and, more recently, (iii) clouds. Table 7.3 lists eight proposals of
SW implementations and compares them to our proposal. We must note that there are
many other implementations of SW in clusters, Cell/BEs, and GPUs. Here, we chose two
implementations in each platform to give a picture of the performance improvements that
have been achieved. As far as we know, there are only two implementations of SW in
Hadoop for cloud environments [127, 176].
In column 2, the computing platform is provided, which can be Cell/BEs, cluster of
Cell/BE, multi-core clusters, GPUs, and cloud.
The type of comparison is provided in column 3, which can be between two se-
quences (seq x seq) or query x dbase. Genomics databases (dbase) are composed of a great
number of sequences and each processing element compares the same sequence (query)
with a subset of sequences from the database. Therefore, a high amount of comparisons is
made in the (query x dbase) case, but the size of the similarity matrices is not big. The
seq x seq comparison, on the other hand, compares only two sequences and the size of the
similarity matrix is usually big.
Column 4 provides the grain of computation. All seq x seq comparisons are fine
grain comparisons, i.e., all the processing elements participate in the computation of a
single similarity matrix. Coarse grain computations are normally made in query x dbase
comparisons, where each processing element independently computes a set of similarity
matrices.
As output, the SW algorithm can provide the score or the score and the alignment (Col-
umn 5). In the first case, only the first phase of SW is executed.
The number of processing elements used in the comparisons is listed in column 6. This
number varies, and it depends on the platform used. Note that, even though only one
GPU was used in the GPU SW implementations, these GPUs have multiple cores. For
instance, the NVidia GTX 560Ti has 384 cores. In the first cloud implementation (line 7
of table 7.3), a cluster of 768 cores was used and in the second one (line 8 of table 7.3), 20
units of Amazon EC2 were used.
Column 7 lists the maximum speedups reported in the papers, which cannot be used
for direct comparison since each approach uses a different general-purpose processor as a
baseline to calculate speedups. Nevertheless, the reported speedups can give us an idea of
the gains that can be obtained by each approach.
To measure the performance of SW, the metric GCUPs is often used. This metric
calculates the rate at which the cells of the similarity matrix are updated. When a query
sequence is compared to a genomics database, the sizes of the query sequence and the
size of the whole database are taken into consideration. GCUPs range from 0.42 to 8.00
for the Cell/BE and from 0.25 to 4.38 for clusters. The best GCUPs were obtained with
GPUs (from 23.3 to 58.8 GCUPs). Neither speedups nor GCUPs were provided for the
cloud computing implementations.
In the last row, we present the details of our multi-cloud approach. Like most of the
approaches, we calculate the SW score between a query sequence and a genomics database
with coarse-grained computations. Unlike the other approaches, we propose and use a
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federated cloud architecture to execute our comparisons. Also, we used five public clouds
and, only within the free quota, we could launch 37 applications. The GCUP obtained
with our proposal (1.35 GCUPs) is comparable with the multi-core clusters and Cell/BEs
approaches. As far as we know, ours was the first attempt to execute the SW algorithm in
a vertical cloud federation.
7.6 Summary
In this chapter we proposed and evaluated a hierarchical multi-cloud architecture to
execute the Smith-Waterman (SW) algorithm in a cloud federation. By only using the
free-quota of five public clouds, we could execute the SW to compare 24 protein sequences
with the UniProtKB/Swiss-Prot database in approximately one hour and this result is
comparable to the ones obtained in SW cluster and Cell/BE executions. We also presented
results where the multi-cloud approach was 22.55% faster that the best standalone cloud
execution (EC2), showing the advantages of the cloud federation. In addition, we compared
the EC2 execution with the sequential SSEARCH execution (November 2011). In this
case, the EC2 execution achieved a speedup of 26.51x over SSEARCH.
Even though our approach could execute a huge application in multiple public clouds,
there are some issues with it, which are: (i) the usage of a centralized coordinator to
distribute the tasks, and (ii) the lack of fault-tolerance strategies for the coordinator and
for the masters. The first issue may limit the scalability of the architecture and its usage
in a dynamic environment. On the one hand, failure of the coordinator may require the
re-execution of the whole application as the architecture does not provide a way to discover
the tasks distributed to each master. In this case, the masters will continue the execution
of their tasks, but the result will be inaccessible for the users. On the other hand, masters’
failures will cause the re-execution of the tasks assigned to them. In both cases, the slaves
continue the execution. These two issues are tackled in chapter 10, where we propose a
decentralized and fault-tolerant architecture for cloud federations.
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The previous chapter showed us that developing and deploying cloud applications is
a difficult task, even for experienced software developers, due to the various constraints
and the complex configuration tasks. Thus, we decided to investigate the usage of a cloud
environment to execute cloud-unaware applications, considering the view of inexperience
cloud users, without having to change the applications to meet clouds’ environment
constraints.
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Therefore, in this chapter, we propose and evaluate a cloud architecture, called Excal-
ibur, to execute applications on IaaS clouds. Our architecture aims to hide the configuration
tasks from the users and to implements an auto-scaling strategy. Experimental results show
that the proposed architecture could dynamically scale the application up to 11 virtual
machines, reducing both the execution time and the cost of executing a genomics workflow
when deployed on an instance type selected by the users.
The remainder of this chapter is organized as follows. In section 8.1, we present an
introduction and the motivation behind this work. Section 8.2 presents the design of
our cloud architecture. Experimental results are presented and discussed in section 8.3.
Section 8.4 presents and compares some related works. Finally, section 8.5 concludes this
chapter.
8.1 Introduction and Motivation
As stated in previous chapter, nowadays, the cloud infrastructure may be used to
execute HPC applications, due to its characteristics such as resources on-demand, pay-as-
you-go model, and full access to the underlying infrastructure [1]. However, executing high
performance computing applications in the cloud still faces some difficulties such as the
differences in HPC cloud infrastructures and the applications were not written for cloud.
Hence, cloud infrastructures require a new level of robustness and flexibility from the
applications, as hardware failures and performance variations become part of its normal
operation. In addition, cloud resources are optimized to reduce the cost for cloud providers
often without providing performance guarantees at low cost for the users. Furthermore,
cloud providers offer different resources and services that have costs and performance
defined according to their purpose usage. In this scenario, the users face many problems.
First, re-engineering applications to fit the cloud model requires expertise in both domains:
cloud and high performance computing, as well as a considerable time to accomplish it.
Second, selecting the resources that meet the applications’ needs demands data about
both applications and resources. Thus, deploying and executing an application in the
cloud is still a complex task [179, 392].
Although some efforts have been made to help in solving these problems, most of them
target software developers [262, 315], and they are not straightforward for inexperienced
users [179].
Therefore, in this chapter, we propose and evaluate a cloud architecture, called Ex-
calibur, to execute applications in the cloud with three main objectives: (a) provide a
platform for high performance computing applications in the cloud for users without cloud
skills; (b) dynamically scale the applications without user intervention; and (c) meet the
users requirements such as performance at reduced cost. This work was published in [217].
The remainder of this chapter is organized as follows. Section 8.2 presents our cloud
architecture. In section 8.3, experimental results are discussed. Section 8.4 presents
related work and discusses cloud architectures to perform high performance computing
applications. Finally, section 8.5 presents final considerations and future work.
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8.2 Architecture Overview
The proposed architecture aims to simplify the use of the cloud and to run applications
on it without requiring re-design of the applications. To achieve these goals, we consider
that a cloud can be used to increase the capacity of local resources or combined with other
clouds, i.e., hybrid cloud environment (Section 3.2.2).
In this chapter, an application represents a user’s demand/work, being seen as a single
unit by the user. An application is composed of one or more tasks which represent the
smallest work unit to be executed by the system. The tasks that form an application can
be connected by precedence relations, forming a workflow. The workflow is defined to be
a set of activities, and these activities can be tasks, as said above, or even other workflows.
Moreover, a partition is a set of independent tasks with respect to the precedence relation.
The terms application and job are used interchangeably in this chapter.
We propose an architecture composed of micro-services. A micro-service is a lightweight
and independent service that performs single functions and collaborates with other ser-
vices using a well-defined interface to achieve some objectives. Micro-services make our
architecture flexible and scalable since services can be changed dynamically according to
the users’ objectives. In other words, if a service does not achieve a desirable performance
in a given cloud, it can be deployed in another one without requiring service restart.
Our architecture, called Excalibur, has three layers: resource management, application,
and user layer as depicted in figure 8.1. The resource management layer comprises the
services responsible for managing the resources (e.g., VM and/or storage). A resource can
be registered by the providers or by the users through the service registry. By default, the
resources provided by the public clouds are registered with the following data: resource
type (e.g., physical or virtual machine, storage), URL, costs, and purpose usage (e.g., if
the resource is optimized for CPU, memory or I/O-bound applications). The resource
management service is responsible to validate these data and to keep them up-to-date.
First, it gets a list of the resources through the service registry. Then, it asks the clouds
the state of each resource and updates its state in the system. This is necessary because a
resource registered at time ti may not be available at time tj, tj > ti for many reasons.
The monitoring and deployment services, on the other hand, are responsible to deploy and
to monitor the applications. Monitoring is an important activity in our architecture for
three reasons. First, it collects data about the resources. Second, it can be used to detect
failures — sometimes the providers terminate services when they are stressing the CPU,
RAM memory, or both. And finally, it supports our auto-scaling mechanism.
We provide a uniform view of the clouds through a communication API. This is
necessary because each cloud provider often has different interfaces to access its resources.
On top of the resource management layer, the application layer provides services to
schedule the jobs (provisioning), to control the data flows (workflow data event), to provide
data streaming service (data streaming processing), and to execute the applications. The
architecture uses MapReduce (Section 3.1.3) to distribute the applications. This does not
mean that only MapReduce applications are supported, as in chapter 7, but only that the
applications are distributed following the MapReduce model.
The coordination service manages the resources, which can be distributed across
different cloud providers, and provides a uniform view of the system such as the available
resources and the system’s workload.
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The provisioning service creates a workflow with the activities to set up the environment,
and it creates an execution plan for the applications. In practice, the provisioning service
communicates with the coordination service to obtain data about the resources and to
allocate them for the applications. After that, it submits the workflow to the workflow
management service.
An execution plan comprises the application to execute, its input data (i.e., data
sources), the resources to execute it, a state (initializing, waiting data, ready, executing,
and finished), and a characteristic that can be known or unknown by the system. A
characteristic represents the application’s behavior such as CPU, memory, or I/O-bound.
The workflow management service coordinates the execution of the workflow and
creates the data flows (i.e., data streams) in the workflow data event service.
The workflow data event service is responsible to provide the data for the execution
plans. A data flow has a source and a sink and it can supply data for multiple execution
plans simultaneously. This avoids multiple accesses for the distributed file system (DFS)
to fetch the same data.
Finally, the user layer has two services: job submission and job stats processing. The
users submit their jobs through the job submission service. A job has the following data:
the tasks which compose it, the constraints, the data definition (input and output), and
the data about the cloud providers (e.g., name and access key). The users can monitor or
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Figure 8.1 – Excalibur: services and layers
Scaling cloud-unaware applications without having technical skills requires an architec-
ture that abstracts the whole environment, taking into account the users’ objectives. In
the next subsections, we explain how the proposed architecture achieves these objectives.
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8.2.1 Scaling Cloud-Unaware Applications with Budget Restric-
tions and Resource Constraints
The applications considered in this chapter are workflows but some parts of the
workflow can be composed of a set of independent tasks that can be run in parallel. These
independent tasks are the target of our scaling technique. For example, figure 8.2 shows
a directed acyclic graph (DAG) with four tasks (T1, T2, T3, and T4) and the temporal
precedence relations among the tasks. In this example, tasks T2 and T3 can be executed
in parallel, after task T1 finishing, as expected by any workflow engine. However, task T3






Figure 8.2 – A DAG representing a workflow application with 4 tasks, where one of them, T3,
is composed of three independent subtasks
In this case, the subtasks can be grouped in p partitions and assigned to different
nodes. One important problem here is to determine the size and the number of partitions.
Over-partitioning can lead to a great number of short duration tasks that may cause a
considerable overhead to the system. Hence, over-partitioning can result in inefficient
resource usage. To avoid this, the size of one partition (Pp) is estimated as [15]:
Pp = bNq ∗R
T
c (8.1)
where Nq is the workload size; T is the estimated CPU time for executing Nq in the
partition; and R is a parameter for the maximum execution time for partition Pp. A
partition size can be adjusted according to the node characteristics. For instance, if the
resource usage by a partition Pp is below a threshold, Pp can be increased.
Partitions exist due to the concept of splittable and static files. It is the user who
defines which data are splittable and how to split them when the system does not know.
Splittable data are converted to JSON records and persisted onto the distributed database,
so a partition represents a set of JSON records. Static data, on the other hand, are kept
in the local file system.
Listing 8.1 illustrates the input file of task T3. This file represents a FASTA file, and
each line starting with the > character represents a genomics sequence, thus a subtask. The
FASTA file is converted to the JSON format as shown in listing 8.1. A genomics sequence
has a name (e.g., ERR135910.3), a description (e.g., 2405:1:1101:1234:1973:Y/1), and a
value (e.g., NAAGGGTTTGAGTAAGAGCATAGCTGTTGGGACCCGAAAGATGGT-
GAACT). In this case, the system will create a table with name sequences in the distributed
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database and will store onto it the genomics sequences. Moreover, three partitions can be







Listing 8.1 – Example of a splittable file format (i.e., FASTA file)
1{
2 "sequences" : [ {
3 "name" : "ERR135910.3",
4 "description" : "2405:1:1101:1234:1973:Y/1",
5 "value" : "NAAGGGTTTGAGTAAGAGCATAGCTGTTGGGACCCGAAAGATGGTGAACT"
6 }, {
7 "name" : "ERR135910.5",
8 "description" : "2405:1:1101:1170:1994:Y/1",
9 "value" : "NTCAACGAGGAATTCCTAGTAAGCGNAAGTCATCANCTTGCGTTGAATAC"
10 }, {
11 "name" : "ERR135910.6",
12 "description" : "2405:1:1101:1272:1972:Y/1",
13 "value" : "NTAGTACTATGGTTGGAGACAACATGGGAATCCGGGGTGCTGTAGGCTTG"
14 } ]
15}
Listing 8.2 – Example of a JSON with three genomics sequences
8.2.2 Reducing Data Movement to Reduce Cost and Execution
Time
Data movement can increase the total execution time of an application (i.e., makespan)
and sometimes it can be higher than the computation time due to the differences in
networks’ bandwidth. In this case, we can invert the direction of the logical flow, moving
the application to as close as possible of the data location. Actually, we distribute the
data using a DFS and the MapReduce strategy.
Although MapReduce is an elegant solution, it has the overhead of creating the map
and the reduce tasks every time a query must be executed. We minimize this overhead by
using a data structure to keep the data in memory. This increases the memory usage and
requires data consistency policies to keep the data updated. However it does not increase
financial costs. We implemented a data policy that works as follows. Each record read
by a node is kept in memory and its key is sent for the coordination service (Figure 8.1).
The coordination service stores the key/value pairs and the information where they were
read. When a node updates a record, it removes it from its memory and notifies the
coordinator. Then, the coordination service asynchronously notifies all nodes that have the
key to remove it from its memory. This is not a strong consistency policy, since we assume
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that a node partition does not affect system’s consistency, and the tasks are idempotent.
For instance, consider a scenario where a key k was loaded by three nodes (N1, N2, N3)
and a partition occurred after the readings. The task represented by the key k will be
executed by the nodes, but its result will be the same.
8.2.3 Reducing Job Makespan with Workload Adjustment
In an environment with incomplete information and unpredictable usage patterns as
the cloud, load imbalance can have high impact in the total execution time and in the
monetary cost. For instance, assigning a CPU-bound task to a memory optimized node is
not a good choice. To tackle this problem, we propose a workload adjustment technique
that works as follows. For execution plans in the ready state and with an unknown
application’s characteristics, the scheduler selects similar execution plans and submits
them for each available resource (i.e., CPU, memory or I/O optimized) and waits their
execution to finish. When the first execution finishes, the scheduler checks if there are
similar execution plans in the ready state and submits them. Execution plans are similar
if they execute the same application and almost the same number of tasks.
When there are no more execution plans in the ready state, the scheduler assigns one
that is executing. Note that, in this case, the cost can increase, since we have more than
one node executing the same task. In fact, we minimize this, finishing the slowest node
according to the difference between the elapsed time and the time to charge for its usage.
8.2.4 Making the Cloud Transparent for the Users
As our architecture aims to make the cloud transparent for the users, it automates the
whole setup process. However, for some users, this is not sufficient since some jobs still
require programming skills. For instance, consider the following scenarios: (i) a biologist
who wants to search DNA units that have some properties in a genomics database, and to
compare these DNA units with another sequence that he/she has built; (ii) a social media
analyst who wants to filter tweets using some keywords.
Normally, these works require a program to read, to parse, and to filter the data.
However, in our solution, the users only have to know the structure or their data and to
use a domain specific language (DSL) to perform their work. Listings 8.3 and 8.4 show
how these works can be defined, where b, P1, P2, T, and w are users’ parameters.
execute T with ( select reads from genomic−database where P1 = X and P2 =
Y) −seq = b
Listing 8.3 – Defining a genomics analysis application
select tweet from tweets where t ex t conta in s (w)
Listing 8.4 – Defining a Twitter analysis application
In these cases, a data structure (i.e., a file) is seen as a table whose fields can be
filtered. Although there are similar approaches in the literature such as BioPig [262] and
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SeqPig [315], they still require programming skills to register the drivers and to load/store
the data. In other words, to use them, the users have to know the internals of the system.
In order to illustrate our architecture, consider the bioinformatics scenario described
above. In this case, the biologist submits a YAML Ain’t Markup Language (YAML) file
depicted in listing 8.5, with the application, the requirements, and the input data (e.g.,
the genomics database and the built sequence) using a console application (a client of
the job submission service) at the user layer (Figure 8.3 (1)). The job submission sends
the job description to the provisioning service at the application layer (Figure 8.3 (2)).
When the provisioning service receives the application, it requests the coordination ser-
vice resources the resources that match the users’ requirements (Figure 8.3 (3)). Then,
the coordination service asks the resource management service such resources, and returns
them for the provisioning service (Figure 8.3 (4)). Next, the provisioning service creates
a workflow (i.e., deployment workflow) with the activities to configure the environment
and an execution plan for the application. Next, it submits them to the workflow manage-
ment (Figure 8.3 (5)). The deployment workflow’s activities are: (i) selects the cheapest
virtual machine to setup the environment; (ii) gets non splittable files (e.g., a reference
genome) to store them in the local file system; (iii) gets the splittable files (e.g., the
genomics database) and persists them into the DFS; (iv) creates a VMI of the config-
ured environment; and (v) finishes the VM used to configure the environment. After,
the workflow management service executes the deployment workflow. In other words,
it stores the splittable files (Figure 8.3 (6)) into the distributed database, deploys the
applications (Figure 8.3 (7)), and asks the workflow data event service (Figure 8.3 (8))
to create the data streams. Then, the workflow data event registers the data streams in
the data stream processing service (Figure 8.3 (9)). Finally, the workflow management
service executes the application (Figure 8.3 (10)).
In this scenario, a partition has a set of genomics sequences read from the DFS by
the workflow data event and it is assigned to an execution plan. During the execution,
the provisioning service monitors the applications through the monitoring service and
if the execution time of a partition reaches the expected time it creates more VMs to
redistribute the workload. After all tasks have finished, the user receives the output
through the job submission service.
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5 - memory: "4"
6 - architecture: "I386_64"
7 - platform: "LINUX"
9applications:
10 application:
11 - command: "cmsearch -o ${hits} ${rfam} ${query_sequence}"
13data-def:
14 data:












Listing 8.5 – Excalibur: example of a YAML file with the requirements and one
application to be executed on the cloud
8.3 Experimental Results
We deployed an instance of our architecture on Amazon EC2. Our goal was to evaluate
the architecture when instanced by a user without cloud computing skills.
We executed a genomics workflow that aims to identify non-coding RNA (ncRNA) in
the fungi Schizosaccharomyces pombe (S. pombe). This workflow, called Infernal-Segemehl,
consists of four phases (Figure 8.4): (i) first, the application Infernal [260] maps the S.
pombe sequences onto a nucleic acid sequence database (e.g., Rfam [143]); (ii) then, the
sequences with no hit or with a low score are processed by segemehl [160]; (iii) next,
SAMTools [220] is used to sort the alignments and to convert them to the SAM/BAM
format. Finally, (iv) the RNAFold [159] application computes the minimum free energy of
the RNA molecules obtained in step (iii).
We used the Rfam version 11.1 (with 2278 ncRNA families) and S. pombe sequences
extracted from the EMBL-EBI (1 million reads). Rfam is a database of non-coding RNA
families with a seed alignment for each family and a covariance model profile built on this
seed to identify additional members of a family [143].
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Figure 8.3 – Executing an application using the Excalibur cloud architecture
Although, in its higher level, this workflow executes only four applications, it is data
oriented. In other words, each step processes a huge amount of data and, in all tools, each
pairwise sequence comparison is independent. So, the data can be split and processed in
parallel.
Listing 8.6 shows an input file with two applications and their input/output files.
In this execution, the users requested at least 80GB of RAM memory and the Linux
operating system to execute two tasks: cmsearch (Infernal, figure 8.4) and segemehl.x (sege-
mehl [160]). The cmsearch task receives as input a nucleic acid sequence database ($HOME-
/Rfam/11.1/Rfam.cm in listing 8.6) and one file with the genomics sequences ($HOME-
/Spombe/reads_spombe2.fa), and its outputs should be stored in $HOME/infernal/in-
fernal_hits.txt and in $HOME/infernal/infernal_hits_table.txt. The segemehl.x task,
on the other hand, receives as input one index ($HOME/genome/chrs_mm10.idx), a
reference genome ($HOME/genome/chrs_mm10.fa), and one database sequence (sege-
mehl_database). The segemehl_database comprises the S. pombe sequences without hit
or which a score lower than 34. These sequences should be obtained from both the Infer-
nal’s output ($HOME/infernal/infernal_hits.txt) and the (S. pombe reads (spombe_reads,
through the expression (Line 51) given by the users.
In this context, each splittable data (ids: infernal_hits, infernal_hits_table, and
spombe_reads in listing 8.6) represents a table that can be filtered based on their structure.
For example, figure 8.5 shows the top five lines of the infernal_hits_table output file. This
file consists of 18 fields [259], each one with a name (e.g., target name, accession, and
score), that are used to filter the data. In other words, at runtime, the system creates a
table named infernal_hits_table with these fields, enabling filter operations.
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5 - memory: "80"
6 - architecture: "i86_64"
7 - platform: "Linux"
9applications:
10 application:
11 - command: "cmsearch -o ${infernal_hits} --tblout ${infernal_hits_table} ${rfam} ${
spombe_reads}"
12 order: 1




























48 - id: "segemehl_database"
49 is-output: false
50 is-splittable: false
51 query: " select sequence from spombe_reads where sequence not in (select sequence from
infernal_hits where score >= 34)"
Listing 8.6 – Users’ description of the Infernal-Segemehl workflow
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Infernal Segemehl RNAfoldSAMtools
Figure 8.4 – The Infernal-Segemehl workflow
#target name accession query name accession mdl mdl from mdl to seq from seq to strand trunc pass gc bias score E-value inc description of target
#-------------- --------- ---------- --------- --- -------- -------- -------- -------- ------ ----- ---- ---- ----- ------ --------- --- ---------------------
ERR135910.3845 - 5S_rRNA RF00001 cm 9 59 1 50 + 5’&3’ 4 0.54 0.2 39.2 2.7e-07 ! 2405:1:1101:20720:2186:Y/1
ERR135910.4258 - 5S_rRNA RF00001 cm 12 62 1 50 + 5’&3’ 4 0.52 0.1 38.5 4.2e-07 ! 2405:1:1101:2670:2486:Y/1
ERR135910.8417 - 5S_rRNA RF00001 cm 12 62 1 50 + 5’&3’ 4 0.52 0.1 38.5 4.2e-07 ! 2405:1:1101:6991:2660:Y/1
Listing 8.7: Example of Infernal’s target hits table
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Figure 8.5 – Infernal’s target hits table
The Amazon EC2 micro instance (t1.micro) was used to setup the environment (e.g.,
install the applications, to copy the static files to the local file system), and to create
a virtual machine image (VMI).
In addition to the cloud’s executions, we also executed the workflow in a local PC (Ta-
ble 8.1) to have an idea of the cloud overhead.
Table 8.1 – Resources used to execute the Infernal-Segemehl workflow
Instance type CPU RAM Cost ($/hour)
PC Intel Core 2 Quad CPU 2.40 GHz 4 GB Not applicable
hs1.8xlarge Intel Xeon 2.0 GHz 16 cores 171 GB 4.60
m1.xlarge Intel Xeon 2.0 GHz 4 cores 15 GB 0.48
c1.xlarge Intel Xeon 2.0 GHz 8 cores 7 GB 0.58
t1.micro Intel Xeon 2.0 GHz 1 core 613 MB 0.02
8.3.1 Scenario 1: execution without auto-scaling and based on
users’ preferences
This experiment aims to simulate the users’ preferences. In this case, the users are
responsible for selecting an instance type based on their knowledge about the applications
or on the amount of computational resources offered by the instance types. We executed
the workflow illustrated in figure 8.4 in the first four instances listed in table 8.1.
Figure 8.6 shows the costs and the execution time for the four instances. The time was
measured from the moment the application was submitted until the time all the results
were produced (i.e., wallclock time). Therefore, it includes the cloud overhead (e.g., data
movement to/from the cloud, VM creation, among others). The instance hs1.8xlarge,
which was selected based on the application requirements (≥ 88GB of RAM), outperformed
all other instances. Although it was possible for the users to execute the workflow without
requiring cloud skills, they paid a high cost (USD 78.00). This happened because the
users (i.e., biologists) specified that their applications would need more than 88GB of
RAM and in fact, they used only 3GB of RAM. Moreover, the hs1.8xlarge is suitable for
applications that demand high I/O performance operations.
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Considering this scenario, the cloud is not an attractive alternative for the users due to
its execution times. They were 22% and 31% higher than the local execution (PC table 8.1).
Even in the best configuration (hs1.8xlarge), the execution time was only 60% lower with

























































Figure 8.6 – Cost and execution time of the Infernal-Segemehl workflow (Figure 8.4) on the
cloud, when allocating the resources based on users’ preferences
8.3.2 Scenario 2: execution with auto-scaling
This experiment aims to evaluate if the architecture can scale a cloud-unaware applica-
tion.
Based upon the previous experiment (Figure 8.6), the system discarded the I/O
optimized instance (hs1.8xlarge) due to its high cost (Table 8.1) and also because the
application did not really require the amount of memory defined by the user. In a normal
scenario, this instance is selected only if the monitoring service confirms that the application
is I/O intensive.
To scale the application, the system created p partitions using the equation (8.1) with
R equals to one hour and with T equals to nine hours. These values represent the expected
execution time for one partition and for the whole workflow. They were defined because
Amazon charges the resource per hour and because, in the previous experiment, the best
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execution time took approximately 9 hours to finish (Figure 8.6). This means that this
experiment aimed to at least decrease the cost. In this case, 9 partitions were created.
As in the beginning, the system had not sufficient data to decide if the workflow was
memory or CPU-bound, it submitted two similar partitions — for two instance types
(m1.xlarge and c1.xlarge) — to realize which one was the most appropriate to execute the
applications.
Figure 8.7 shows the execution time for each partition in the selected instance types. As
soon as the execution of the partition assigned to the c1.xlarge instance finished, the system
created one VM for each partition in the ready state and executed them. Although there
were only seven partitions in the ready state and one in execution (execution state), the
architecture duplicated the partition in execution, since its execution time in the m1.xlarge
instance was unknown. After one hour, three more instances were created to redistribute
the tasks as shown in figure 8.8.
Due to the cloud infrastructure, which provided in nearly real-time the requested
resources, and the auto-scaling mechanism, which selected the resources based on the
partitions’ characteristics, we decreased the cost (5 times) and the makespan (63%) using
10 c1.xlarge instances (80 vCPUs) and one m1.xlarge (4 vCPUs) compared to instance
type specified by the users (hs1.8xlarge in table 8.1). The makespan was reduced from
31, 295 seconds (Figure 8.6(b)) to 10, 830 seconds (Figure 8.8).
Our strategy differs from scaling services (e.g., Amazon CloudWatch –
aws.amazon.com/cloudwatch/) offered by the cloud providers, since the users do not
have to select an instance type nor to set up the environment.
8.4 Related Work
In the last years, many works have described the challenges and opportunities of
running high-performance computing in the cloud [1, 179, 392].
Therefore, many works have focused on developing new architectures to execute users’
applications in the cloud considering both cost and performance. For instance, the Cloud
Virtual Service (CloVR) [15] is a desktop application for automated sequences analysis
using cloud computing resources. With CloVR, the users execute a VM on their computer,
configure the applications, insert the data in a special directory, and CloVR deploys an
instance of this VM on the cloud to scale and to execute the applications. CloVR scales
the application by splitting the workload in p partitions through the equation (8.1), and
executing the Cunningham BLAST runtime [371] to estimate the CPU time for each
BLAST query.
Iordache and colleagues [166] developed Resilin, an architecture to scale MapReduce
jobs in the cloud. The solution has different services to provision the resources, to handle
jobs flow execution, to process the users requests, and to scale according to the load of the
system. Doing bioinformatics data analysis with Hadoop requires knowledge about the
Hadoop internal and considerable effort to implement the data flow.
In [262], a tool for bioinformatics data analysis called BioPig is presented. In this case,
the users select and register a driver — bioformatics algorithms — provided by the tool
and write their analysis’ jobs using the Apache Pig (pig.apache.org) data flow language.
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(a) Cost to execute the workflow using 10 c1.xlarge
instances and 1 m1.xlarge instance
(b) Execution time for one partition when executed
in the c1.xlarge and m1.xlarge instances. One
partition was defined to finish in 1 hour with the
deadline of 9 hours for the whole workflow
Figure 8.7 – Monetary cost and execution time of the Infernal-Segemehl workflow (Figure 8.4)
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Figure 8.8 – Scaling the Infernal-Segemehl workflow
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SeqPig [315] is another tool that has the same objective of BioPig. The differences
between them are the drivers provided by each tool. These tools reduce the needs to know
Hadoop internal to realize bioinformatics data analysis.
Table 8.2 summarizes the approaches discussed in the previous paragraphs. As can
be seen in this table, one architecture, CloVR[15], can both execute and scale workflow
in the cloud. The others [166, 262, 315] can execute MapReduce applications. Hence,
the auto-scaling is supported by the in-built approaches implemented by MapReduce’s
frameworks such as Apache Hadoop.
The closest works to ours are CloVR [15], BioPig [262], and SeqPig [315]. Our work
differs from these approaches in the following ways. First, the users do not need to
configure a VM in their computers to execute the applications in the cloud. Second, our
architecture tries to match the workload to the appropriate instance type. Third, the
data flow is defined using an abstract language freeing the users to write any code. The
language is the same as used by BioPig and SeqPig but with the difference that the users
write the data flow by only considering the data structure. For instance, to filter the
sequences using BioPig or SeqPig the users have to register the loaders, the drivers, and
to write a script to execute the analysis, which can be more appropriate for software
developers.
Table 8.2 – Comparative view of user-centered cloud architectures
Paper Workflow Auto-scaling User support Application
CloVR [15] Yes Yes Script BLAST
Resilin [166] No Yes Hadoop MapReduce applications
BioPig [262] No Yes Pig MapReduce applications
SeqPig [315] No Yes Pig MapReduce applications
Excalibur [217] Yes Yes DSL + Pig More general applications
8.5 Summary
In this chapter, we proposed and evaluated a cloud architecture, named Excalibur.
Excalibur aims to execute cloud-unaware applications in the cloud without requiring
programming or cloud skills from the users. Following an autonomic approach, Excalibur:
(a) set up the whole cloud environment; (b) dynamically scaled the applications to reduce
both the monetary cost and the execution time of a genomics workflow (Figure 8.4); and
(c) enabled the users to describe the dependencies between the applications based on the
structure of their data (i.e., input and output data).
We instantiated our architecture on Amazon EC2 considering two different scenarios:
one with the auto-scaling enabled and another with it disabled. In the first case, the user
was responsible for selecting an instance type to execute the applications, whereas in the
second case, an instance type was selected based on historical data and on characteristics
of the applications. Using 11 virtual machines, Excalibur reduced the execution time by
63% and the cost by 84%.
Therefore, in this chapter, we considered a single cloud, and the users were responsible
for selecting an instance type to start the execution of the applications. Moreover, Excalibur
143
Chapter 8. Excalibur: A User-Centered Cloud Architecture for Executing Parallel
Applications
assumed that the clouds were homogeneous with regard to the resources’ constraints. In
other words, that the constraints of the resources were equal between the clouds belonging
to a cloud provider. Nonetheless, nowadays, the clouds are usually heterogeneous even
when they belong to the same cloud provider. Hence, we need a method to handle clouds’
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In the previous chapter, we implemented an architecture and a domain specific language
(DSL) that allowed the users to execute a set of ordinary applications on a cloud. The
architecture focused on users without cloud computing skills, and implemented an auto-
scaling strategy to trie to speed up the execution of the applications. Therefore, we
considered a simplified environment, where the constraints associated with the resources
were the same in all clouds belonging to a provider, and we only considered a single cloud.
For that reason, in this chapter, we are interested in using multiple clouds, taking
into account different user profiles. In other words, we aim to help the users on selecting
appropriate clouds’ resources to execute their applications on heterogeneous and feder-
ated clouds. Hence, we present and evaluate an engineering method based on software
product line (SPL) to achieve these goals. The SPL-based engineering method enables
a declarative and goal-oriented strategy, allowing resource selection and deployment on
multiple clouds.To the best of our knowledge, our engineering method is the first that
(a) supports the description of clouds’ services independent of cloud providers; (b) enables
automatic resource selection and configuration on various clouds, considering temporal
and functional dependencies between the resources, which leaves the environment in a
consistent state; (c) offers a level of abstraction suitable for different user profiles (i.e.,
system administrators, software developers, and ordinary users).
The remainder of this chapter is organized as follows. In section 9.1, we present the
introduction of this chapter. Section 9.2 presents the motivations behind this chapter, as
well as the challenges we are addressing in this chapter. Sections 9.3 and 9.4 provide a
briefly introduction for multi-objective optimization problem (MOOP) and feature model
(FM). In section 9.5, we present the proposed cloud model followed by the feature models
to handle commonalities and variabilities of the clouds. Experimental results are presented
and discussed in section 9.7. Section 9.8 presents and compares related works. Finally,
section 9.9 concludes this chapter.
9.1 Introduction
Resource selection in the cloud normally represents a difficult task, mostly because the
clouds offer a wide range of resources [200, 392]. Moreover, such resources are usually suited
for different purposes, and they may have multiple constraints [102, 173]. Learning how
to deal with these options may require days or even weeks, without guarantees of meeting
the users needs [179, 346]. In this scenario, the users mostly take decisions based on very
few data, which can lead to under or over resource provisioning and can also increase the
financial cost. For example, to execute an application in an IaaS cloud, the users have to:
(a) select an instance type, a disk type, and an operating system; (b) install and configure
all necessary applications; (c) transfer all data to the cloud; (d) create a virtual machine
image (VMI) to avoid to install and to configure the applications in all nodes, if multiple
nodes are needed; and finally, (e) execute their application. However, choosing an instance
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type demands data about the characteristics of the applications as well as data about
the technical requirements and purpose usage of the instances (i.e., virtual machines). In
this case, a mismatching between the application characteristics and the instance purpose
usage commonly results in a high-financial cost [73, 167, 267], as we also observed in
the previous chapter. In addition, some instance types require specific virtualization
technique (Section 3.1.1.2) to work correctly. This demands technical knowledge about the
virtualization techniques and about the virtual machine images (Section 3.4.1) available
for usage. Nonetheless, the users normally lack such knowledge, which often lead to invalid
configuration requests, increasing the time to configure a computing environment in the
cloud. Hence, the users must have system administration and cloud computing skills.
In order to tackle these problems, we propose a product line engineering (PLE) process
to help the users on dealing with configuration options and to enable a declarative strategy.
In this case, the users specify their needs and the system automatically (i) selects the
resources and (ii) sets up the whole environment accordingly. Product line engineering
is a strategy to design a family of products, with variations in features, and with a
common architecture [82]. A feature means a user requirement or a visible functionality
of a product [182]. In other words, a product line engineering approach aims to develop
a platform and to use mass customization to create a group of similar products that
differ from each other in some specific characteristics. These different characteristics are
called variation points and their possible values are known as variants [282].
Figure 9.1 shows how our engineering strategy works. First, the domain engineers
create an abstract model to describe the commonalities and variabilities of the clouds.
After, in the domain design phase, the system engineers define the configuration knowledge
(CK), the software product line (SPL) architecture, and benchmark the clouds to obtain
qualitative and quantitative attributes of the clouds’ resources, such as performance
and cost. In the next phase, domain implementation, the engineers refine the feature
models with these data and publish it to be used by the users. In other words, the
engineers create the concrete feature models that describes the configurations available in
the clouds. Then, the users specify the requirements of the computing environment they
want, as well as their objectives (such as to maximize performance and/or to minimize
cost). Finally, the configurations that are optimal with respect to the users’ objectives
are automatically selected and instantiated through the clouds’ APIs. In this scenario, a
computing environment is always a product of a valid model and non-technical users can
obtain optimal configurations.
Considering the scenario illustrated in the first paragraph of this section and following
the product line engineering method, the users only need to describe their requirements,
e.g., the number of CPU cores, the amount of memory, the storage size, and their objectives;
and the system allocates and configures the whole environment based on the feature models.
The advantages of our software product line (SPL) engineering method are manifold.
First, it enables auto-scaling strategies to reuse existing configurations. Second, it avoids
invalid configurations or configurations that do not match some objectives (e.g., maximize
performance at minimal cost) without requiring from users cloud computing or system
administration skills. Third, it provides a uniform view of the clouds translating specific
cloud terms to concepts independent of cloud providers. Fourth, it can support the users
on provisioning their resources based on multiple parameters such as the location where
the resources should be deployed; the software packages, or the cloud provider. Fifth, it
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Figure 9.1 – An engineering method to handle clouds’ variabilities
can be used to document the whole execution environment (i.e., hardware and software)
without needing virtual appliances.
Similar strategies have been considered by many works in the domain of cloud com-
puting. Some of these works [67, 288] have focused on handling the variabilities of
the platform-as-a-service (PaaS) layer (Section 3.2.1). In this case, they aim to support the
developers on deploying their application in the cloud or to support them on developing
cloud-aware applications, i.e., in writing applications that use cloud’s services. Other
studies [102, 339, 340] have employed feature models to describe the variabilities of virtual
machine images (i.e., virtual appliance (VA)) with different objectives. For instance, some
works aim to reduce energy consumption [102, 339] of virtual machines taking into account
performance constraints and the time to set up one VM; other works aim to reduce the
amount of storage [389] used with pre-built virtual machine images. Cloud service selec-
tion [373] and configuration of multi-tenant applications (SaaS layer) have been addressed
by some works such as [304, 305, 313] that aim to help the users on customizing SaaS
applications. In [373], the users define multiple models of a service (e.g., storage) and
submit them to a system that selects one that meets their objectives. Finally, feature
model has been used to capture the variabilities of one specific IaaS provider [130]. Our
approach differs from these works in the following ways: (i) it addresses the configuration
options at the IaaS layer independent of cloud provider, and in a way that different user
profiles could express their preferences, enabling model reuse; (ii) it considers multiple
service selections (e.g., virtual machine, storage); (iii) it uses feature models to handle the
variabilities of the execution environment and to enable a multi-cloud scenario without
employing virtual machine image; and (iv) it considers the deployment of the selected
configurations (products) in the clouds. To the best of our knowledge, there is no approach
in the literature that considers all these points. In other words, the contribution of our
work is the following: it handles the variabilities at the IaaS layer, including support for
the whole environment (hardware and software) independent of cloud provider; and it
enables resource allocation in a multi-cloud scenario.
In the rest of this chapter, we present and evaluate our method to handle multi-cloud
variabilities at the infrastructure layer. The method uses extended feature model (EFM)
with attributes (Section 9.4) to describe the resources and their qualitative and quantitative
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characteristics. We employ constraint programming (CP) to select the resources through
the Choco [178] constraint satisfaction problem solver. Choco [178] was used since it is
a well-known satisfaction problem solver, and also because it has been successfully used
by other works for such purpose (Section 9.8). We developed a prototype to evaluate the
whole process (Figure 9.1) and our model, considering two different cloud providers and
multiple users’ objectives (Section 9.7).
In section 9.2, we describe the motivation and challenges addressed by our model
followed by an overview of multi-objective optimization problem (MOOP) (Section 9.3).
9.2 Motivation and Challenges
Currently, with the existing techniques, before executing an application in the cloud,
the users have to select the most suited resources for their applications and to configure
them accordingly. Otherwise, the cost and the execution time can be very high. In other
words, the users have to know the characteristics and the technical requirements of the
resources as well as the behavior of their applications. Moreover, to reduce the risks of
losing their work due to cloud failures, it is interesting to consider a multi-cloud scenario.
A multi-cloud scenario may also be necessary since a single cloud may have a limited
number of resources or its resources may not meet the users’ constraints.
In this context, the overall objectives of the users can be defined as: (i) minimize
the financial cost to execute applications across multiple clouds, and (ii) maximize the
usage of configurations that have both best resource capabilities and performance without
needing to deal with low-level technical details.
Nevertheless, there exist some open important challenges to address in order to help
users on achieving these objectives. Some of these challenges are:
challenge 1: capturing clouds heterogeneity and constraints. Normally,
clouds’ resources are offered within different geographic regions with different costs
and constraints. In addition, they are often deployed in heterogeneous data centers
in the same region. In other words, clouds’ variabilities may happen at any level (e.g.
region, data center, resource). Hence, the users have to read extensive documentation
in order to ensure that their desired resources are available in the cloud and also to
understand the constraints of each resource. For example, at the time of writing this
thesis, the Amazon EC2 cloud at Virginia has four availability zones (data centers)
but only three of them support SSD disks. Thus, in order to know these restrictions
the users have to test each zone. Furthermore, the clouds usually employ different
terms to describe their resources. For instance, Amazon EC2 uses Elastic Computing
Unit (ECU) as a metric to express the CPU capacity of a virtual machine, while
Google Compute Engine uses Google Compute Engine Units (GCEUs). Finally, the
clouds often employ high-level terms to describe the performance of their resources
such as low, moderate, and high, which limits a decision based only on the resources’
descriptions.
challenge 2: matching application requirements with the resources char-
acteristics. Determining an optimal-configuration environment for an application in
the cloud can be a difficult task for many reasons. First, cloud environments usually
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lack both performance stability and visibility due to hardware heterogeneity as well
as the strategies used by hypervisors when allocating the virtual machines [269].
Cloud performance variation can range from 20% for CPU to 268% for memory [269].
This leads to a gap between the service levels expected by the users with the level
delivered by the clouds [211]. This mostly occurs because the clouds’ SLAs are nor-
mally based on resource availability without performance guarantees. In this context,
the users have to benchmark their applications on multiple resources, considering
various optimization parameters. For instance, figure 9.2 shows the average network
bandwidth of an Amazon EC2 instance type designed to deliver 10 Gbps of network
throughput. However, this throughput is disabled by default and to enable it the
users must (a) install and activate a network driver in the instance’s operating
system; (b) stop the virtual machine and enable a feature called enhanced networking.
In addition, they must know that this feature is only allowed on hardware-assisted
virtualization type and to enable it, they have to call a method of the EC2’s API.
In other words, the users cannot enable this feature through the EC2 console (Web
interface); and they must know all the technical details of the instance types. Thus,
application benchmarking can increase the financial costs, it is often time-consuming,
and demands system administration skills. Moreover, in some case, a global view of
the environment is required in order to minimize the cost. For example, considering
the scenario depicted in figure 9.2, the users must know the location of their resources
to decide if data transfer between the resources must be done using an internal
or an external IP address, as using the internal IP address implies zero costs. Fi-
nally, for some constraints, the users should balance between performance, cost, and
















Average networking bandwidth (Gbits/sec)
Figure 9.2 – Average network bandwidth of the Amazon EC2 instance c3.8xlarge when created
with the default configuration; and using an internal (private) and an exter-
nal (public) address for data transfer. The networking bandwidth was measured
between two c3.8xlarge instances deployed in the region of Virginia (availability
zone us-east-1a) and running the iperf [168] application during one hour for each
configuration scenario
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challenge 3: describing a multi-cloud deployment environment. Currently,
to deploy an application on multiple clouds the users have to configure each cloud
individually. In some cases, they can create a virtual machine image (VMI) with
their applications. However, the VMI can only handle software package descriptions
leaving for the users the work of selecting a resource and for orchestrating the
resources accordingly, i.e., the work of selecting and instantiating the VMI in
each cloud. Hence, we need an approach that can describe the whole computing
environment, independent of the cloud provider and that also enables automatic
resources provisioning on multiple clouds taking into account temporal and functional
dependencies between the resources, to leave the environment in a consistent state.
challenge 4: supporting auto-scaling decisions. Auto-scaling systems and
resources on-demand are key features of cloud computing. Therefore, they depend
on functional and non-functional data about the resources to avoid under or over-
provisioning, as well as to consider clouds’ capabilities. On the one hand, functional
properties like storage size, type of operating system, and software packages can be
handled by virtual appliances, but they may not be appropriate in a multi-cloud
scenario due to the network traffic. On the other hand, cloud computing lacks an
easy way to capture non-functional data such as the amount of time to install or to
remove a software package; the average time to boot or to release a resource, and the
location of the resources. Therefore, some of these data are only available via API
calling, which can lead to vendor lock-in. Furthermore, in case of cloud’s failure, it
may be difficult for users to re-create the environment in another cloud.
9.3 Multi-Objective Optimization
A multi-objective optimization problem (MOOP) can be defined as a problem of finding
a vector of decision variables which satisfies constraints and optimizes a vector function
whose elements represent the objective functions. These functions form a mathematical
description of performance criteria which are usually in conflict with each other [268]. In
other words, multi-objective problems are such problems where the goal is to optimize k,
often conflicting, objective functions simultaneously and to find a solution which would
give the values of all the objective functions acceptable to the decision maker [246].
Therefore, multi-objective optimization problems can be formally defined as fol-
lows [352]:
optimize y = F (~x) = (f1(~x), f2(~x), . . . , fk(~x))
subject to gi(~x) = (g1(~x), g2(~x), . . . , gm(~x)) ≤ 0
where ~x = (x1, x2, . . . , xn) ∈ Ω
~y = (y1, y2, . . . , yk) ∈ Λ
(9.1)
where ~x is an n-dimensional decision variable vector; ~y is an n-dimensional objective vector;
Ω is denoted as the decision universe (Ω = {x ∈ Rn}); and Λ is called the objective
region (Λ = {y ∈ Rk}). The constraints gi(~x) ≤ 0 determine the set of feasible solutions.
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A feasible set Xf ∈ Ω is defined as the set of decision vectors ~x that satisfy the
constraints gi(~x) ≤ 0:
Xf = {x ∈ Ω | gi(~x) ≤ 0} (9.2)
Thus, a multi-objective optimization problem (MOOP) consists of n decisions variables,
m constraints, and k objectives of which any or all of the objectives functions can be linear or
also non-linear. The MOOP’s evaluation function maps decision variables (~x = x1, . . . , xn)
to objective vectors (~y = y1, . . . , yk). In other words, objective vectors are images of








Decision variable space (Ω) Objective function space (   )
Figure 9.3 – MOOP evaluation mapping [352]
Unlike single-objective optimization problems (SOOPs), which may have a unique
solution for the objective function, an MOOP often presents an infinite [83] set of solutions
that, when evaluated, produce vectors whose components represent the trade-offs in the
objective space. For instance, in the design of a computer architecture under reliability
constraints, cost and performance conflict. An optimal solution would be a computer system
that achieves maximum performance at minimal cost without violating any constraint.
Thus, if such solution exists, we only have to solve a SOOP [312]. In this case, the
optimal solution for one objective is also optimum for the other objective. However,
if the individual optima corresponding to the objective functions are different, there
are conflicting objective functions that cannot be optimized simultaneously [394]. This
is the case of the previous example, since high-performance systems usually have high
cost; and low-cost architectures commonly provide low performance. Furthermore, in
a single-objective optimization problem, the feasible set is completely ordered according
to an objective function f , whereas it is partially ordered in multi-objective optimization
problems.
An MOOP solution can be best, worst, and indifferent according to the objective
values (Figure 9.4). Indifferent solutions means solutions neither dominating nor dominated
with respect to each trade-off. A best solution, on the other hand, means a solution not
worst in any of the objectives and at least better in one objective than the other [3]. A
solution is considered optimal if none of its elements can be improved without deteriorating
any other objective. Such solution is called Pareto optimal and the entire set of optimal
trade-off is called Pareto-optimal set [84].
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Indifferentdominated





Figure 9.4 – Pareto optimality for the objective space F (~x) = (f1(~x), f2(~x)) [119]
In the following, important Pareto concepts used in multi-objective optimization
problems are presented [352]1:
1. Pareto Dominance: For any two decision vectors ~u = (u1, . . . , uk) ∈ Ω and
~v = (v1, . . . , vk) ∈ Ω:
~u ≺ ~v (~u dominates ~v) ⇐⇒ ∀ i ∈ {1, . . . , k}, fi(~u) > fi(~v)
~u  ~v (~u weakly dominates ~v) ⇐⇒ ∀ i ∈ {1, . . . , k}, fi(~u) ≥ fi(~v)
~u ∼ ~v (~u is indifferent to ~v) ⇐⇒ ∃ i ∈ {1, . . . , k}, fi(~u) ≥ fi(~v)
∧ ∃ j ∈ {1, . . . , k}, fj(~u) < fj(~v)
(9.3)
In other words, the decision vector ~u dominates ~v if and only if, ~u is as good as ~v
considering all objectives, and ~u is strictly better than ~v in at least one objective.
2. Pareto Optimality: A solution x ∈ Ω is said to be Pareto optimal regarding to Ω
if and only if there is no x′ ∈ Ω for which ~v = F (x′) = (f1(x′), . . . , fk(x′)) dominates
~u = F (x) = (f1(x), . . . , fk(x)). The set of all Pareto-optimal solutions is called
the Pareto-optimal set. The corresponding set of objective vectors is known as the
non-dominated set, surface or Pareto-optimal front. In practice, it is common for
these terms to be used interchangeably to describe solutions of an MOOP [119].
1Without loss of generality, a maximization problem is assumed
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3. Pareto Optimal Set: For a given MOOP function F (x), the Pareto optimal set
(P ∗) is defined as:
P ∗ = {x ∈ Ω | @ x′ ∈ Ω : F (x′)  F (x)} (9.4)
4. Pareto Front: For a given MOOP function F (x) and Pareto optimal set P ∗, the
Pareto front (PF ∗) is defined as:
PF ∗ = {F (~x = (f1(~x), . . . , fk(~x)) | x ∈ P ∗} (9.5)
9.4 Feature Modeling
Feature modeling is a software engineering activity used for capturing commonalities
and variabilities in a SPL. It was introduced in the early 1990s as a part of the feature-
oriented domain analysis (FODA) methodology [182]. A SPL is a set of software systems
that share a set of features that satisfy the needs of a particular domain or mission and are
developed from a common set of assets in a prescribed way [82]. SPL engineering usually
uses feature models to define its assets and their valid combinations [32].
A feature model describes the concepts (i.e., features) of a domain, and details the
relationships between them [92]. As an example, consider the variability of a virtual
machine, depicted in figure 9.5. Hence, each functional property (i.e., operating system,
hardware, purpose usage, and placement group) is represented as a feature. In practice, a
feature model is a tree, where each node represents a feature of a product (or solution)
and the relation between a parent (or compound) feature and its child features (i.e.,
subfeatures) are categorized as [182]:
And: all subfeatures must be selected. The features placement group and cluster
have an And relationship.
Optional (variability): a parent feature does not imply the child feature. For instance,
not all virtual machines have a placement group.
Mandatory (commonality): whenever a parent feature is selected, the child feature
must also be selected. For example, all instances have a hardware, an operating
system, and a purpose usage.
Or : at least one child feature must be selected when its parent feature is. In figure 9.5,
whenever storage type is selected, the features provisioned, ebs or both must be
selected.
Alternative: exactly one child feature must be selected. For example, a virtual
machine has only one operating system and it can only be either CentOS, Debian
or Ubuntu.
Notice that a feature may have multiple child features but only one parent feature,
and that a child feature can only appear in a product if its parent does.
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Feature models fit into a problem space, as they determine what products are valid in
a particular domain. According to figure 9.5, the configuration (or product): {Debian, Ivy
Bridge, dedicated, ten GB, one hundred GB, provisioned, and server} is valid, whereas the
one {Ivy Bridge, dedicated, ten GB, one hundred GB, provisioned, and server} is invalid
since it does not specify an operating system.
Besides these relationships, constraints can be also specified using propositional logic
to express dependencies among the features. Usually inclusion or exclusion statements
describe constraints in the form: if feature F is selected, then features A and B must also
be included or excluded. For instance, constraint c1 (Figure 9.5) indicates that selecting
the feature bootstrap excludes features cluster, Ivy Bridge, Sandy Bridge, dedicated, ten
GB, one hundred GB, and provisioned. In other words, selecting the feature bootstrap,
reduces the configuration space to only the operating system.
Moreover, features can be classified as abstract or concrete [345]. Abstract features are
used to structure future models, and they do not have any instance2 as they represent
domain decisions [345]. Concrete features, on the other hand, represent instances (i.e.,
products). For instance, operating system is an abstract feature whereas Ubuntu is a
concrete feature.
Feature models may also have attributes devoted to a feature, which is known as ex-
tended feature model (EFM). Such attributes often represent non-functional properties such
as cost, power consumption, performance, among others. Although there is no consensus
on a notation to define attributes, most of the proposals agree that an attribute should be
at least a triple with a name, a domain, and a value [37]. In figure 9.5, the feature storage
has the attribute size.
Finally, feature models may use cardinalities to express the relationships between their
features. These relationships are classified as [37]:
feature cardinality: determines the number of instances of a feature that can be
part of a product. It is denoted as an interval [n..m], where n is the lower bound
and m is the upper bound. This relationship may be used as a generalization of
the Mandatory ([1, 1]) and the Optional ([0, 1]) relationships.
group cardinality: limits the number of child features that can be included in a
product when its parent feature is selected. A group cardinality is denoted by its
multiplicity (〈n..m〉) comprising a lower and an upper bound value. The multiplicity
value defines how many instances of a group must be at least and at most presented
in a variant configuration. Table 9.1 shows how the relations Optional, Mandatory,
Or, and Alternative are expressed using group cardinality.
One important characteristic of feature models is that they help the users on organizing
concepts in a structured and hierarchical manner, and to define its assets and their valid
combinations [32]. In this context, a valid member of a domain model satisfies all the
constraints in the corresponding feature model. Moreover, feature models are usually
understood by non-technical users, since they refer to domain concepts.
2In this context, an instance means a product or a software artifact.
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Table 9.1 – Using group cardinality in feature model diagrams [293]















Bootstrap ⇒ Shared ∧ EBS ∧ One_GB ∧ One_Hundred_GB ∧ ¬Cluster



























Figure 9.5 – Example of a feature model with And, Optional, Mandatory, Or, and Alternative
features
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9.5 Proposed Model
This section presents our cloud model to handle the variability points of IaaS clouds.
It aims to enable resource selection based on quantitative attributes and on the users’
objectives. For a better understanding, table 9.2 presents the concepts/symbols used in
this section and their meaning.
Table 9.2 – Notation of the model
Name Meaning
cj Cloud j
q Number of clouds
ri,j Resource i from cloud j
lci,j Network bandwidth between the resources i and j
iti,j Instance type i of cloud j
lagi,j Acquisition time of instance i in cloud j
itdi,j,k Disk i of instance type j in cloud k
Θi,j Set of disks from instance type i in cloud j
estwi,j Estimated execution time of workload k in resource i which belongs to cloud j
costi,j Financial cost of resource i in cloud j
σi,j Maximum number of virtual machines allowed for an instance type i in cloud j
vmii,j Virtual machine image i in cloud j
ηi,j Maximum number of disk allowed for the instance type i in cloud j
ωi,j Total amount of disk space, in gigabytes, that can be mounted by instance type i in cloud j
tpsj Maximum aggregate disk space that can be provisioned in cloud j
dti,j Disk type i in the cloud j
mini,j Minimum size in gigabytes of a disk type i in cloud j
maxi,j Maximum size in gigabytes of a disk type i in cloud j
diski,j,k Disk i of type j in cloud k
dsi Size in gigabytes of disk i
dpi Performance in IOPS of disk i
dthi Technology of disk i
ρi,j Size of virtual machine image i, in gigabytes, in cloud j
vti,j Virtualization technique of virtual machine image i in cloud j
spi,j Software packages of virtual machine image i in cloud j
vk Maximum number of virtual machines in cloud k
δj,k Number of virtual machines of type j hosted in cloud k
vmi,j,k Virtual machine i of type j hosted in cloud k
bdi,k Boot disk of virtual machine i in cloud k
nadi,k Number of attached disks to a virtual machine i in cloud k
Ψi,k Total disks size mounted by VM i in cloud k
Hi,j,k(t) Matrix of virtual machines allocation (vmi,j hosted in cloud k at the time t)
pricei Real price of virtual machine i
pmi Price model of virtual machine i. For example, on-demand, spot, reserved
azi,k Zone (data center) where virtual machine i of cloud k is deployed
gi,k Group of the virtual machine i in cloud k
ici A metric that determines the capacity of virtual machine i (c.f. table 3.2)
ipti Performance trust of virtual machine i (c.f. table 3.2)
νi Internal networking cost of cloud i
λi External networking cost of cloud i
ϕi Networking cost of cloud i
φi Storage cost of cloud i
157
Chapter 9. Resource Selection Using Automated Feature-Based Configuration
Management in Federated Clouds
9.5.1 Cloud Computing Model
We assume a cloud computing system with a set of q clouds denoted as C =
{c1, c2, . . . , cq}. The clouds are defined as an undirected graph G(R,L) where R =
{ri,j}, 1 ≤ j ≤ q ∧ 1 ≤ i ≤ nj represents a set of virtual machines (VMs)3 deployed
across the clouds, and L is a set of edges connecting these VMs. Each edge (r, r′) ∈ L
has a capacity value lcr,r′ , representing the network bandwidth between the VMs r and r′,
with lcr,r′ > 0. A virtual machine belongs to an instance type and it has a price model,
a virtual machine image (VMI), and at least one disk. Additionally, a VM is deployed
in a zone (data center) and it may belong to a group. In the remainder of this section j
usually refers to the g cloud where the resource stands.
9.5.1.1 Instance Type Model
A cloud cj, 1 ≤ j ≤ q offers a set of mj instance types denoted by ITj =
{it1,j, it2,j, . . . , itm,j}. The instance types have different capabilities such as processing
power, network throughput, and a cost per use. The cost is defined per unit of time (e.g.,
per hour) and any partial usage is rounded up to the next time unit. For instance, in
a hourly-based scenario, the cost for using an instance during one hour and one minute
is the same as using it during two hours. Moreover, an instance type has a family type
that determines a target workload (e.g., CPU-, Memory-, I/O-optimized), i.e., a purpose
usage. Furthermore, it has a non-negligible and varying acquisition time shortly denoted
as lagi,j, 1 ≤ i ≤ m ∧ 1 ≤ j ≤ k. Additionally, an instance type iti,j may have a set of
disks denoted by Θi,j = {itd1,i,j, itd2,i,j, . . . , itdd,i,j}, d ∈ N+. Finally, a cloud may limit
the number of instances of each type that can be acquired by a user.
Formally, an instance type iti,j is defined as a tuple with an expected execution time
for a given workload (estwi,j), a hourly-based price (costi,j), an acquisition time (lagi,j), the
maximum number of instances (σi,j ∈ Z∗) allowed for it, and a set of disks (Θi,j).
iti,j = < estwi,j, costi,j, lagi,j, σi,j,Θi,j > (9.6)
Additionally, an instance type may have a restriction on the maximum number of disks
and on the total amount of disk space that can be mounted simultaneously. Let ηi,j ∈ N∗
be the maximum number of disk allowed for an instance type i, ωi,j be the total amount
of disk space, in gigabytes, that can be mounted by a type i, and tpsj the maximum
aggregate disk space that can be provisioned by a user in the cloud j.
9.5.1.2 Disk Model
A cloud offers a set of disk types to be used by a virtual machine. Example of disk types
are ephemeral or instance disks, persistent, and object store. Let dti,j be a disk type i in
the cloud j. In this case, dti,j is a tuple with a minimum (mini,j) and a maximum (maxi,j)
size in gigabytes, and a cost per gigabytes/month (costi,j).
dti,j = < mini,j,maxi,j, costi,j > (9.7)
3The terms instance, node, and virtual machine are used interchangeably in this chapter
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In this context, a disk (diski,j,k) has a type (dtj,k), a size in gigabytes (dsi), a perfor-
mance (dpi) defined as the number of input/output operations per second (IOPS), and a
disk technology (dthi). Example of disk technologies are standard4 and SSD.
diski,j,k = < dti,k, dsi, dpi, dthi > (9.8)




9.5.1.3 Virtual Machine Image Model
A virtual machine image (VMI) is a disk that contains an operating system and a
root file system required to start a virtual machine. Moreover, it is designed to run on
a hypervisor (i.e., virtualization technique), and it may have a set of software packages.
Formally, a VMI (vmii,j) is a tuple with a cost per hour (costi,j), a size in gigabytes (ρi,j),
a virtualization technique (vti,j), and a set of software packages (spi,j).
vmii,j = < costi,j, ρi,j, vti,j, spi,j > (9.9)
with ρi,j ≤ tpsj.
9.5.1.4 Instance Model
An instance is a virtual machine (VM) deployed in a cloud k. A VM i (vmi,j,k) belongs
to only one instance type (j) and to only one cloud (k). It cannot be migrated, and a
cloud may limit the number of instances that can be acquired.
Let δj,k be the number of virtual machines of type j hosted by cloud ck. Thus, δj,k ≤ σj,k,





An instance requires a virtual machine image (vmii,k) and a boot disk (bdi,k) with
dsi ≥ ρi, where dsi is boot disk (bdi,k) size. Additionally, it may have a set of attached
disks. Let nadi,k be the number of attached disks of a virtual machine i, and Ψi,k the
current total disk size mounted by VM i. Thus, nadi,k ≤ ηj,k and ωj,k ≤ Ψi,k ≤ tpsk. In
other words, the number and amount of disks attached by a virtual machine must be at
most the allowed for its instance type.
We use a binary integer matrix Hi,j,k(t) to represent the deployment of a VM in a
cloud at the time (t), where:
Hi,j,k(t) =
 1 if vmi,j is hosted by the cloud ck during the period t0 otherwise (9.11)
4Standard disks are often network storages that can be mounted by a virtual machine, which offer the
same functions of a regular hard disk attached to a computer.
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Moreover, a instance runs in a zone (data center) and it can belong to a group.
An instance vmi,j,k can be defined as a tuple with a price, a pricing model (pmi),
a virtual machine image (vmii,k), a boot disk (bdi,k), a zone (azi,k), a group (gi,k), and the
metrics: instance capability (IC) and performance trust (IPT), detailed in section 3.3.2.
vmi,j,k = < pricei, pmi, vmii,k, bdi,k, ici, ipti > (9.12)
9.5.2 Cost Model
9.5.2.1 Networking and Storage Cost
Each cloud may have different monetary costs for data transfer (i.e., network pricing)
and data provisioning (i.e., storage).
The data transfer cost consists of the inbound and outbound price per gigabytes. In
other words, it is the network cost per amount of data transferred from/to a cloud’s
resource. It is defined as internal when the resources are located at the same cloud or
external when one resource belongs to another cloud (i.e., the Internet traffic). Let νi and
λi be respectively the internal and external networking costs of the cloud i. Thus, the
networking cost can be defined as:
ϕi = νi + λi (9.13)
The data provisioning, on the other hand, is the monetary storage cost. The clouds
often consider three storage costs: the provisioned space cost (i.e., disks cost), the snapshot
storage cost, and the image storage cost. The provisioned space is the cost of the provisioned
disks. The snapshot storage cost is the price to pay for taking a snapshot of an instance
and to store it in the cloud. Finally, the image storage cost is the price to store a virtual
machine image (VMI) in a cloud. These costs are defined in gigabytes per dollar. Let φk




dsi ∗ costi,k +
n∑
j=1
dsj ∗ costj,k +
n∑
l=1
dsl ∗ costl,k (9.14)
where dsi, dsj, and dsl are respectively the size of: disk i, snapshot j, and image l in
gigabytes.
9.5.2.2 Instance Cost
A virtual machine can be acquired following three pricing models: on-demand, spot,
and reserved. The on-demand model has a fixed cost. The spot model, on the other hand,
has a varying model, where the users can specify the maximum value that they would like
to pay. Finally, in the reserved model, the users pay in advance to use the cloud during a
fixed time.
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Let Pi,j,k(t) be the real price of the instance i of type j deployed in the cloud k during
the period t. It can be defined as:
Pi,j,k(t) =
 costj,k if i is an on-demand instancespi,j,k otherwise (9.15)
where, costj,k is the price defined by the cloud provider for the instance type, and spi,j,k is
the user’s bid for the virtual machine. We assume that these prices are known before the
use of an instance.








Hi,j,p(t) ∗ Pi,j,p(t)) + ϕp + φp (9.16)
In other words, it is the cost of using each instance at the time t plus the storage and





This model should be included in a scheduling algorithm to provision and to schedule
the virtual machines taking into account the characteristics of the applications and the
cost/performance of the virtual machines.
9.6 Modeling IaaS Clouds Configuration Options
with Feature Model
For a reference example, consider two different user groups: one group comprises
non-technical users or users who have only high-level knowledge about either system
administration or cloud computing, whereas the second group comprises specialized
users (i.e., system administrators). While users belonging to the former group might be
interested in creating their computing environment based on higher-level descriptions
such as CPU, memory size, and operating system, the latter may want to create the
environment (or at least to have the option to create it) based on fine-grained options
such as hypervisor, virtualization type, storage technologies, among others.
To meet the objectives of these two groups, we can follow a product line engineer-
ing (PLE) process (Figure 9.1). The PLE has two major phases: domain engineering
and product engineering. In the domain engineering phase, a variability model is defined
for the product line. This model includes the variation points and the commonalities of
the products. It can also include the constraints between the variations and the products.
The product engineering phase, on the other hand, is responsible for deriving the products
from the model established in the domain engineering phase [48].
In both phases, we can use feature models to describe the products. In this case, the
output of the domain engineering phase is an abstract feature model. After, a concrete
model is created with the products. Figure 9.6 shows our abstract model to handle the
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configuration options at the infrastructure layer. Its functional properties are guided by
the taxonomies available in the literature [158, 284, 320, 353, 383], and it uses attributes
to describe the qualitative characteristics of the resources such as network throughput and
CPU capacity (i.e., sustainable performance). With this model, the users can see the kind
of resources that are available in IaaS clouds, as well as their constraints and variabilities
such as disk type, location, among others.
In figure 9.6, a family type determines the characteristics and the recommended usage
for an instance type. This usage is based on the amount of resources available for the
instances such as CPU, memory, and accelerators. Moreover, the members of a family
type often have the same hardware configuration, i.e., they are homogeneous with regard
to the underlying infrastructure. Unlike the family type shared, all other instance types
offer a fixed amount of resources. Furthermore, instance types that do not have a defined
purpose usage are classified as general. Although some clouds and models [130] add a new
level to classify the size of an instance type using terms such as medium, large, xlarge,
among others, our model does not for two reasons. First, these classifications differ only in
the amount of resources provided by each instance that can be handled by using attributes.
Second, these classifications require additional data to describe an instance type, since
instances belonging to different family types may receive the same classification.
As we said in section 3.4, some instance types may have physical disks attached to the
host computer of a virtual machine, i.e., instance disks. These disks are normally ephemeral,
which cannot be used as the primary disk of the instance. In this case, a VM can mount
the instance disks, but it must have at least one persistent disk. It is the virtual machine
image which defines the persistent disk. In other words, the VMI defines the root file
system of a VM as well as its minimal size. In figure 9.6, HVM and PVM are respectively
hardware assisted and paravirtualization techniques described in section 3.1.1.2.
Additionally, virtual machines can be placed in a group to decrease network latency
and/or to increase network throughput, for instance, i.e., they can be organized in a cluster.
In this case, the instances must be in the same zone (data center). However, a cloud
provider may restrict the instance types that can be placed in a cluster. This feature enables
us to reference the cluster instead of each virtual machine individually, and it can also used
to model a physical cluster. For example, to represent the Tompouce cluster (Figure 2.2),
we can modeled one virtual machine with the total number of cores (i.e.,#vcpu) and
GFlops of the cluster or we can model all nodes and assign them the same group.
Finally, as each region have at least one zone, we model this data through a constraint,
assuming that there is a function that returns all zones of a region, and that this function
is used to validate the zone assigned to a disk or to a group. Moreover, a virtual machine’s
zone is always the same of its attached disks.
9.7 Experimental Results
To validate our model, we modeled entirely two different cloud providers: Amazon EC2
and GCE. As in the PLE process, the first step consists of implementing the variability
model and the second one of representing the clouds with this model, we implemented
the models and a system to manage the models in Java to allow the users to instantiate
the clouds, as depicted in figure 9.7. The system works as follows. First, the data about
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Figure 9.6 – Abstract extended feature model of IaaS clouds
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the clouds are stored in a database. These data include the costs, the restrictions in each
region of the clouds, and the performance of the instance types obtained with benchmarks.
Next, the users define their constraints and submit them to a system. Then, the system
reads the database to load the data about the resources and uses Choco [178], a constraint
satisfaction problem solver, to find the configurations that meet the objectives. Next, the
valid configurations are sent for the users, who can see all the solutions, the best solutions,
and the solutions in the Pareto front. Finally, the users can select the configurations
and request the system to deploy them in the clouds, or they can demand the system to
based on the Pareto front suggests one without considering one objective (e.g., cost, CPU,
memory).
Tables 9.3 and 9.4 show the instance types available in the clouds EC2 and GCE,
respectively, and their cost in one region. Although each table shows the price of only one
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Figure 9.7 – Our process to select and to deploy the resources in the clouds
Based on the instance types of the clouds, figures 9.8 and 9.9 show the abstract model
instantiated to describe two different products (virtual machines) of each cloud. With
these models, the users can see that both clouds offer resources in different regions (Europe
and North America), and that only EC2’s instance types have ephemeral SSD disks with
zero cost, for example.
Moreover, using these models, we can simulate resource migration between the clouds.
In this case, we use the abstract model to describe the environment and the concrete models
to select the resources. For example, a description like: { b64, #vcpu = 2, memorySizeGB
= 15, General, HVM, Linux, x64, North America, Persistent, SSD, diskSizeGB = 30 }
returns VM1 of GCE (Figure 9.9).
We conducted three benchmarks (Table 9.5) to evaluate the characteristics of the
instance types. These benchmarks were required because: (i) the literature only has data
about the first generation of EC2 instance types [167, 170, 242, 267, 269, 284], and we
were interested in all generations as well as in the GCE’s instance types. In addition, only
few instance types have been evaluated by these works; and (ii) the literature lacks data
about the network throughput of the instances.
In order to obtain the CPU performance, similar to [267, 284], we executed LIN-
PACK [227] with five problem sizes ranging from 13,000 to 55,000. The information
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Table 9.3 – Amazon EC2 instance types and their cost in the region of Virginia
Instance type Virtual cores Memory (GB) Cost (USD) / Hour Family type
c3.large 2 3.75 0.105 Compute
c1.medium 2 1.7 0.130 Compute
c3.xlarge 4 7.5 0.210 Compute
c3.2xlarge 8 15.0 0.420 Compute
c1.xlarge 8 7.0 0.520 Compute
c3.4xlarge 16 30.0 0.840 Compute
c3.8xlarge 32 60.0 1.680 Compute
cc2.8xlarge 32 60.5 2.000 Compute
g2.2xlarge 8 15.0 0.650 GPU
cg1.4xlarge 16 22.5 2.100 GPU
m3.medium 1 3.75 0.070 General
t2.micro 1 1.0 0.013 General
t2.small 1 2.0 0.026 General
m1.small 1 1.7 0.044 General
m1.medium 1 3.75 0.087 General
m3.large 2 7.5 0.140 General
t2.medium 2 4.0 0.052 General
m1.large 2 7.5 0.175 General
m3.xlarge 4 15.0 0.280 General
m1.xlarge 4 15.0 0.350 General
m3.2xlarge 8 30.0 0.560 General
r3.large 2 15.0 0.175 Memory
m2.xlarge 2 17.1 0.245 Memory
r3.xlarge 4 30.5 0.350 Memory
m2.2xlarge 4 34.2 0.490 Memory
r3.2xlarge 8 61.0 0.700 Memory
m2.4xlarge 8 68.4 0.980 Memory
r3.4xlarge 16 122.0 1.400 Memory
r3.8xlarge 32 244.0 2.800 Memory
cr1.8xlarge 32 244.0 3.500 Memory
t1.micro 1 0.615 0.020 Shared
i2.xlarge 4 30.5 0.853 Storage
i2.2xlarge 8 61.0 1.705 Storage
i2.4xlarge 16 122.0 3.410 Storage
hs1.8xlarge 16 117.0 4.600 Storage
hi1.4xlarge 16 60.5 3.100 Storage
i2.8xlarge 32 244.0 6.820 Storage
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Table 9.4 – Google Compute Engine (GCE) instance types and their cost in the US region
Instance type Virtual cores Memory (GB) Cost (USD) / Hour Family type
n1-highcpu-2 2 1.8 0.088 Compute
n1-highcpu-4 4 3.6 0.176 Compute
n1-highcpu-8 8 7.2 0.352 Compute
n1-highcpu-16 16 14.4 0.704 Compute
n1-standard-1 1 3.75 0.070 General
n1-standard-2 2 7.5 0.140 General
n1-standard-4 4 15.0 0.280 General
n1-standard-8 8 30.0 0.560 General
n1-standard-16 16 60.0 1.120 General
n1-highmem-2 2 13.0 0.164 Memory
n1-highmem-4 4 26.0 0.328 Memory
n1-highmem-8 8 52.0 0.656 Memory
n1-highmem-16 16 104.0 1.312 Memory
f1-micro 1 0.6 0.013 Shared
g1-small 1 1.7 0.035 Shared
about the underlying hardware was acquired through the non-trapping cpuid instruction.
The UnixBench [57] was employed to provide another way to compare the performance
variations within the same cloud platform. UnixBench is a test suite for Linux systems to
analyze their performance with regard to CPU, I/O, system call, among other operations.
Based on the result of each test, an index score value is calculated, i.e., the UnixBench
computes the index score value of a system using the SPARCstation 20 as baseline. This
benchmark allows us to compare the CPU performance of the instances that belong to
a family type but that offer a different number of virtual cores. Figure 9.10 shows the
CPU performance of the general instance type of the clouds. The general instance type
was evaluated since it is not bound to any application’s characteristics, which can be used
as a baseline to choose other specialized instance types. We observe that in GCE, small
instances must be preferred when the applications do not use all the resources (e.g., virtual
cores) of the instances, as the performance of a single core type is better than using a
virtual core of an eight core instance type (Figure 9.10).
For network performance, we used iperf [168] to measure TCP and UDP throughput.
Each measure has a client and a server component located in the same zone belonging
to the same instance type. The measurements was done during one day for each type
considering both internal and external data transfer.
Table 9.5 – Benchmark applications
Resource type Application
CPU LINPACK [227], UnixBench [57]
Network iperf [168]
Considering these data, we simulated some users requirements, depicted in table 9.6,
considering that they want to select instance types that maximize the amount of memory,
the number of CPU cores (vCPU), the CPU performance (GFlops), and the network
throughput with a minimal cost. Hence, in table 9.6 the requirements are defined as the
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(b) Google Compute Engine (GCE)
Figure 9.10 – UnixBench score for one, two, four, and eight virtual cores for the general instance
types of Amazon EC2 and GCE
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minimal number of vCPUs and the amount of memory; and the maximal financial cost
per hour, since these data are often known by the users. In this case, each row represents
the users’ requirements.
Table 9.6 – Three users’ requirements to select the clouds’ resources




9.7.1 Scenario 1: simple
The first scenario (First row in table 9.6), represents a small demand of the clouds, as
the required resources are relatively small. For this case, there are 55 solutions (Figure 9.11)
with the price ranging from 0.21 (c3.xlarge) to 0.49 (m2.2xlarge) dollars/hour, where 7
of them are in the Pareto front, as depicted in figure 9.12. Although the cheapest one
meets the users’ requirements, they can pay 34% more and get the double of memory
and sustainable performance (m3.xlarge). However, the best solution, taking into account
all the objectives, may depend on the characteristics of their applications or on other
preferences. For example, fixing the cost, and requesting the system to based on the Pareto
front to suggest one instance type, trying to maximize the other variables (vCPU, memory,
GFlops, network throughput), the users still have two options (Figure 9.13). However,
keeping the cost at the minimal value, after two iterations, they can select the r3.xlarge
instance type paying 28% less than in the previous one (Figure 9.13) with the same
sustainable performance and with a high amount of memory. Finally, if performance is
the most important objective at the minimal cost, the c3.2xlarge is the instance to select.
9.7.2 Scenario 2: compute
The second scenario (Second row in table 9.6) simulates a CPU-bound demand due to
the number of cores requested, which is the maximum offered by the GCE cloud (Table 9.4).
In this case, there are 10 valid solutions, as shown in figure 9.14. However, only two
different instance types (n1-highcpu-16 and c3.4xlarge) met the objectives in different cloud
providers (Figure 9.15). Hence, two of the solutions are in the Pareto front (Table 9.7).
The n1-highcpu-16 instance type can be selected if the network throughput is not important
as the c3.4xlarge can offer a network throughput of 9.3 Gbps. However, the users must
consider that to achieve this throughput, the instance must be restarted, which means
that if it is needed in the first hour, a cost of 0.840 USD must be added for its usage.
Otherwise the throughput is the same as the delivered by the other solution. Moreover,
the n1-highcpu-16 instance is also the best solution with regard to the minimal cost.
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Figure 9.11 – Instance types that offer at least 4 vCPU cores and 4GB of RAM memory with
a cost of at most 0.5 USD/hour
Figure 9.12 – Instance types in the Pareto front that offer at least 4 vCPU cores and 4GB of
RAM memory with a cost of at most 0.5 USD/hour
Table 9.7 – Instance types in the Pareto front considering a demand for 16 CPU cores and
8GB of RAM memory with a cost of at most 1.0 USD/hour
Instance Virtual Memory Cost (USD) Family GFlops Network
type cores (GB) / Hour type throughput (Gbps)
n1-highcpu-16 16 14.4 0.704 Compute 81.6 0.8
c3.4xlarge 16 30 0.840 Compute 72.7 9.3
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Figure 9.13 – Instance types suggested by the system that offer at least 4 vCPU cores and
4GB of RAM memory with a cost of at most 0.5 USD/hour





























Figure 9.14 – Instance types that offer at least 16 CPU cores and 8GB of RAM memory with
a cost of at most 1.0 USD/hour
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Figure 9.15 – The solutions with the minimal cost (best solutions) when requested at least 16
CPU cores and 8GB of RAM memory with a cost of at most 1.0 USD/hour
9.7.3 Scenario 3: compute and memory
The last scenario, on the other hand, simulates the need of a memory-bound application
but that also requires a high number of CPU cores, i.e., a compute and memory demand.
Similar to the previous scenario, there are only two different instance types (n1-highmem-16
and r3.4xlarge) from the 13 valid solutions (Figure 9.16).
In this case, the best choice is the EC2’s instance type (r3.4xlarge) as it costs only 6%
more than the other instance type (n1-highmem-16 ) in the Pareto front (Figure 9.17) but,
it has 17% more memory, a sustainable performance (GFlops) higher than the delivered
by the other one (Table 9.8). In addition, it also has a network throughput of 9.3 Gbps.
Without all this information, it may be difficult for the users deciding to use the r3.4xlarge,
taking into account that they want low cost, and the description of both instances offers
almost the same amount of resources (i.e., vCPU and RAM memory).
Table 9.8 – Characteristics of the instance types that offer at least 16 CPU cores and 90GB of
RAM memory
Instance Virtual Memory Cost (USD) Family GFlops Network
type cores (GB) / Hour type throughput (Gbps)
n1-highmem-16 16 104 1.312 Memory 79.06 0.8
r3.4xlarge 16 122 1.400 Memory 138.86 9.3
9.8 Related Work
This section describes how cloud variabilities have been modeled in the literature and
for which objective, as well as which cloud model has been considered. In order to highlight
these objectives, the discussed works are organized in five categories: (i) modeling cloud
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Figure 9.16 – Instance types that offer at least 16 CPU cores and 90GB of RAM memory with
a cost of at most 2 USD/hour
Figure 9.17 – Instance types in the Pareto front that offer at least 16 CPU cores and 90GB of
RAM memory, with a cost of at most 2 USD/hour
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variability with feature model, (ii) modeling machine image deployment, (iii) modeling
PaaS applications, (iv) customization of multi-tenant applications, and (v) modeling
infrastructure configurations.
9.8.1 Virtual Machine Image Configuration
9.8.1.1 SCORCH
Smart cloud optimization for resource configuration handling (SCORCH) [102] is
a model-driven engineering (MDE) approach to manage virtual machine image (VMI)
configurations. It aims to meet applications’ performance taking into account the power
consumption of the virtual machines. To achieve these goals, SCORCH uses feature
modeling to describe the VMI and the applications’ requirements. Furthermore, it em-
ploys constraint programming (CP) to find out the feasible configurations. In other words,
SCORCH uses feature model to select a virtual machine in an auto-scaling queue that
matches the applications requirements or that minimizes the time to setup one.
The proposed approach comprises five models (Figure 9.18): (i) cloud configuration
model, (ii) configuration demand model, (iii) configuration adaptation model, (iv) energy
model, and (v) cost model. The cloud configuration model is a feature model with the
VMI configuration options such as CPU, memory, operating system, and application server.
This model allows the developers to create a request for an instance configuration, and to
check if it is valid. The configuration demand model specifies the instance type required by
each application, and its required software packages. The configuration adaptation model,
on the other hand, indicates the amount of time to add or to remove a feature from a
configuration. The energy and cost models represent respectively the power consumption
and the financial cost of each feature.
These models were used to deploy an e-commerce application considering three-family
types (general, compute and memory) of Amazon EC2 and three provisioning scenarios:
static, non-optimized auto-scaling, and optimized auto-scaling. The static scenario creates
the virtual machines in advance and keeps them running all the time, whereas the non-
optimized one creates them on-demand but without considering reconfiguration. The
optimized scenario, on the other hand, extends the non-optimized to consider image
reconfiguration. Using the models, the optimized provisioning strategy could reduce the
power consumption and the response time of the applications.
9.8.1.2 VMI Provisioning
In [340], Tam and colleagues use MDE and feature modeling to configure and to
deploy VMI. In this case, the proposed feature model, depicted in figure 9.19, describes
the software packages required by a VMI and the constraints among them. In this case,
the authors employ feature modeling to reduce the time to set up a virtual machine trying
to match a user’s configuration with one available in a repository.
Experiments realized in a testbed show that this approach could reduce the setup
time and the network traffic. Moreover, using an extended feature model, this approach
can reduce the power consumption of the virtual machines by removing redundant soft-
ware [339].
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Figure 9.19 – MDE approach for VMI configuration. Adapted from [340]
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9.8.1.3 Typical Virtual Appliances
Zhang and colleagues [389] present a model called typical virtual appliance (TVA) for
provisioning and management of virtual machines. A TVA is a template describing a set of
popular softwares, and the frequently used services. The main objective of this approach
is to minimize both storage space wasted with pre-built virtual machine images and the
time to set up a virtual appliance. In this context, when a user requests a configuration
that the system cannot match with one available in a repository, the system tries to select
one that requires the minimal time to be converted to the requested configuration.
Simulation results show that this approach can reduce the setup time when there are
sufficient data about popular software demands.
9.8.2 Virtual Machine Image Deployment
9.8.2.1 Virtual Appliance Model
In [200], Konstantinou and colleagues present an MDE approach for virtual machine
image deployment using a virtual appliance model. A virtual appliance model is an
abstract deployment plan that describes the configuration options of virtual machines.
These configuration options are pre-built virtual machine images defined by domain
experts. This approach, depicted in figure 9.20, works as follows. First, a solution
architect creates a virtual solution model (VSM) by selecting virtual appliance models
and specifying configuration options such as placement constraints, network zones, and
resource consumption requirements. Then, a deployment architect transforms the VSM
into a cloud-specific virtual solution deployment model (VSDM), where specific cloud
configurations are added. Finally, the deployment model is converted into an executable
plan called virtual solution deployment plan (VSDP). Then, the VSDP invokes the cloud’s
operations to configure the environment and the virtual machines based on the virtual
solution model.
According to the authors, the idea of using these different models is first to capture
the deployment logic of possible software service topologies and layers. Moreover, they
enable a new kind of service called composition-as-a-service.
Experimental results show that using these models, a software architecture could deploy
a virtual machine in a cloud.
9.8.2.2 Composite Appliance
Chieu and colleagues [78] introduce the concept of composite appliance to deploy appli-
cations in the cloud. A composite appliance is a set of virtual machine images configured
to work as a single configuration option. In this case, the proposed model (Figure 9.21)
has five classes that describe and capture the constraints of a virtual appliance such as
memory size, number of CPUs and required software packages.
The proposed model aims to reduce the time to deploy a VM in the cloud by reusing
the images configured for a deployment scenario.
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Figure 9.21 – Composite appliance model [78]
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9.8.3 Deploying PaaS Applications
9.8.3.1 HW-CSPL
Cavalcante and colleagues [9, 67] propose an adaptation of SPL-based development to
deploy a Health Watcher application in the cloud (Figure 9.22). This approach works as
following. First, the feature model of the application is modified to include cloud features
such as storage and database type. Second, the developers change the source code of
the application to implement cloud’s variability. In such case, feature modeling helps the
developers in identifying the clouds that meet the application’s requirements, as well as to
use the services of the clouds.
They validated this model using conditional compiling techniques and dynamic aspect-
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Figure 9.22 – HW-CSPL’s feature model. Adapted from [67]
9.8.3.2 SALOON
SALOON [287] is a framework that combines feature models and ontology to support
the developers on deploying their applications on multiple PaaS providers. In such case,
it uses feature models to capture clouds variability, and ontologies to describe the fea-
tures (Figure 9.23). SALOON has two ontologies, namely OntoCloud and OntoDim. The
OntoCloud translates general cloud concepts to the terms used by each cloud provider,
whereas the OntoDim describes the attributes of the feature models. In other words, in this
work, feature models handle cloud configurations, and ontologies translate the features
and the attributes of each cloud model to general cloud concepts.
Experiments show that SALOON was able to select four different PaaS providers based
on two configuration options of an application. Moreover, it could also generate the scripts
to deploy the application in the clouds [288].
179
Chapter 9. Resource Selection Using Automated Feature-Based Configuration






















Figure 9.23 – SALOON framework [287]
9.8.4 Configuration options of multi-tenant applications
9.8.4.1 Multi-Tenant Deployment
Mietzner and colleagues [247] use variability modeling to support SaaS providers
in managing configuration options of their applications. They consider two types of
variability options: external and internal. On the one hand, external variability comprises
the configuration options that (i) are visible and can be managed by the users (i.e., tenants),
and (ii) do not change the application deployment such as changing the logo or the title
of an application. On the other hand, internal variability concerns the infrastructure or
deployment options that are only managed by the providers such as replication, clustering,
and database sharding.
Figure 9.24 shows the feature model with external and internal options of the application
modeled by the authors. In this case, feature modeling helped the users on changing the
application’s requirements (e.g., functional and non-functional) on-the-fly and supported
the SaaS providers on generating the deployment scripts for each configuration.
9.8.4.2 Capturing Functional and Deployment Variability
Ruehl and colleagues [304, 305] use feature modeling to allow the users on customizing
SaaS applications taking into account four different data-sharing models. Based on
configuration templates, an execution engine adjusts a generic application to a configuration
requested by a user5.
In this context, a provider creates a catalog with the variability options supported by
the applications, and the users utilize this catalog to deploy their applications (Figure 9.25).
In such case, each variability option is implemented as a component that is instantiated
according to a deployment model. The deployment model can be private, public, white
hybrid, or black hybrid. In the private model, an application runs without sharing its
5In the context of this work, a user (i.e., tenant) may be a company and it may have multiple users.
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Figure 9.24 – Feature model showing external and internal variability options of a multi-tenant
SaaS application. Adapted from [247]
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components with other applications, whereas in the public model, it runs following the
multi-tenant mode, i.e., multiple tenants use the same component. In the hybrid model,
the tenants specify with whom they want to share their application’s components.
Using variability modeling the users could select a configuration that met their security
constraints and the providers could find a configuration option that reduced the number
of single tenant-deployment.
Figure 9.25 – A model for managing configuration options of SaaS applications [305]
9.8.4.3 Configuration Management Process
Schroeter and colleagues [313] propose a configuration management process to deal
with application requirements, different users views, and dynamic reconfiguration. The
configuration process comprises an extended feature model (EFM), a view model, and a
configuration process model. The proposed configuration process works as follows. First,
extended feature models are used to express functional and non-functional requirements
of an application. Then, the variability options are logically grouped according to the
users (i.e., tenants) interests. In such case, a view model is created to support the mapping
between the configuration decisions and the feature models, as well as to identify the users
with similar concerns. Finally, the configuration process model defines the order of each
configuration in four different stages as depicted in figure 9.26, where each stage represents
a customer view. In the declaration stage, feature models are defined and their variability
options are bounded in the specialization stage. Then, these feature models are merged in
the integration stage. Moreover, the separation stage splits each feature model in multiple
restricted extended feature models.
The objective of this process is to build consistent feature models and to guarantee
valid configuration options.
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Figure 9.26 – The configuration process model and its stages [313]
9.8.4.4 Service Line Engineering Process
In [363], Walraven and colleagues propose a software line engineering method to support
configuration and deployment of multi-tenant applications. The method comprises four
stages namely service line development, service line configuration, service line composition,
and service line deployment (Figure 9.27). Each stage has different activities to support
the users on creating the feature models and on developing the applications. This feature-
oriented method aims to support the management and development of multi-tenant
applications. In other words, this work focus on providing a method to handle the
customization of multi-tenant applications in the cloud.
It was validated through the development of a document processing application and
the results show that this method could reduce the costs to create and to operate the
application.
Figure 9.27 – The service line engineering method [363]
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9.8.5 Infrastructure Configuration
9.8.5.1 AWS EC2 Service Provisioning
García-Galán and colleagues [130] uses an extended feature model (EFM) to describe
some AWS services. They aim to support the users on selecting valid service configurations
basing on high-level constraints such as the number of CPUs, the minimum memory or
storage size, and the maximum financial cost (Figure 9.28). Functional requirements (e.g.
instance type) were modeled as features and non-functional requirements (e.g., cost and
usage) as attributes.
The proposed approach comprises two phases. The first-phase validates if a user’s
configuration meets the constraints of a model; and the second one selects the configurations
that fulfill a given objective. These phases were validated using a customized version of
the FaMa tool6 [348] to show the users which Amazon EC2 configurations fulfill the given
objective.
9.8.6 Comparative View
Table 9.9 summarizes the papers reviewed in this section. The first column shows
the paper or the name of the solution presented in the paper. Then, the second column
presents how feature modeling is used to deal with the clouds’ variabilities. The cloud
service model considered by each paper is described in the third column. The last column,
on the other hand, presents the objectives of each paper.
In the domain of cloud computing, feature modeling has also been used to handle the
variabilities of VMI, multi-tenant applications, and services offered by the cloud providers.
Most of the reviewed works [78, 102, 200, 340, 389] handle the variabilities of virtual
machine images. In this case, they aim to minimize the time to setup a virtual machine
considering performance constraints and in some case, power consumption [102, 339].
Feature modeling has also used to reduce storage space [389] used with pre-built images
or to support the users on deploying a virtual machine in the cloud.
At the PaaS layer, one solution [9, 67] uses feature modeling to help the developers on
changing the code of an application to use cloud’s services; and another solution [287, 288]
uses it to support the developers on deploying their native cloud applications.
The variabilities of SaaS applications have also be considered by some works [247,
304, 305, 313, 363] with different objectives. In such case, they aim to avoid invalid
configurations, to minimize the time to configure or to create an application, and to avoid
single tenant deploys.
There is one work that considers resource selection [363] in an specific cloud. In this
case, based on the users’ requirements, a feature model is used to obtain the configurations
of the cloud and to check that a user’s configuration is valid.
Our work handles the variabilities at the infrastructure layer, and similar to [363],
we use feature modeling to select the resources according to the users’ requirements.
However, we consider multiple users’ objectives and multiple clouds, employing an abstract
feature model. This abstract model allows us to select different resources like virtual
6FaMa is a tool to analyze feature models.
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Figure 9.28 – Extended feature model for EC2, EBS, and S3 services. Adapted from [130]
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machine image, disks, and to describe the whole environment. Moreover, it avoids invalid
configurations and it can deploy the configurations in the clouds.
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9.9 Summary
In this chapter, we presented our solution to help the users on selecting the clouds and
the instance types to execute their applications, taking into account multiple objectives.
The proposed solution is based on a product line engineering (PLE) process that comprises
different phases and roles (Figure 9.1). In the first phase, an abstract feature model (FM)
is created to describe the variabilities of the IaaS clouds. Next, this model is instantiated
with the features and characteristics (i.e., qualitative and quantitative attributes) of the
products available in the clouds. After, the users specify their requirements and objectives,
and the configurations that are optimal with regard to the objectives are selected and
deployed in the clouds.
We validated our model employing constraint programming (CP) implemented through
the Choco [178], a well-established satisfaction problem solver, considering two different
cloud providers and multiple objectives. The experimental results show that with our
approach, the users can get optimal configurations with regard to their objectives, which
without the support of a system it may be difficult for users deciding for the suggested
ones.
Our solution deals with the challenges identified in section 9.2 as follows. To face
the first challenge (capturing clouds heterogeneity and constraints), we proposed a cloud
model and an abstract feature model that specify the characteristics and constraints of the
clouds. The product line engineering approach deals with the second challenge (matching
application requirements with the resources characteristics) enabling resource selection
based on a declarative strategy and on the users’ objectives. In this case, the engineers
benchmark the clouds and include the results in the models. We used our abstract model
to handle the configuration options of two different clouds (Figures 9.8 and 9.9), helping us
to deal with the third challenge (describing a multi-cloud deployment environment). These
models consider the dependencies between the resources in a multi-cloud environment.
Finally, as our models have functional and non-functional data about the clouds, it can
support auto-scaling systems without the usage of virtual machine images, dealing with
the fourth challenge (supporting auto-scaling decisions).
Our solution can be used to implement a control loop, where a system continuously
monitors the environment and takes decisions in order to meet the users’ objectives. In
other words, it can be used to support a system that aims to implement autonomic
properties such as self-configuration and self-optimization.
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In the previous chapter, we described proposed a method based on software product
line that allowed automated configuration and deployment of the resources in the cloud,
enabling a generative approach. In this chapter, we use this method to build an autonomic
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and goal-oriented cloud system. This system aims to help the users on executing their
applications on federated IaaS clouds. Moreover, our system tackles the issues identified
in the second contribution (Chapter 7) of this doctoral thesis, relying on top of a P2P
layer. Finally, it meets most of the functional requirements identified for multiple cloud
systems such as [277]: (a) it provides a way to describe functional and non-functional
requirements through the usage of our software product line engineering method described
in the previous chapter; (b) it can aggregate services from different clouds; (c) it provides
a homogeneous interface to access services of multiple clouds; (d) it allows the service
selection of the clouds; (e) it can deploy its components on multiple clouds; (f) it provides
automatic procedures for deployments; (g) it utilizes an overlay network to connect and to
organize the resources; (h) it does not impose constraints for the connected clouds.
The reminder of this chapter is organized as follows. Section 10.1 presents the intro-
duction and motivation behind this chapter. Section 10.2 presents the proposed system
architecture and its main components, followed by a description of its autonomic proper-
ties. Experimental results are presented and discussed in 10.3. Section 10.4 presents a
comparative view of some important features of cloud architectures. Finally, section 10.5
concludes this chapter.
10.1 Introduction and Motivation
Deploying and executing an application in an IaaS cloud demand a considerable amount
of work. This amount of work is mostly due to the kind of applications considered by
these clouds. While the clouds focus on Web applications, the users’ applications are
many times batch-oriented, performing parameter sweep operations. Furthermore, users
applications may require specific configurations and some of them may take days or even
weeks to complete their executions.
While the former issue can be dealt with virtual machine image (VMI), the latter
requires monitoring and fault-tolerance strategies in order to reduce the chances of losing the
work (i.e., the application execution) just before it completes. Nonetheless, creating VMIs
is often time-consuming and demands advanced technical skills. Monitoring, on the
other hand, is usually realized by employing heartbeats [153]. Heartbeats are presence
notification messages sent by each virtual machine to a monitor [88]. In this case, when a
heartbeat message fails to reach the monitor within a given threshold, the VM is considered
unavailable and a process to recovery it or to create a new one starts.
Since clouds are susceptible to failures, it is interesting to consider a multi-cloud
scenario. This scenario increases the difficulties to deploy and to execute an application.
These difficulties are mainly due to the clouds’ heterogeneity and because of the cost of
exporting and importing virtual machine images between the clouds. In addition, the
users should be aware of the clouds’ internals and the communication pattern of their
applications in order to reduce the cost, for instance. For example, in some clouds, the cost
of data transfers between virtual machines in the same data center using their external IP
addresses is the same as the cost of transferring data between different clouds or regions.
Moreover, the network throughput is often lower when using external IP addresses. Hence,
changing the applications to consider the location of the nodes or realizing this work
manually may be very difficult for the users, especially when there are multiple clouds and
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the environment can change at runtime. In this context, we advocate the use of autonomic
systems (Chapter 4) to do this work automatically.
Therefore, in this chapter we propose and evaluate an autonomic cloud architecture. The
proposed architecture implements self-configuration, self-healing, and context-awareness
properties to help users on executing their applications in multiple clouds and to tackle
the difficulties described previously. Our architecture relies on a hierarchical P2P overlay
to organize the virtual machines and to deal with inter-cloud communication.
The reminder of this chapter is organized as follows. Section 10.2 presents the proposed
architecture and its main components, followed by a description of its autonomic properties.
Then, experimental results are discussed in 10.3. Next, a comparative view of some
important features of cloud architectures is presented in section 10.4. Finally, section 10.5
presents final considerations.
10.2 System Architecture
In our proposal, we assume a multi-cloud environment, where each cloud has a pub-
lic API that implements the operations to: (a) manage the virtual machines (e.g., to
create, to start, to shutdown) and their disks; (b) get the list of the available VMs and
their state (e.g., running, stopped, terminated, among others); (c) complement the VMs’
descriptions through the usage of metadata. We also consider that the virtual machines
fail following the fail-stop model. In other words, when a VM fails, its state changes to
stopped and the system can either restart it or replace it by a new one.
As the proposed architecture organizes the nodes using a P2P overlay, we assume
that there is a set of nodes (e.g., super-peers) responsible for executing some specialized
functions such as system bootstrapping and communication management. It is important
to notice that the presence of such nodes does not mean a centralized control, as described
in section 2.4. In addition, the number of these specialized nodes may vary according to
some objective, e.g., the number of clouds.
The architecture uses a message queue system (MQS) to implement a publish/subscribe
policy. The publish/subscribe interaction pattern is employed due to its properties such
as [108]: space decoupling, time decoupling, and synchronization decoupling. These prop-
erties help the system to increase scalability and to make its communication infrastructure
ready to work on distributed environments. Moreover, message queue systems normally do
not impose any constraint for the infrastructure. In this case, all messages are persisted to
support both node’s and services’ failures; and a message continues in the queue until a
subscriber consumes it or until a defined timeout is achieved.
The proposed architecture comprises three layers: client, core, and infrastructure, as
depicted in figure 10.1. There is also a cross-layer called monitoring. In the context of
this work, the rationale for using a layered architecture is that it enables a loosely coupled
design and a service-oriented architecture (SOA).
10.2.1 Client Layer
The client layer provides the job submission module. This module takes an application
descriptor as input, and submits it to a node in the cloud. This node is called application
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Figure 10.1 – Design and main modules of an autonomic architecture for multiple clouds
manager, and it will coordinate the executions in the cloud.
An application descriptor has five parts (Listing 10.1): user, requirements, clouds,
applications, and on-finish action. The user section contains the user’s information such
as user name and his/her SSH keys. If the user does not have the SSH keys, they will
be generated by the system. These keys are used to create and to connect to the virtual
machines. The requirements section, on the other hand, includes: (a) the maximal cost
to pay for a VM per hour; (b) the minimal number of CPU cores and RAM memory size;
(c) the platform (i.e., operating system); and (d) the number of virtual machines to be
created in each cloud. These requirements are used to select the instance types based on
the product line engineering (PLE) approach described in chapter 9. The clouds section
comprises the data of the user in each cloud provider. These data consist of the access and
the secret key required to invoke the clouds’ operations, and they are given to users by
the cloud providers. This section also contains informations such as region and instance
types. However, these parameters target advanced users (e.g., system administrators) who
may already have the regions and/or the instance types to be used. The applications
section describes the tasks to be executed including their inputs and outputs. Finally,
the on-finish (Line 42 in listing 10.1) part instructs the architecture about what to do
after the applications have finished. The options are: NONE, FINISH, and TERMINATE.
The FINISH option shuts down the virtual machines, which means that their persistent
disks continue in the clouds; whereas the TERMINATE option shuts down and deletes
the virtual machines.
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Listing 10.1 – Structure of an application descriptor
10.2.2 Core Layer
The core layer of the architecture (Figure 10.1) comprises the modules to provision, to
create, to configure, to implement group communication, and to manage data distribution,
as well as to execute the applications.
The provisioning module is responsible for receiving an application descriptor and for
generating a deployment descriptor. It utilizes the feature engine to obtain the instance
types that meet the users’ requirements. The feature engine implements the feature model
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(FM) described in chapter 9. The deployment descriptor comprises all data required
to create a virtual machine. These data are: (a) the cloud provider; (b) the instance
type; (c) the zone (data center); (d) the virtual machine image; (e) the network security
group and its inbound and outbound traffic rules; (f) the disks; and (g) the metadata.
Listing 10.2 shows an example of an deployment descriptor. In this example, one virtual
machine should be created with the name e8e4b9711d36f4fb9814fa49b74f1b724-1 in the
zone us-east-1a of region us-east-1. The cloud provider should be Amazon, using the
instance type t2.micro and the virtual machine image ami-864d84ee. Furthermore, two






















Listing 10.2 – An example of a deployment descriptor generated by the
provisioning module
The deployment descriptor is sent to the deploy module. Then, the deploy module
creates a workflow (deployment workflow) with the tasks to instantiate the VMs. A
workflow is used since there are some precedent steps that must be performed in order to
guarantee the creation of the VMs. For example, (a) the SSH keys must be generated and
imported into the clouds; (b) if the instance types support the group feature (Figure 9.6),
the system must check if one exists in the given zone and if not, create it. Furthermore,
using workflow enables the architecture to support partial failures of the deployment
process. In addition, it decouples the architecture from the clouds’ drivers. In this case,
based on the provider’s name, the deploy module selects in the database its correspondent
driver to be instantiated at runtime by the workflow engine. This deployment workflow
is enqueued by the deploy module and dequeued by the workflow engine. The workflow
engine executes the workflow and enqueues the references to the created virtual machines
in another queue.
The registry module is responsible for: (a) storing the instances informations in a local
database and in the distributed key-value store; and (b) selecting the configurations (i.e.,
software packages) to be applied in each instance. These configurations are usually defined
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by the product engineers (Chapter 9), and they represent a set of scripts. Each script
may have some variability points. The variability points are informations only known
at runtime such as the location (i.e., zone), the name, the addresses (e.g., internal and
external), among others, that must be set by the system. Listing 10.3 illustrates one script
with three variability points. A variability point is defined between ${[ and ]}. In this
example, the script is exporting tp the system the region’s name of a node, its endpoint,






Listing 10.3 – Example of one script with three variability points
The configuration tasks are put in a queue to be executed by the instance configuration
module. The instance configuration module connects to the virtual machine via SSH and
executes all the scripts, installing the software packages. This process guarantees that all
instances have the required software packages.
The group communication module uses the Extensible Messaging and Presence Protocol
(XMPP) (xmpp.org) for instant communication among the nodes in a cloud. It has
an XMPP server and an XMPP client. The architecture uses the XMPP since some other
group communication techniques such as broadcast or multicast are often disabled by
the cloud provider. In addition, it supports the monitoring layer through its presence
states (e.g., available, off-line, busy, among others).
The job execution module comprises a scheduler and an executor. They are responsible
for implementing a task allocation policy and for executing the tasks. The task allocation
policy determines in which node a task will be executed, considering that there are no
temporal precedence relations among the tasks [63]. The goal of a task allocation/scheduling
problem may be: (a) minimize the execution time of each task; (b) minimize the execution
time of the whole application; (c) maximize the throughput (number of tasks completed
per period of time). On its generic formulation, this problem has been proved NP-
complete [141]. For this reason, several heuristics have been proposed to solve it. By
default, this architecture provides an implementation of a simple task allocation policy (i.e.,
self-scheduling (SS) [342]). However, other task allocation policies can be implemented
and added to our architecture, i.e., this architecture does not assume any specific task
allocation policy.
The self-scheduling (SS) policy assumes a master/slave organization, where there is a
master node responsible for allocating the tasks, and several slaves nodes that execute the
tasks. Moreover, it considers that very few information is available about the execution
time of the tasks and the computing power of the nodes. In this case, it distributes the
tasks, one by one, as they are required by the slave nodes. Thus, each node always receives
one task, executes it, and, when the execution finishes, asks for more task [342].
In our architecture, the node that receives the application descriptor becomes the
application master node, and it is the responsible for creating and coordinating the
configuration of the other nodes (e.g., slave nodes).
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The distributed data management module provides a resource discovery and a dis-
tributed key-value store service. These services are based on the hierarchical P2P (Sec-
tion 2.4.5) overlay available at the infrastructure layer (Section 10.2.3). Table 10.1 shows
the operations implemented by the key-value store. Basically, the key-value store providers
three operations: (i) insert, (ii) retrieve, and (iii) remove. The insert operation takes a
key and a value, and stores the value under the given key. In case there exists a value
with the same key, all of them they are stored. In other words, the value of a key may be
a set of objects. The retrieve method receives a key and returns its values. Finally, the
remove method can remove all values of a given key or only one specific value.
Table 10.1 – Main operations implemented by the key-value store
Operation Description
void insert (key, value) inserts the value into the network with the given key. If two or more
values exist with the same key, all of them are stored
Set<Value> retrieve (key) returns all the values with the given key
remove (key) removes all the values stored under the given key
void remove (key, value) removes the value stored under the given key
10.2.3 Infrastructure Layer
The infrastructure layer consists of the hierarchical P2P overlay and the cloud drivers.
The hierarchical P2P overlay is used to connect the clouds and their nodes. In this case,
in a cloud with n nodes, where n > 0, n − 1 nodes (i.e., leaf-nodes) join an internal
overlay network and one node (super-peer) joins the external overlay network. In other
words, there is one overlay network connecting the clouds and another overlay network in
each cloud connecting its nodes. The super-peer and its leaf-nodes communicate through
a HTTP service, and the leaf-nodes monitor the super-peer via XMPP. Both overlays are
implemented using the Chord [332] protocol presented in section 2.4.3. This solution is an
extension of a previous work that was published in [216]. In [216], there is a P2P module
that implements P2P functions such as placement, search, event, among others, decoupled
from both system and protocol used. Figure 10.2 illustrates the hierarchical P2P overlays
connecting two clouds, each one with four nodes.
When a node n running in cloud c starts, it asks the bootstrapping node through
a HTTP service, the super-peers of cloud c. If node n is the first peer of cloud c, it joins
the super-peers overlay by the bootstrapping node. Otherwise, it demands the super-peer,
its leaf-nodes and joins the leaf-nodes overlay network or creates a overlay network. After
has joined one overlay network, the node stores in the key-value store its information under
the keys: /c/n, if it is the super-peer or /c/ < super-peer’s id > /members, otherwise.
Leaf-nodes of different clouds communicate through their super-peers. In this case,
when a leaf-node wants to communicate with a node outside its cloud, it sends a message
for its super-peer that first connects to the super-peer of such node, and next forwards the
message for it.
When a node leaves one cloud, it notifies its super-peer that removes the information
about the node from the system.
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Cloud 1 Cloud 2
XMPP connection
Chord ring
Figure 10.2 – Structure of the hierarchical P2P overlay connecting two clouds
10.2.4 Monitoring Cross-Layer
The monitoring layer is responsible for (a) checking if there are virtual machines that
were not configured; (b) detecting and restarting failure nodes; (c) keeping up-to-date the
information about the super-peers and the leaf-nodes in the system.
10.2.5 Autonomic Properties
This section presents how the proposed architecture implements the following autonomic
properties: self-configuration, self-healing, and context-awareness. These autonomic
properties were presented in section 4.2. Although there exists other autonomic properties,
as described in chapter 4, our architecture implements only these properties since our focus
is to help the users to tackle the difficulties of deploying and executing an application
in the clouds, taking into account different objectives and without requiring cloud and
system administration skills from the users. Figure 10.3 shows the autonomic control loop
implemented by this architecture.
The process follows a declarative strategy. A declarative strategy allows the users to
concentrate on their objectives rather than on dealing with cloud or system administration
issues. In this case, the process starts with the users describing their applications and
constraints. Then, using a self-configuration process, the system (a) creates and configures
the whole computing environment taking into account the characteristics and the state of
the environment, i.e., the availability of other virtual machines; (b) monitors the availability
and state of the nodes through the self-healing; (c) connects the nodes taking into account
their location. In other words, using a hierarchical organization, nodes in the same cloud
joins an internal overlay network and one of them joins an external overlay network,
connecting the clouds (Figure 10.2). Nodes in the internal overlay network use internal IP
addresses for communication, which often has zero cost and a network throughput higher
than if they were using external IP addresses; finally (d) executes the applications.
In the next sections, we will explain each one of these properties in detail.
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Figure 10.3 – The autonomic properties implemented by our architecture
10.2.5.1 Self-Configuration
Our architecture automatically creates and configures the virtual machines in the
clouds. The configuration process is based on the concrete feature model defined by the
product engineers (Section 9.6) and on the users requirements. When the architecture
receives an application descriptor, it (a) creates the SSH keys (i.e., private and public
keys) to be used by the virtual machines, and imports them into the clouds; (b) creates
a security group with the inbound and outbound rules; (c) uses the clouds’ metadata
support to describe the VMs, allowing the users to trace the origin of each resource, and
to access them without using the architecture, if necessary. In addition, these metadata
provide support for the self-healing process; (d) selects one data center (i.e., availability
zone) to deploy the virtual machines according to the availability of VMs running in the
same zone; (e) selects the instance types; (f) configures the instances with all the software
packages; (g) starts all the required services considering the instance state. For example, if
a service requires one information (e.g., its region’s name, up-to-date IP addresses) about
the environment where it is running, it is automatically assigned by the architecture before
it starts. For instance, when an instance fails or needs to be restarted, the architecture
detects the new values of its ephemeral properties such as the IP addresses (i.e., private
and public IPs) and starts its services to use up-to-date informations.
The metadata of an instance include: (i) the user name to access the VM, (ii) the
value of the keys, (iii) the name of its virtual machine image (VMI), (iv) the owner (i.e.,
the user), (v) the name of its application manager, and (vi) the name of the feature model
used to configure it. These data help the system to support failures of both the manager
and the architecture. For example, suppose that just after having created the virtual
machines, the application manager node fails. Without these metadata, another node
could not access the instances to configure them, leaving for the system only the option
to terminate the instances, which implies a financial cost as the users will pay for the
instances without having used them.
10.2.5.2 Self-Healing
The cross-layermonitor module uses the XMPP to monitor the availability of the virtual
machines. In this case, every virtual machine runs an XMPP server, which periodically,
requests the discovery service to list the VMs running in the cloud. The returned VMs
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are included as the monitor contact. In this context, each VM utilizes the XMPP’s status
to report to other one its status and also to know their status. When a VM’s status
changes to off-line, its application manager waits a determined time and requests the
cloud provider to restart it. The restarting avoid unresponsive node due to its workload
state (i.e., overloaded VM) or some network issues. If the node’s status does not change
to on-line, the manager terminates it, and creates a new one. In case of the super-peer’s
failures (Figure 10.4(a)), the leaf-node with the higher uptime tries to recover the failed
super-peer. If not possible, this leaf-node leaves its network (Figure 10.4(b)) and joins the





















Cloud 1 Cloud 2
XMPP connection
Chord ring
(b) The leaf-node N2 leaves its overlay network and joins the new
super-peer overlay network, connecting the clouds 1 and 2
Figure 10.4 – Example of super-peer failure and definition of a new super-peer
Since the application manager may completely fail during the configuration of the
virtual machines, the monitor checks if there are instances created by the architecture
without have been completely configured. If such instances do exist, it contacts their
application manager or sends them for other node to continue its configuration.
10.2.5.3 Context-Awareness
Similar to [222] and [17], by context we refer to the topology of the overlay network or
peers association, which may impact the overall system’s performance (e.g., throughput
and latency), as well as in the financial cost (e.g., network communication cost). In other
words, in the context of this work, context-awareness means the capacity of the P2P
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communication protocol be aware of the peers’ locations and of adapting the system’s
behavior based on the situation changes [222, 380].
As described in section 10.2, the nodes are organized into two overlay networks. This
avoids unnecessary data transfers between the clouds and often increases the network
throughput between the nodes in the internal overlay. Furthermore, it helps to decrease
the cost of the application execution, avoiding inter-cloud data transferring due to the
overlay stabilization activities (Section 2.4.3). If all nodes were organized in the same P2P
overlay network, they would have to communicate using external IP addresses (i.e., public
IP), which implies in Internet traffic cost, even if the nodes are located in the same data
center. In addition, in a high churn rate scenario (Section 2.4.2), it decreases the cost of
maintaining the distributed hash tables (DHTs) (Section 2.4.3) up-to-date since it does
not require inter-cloud communication.
10.2.6 Executing an Application in the Architecture
In order to illustrate the usage of our architecture, consider that one user is interested
in executing his/her application in the cloud (Figure 10.5). In this example, the application
manager is the node that receives the user’s demand (application descriptor), and the
worker is a node that receives a task to execute.
The process starts when the user defines an application descriptor depicted in list-
ing 10.4, with the requirements and applications. In this example, one virtual machine
with at least 1 CPU core and 1 GB of RAM memory is requested, with the Linux operating
system, and a cost of at most 0.02 USD/hour. Moreover, this instance should be created
on Amazon using the given access and secret key. Finally, the task consists of getting the
information about the CPU (Line 25 in listing 10.4).
The application descriptor is submitted to the system through the job submission
module (Figure 10.5 (1)). Then, the job submission module looks for an appropriate node
through the discovery service (Figure 10.5 (2)), and sends the application descriptor to
it (Figure 10.5 (3)).
After, the provisioning module in the application manager takes the application
descriptor and persists into its database (Figure 10.5 (4)). Next, the provisioning module
demands the feature engine module: (a) an instance type that meets the user’s constraints,
and (b) a virtual machine image (VMI). The feature engine returns the t2.micro (Table 9.3)
instance type in the us-east-1 region, and the virtual machine image ami-864d84ee. With
these data, the provisioning module: (a) selects a zone to host the virtual machine,
(b) generates the deployment descriptor (Listing 10.2), and (c) submits it to the deployment
module (Figure 10.5 (5)).
The deployment module creates a workflow (Figure 10.6) with the steps to instantiate
the VM, and enqueues it through the MQS (Figure 10.5 (6), queue: deploys). The workflow
engine executes the deployment workflow, i.e., it connects to the cloud and creates the
virtual machine (Figure 10.5 (7 and 8)). The data about the VM are enqueued in in-
stances queue (Figure 10.5 (9)). Next, the registry module dequeues the instance from
the queue instances and inserts its information into the database and into the key-value
store (Figure 10.5 (10)). After, it creates the configuration tasks to be executed in the
virtual machine (Figure 10.5 (11)). Each task comprises a host, a user name, the SSH keys,
and the scripts to be executed. After, the instance configuration module: (a) connects
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to the node via SSH; (b) executes the scripts; and (c) starts an instance of this architec-
ture (Figure 10.5 (12)). Then, the virtual machine, which is now executing the architecture,
notifies the application manager using the group communication module (Figure 10.5 (13)).
Finally, the manager uses the scheduler (Figure 10.5 (14)) to distribute the tasks, according
to the self-scheduling (SS) task allocation policy (i.e., self-scheduling (SS) [342]). In other
words, the scheduler sends a task to the worker, that should execute it and return its result

























25 command-line: "cat /proc/cpuinfo"
26on-finished: "NONE"
Listing 10.4 – Application descriptor with the requirements and one appli-
cation to be executed in one cloud
10.3 Experimental Results
10.3.1 Experimental Setup
The architecture was implemented in Java 7 and it used the RabbitMQ as the MQS.
The Linux distributions: Debian and Ubuntu were used by the nodes in the clouds. In
this case, the Debian was used in the experiments executed in GCE and Ubuntu in the
ones executed in EC2. Table 10.2 presents the setup of the application.
In order to evaluate our architecture, we used the self-scheduling (SS) task allocation
policy [342] to execute parameter sweep applications. A parameter sweep application is
defined as a set T = {t1, t2, . . . , tm} of m independent tasks. In this context, independence
means that there is neither communication nor temporal precedence relations among the
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Deployment workflow 2014/09/17 powered by astah* 
Creates the SSH keys
Imports the SSH keys
Does the instance type 
support group feature?
Creates a group
Creates the security group
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Figure 10.6 – Workflow to create one virtual machine in the cloud
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tasks. Besides that, all the m tasks execute exactly the same program changing only the
input of each task [62].
We used the SSEARCH program retrieved from www.ebi.ac.uk/Tools/sss as the param-
eter sweep application. In our tests, the SSEARCH application compared 24 sequences with
the database UniProtKB/Swiss-Prot (September 2014), available at uniprot.org/downloads,
composed of 546, 238 sequences. The query sequences are the same presented in table 7.2.
For each sequence, we defined an entry in the application descriptor, i.e., each sequence
represents a task. Listing 10.5 illustrates the definition (i.e., command line) of one task.
In this execution, we requested at least 2 cores and 6 GB of RAM memory, the
Linux operating system, and a cost of at most 0.2 USD/hour. We asked to execute the
task ssearch36 24 times. Each ssearch36 task receives as input one query sequence ($HOME-
/sequences/O60341.fasta in listing 10.5) and one database ($HOME/uniprot_sprot.fasta).
Its output should be stored in $HOME/scores/O60341_scores.txt.
We evaluated our architecture considering a multiple and a single cloud scenarios,
and different users’ requirements. The cloud providers were Google Compute Engine
(GCE) and Elastic Compute Cloud (EC2). Table 10.3 presents the users’ constraints and
table 10.3 the instance types that were selected based on these requirements.
















16 command-line: "ssearch36 -d 0 ${query} ${database} >> ${score_table}"
17 file:
18 - name: "query"
19 path: "$HOME/sequences/O60341.fasta"
20 generated: "N"
21 - name: "database"
22 path: "$HOME/uniprot_sprot.fasta"
23 generated: "N"





Listing 10.5 – An application descriptor with one SSEARCH description to
be executed in the cloud
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Table 10.3 – Users’ requirements to execute the SSEARCH in the cloud
Req. # # vCPU Memory (GB) Cost ($/hour) # VM Cloud provider
2 6 0.2 51 2 6 0.2 10 EC2
2 6 0.2 52 2 6 0.2 10 GCE
4 6 1.0 53 4 6 1.0 10 EC2
4 6 1.0 54 4 6 1.0 10 GCE
4 6 1.0 55 4 6 1.0 10 EC2 and GCE
Table 10.4 – Instance types that met the users’ requirements to execute the SSEARCH
Req. # Instance # vCPU Memory Cost Family Cloud
type (GB) (USD/hour) type provider
1 m3.large 2 7.5 0.14 General EC2
2 n1-standard-2 2 7.5 0.14 Memory GCE
3 c3.xlarge 4 7.5 0.21 Compute EC2
4 n1-standard-4 4 15 0.28 General GCE
c3.xlarge 4 15 0.21? General EC25 n1-standard-4 4 15 0.28 General GCE
3 c3.xlarge and 2 n1-standard-4 virtual machines
10.3.2 Scenario 1: application deployment
This experiment aims to measure the deployment time, i.e., the time to create and to
configure the virtual machines. The wallclock time was measured including: (a) the time
to instantiate the VMs in the cloud provider; (b) the time to download and to configure
all the software packages (e.g., Java, RabbitMQ, SSEARCH, among others); and (c) the
time to start the architecture. By default, the architecture performs the configurations in
parallel, with the number of parallel processes defined in a parameter of the architecture.
In this case, the maximum of 10 configurations were done in parallel.
Figure 10.7 presents the deployment time for the instance types listed in table 10.4.
As can be seen, in Amazon, increasing the number of virtual machines to deploy from 5
to 10 decreased the deployment time. This occurs because the virtual machines of each
experiment are homogeneous, which enables us to request multiple instances at the same
time. Similar behavior has already been observed by other works in the literature [167, 267].
On the other hand, in Google, the deployment time is proportional to the number of
virtual machines.
In our experiment, the deployment time of 5/10 VMs took at most 10 minutes. With
this, the applications can start across multiple VMs and multiple clouds, without requiring
from users cloud and system administration skills, and also without needing the use
of virtual machine image (VMI).
The 10 virtual machines of the instance type: n1-standard-4 were deployed in a multiple
cloud scenario, since GCE imposes a limit of 6 virtual machines of this type in each region.
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Figure 10.7 – Configuration time of the virtual machines on the clouds
10.3.3 Scenario 2: application execution
Figure 10.8 presents the wallclock execution time for the four standalone experi-
ments (i.e., requirements 1 to 4 of table 10.3), and table 10.5 their total financial cost.
We can see that the instances that belong to the same family type have almost the
same performance. The lower execution time (89 seconds) was achieved by the instance
type c3.xlarge (40 vCPU cores) with a cost of 2.10 USD. Considering that the application
does not take a long time to finish neither it demands many computing resources, this
represents a high cost. If the users wait 33% more (43 seconds), they can pay 50% less (1.05
USD).
In figure 10.9, we present the execution time for a multi-cloud scenario. In this case,
for the requirement of 5 instances (i.e., requirement 5 of table 10.3), 3 virtual machines
were used from EC2 and 2 instances from GCE. If we compare figure 10.8 with figure 10.9,
we can see that the execution time increased almost 34%. One reason for this difference
is probably the network throughput between the clouds of different providers, since we
do not observe such overhead in the scenario with ten n1-standard-4 virtual machines
distributed across two GCE’s clouds.
Figure 10.10 presents the total time (i.e., deployment + execution time) for the
experiments. In this figure, we can observe the impact of deploying 10 virtual machines
has in the total execution time. In this case, the deploy time of 5 virtual machines was
better than the deploy time of 10 virtual machines.
10.3.4 Scenario 3: application deployment and execution with
failures
To evaluate the self-healing property of our architecture, we simulated two types of
failures. In the first case, we stopped the application manager just after it had received the
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Figure 10.8 – SSEARCH’s execution time on the clouds to compare 24 genomics query se-
quences with the UniProtKB/Swiss-Prot database
Table 10.5 – Financial cost for executing the application in the cloud considering different
requirements (Table 10.3)
Instance # Instances Wallclock time Total cost
type (seconds) (USD)
m3.large 5 276 0.7
m3.large 10 188 1.4
n1-standard-2 5 249 0.7
n1-standard-2 10 170 1.4
c3.large 5 132 1.05
c3.large 10 89 2.10
n1-standard-4 5 135 1.4
n1-standard-4 10 93 2.94?
c3.large 3 0.63
n1-standard-4 2 131 0.53]
c3.large 5 1.05
n1-standard-4 5 119 1.40[
?total cost: 2.96 (USD) (1.4 (U.S.) + 1.54 (Europe))
]total cost: 1.16 USD
[total cost: 2.45 USD
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Figure 10.9 – Execution time of the SSEARCH application to compare 24 genomics query














































Figure 10.10 – Deployment and execution time of the experiments
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tasks to execute. In the second case, we executed a process that, at each minute, selected
and stopped a worker. These failures were evaluated in a multi-cloud scenario (10 virtual
machines – 5 c3.xlarge and 5 n1-standard-4 ). Figure 10.11 presents the execution time for
each failure scenario.
The failure of the application manager has a high impact in the total execution time,
however, it is low than of the workers. This is mostly occurs because worker’s failures,
demands a time from the application manager to detect it and to reassign the task of the
failed worker to another one. Moreover, since multiple workers failed, this highly impacted
the total execution time compared with both the failure-free scenario and the failure of
the application manager. Moreover, when the application manager fails, the workers can








0 100 200 300 400 500 600
Execution time (seconds)
Figure 10.11 – Execution time of the application on the clouds with three different type of
failures
10.4 Related Work
Over the years, different cloud architectures have been proposed in the literature, with
different objectives. We discussed some of these proposals in section 3.5 and chapter 4.
In table 10.6, we present a comparative view of important features of these architectures.
The architecture is presented in the first column. The second column presents if the
architecture implements self-configuration, which means that it can select and configure
the resources automatically. The third column presents if the system implements failure
recovery policy. The fourth and the fifth columns show if the architectures are context-
aware and if they implement self-optimization. Context-aware in this case, means if
nodes are organized considering their location. The cloud model of the architecture is
presented in the sixth column. Finally, the last column presents if the system can work in
a multi-cloud environment.
As can be seen, half of the works implement self-configuration properties. In this case,
the developers specify their needs in a service manifest, and the architecture automatically
selects a cloud provider and deploys the applications. Moreover, self-healing property is
implemented by some of the works. For example, Snooze [111] employs a hierarchical
resource management, and uses multicast to locate the different nodes (e.g., group managers,
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local controllers). Similar to us, CometCloud [194] organizes the nodes using a P2P overlay
to connect and to detect failures.
Only two architectures [112, 194] deploy the applications taking into account the
location of the resources (i.e., nodes) where the application will run. For example,
OPTMIS [112] deploys the applications taking into account the energy consumption of the
cloud as well its carbon footprint. Another example is CometCloud [194]. CometCloud
distributes the tasks considering three security domain level. In this case, there is a master
that tries to send the tasks to trusted workers, i.e., workers that are running in a private
cloud. Tasks are sent to untrusted workers (i.e., workers that are running in a public
cloud) only when the SLA violation ratio exceeds a threshold.
Moreover, the majority of the architectures, implements self-optimization property to
help the developers on meeting the QoS constraints of their native cloud applications [218,
278, 296, 300] or to minimize power consumption [111].
Finally, only two architectures target IaaS cloud, and the other ones platform-as-a-
service (PaaS) cloud.
CometCloud [194] is the closest work to ours. Our work differs from it in the following
ways. First, we consider that self-configuration is an important feature to support the
users on running their applications in the clouds, since most of the cloud potential users do
not have cloud and/or system administration skills. Our self-configuration relies on feature
models (FMs), described in chapter 9, which enables a declarative strategy. In CometCloud,
there is not self-configuration. Second, we use a hierarchical P2P overlay to organize the
resources, which helps us to reduce the cost of communication between the clouds. In
CometCloud, the resources are organized in the same P2P overlay, and it uses different
security domains to distribute the tasks.
Table 10.6 – Comparison of the cloud architectures considering their autonomic properties
Architecture SC SH CA SO Cloud Model Multiple clouds
Cloud-TM [300] No Yes No Yes PaaS Yes
JSTaaS [218] Yes No No Yes PaaS Yes
mOSAIC [278] Yes No No Yes PaaS Yes
Reservoir [296] Yes Yes No Yes PaaS Yes
OPTIMIS [112] Yes No Yes Yes PaaS Yes
FraSCaTi [317] Yes No No No PaaS Yes
TClouds [355] No Yes No No PaaS Yes
COS [165] No No No Yes PaaS No
Snooze [111] No Yes No Yes IaaS No
CometCloud [194] No Yes Yes Yes IaaS Yes
This work Yes Yes Yes No IaaS Yes
self-configuration (SC), self-healing (SH), context-awareness (CA), self-optimization (SO)
210
Chapter 10. Dohko: An Autonomic and Goal-Oriented System for Federated Clouds
10.5 Summary
In this chapter, we presented and evaluated an IaaS cloud architecture. Our architecture
enables a declarative approach, where the users describe their applications and submit it
to the system. Then, the system automatically creates and configures the virtual machines
in one or multiple clouds, taking into account the users’ constraints; and executes the
applications. In addition, the architecture implements self-healing strategies to support
failures of the resources.
In our experiments, we could execute the SSEARCH to compare up to 24 query
sequences with the database UniProtKB/Swiss-Prot (September 2014) in two different
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11.1 Overview
In the 1960s, time-sharing pushed up the development of computer networks [152].
Nowadays, cloud computing is being seen as the new time-sharing [71] due to characteristics
such as on-demand, pay-per-usage, and elasticity.
In addition, it is pushing down the cost of the users pay for having their own large-scale
computing infrastructures, and removing the need for up-front investments to establish
these computing infrastructures. In other words, cloud computing has enabled a utility
computing model, offering computing, storage, and software as a service.
The utility model yields the notion of resource democratization and provides the
capability for a pool of resources accessible to anyone on the Internet in nearly real-time.
This notion is the main difference between cloud computing and other paradigms (e.g.,
grid computing systems) that have tried to deliver computing resources over the Internet
before cloud [388]. Besides that, clouds offer services without knowing who the users are
and unaware of the technology they use to access the services. Finally, cloud computing
has also gained popularity since it can help data centers to reduce monetary costs and
carbon footprint.
However, considering the cloud users and the cloud data center viewpoints, we identified
four major concerns related to the cloud: (a) the high amount of energy consumed by
cloud data centers; (b) the difficulty to select an appropriate cloud to execute applications
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at reduced cost; (c) the difficulty to configure cloud resources in an appropriate way; and
(d) the difficulty to model different clouds in a uniform way.
In this context, this thesis has focused on federated clouds. Particularly, we have
set out one general goal:“ to investigate the use of federated clouds to achieve different
objectives taking into account multiple users’ profiles, i.e., providers, developers, and
both experienced (e.g., system administrators) and inexperienced cloud users”. This main
goal was broken down into four objectives delineated in chapter 1. In order to achieve
these objectives, we, firstly, presented the state-of-the-art in large-scale distributed sys-
tems (Chapter 2), which included cluster, grid, P2P, and cloud. The descriptions of these
systems were followed by some important and related concepts such as virtualization (Sec-
tion 3.1.1), MapReduce (Section 3.1.3), autonomic computing (Chapter 4), and green
computing (Chapter 5). Furthermore, a review of IaaS cloud architectures (Section 3.5)
and autonomic computing systems (Section 4.4) were also presented.
We observed a convergence between grid, P2P, and cloud computing systems. On the
one hand, many grid environments have employed virtualization techniques to provide
customized execution environments and to increase resource control [4, 310, 368]. More-
over, some grid systems have relied on P2P techniques to deal with large-scale resource
sharing [123]. On the other hand, clouds have started to make use of grid concepts such
as resource federation [56] to increase cloud’s capacity on-demand, to increase resource
availability, and to help the users (i.e., cloud providers and cloud users) on decreasing
financial costs. As a result, the complexity of managing, using, and developing for these
environments increased. In such context, autonomic computing has taken place. Auto-
nomic computing systems can autonomously optimize themselves according to the users’
objectives [162], adapting to changes in the environment.
In the domain of large-scale distributed systems, autonomic computing systems have be
used to decrease power consumption [239, 298], to meet performance guarantees [105, 272],
and to deal with failures [111]. Nevertheless, the majority of the autonomic systems
available in the literature has addressed only one autonomic property of the eight prop-
erties (Section 4.2) proposed by Horn [162]. Furthermore, it has relied on a centralized
architecture, which limits the systems’ scalability.
After the state-of-the-art, we presented our contributions, which are summarized in
the next section.
11.2 Summary of the Contributions
This work has succeeded in achieving the objectives pointed out in the Introduction
and in addressing the issues already presented all over this document. In this section, we
describe the contributions of this doctoral thesis.
A power-aware server consolidation for federated clouds
In chapter 6, we presented the first contribution of this thesis: a server consolidation
strategy to reduce power consumption on cloud federations, which tackles concern (a)
cited in section 11.1. Our server consolidation strategy aims to reduce power consumption
on cloud federations while trying to meet QoS requirements. We assumed that clouds have
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a limited power consumption defined by a third party agent. In this case, we addressed
applications’ workloads, considering the costs to turn servers on/off and to migrate the vir-
tual machines in the same data center and between different data centers [215]. Simulation
results showed that our strategy could reduce up to 46% of the power consumption, with
a slowdown of 22% in the execution time. Similar to other works [319, 375, 387], the
experiments were realized through the CloudSim [58] simulator with two clouds and 400
simultaneous virtual machines. Altogether, the results demonstrated that cloud federation
can provide an interesting solution to deal with power consumption, by using the computing
infrastructure of other clouds when a cloud runs out of resources or when other clouds have
power-efficient resources. Even though we achieved very good results with our strategy, we
noticed that other variables should also be considered such as the workload type, the data
center characteristics (i.e., location, power source), and the network bandwidth as these
variables may impact the whole power consumption of a data center. In addition, since the
CPU no longer dominates the nodes’ power consumption [249], the power consumption of
other components (e.g., memory, disks) must be taken into account. Moreover, resource
heterogeneity should also be considered, as data centers usually comprise heterogeneous
resources that can have different power consumption and curves. This requires energy and
performance-aware load distribution strategies. We leave these extensions for future work.
An architecture to execute native cloud applications on a vertical
cloud federation
In chapter 7, we proposed and evaluated an architecture to execute a native cloud
application on a vertical cloud federation (Section 3.2.3.2) at zero-cost [214], which tackles
concern (b) presented in section 11.1. The architecture used a hierarchical and distributed
management strategy to allow the developers to execute their applications using services
offered by two different types of cloud providers, i.e., PaaS and IaaS clouds (Section 3.2.1).
In our architecture, there is a cloud coordinator, several cloud masters, and slaves. The users
submit their applications to the cloud coordinator, which sends them to the cloud masters.
Then, the cloud masters distribute the tasks to the slaves following a publish/subscribe
model. The application was a MapReduce version of a biological sequence comparison
application, which was also implemented in this work. Experimental results showed
that (i) using five public clouds, the proposed architecture could outperform up to 22.55%
the execution time of the best stand-alone cloud execution; (ii) the execution time was
reduced from 5 hours and 44 minutes (SSEARCH sequential tool) to 13 minutes (our
cloud execution). This result is comparable to the ones achieved with biological sequence
comparison executions in multi-core clusters and Cell/BEs (Table 7.3 on page 127); and
(iii) the federation could enable the execution of huge cloud-aware application at no
expense and without being tied to any cloud provider. In this experiment, we executed
biological sequence comparisons. Although we could execute a huge application in a
vertical cloud federation, our architecture had some issues such as: (i) the usage of a
centralized coordinator to distribute the tasks, and (ii) the lack of fault-tolerance strategies
for both cloud coordinator and cloud masters. The first issue limited the scalability of
the architecture and its usage in a dynamic environment. In addition, the failure of the
coordinator required the re-execution of the whole application, as the architecture did
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not provide a way to discover the tasks distributed to each cloud master. In this case,
the masters continued the execution of their tasks, but the results are inaccessible for the
users.
Besides that, even though MapReduce applications are computing infrastructure
agnostic, it became clear for us that designing and developing applications for different
clouds represent a difficult task even for experienced cloud developers, due to the various
constraints and resource types offered by the clouds, i.e., clouds’ heterogeneity. Hence, at
this point, we decided to investigate: (a) the feasibility of the use of a cloud environment by
ordinary users to execute cloud-unaware applications, without needing to re-engineering the
applications; and (b) models that may help the users on dealing with cloud heterogeneity,
offering a level of abstraction that can be understood by different user profiles and that
can also promote reuse.
Excalibur
In chapter 8, we proposed and evaluated a cloud architecture that aims to: (i) help
unskilled cloud users on executing their applications on the cloud; (ii) scale the applications
requiring minimal users’ intervention; and (iii) try to meet the users objectives such as
performance and reduced financial cost [217]. To achieve such goals and also to tackle the
concern (c) cited in section 11.1, our architecture sets up the whole cloud environment,
and it tries to speed up the execution of the applications by implementing an auto-scaling
strategy. Our auto-scaling targets applications that comprise independent tasks, although
the applications were developed to execute sequentially. The independent tasks are identi-
fied based on high-level descriptions provided by the user. We evaluated the architecture
executing a genomics workflow on Amazon EC2, considering two scenarios. In the first
scenario, the users selected the resources, whereas in the second one, our architecture, based
on historical data, automatically selected the resources. The experiments showed that our
auto-scaling strategy could outperform the execution time of the resource chosen by the
users,dynamically scaling the applications up to 11 virtual machines (VMs). Moreover,
it also helped on reducing the monetary cost in 84%. However, this architecture has the
following issues: (i) the users had to select the resources in the first execution of the
applications; (ii) it assumed an environment where the constraints associated to a resource
were the same between all the clouds belonging to a cloud provider. Nevertheless, the
clouds of a provider are commonly heterogeneous.
A software product line engineering method for resource selection
and configuration on federated clouds
Motivated by the difficulties which we have observed when developing for multiple
clouds and by the complexity tasks required to configure a real cloud environment, as
explained in our two previous contributions, we decided to investigate models that would
tackle these problems. Particularly, we were interested in models that would (i) support
the description of clouds’ services independent of cloud providers; (ii) enable automatic
resources provisioning on multiple clouds, taking into account temporal and functional
dependencies between the resources, thus leaving the environments in a consistent state;
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(iii) help on achieving the goals (i.e., functional and non-functional requirements) of different
user profiles, i.e., cloud experts, system administrators, developers, and novice users; and
(iv) provide a level of abstraction suitable for these different kinds of users. To the best
of our knowledge, the literature lacked such models. In order to tackle these problems,
in chapter 9, we used a software product line (SPL) engineering method. Using SPL, we
defined a feature-based variability model for the cloud configurations. Using this model,
we were able to define an architecture and to derive appropriate products. By employing
an SPL engineering method, we could capture the knowledge of creating and configuring
cloud computing environments in the form of reusable assets. Moreover, non-technical
users understand feature models, as they refer to domain concepts. In the context of this
thesis, a valid product is a cloud computing environment (i.e., virtual machine (VM) and
applications) that meets the users’ requirements, where the requirements can be either
based on high or low-level descriptions.
While high-level descriptions include the number of CPU cores, the operating system,
the minimal amount of RAM memory, and the maximum financial cost per hour, low-
level descriptions include the virtualization type, the sustainable performance, the disk
technology, among others. Besides that, a cloud computing environment must also match
cloud’s configuration constraints and applications dependencies. From the users’ viewpoint,
using an SPL engineering method led to customizable cloud environments at lower financial
costs. In addition, as various assets were reused, it increased reliability and correctness [92].
Thus, in particular, our contributions in this part are the following: (i) the use of extended
feature model (EFM) (Section 9.4) with attributes to describe IaaS cloud environments.
The feature model (FM) handles the commonalities and variabilities at the IaaS layer,
enabling the description of the whole computing environment (i.e., hardware and software)
independent of cloud provider and without requiring the usage of virtual machine image;
(ii) a declarative and automated strategy that allows resource selection and configuration
on a multi-cloud scenario; (iii) a domain configuration knowledge mapping the feature
models into reusable assets; (iv) the automated deployment of the computing environment
on the clouds.
We also developed a prototype to evaluate our method considering two different
cloud providers. In this prototype, we used Choco [178], an off-the-shelf constraint
satisfaction problem (CSP) solver, to implement our feature-based model and to select
the configurations that meet the users’ objectives. Experimental results showed that
using the proposed method the users could get an optimal configuration with regard to
their objectives without needing to know the constraints and variabilities of each cloud.
Moreover, our model enabled application deployment and reconfiguration at runtime in a
federated cloud scenario, without requiring the usage of virtual machine image (VMI). The
proposed SPL engineering method was used to implement an autonomic system, which
tackles the concerns (c) and (d) pointed out in section 11.1.
Dohko
In chapter 10, we proposed and evaluated our last contribution: an autonomic and
goal-oriented system for federated clouds. Our autonomic system aims to tackle the issues
identified in our second contribution (Chapter 7) and to enable a declarative strategy to
execute the users’ applications on multiple clouds, following the SPL engineering method
216
Chapter 11. Conclusion
described in the previous section and in chapter 9. Our system implements the following
autonomic properties: self-configuration, self-healing, and context-awareness. Moreover,
it relies on a hierarchical P2P overlay [216] to deal with failures and to reduce inter-
cloud communication. By employing a declarative strategy, the system could execute a
biological sequence comparison application in a single and in a federated cloud scenario,
requiring minimal users’ intervention to select, to deploy, and to configure the whole cloud
environment. In particular, our system tackled the lack of middleware prototypes that can
support different scenarios when using services from multiple IaaS clouds. Moreover, it met
the various functional requirements identified for multiple cloud-unaware systems [277]
such as: (i) it provides a way to describe functional and non-functional requirements
through the usage of a product line engineering (PLE) method (Chapter 9); (ii) it can
aggregate services from different clouds; (iii) it provides a homogeneous interface to access
services of multiple clouds; (iv) it allows the service selection of the clouds; (v) it can deploy
its components on multiple clouds; (vi) it provides automatic procedures for deployments;
(vii) it utilizes an overlay network to connect and to organize the resources; (viii) it does
not impose constraint for the connected clouds.
One issue of our system is the lack of a self-optimization strategy, since it does not focus
on task scheduling. We leave this extension as our future work. The software prototype is
available at dohko.io.
11.3 Threat to Validity
There are some concerns related to the validity of our contributions described in the
second part of this doctoral thesis. First, the systems and feature models illustrated in this
work were built based on our experience in developing, deploying, and configuring IaaS
cloud services, as well as in administrating computing environments. Seconds, these
models were limited to the features released by the cloud providers. Third, since our
method relied on benchmarks to gather the qualitative attributed of the resources, small
variations in their result values might occur mostly for two reasons: (i) we cannot control
the allocation of the physical resources to the virtual ones and (ii) clouds’ workload
may change over time, as well as the cloud providers’ objectives. Fourth, due to the
evolution of cloud computing, some resources, clouds or even providers may appear
and/or disappear. Thus, the experiments and concrete feature models presented in
this thesis might not be valid anymore over the long term. However, this does not
invalidate our abstract feature model (Figure 9.6 on page 163), it is independent of
cloud provider. Moreover, our architecture (Figures 10.1 and 10.5) is not invalidated
too. Finally, although the examples deal with public clouds such as EC2, GCE, and
Heroku, our contributions are not limited to these clouds, as the cloud platforms follow
the same principles employed by these cloud providers. Examples of cloud platforms
include OpenStack (openstack.org), OpenNebula [248], CloudStack (cloudstack.apache.org),




In this section, we present some future research directions for this work. They can
be categorized as follows: (a) energy management models for multiple clouds; (b) cloud
computing management and opportunistic computing; (c) supporting other autonomic
properties; and (d) improved mechanisms to support the developers on writing self-adaptive
applications.
Energy management models for multiple clouds: it should be interesting to consider
a dynamic multi-cloud scenario, where the objectives and incentives of the providers change
over time. In this case, we intend to investigate strategies based on game theory to model
the different interactions among cloud entities (e.g., users, providers), taking into account
selfish behaviors and conflicts. Moreover, we want to extend our power-aware strategy to
take into consideration other variables as the type of power source, data center location,
and carbon neutrality. For example, carbon neutrality can be achieved by purchasing
carbon credits from the providers on the federation, distributing the workload across
the clouds with both low electricity cost and carbon footprint, and/or using workload
consolidation to reduce the number of underutilized resources.
Cloud computing management and opportunistic computing: we also intend to
combine the computational power of mobile devices with the cloud in such a way that
applications autonomously decide which code can be performed locally and which one
should be oﬄoaded to the cloud. This can be used to reduce financial cost or to reduce
power consumption of both portable devices and data center, as well as to maximize the
usage of mobile devices. A difficulty may be the coordination and distribution of the work
for the devices. In this case, a P2P coordination model can be employed together with
the usage of a product line engineering method, as the one described in the chapter 9, to
deal with functional and non-functional dependencies. Moreover, distributed resources
might be aggregated to create micro-clouds1 in order to provide enough resource to an
application.
Supporting other autonomic properties: we plan to implement self-optimization and
to extend our context-awareness implementation to consider other reconfiguration scenarios
at runtime, according to the characteristics of the applications and the appearance of new
clouds or resources. In addition, we also intend to investigate the implementation of task
scheduling strategies such as work stealing [177, 303] in cloud federation environments.
Improved mechanisms to support the developers on writing self-adaptive ap-
plications: although software product line helps on improving maintainability of an
application, there is still a needing for tools and frameworks to support the development
of self-adaptive applications for large-scale environments. In this case, domain-specific
languages might be developed. Today, we have Class feature reference (Clafer) [25] that
allows the domain engineers to validate the domain models and to generate the represen-
tation of the models to be reasoned by some solvers such as Alloy [169] and Choco [178].
1Amicro-cloud represents the usage of commodity computing infrastructures to aggregate computational
capacity at a low financial cost. In this scenario, the clouds are similar to a peer on a P2P system.
218
Chapter 11. Conclusion
Thus, similar strategy might be created to validate the development of product lines, and
to support autonomic applications’ decisions at runtime.
11.5 Summary
Cloud represents a computing model for providing high performance computing as
utility, promoting the cooperation among different organizations and also to push down
the costs. We expect that studies, such as the ones presented in this thesis, contribute
for the development of cloud’s systems, i.e., to the development of the metacomputer,
approximating to the utility computing concept envisioned by McCarthy [132], Smarr and
Catlett [326], and Dertouzos [99].
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