Over the last few decades, developing efficient iterative methods for solving discretized partial differential equations (PDEs) has been a topic of intensive research. Though these efforts have yielded many mathematically optimal solvers, such as the multigrid method, the unfortunate reality is that multigrid methods have not been used much in practical applications. This marked gap between theory and practice is mainly due to the fragility of traditional multigrid methodology and the complexity of its implementation. This paper aims to develop theories and techniques that will narrow this gap. Specifically, its aim is to develop mathematically optimal solvers that are robust and easy to use for a variety of problems in practice. One central mathematical technique for reaching this goal is a general framework called the Fast Auxiliary Space Preconditioning (FASP) method. FASP methodology represents a class of methods that (1) transform a complicated system into a sequence of simpler systems by using auxiliary spaces and (2) produces an efficient and robust preconditioner (to be used with Krylov space methods such as CG and GMRes) in terms of efficient solvers for these simpler systems. By carefully making use of the special features of each problem, the FASP method can be efficiently applied to a large class of commonly used partial differential equations including equations of Poisson, diffusion-convection-reaction, linear elasticity, Stokes, Brinkman, Navier-Stokes, complex fluids models, and magnetohydrodynamics. This paper will give a summary of results that have been obtained mostly by the author and his collaborators on this topic in recent years.
Introduction
Most scientific and engineering problems can be modeled by using certain partial differential equations (PDEs). These PDEs usually have to be solved numerically. With appropriate discretizations, such as the finite element or finite difference methods, the numerical solution of each of these PDEs is often reduced to the solution of one linear algebraic system of equations or a sequence of such equations:
(1.1)
In fact, the solution of the underlying equations like (1.1) often accounts for a major portion of the work required for the numerical solution of a PDE system. How to efficiently solve (1.1) is thus of fundamental importance in scientific and engineering computing. From a purely mathematical point of view, solving equation (1.1) is trivial as long as A is non-singular: u = A −1 f . But the point of concern here is the the amount of work (the computational complexity) required to find a solution. The most commonly used method in practice is still the classic Gaussian elimination that requires O(N 3 ) (in general about 1 
N
3 ) floating point operations if (1.1) has N unknowns. Therefore, a naive application of Gaussian elimination for a system of, say, one million (10 6 ) unknowns (which is not a lot in today's applications) would be a formidable cost even on today's most powerful computers.
The aim of this paper is to discuss more advanced numerical algorithms for solving equations like (1.1) that arise from the discretization of PDEs. These types of equations often possess some special properties (related to the underlying PDEs and their discretizations) that can be exploited so that tailored algorithms that are much more efficient than the Gaussian elimination can be designed. Among the various possible algorithms, the multigrid (MG) method is generally considered to be one of the most powerful techniques for this task. Indeed, for a large class of equations, the efficiency of MG can be optimal or nearly optimal theoretically (namely it requires only O(N ) or O(N log N ) operations for a linear system with N unknowns); see [15, 28, 13, 49, 55] for details. Yet, the multigrid method has not been used as much in practical applications. The method, especially the traditional (geometric) multigrid (GMG) method, has some limitations from a practical point of view. The most critical limitation is that a GMG method requires a hierarchical sequence of geometric grids, which is not available in most existing codes and is difficult to construct for domains with complicated geometry.
In recent years, considerable progress has been made in developing multigrid methods that are more easily applicable in practical applications. One remarkable example is the so-called algebraic multigrid method (AMG). A typical AMG method only require the user to input the coefficient matrix A and the right-hand side data b in (1.1) and hence is quite user-friendly! 1 The efficiency of AMG, however, varies from one application to another. There is, therefore, still a long way from rendering the classic AMG technology robustly applicable in practice.
The methods we will discuss in this paper are built on the success of the AMG method for some special types of PDEs, such as the Poisson-like equation, specifically the Poisson equation and its variants. The method we are proposing is a combination of AMG (for Poisson-like equations) with various analytic and geometric properties pertaining to a given linear algebraic system arising from the discretization of certain classes of PDEs. Among the many important factors to be considered for a given algorithm studied, the two most important ones considered in this paper are (1) efficiency: the algorithm is as close as possible to being optimal, and (2) practicality: the algorithm is user-friendly; that is, it would not take an extraordinary amount of programming effort for an ordinary user. These are two competing factors, but with careful mathematical study, we will demonstrate that it is possible to strike a good balance between the two for a large class of problems. To this end, the following four-stage strategy will be adopted:
1. develop user-friendly optimal solvers and relevant theories for the discrete Poisson-like equations;
2. extend the list of solver-friendly PDE systems (for which optimal and user-friendly solvers can be applied), such as discrete Stokes and Maxwell equations, by reducing them to the solution of a handful of Poisson-like equations;
3. develop solver-friendly discretization techniques for more complicated PDE systems such that the discretized systems will join the list of solverfriendly systems (such as the Eulerian-Lagrangian method for the NavierStokes equations, the Johnson-Segalman equations, and the magnetohydrodynamics equations);
4. solve the discretized system from a general discretization by using a solverfriendly discretization as a component to construct a FASP method for the original system (in case the solver-friendly discretization is not suitable to obtain the numerical solution by itself.)
The purpose of this paper is to summarize the many results that the author and collaborators have obtained in recent years in regard to realizing the 1 We note that the term "user-friendly" is used in a rather loose and somewhat subjective way in this paper to describe those algorithms requiring relatively little extra programming efforts. An algebraic multigrid method that may or may not require the basic grid information (readily available by a standard finite element or finite difference code) is considered to be user-friendly, while a geometric multigrid method requiring user to define elaborate hierarchical grid structure may not be considered to be so. aforestated four-stage strategy. Examples of equations to which our methods apply include Poisson, linear elasticity, biharmonic, convection-reaction-diffusion, Stokes, Navier-Stokes, non-Newtonian models, Maxwell, and MHD. Our studies are based on numerous earlier related works in the literature, but not all these works can be mentioned here due to the page limit; a more comprehensive presentation will be given in a future paper.
The rest of the paper is organized as follows. In §2, we discuss the main ideas of the Fast Auxiliary Space Preconditioning (FASP) method and algebraic multigrid methods for the Poisson equation and its variants. In §3, we present a list of solver-friendly systems that can be solved by FASP. In §4, we give an example of a solver-friendly discretization, namely the EulerianLagrangian method (ELM). In §5 and §6, we demonstrate how the ELM can be used to discretize a popular non-Newtonian fluid model and a model MHD equation, respectively, so that the resulting discrete systems are solver-friendly. We conclude the paper by offering a brief commentary in §7 along with a table of PDE systems that can be solved using FASP methods and by outlining some plan of future works.
The FASP and AMG Methods
A linear iterative method for solving a linear algebraic system of equations Au = f can, in general, be written in the following form:
where B can be viewed as an approximate inverse of A. As simple examples, if A = (a ij ) ∈ R N ×N and A = D − L − U , we can take B = D −1 to obtain the Jacobi method and B = (D − L) −1 to obtain the Gauss-Seidel method. The approximate inverse B, when it is symmetric and positive-definite (SPD), can be used as a preconditioner for the Conjugate Gradient (CG) method. The resulting method, known as the preconditioned conjugate gradient (PCG) method, admits the following error estimate:
For non-SPD systems, MinRes and GMRes are often used. There are various approaches to the construction of B, an approximate inverse or a preconditioner of A. One major example is the method of subspace corrections [14, 55] . This type of method aims to precondition a system of equations in a vector space by solving some appropriately chosen subspace problems of the original space. When there is a lack of adequate subspaces, the auxiliary space method (Xu [57] , Hiptmair and Xu [32] ) can be used for designing preconditioners using some auxiliary spaces that are not necessarily subspaces of the original space.
FASP: Fast Auxiliary Space Preconditioning.
A general mathematical framework, the Fast Auxiliary Space Preconditioning (FASP) method, was first proposed in [57] ; and it will be used to derive and analyze most of the algorithms presented in this paper. FASP gives a preconditioner for a symmetric positive-definite system Au = f on a vector space V , equipped with an inner product a(·, ·) = (A·, ·), by using solvers on the following product of auxiliary spaces:
where W 1 , . . . , W J and J ∈ N are auxiliary (Hilbert) spaces endowed with inner productsā j (·, ·) = (Ā j ·, ·), j = 1, . . . , J. With appropriate transformation operators Π j : W j → V for each j, we have the following preconditioner:
A distinctive feature of the auxiliary space method is the presence of V in (2.2) as a component ofV and the presence of the operator S : V → V , which is usually called the smoother. It can be proved that the preconditioner (2.3) admits the estimate
The estimate (2.4) can be improved in many ways, but the version presented here is sufficient for the applications discussed in this paper. An important special case of the FASP method is the Method of Subspace Correction (MSC) [55, 60] in which W j ⊂ V for all j. Similar to MSC, FASP can also have many variants. B in (2.3) can be called the parallel or additive FASP, and we can naturally have a successive or multiplicative FASP in which all the auxiliary spaces are used one after other. Instead of discussing details of the successive FASP method, let us now discuss a partially parallel and partially successive method. In (2.3), we setB = J j=1 Π jĀ −1 j Π * j and we consider the following partially successive correction method (u n−1 → u n ):
It is easy to see that u − u n = (I −BA)(u − u n−1 ) where
The problem with this type of successive correction method is that it may not be convergent, ifB is not properly scaled so that ρ(I −BA) < 1. But the following simple result is quite useful in practice.
Theorem 2.1. Assume that S,B : V → V is such that ρ(I − SA) < 1 andB is SPD. Then the operatorB defined in (2.6) is also SPD.
Proof. By (2.6), we have, for any v ∈ V , that
For v ∈ V \{0}, the first two terms combined on the right-hand side are positive by the assumption that ρ(I − SA) < 1 and the third term is nonnegative sincē B is assumed to be SPD.
The above theorem also provides a general approach for enhancing an existing preconditionerB by combining it with another convergent iterative method (such as smoother S) to obtain a new preconditioner. Our experiences have shown that such a simple process can sometimes lead to significant improvement in the performance of either S orB.
We finally point out that the FASP method can also be generalized to nonsymmetric and/or indefinite problems.
AMG for discrete Poisson equations and variants. The
Poisson equation −∆u = f and its variants (−∇ · (µ(x)∇u) + c(x)u = f ) arise in many applications. When these equations are discretized (by either the finite difference or the finite element method) on uniform grids on a tensor-product domain (such as a square or cube), solvers based on the Fast Fourier Transform (FFT) can be used. The FFT cannot, however, be used to solve discrete Poisson equations on irregular domains. For discrete problems where a hierarchy of grids can easily be obtained (such as a grid obtained by uniform refinements from a coarse grid on a polygon or polyhedron), geometric multigrid methods can be used. But geometric multigrid methods are often not user-friendly.
For more user-friendly multigrid methods, we turn to algebraic multigrid (AMG) methods. What makes AMG attractive in practical terms is that it generates coarse-level equations without using much geometric information or re-discretization on the coarse levels. Despite the lack of rigorous theoretical justification, in most cases AMG methods are very successful in practice for various Poisson-like equations and, in recent years, many AMG techniques and relevant subroutines have been developed for solving these and even more general equations, cf. [47] .
AMG is still a subject of extensive research. Among the many different AMG approaches, are the Ruge-Stuben [47] , smoothed aggregation [51] , multigraph [6] and energy-minimization [52, 61, 16] methods. Most of the existing AMG methods emphasize their purely algebraic nature; that is, they only use the underlying algebraic properties of the coefficient matrix and the right-hand side data. In our approach, though, we advocate using additional information to make the method more robust and more efficient. The idea is that we should use as much information as the user is able to/is willing to provide. As demonstrated in Shu, Sun, and Xu [46] , a little bit of extra information such as the type of finite element discretization could lead to a significant improvement in the efficiency of AMG. We emphasize that information pertaining to the underlying PDEs, finite element spaces and grids should be used as much as possible. While the use of the geometric grid makes the corresponding AMG slightly less convenient to use, the method is still user-friendly, as it only requires the input of grid arrays that are usually readily available.
A FASP AMG method based on the auxiliary grid.
As an example of how geometric information can be used to design AMG, let us describe briefly an AMG method based on the FASP framework for solving the Poisson equation discretized on an unstructured grid in both 2D and 3D dimensions. For more details, we refer to [57, 27] .
Consider a homogeneous Dirichlet boundary condition problem for (Ω) be a linear finite element space on this unstructured grid. We are interested in constructing a FASP method for the finite element equation on V . To do this, we construct an auxiliary structured grid (which has the same local grid density as the original grid), by successively refining a uniform grid on those elements that intersect Ω, as shown on the right in Fig 1. A finite element space W ⊂ H 1 0 (Ω) is associated with this auxiliary structured grid. This is the auxiliary space for V that consists of all finite element functions that vanish on all the elements that are not completely insideΩ. To facilitate the FASP method, we use a standard 
We claim that the resulting FASP preconditioner B leads to a condition number κ(BA) that is uniformly bounded with respect to mesh parameters.
In fact, by localizing the analysis in Xu [57] , we have, for the nodal-value interpolation Π : W → V and Π 0 : V → W , that for w ∈ W and v ∈ V ,
Using these estimates with the inverse inequality,
Optimal condition number estimates then follow from the estimate (2.4) by v = v 0 + Πw with w = ΠΠ 0 v and v 0 = v − Πw. The auxiliary grid method outlined above was first developed in Xu [57] for quasi-uniform grids and then extended to general shape-regular unstructured grids in a recent work [27] . In [27] , we developed an O(N log N ) algorithm to construct a hierarchical structured grid that has the same local density as the original grid with N vertices. This resulting FASP method can be viewed as a nonnested two-grid method because it makes use of a "structured" hierarchical grid as a "coarse" space for the original finite element space; the coarser grid equation is further solved by a standard nested geometric multigrid method. The convergence analysis for such a nested geometric multigrid can be established by using the techniques in Chen, Nochetto, and Xu [19] (see also Wu and Chen [53] ). By combining all these results, we conclude that a discrete Poisson equation on a general shape-regular unstructured grid can be solved with O(N log N ) operations by using the conjugate gradient method preconditioned by a FASP method.
Building blocks: Fast solvers for Poisson-like systems.
Based on the theoretical results for optimal AMG given above (see [27] for details), and other vast numbers of existing computational experiences, we make the following basic assumption:
is solver-friendly; that is, it can be solved efficiently (sometimes with optimal or nearly optimal computational complexity) by using geometric or algebraic multigrid methods (or a combination of the two) in a user-friendly way.
One central strategy of this paper is to adopt user-friendly solvers (such as AMG, which are either in existence or need to be further developed) for (2.7) to develop user-friendly solvers for more complicated PDE systems. More specifically, in our development of efficient solvers for PDEs, we will propose core algebraic solvers (such as the multigrid method) mainly for the Poisson-like equation (2.7). We will then use mathematical techniques (such as FASP) and special discretization schemes (such as the Eulerian-Lagrangian method in § 4) to reduce the solution of other more complicated PDEs into the solution of a handful equations like (2.7).
While considerable work is still required to develop new technologies and also improve existing ones for (2.7), but, thanks to the contributions of many researchers during the last few decades, most of equations in the form of (2.7) are indeed solver-friendly. For example, the following boundary value problem with a highly oscillatory coefficient satisfying 0 < µ 0 < µ(x) < µ 1 :
is also solver-friendly when it is discretized by a direct application of the finite element method (without using any numerical homogenization techniques). In fact, we can easily precondition it with the simple Poisson equation −∆u = f due to this simple relation: µ 0 (∇v, ∇v) ≤ (µ∇v, ∇v) ≤ µ 1 (∇v, ∇v). As a result, a direct finite element discretization of (2 .8) is not much more difficult to solve than a Poisson equation.
Solver-friendly Systems
Using fast Poisson solvers as building blocks, we can develop user-friendly solvers for various discretized PDEs. In this section, we will identify a list of solver-friendly systems for which user-friendly solvers can be designed in terms of one or more basic solver-friendly Poisson-like systems. First, we will study the H(grad), H(curl), and H(div) systems:
(Ω)} with the following special cases: D = grad (Poisson equations), D = curl (Maxwell equations), and D = div (mixed finite elements for Darcy's law).
We will then study the following mixed systems:
The following special cases are of particular interest: (1) the Stokes equation With the proper choice of finite element spaces, the above systems can be discretized in a stable fashion. In fact, it is even possible to develop a discretization scheme that is uniformly stable with respect to all the aforestated parameters (cf. [54] ).
H(grad), H(curl)
, and H(div) systems. For the system (3.9), the main properties of various relevant spaces and operators are summarized in the following exact sequences and commutative diagrams:
Geometric multigrid methods have been studied in the literature for all these systems, e.g. see [28, 13, 55, 62] for the H(grad) systems and [23, 29, 30, 3, 4, 5] for the H(curl) and H(div) system. While AMG methods are well-developed for H(grad) systems, very few robust AMG methods have been developed for H(curl) and H(div) systems. One main difficulty is that both curl and divergence operators have large (near-) null spaces, which are not easily recoverable algebraically; on the other hand for H(grad), the null space of the gradient operator is at most one-dimensional and can easily be recovered algebraically.
For related works, we refer to [7, 41, 10] .
As the H(grad) systems are just the Poisson-like system discussed in (2.2), we will now study the H(curl) and H(div) systems.
H(curl) systems By means of the auxiliary space method framework by Xu [57] , a family of preconditioners is obtained in [32] . For H(curl) systems, we have the optimal and user-friendly preconditioner: grad . This preconditioner and its variants have been included and tested in LLNL's hypre package [24] based on the parallel algebraic multigrid solver for Poisson equations; see the scalability test in Figure 2 . Extensive numerical experiments demonstrate that this preconditioner is also efficient and robust for problems in which µ and c may be discontinuous, degenerating, and/or largely variant (see Hiptmair and Xu [32] , and Kolev and Vassilevski [36] ). The above FASP for the H(curl) system (which is called the Auxiliary-space Maxwell Solver (AMS)) along with its software package by Kolev and Vassilevski (see [36] ) at the Lawrence Livermore National Laboratory (LLNL) has been featured in [22] as one of the ten breakthroughs in computational science in recent years.
H(div) systems Similarly, for the H(div) systems, we have 12) Quote from [22] : "AMS is the first solver for Maxwell's equations that demonstrates theoretically supported weak parallel scalability. It has now been incorporated into several LLNL physics codes previously limited by their Maxwell solvers, most noticeably in terms of resolution. AMS has been tested in a number of applications and demonstrated a significant (4 to 25 times) improvement in the solution time when run on a large number of processors." Figure 2 . Parallel scalability test for the AMS preconditioner in hypre [22] .
where B grad 3
is a user-friendly preconditioner for the vectorial H(grad) system as in (3.9) (with
is given in (3.11). We note that the preconditioners (3.11) and (3.12) are two typical examples of algorithms regarded as user-friendly. In the implementation of these two preconditoiners, an existing user-friendly AMG-type solver is used together with smoothers and transformation operators that depend only on the stiffness matrix and basic geometric information of the finite element grid.
Mixed finite element methods. When the mixed finite element
method is used to discretize incompressible porous media flow with Darcy's Law, a symmetric but indefinite system (the discrete version of (3.10) with µ = γ = 0 and c > 0) arise [17] . There are at least three different ways to develop user-friendly solvers for this indefinite system.
The first approach is to use the preconditioned MinRes method with a diagonal preconditioner diag(I, (div * div +I) −1 ) (see [43, 3] ). This procedure can be made user-friendly if the preconditioner (3.12) is used for the H(div) system.
The second approach is to use an augmented Lagrangian method [26] based on the following equivalent formulation, with any > 0):
We apply a simple Uzawa method to the above augmented system:
Based on the error estimates [37] that p − p
k+1/2 ), the Uzawa iteration converges within one or two iterations if 1. When 1, the nearly singular SPD matrix A + −1 B * B = I + −1 div * div can be solved efficiently by the preconditioner (3.12) (see also [31] for the geometric multigrid method). As a result, the solution of the indefinite mixed system is reduced to several Poisson equations in a user-friendly way. Preliminary results in Xu and Zhu [50] demonstrated that this is potentially a very efficient approach.
The third approach is to use a Lagrangian multiplier [1] to convert the indefinite system to a symmetric positive-definite system. This system is closely related to and sometimes equivalent to the system discretized by certain nonconforming finite element methods for the original Poisson-like PDE. Theoretical as well as numerical studies have shown that both geometric and algebraic multigrid methods can be applied efficiently to this system, see [18, 33] .
Stokes equations. We consider a generalized Stokes system:
Many iterative methods have been developed for this system. Here we are mainly interested in user-friendly solvers. We apply the MinRes method with the diagonal block preconditioner [43, 8, 12] ;, namely, P = diag(P A , P S ), where P A is a multigrid preconditioner for the matrix A and P S is a preconditioner corresponding to the Schur complement. The matrix A has a block-diagonal form with each diagonal block corresponding to a scalar Poisson-like equation that is solver-friendly. And, the Schur complement preconditioner can be chosen to be P S = µD
, where D M is the diagonal of the mass matrix for the pressure space and −∆ N is the auxiliary Laplace operator with the Neumann boundary condition.
The preconditioned minimum residual (MinRes) with this preconditioner is shown to be uniform with respect to c, µ and the size of the problem. Furthermore, this method is user-friendly and easily parallelizable because (−∆) −1 can be replaced by a fast Poisson solver as described in §2.
Darcy-Stokes-Brinkman model. This model has been used
for modeling the coupling of a porous media flow occupied in Ω 1 and a Stokes flow in Ω 2 :
where µ = µ i ∈ (0, 1] and c = c i ∈ [0, 1] for x ∈ Ω i are constant on each Ω i (i = 1, 2). According to Xie, Xu, and Xue [54] , any stable Stokes element is uniformly stable for the following slightly modified and equivalent system:
where ν = max(µ 1 , µ 2 , c 1 , c 2 , 1). For (3.14), the standard Stokes element is uniformly stable and the Schur complement is uniformly well-conditioned. Hence we can use the MinRes together with a block diagonal preconditioner diag(A −1 , D −1 M ) to solve this system. Here Au = −∇·(µ(x)∇u)−ν∇∇·u+c(x)u. The operator A (similar to the linear elasticity operator) is potentially solverfriendly. It is related to the problem considered in [44] where proper geometric multigrid methods are proven to be robust with respect to large variations in the coefficients µ and c, as well as in regard to the size of the problem. More user-friendly robust solvers for this problem, however, require further research.
Plate models.
Kirchhoff plate As an example of high-order partial differential equations, we will demonstrate how Poisson equations can be used for the numerical solution of the biharmonic equation
As a common practice for 4th-order problems, we introduce an intermediate variable v = −∆u for discretization and obtain a corresponding mixed finite element discretization. This type of mixed finite element is, however, not an appropriate discretization for (3.15) for various reasons (such as its lack of optimality) and in fact, for simply supported plate problems, such a mixed formulation could lead to the wrong approximation of (3.15) when the domain Ω is concave [63] , A more reliable finite element discretization for the original variational problem (3.15) can be obtained by choosing either conforming (such as Argyris and Bell) or nonconforming finite element methods (such as Morley, Zienkiewicz, Nilssen-Tai-Winther, Morley-Zienkiewicz). Let M h be any such finite element space, and find u h ∈ M h , such that
We now propose to use two linear finite element spaces, V h ⊂ H 1 (Ω) and V h,0 ⊂ H 1 0 (Ω), for the Poisson equation as auxiliary spaces to construct a FASP method for (3.16) based on the following stable decomposition [59] :
where
We obtain a basic FASP method for (3.16) as follows:
Here S h : M h,0 → M h,0 represents any smoother such as the symmetric GaussSeidel method. It can be proved that κ(B h A h ) is uniformly bounded. We can simply replace∆ T h∆ h by ∆ 2 h to obtain a simplified preconditioner:
It can be proved that κ(B h A h ) = O(h −1 ). With a more sophisticated approach, we can precondition∆ T h∆ h optimally by combining ∆ 2 h with some boundary operations (which involve more Poisson solvers); see [59] for details.
A preconditioner similar to (3.18) was first obtained in [11] for Morley elements discretized on uniform grids by a different approach. A more general derivation and analysis was given in [59] using the FASP framework.
Reissner-Mindlin model Conside the Reissner-Mindlin model for a plate of thickness t ∈ (0, 1):
on Ω with suitable boundary conditions. Here D(φ) = 1 2 (∇φ + (∇φ) T ), the scalar constant λ and tensor C depend on the material properties of plate. With a class of appropriate discretizations for this model, Arnold, Falk and Winther [2] proposed the following preconditioner:
and they proved this preconditioner leads to a uniformly (with respect to both h and t) convergent MinRes method for the discretized system of (3.20) . Here We notice that S t,h defined by (3.22) is a Laplacian-like operator, which can be preconditioned by a fast Poisson-like solver. As a result, the preconditioner (3.21) is user-friendly and its action amounts to, roughly speaking, four Poisson solvers.
Solver-friendly Eulerian-Lagrangian Method
We consider a discretization solver-friendly for a PDE if it yields some discrete solver-friendly systems (see §3). And, there are many discretization methods in the literature that can be categorized as solver-friendly. For example, the two-grid method developed in [56, 58] can be viewed as a solver-friendly discretization, as it transforms a certain class of non-selfadjoint or nonlinear PDE systems into solver-friendly systems by using an extra coarse space. One popular solver-friendly discretization known as the projection method has been much used for solving incompressible Navier-Stokes equations (NSEs) for Newtonian fluid flow:
where Re is the Reynolds number, u is the velocity field, and p is the pressure. The main idea of the projection method [20, 48] for Navier-Stokes equations is to transfer the following semi-implicit discretization at each time step:
to a handful of Poisson equations for both velocity and pressure variables. As the Poisson equation discretized on a uniform grid could be solved by the Fast Poisson Solvers based on FFT, the projection method has been efficient for solving Navier-Stokes equations discretized on regular domains such as squares and cubes. Because of the availability of Fast Poisson Solvers for unstructured grids based on multigrid methods as noted in §2.2, the projection method should also be an efficient method for solving Navier-Stokes equations discretized on unstructured grids for domains with complicated geometries. Given the availability of the fast Stokes solver (see §3.3), we argue that a natural way for solving semi-implicit discretization schemes (4.24) is solving the whole underlying Stokes equation directly without using any extra manipulations, e.g., on the artificial boundary conditions for pressure. While this method was not favored before as an efficient Stokes solver was not available, the situation is different now because Stokes equations can now be solved by an optimal solver on general unstructured grids.
The Eulerian-Lagrangian method Given a velocity vector field u, we define the flow map φ s,t as follows:
The material derivative of v (a scalar, vector or tensor) is defined by
Here φ * s,t is called the pull-back operator for φ: φ * s,t u = u(φ s,t (x), s). By approximating the particle trajectories, the Eulerian-Lagrangian [21, 40] (finite element) method seeks the positions of the particles at the previous time (t n−1 ) that have reached quadrature points at the current time (t n ). As a result, we obtain a symmetric semi-discrete problem:
Re ∆u n + ∇p n = 0 and ∇ · u n = 0, (4.27) where k = t n − t n−1 and u n−1 * = u(x n−1 * , t n−1 ) is the velocity field at t n−1 evaluated at the position x n−1 * := φ tn−1,tn (x). We note that the ELM naturally works for reaction-convection-diffusion (R-C-D) equations also.
Since the invention of the ELM, many researchers have developed a number of variants and used them for different applications. ELM has many attractive features: it is solver-friendly, stable, and easily parallelizable. Despite these desirable features, ELM has not been without controversy: (1) some of its variants introduce excessive numerical diffusion that may degrade the accuracy of the method; (2) its accuracy is limited by the accuracy of the numerical integration; and (3) computational overhead (such as the back-tracking computation) is heavy-particularly on unstructured grids. We will address these pros and cons (and remedies) in some detail below. In particular, we demonstrate that the ELM method can be made more efficient and more important by an integrated application of modern numerical techniques:
1. user-friendly and optimal algebraic solvers for the discrete systems, 2. both temporal and spatial grid adaptation for improved stability and accuracy, 3. parallel implementation for reducing computational overheads, and 4. advanced techniques for accurate numerical integrations.
Numerical integration, stability, and artificial diffusions It has been observed that, if not treated carefully, some variants of ELM can cause excessive artificial diffusion, especially for finite difference discretization [42] . Actually, this issue is not as significant in finite element discretization. In fact, as shown in [34] , ELM in the finite element setting is not more diffusive than other methods and, in fact, it has no or very little numerical diffusion when the solution is smooth if integration is evaluated exactly (or accurately enough). The numerical diffusion becomes more significant if the numerical integration is less accurate. When using the finite element ELM to discretize material derivatives, a numerical solution at the departure feet is needed for numerical quadrature. Due to the nonalignment of the departure feet with the underlying mesh grid points, the function to be integrated-piecewise polynomial on each triangle or tetrahedron-is of low regularity. Hence, achieving an accurate numerical integration is a challenge in finite element ELM.
In [34] , we have the following observations on ELM: (1) ELM with exact integration is unconditionally stable as a fully implicit scheme and it remains stable for a relatively large time stepsize (see also [40, 38] ); (2) ELM with a nodal interpolation is unconditionally stable, but it introduces excessive numerical diffusion and the convergence rate O(k + h) is suboptimal for the linear finite element approximation; (3) ELM with Gaussian quadrature is conditionally stable and introduces less numerical diffusion. In some cases, the ELM may converge with the optimal rate O(k + h 2 ), when k is chosen appropriately; (4) Spatial adaptivity can reduce numerical diffusion substantially and make the solving procedure more stable.
With these observations in mind, we have the following guidelines for using the Eulerian-Lagrangian method: (1) Numerical integration should be carried out as accurately as possible; (2) The nodal interpolation approach is preferred when diffusion is relatively small, and the Gauss quadrature is preferred when diffusion is relatively large; (3) Spatial grid adaptivity always helps to achieve stability and accuracy. For example, instability observed for the Gauss quadrature on uniform grids can be improved on properly adapted grids.
A general solver-friendly discretization What we find most attractive for the ELM is that it is a solver-friendly discretization: at each time step, the major work amounts to the solution of solver-friendly Stokes equations (see §3.3) and the nonlinearity in the original PDE is reduced to a set of independent nonlinear ordinary differential equations.
As a final note, one important feature that has not been much explored for the ELM method is that the method is highly parallelizable. Two major sources of overhead of the method are the calculation of the characteristic feet and numerical integrations. However these two computations can be carried out completely independently from element to element and can hence be easily realized with a parallel implementation.
Non-Newtonian Flows
The following system of equations is the commonly used Johnson-Segalman model for non-Newtonian fluids: 
We notice that the above systems are reduced to the Oldroyd-B model, if a = 1, and to the Navier-Stokes equations when the Weissenberg number is Wi = 0.
Reformulation of the constitutive equation. In addition
to the difficulties that already exist in Navier-Stokes equations, the constitutive equation (5.29) presents a major challenge to properly discretizing the JohnsonSegalman model. Following Lee and Xu [38] , this equation can be reformulated into a Riccati equation in terms of the following derivative along the particle trajectory defined for a symmetric tensor ξ: 31) where E(t, s) satisfies
Defining the conformation tensor σ := τ + µp aWi I, we have (noticing that ∇·u = 0)
It is easy to see that the constitutive equation (5.29) can be rewritten in terms of the conformation tensor as follows:
We note that σ(t) is symmetric positive-definite for any t ≥ 0 physically. There are many indications [39] that preserving such a positivity on the discrete level is important. To solve (5.33), we can extend the positivity-preserving scheme for Ricatti equations (ODE along the particle trajectory). We can further use piecewise constant or linear polynomials to discretize the spatial variable for σ to preserve such as positivity.
5.2.
A solver-friendly fully discrete scheme. The material derivative Du/Dt and the derivative L u,R σ are both derivatives along the particle trajectory. The ELM can discretize the material derivative in a straightforward way (see §4). Now we will discuss how to discretize L u,R σ. By definition (5.31), we can employ a first-order difference approximation for the time derivative to obtain
Now we still need to approximate E. Let E be an approximate solution to (5.32) by the implicit Euler method:
In the ELM, special integration schemes need to be carefully designed (see Feng and Shang [25] ) to assure volume preservation of characteristic feet. For d = 2, the midpoint rule can be applied:
For stability concerns, we use special finite element discretizations for both velocity and pressure variables, such as the Scott and Vogelius element [45] . We can use the piecewise constant matrix space to approximate the conformation tensor σ.
A simple example of full discretization schemes reads like
Here, Π
V h is the L 2 -projection to the finite element space for approximating the velocity field; and Π S h is an entry-wise averaging operator, namely, Π
As shown in [38] , the above method satisfies the positivity-preserving property; that is, if Π 37) where c 0 , c 1 and c 2 are generic constants. We note that this type of scheme works for a whole range of models including the Oldroyd-B (a = 1), the FENE-PM, and the Phan-Thien and Tanner (PTT) models. For details, we refer to Lee and Xu [38] and Lee, Xu, and Zhang [39] . The above discretization scheme can be solved by, for example, a fixedpoint iteration as follows. For a given n, we first compute the departure feet x
for all integration points x (which is easily solvable for an appropriately small k). We can then set u
, and σ 
(2) update the conformation tensor
Thanks to the energy estimate (5.37) and the optimal algorithm for solving the generalized Stokes equation in §3.3, we obtain the following result.
Theorem 5.1 ([39])
. If the time step size k is small enough, the fixed-point iteration above converges uniformly with respect to Re, Wi, and h. The computational complexity of the algorithm is of O(N log N ) for each iteration, where N is the total number of spatial degrees of freedom.
Magnetohydrodynamics
MHD equations have been much studied in the literature. We demonstrate here how a solver-friendly scheme can discretize this kind of equations. We consider the following simple model magnetohydrodynamic (MHD) equation (for incompressible media) that consists of the Navier-Stokes equations, Maxwell's equations and Ohm's law:
Here u is the fluid velocity, B is the magnetic field, η = 1/(σ 0 µ 0 ) is the magnetic diffusivity, µ is the viscosity, µ 0 is the magnetic permeability constant, and σ 0 is the constant electrical conductivity of the fluid. We view the magnetic field B as a 2-form and consider its Lie derivative as follows (noticing that ∇ · u = 0):
Here φ s,t is the pull-back operator in terms of the flow-map φ s,t (4.25) given by φ *
In terms of the material derivative (4.26) and the above Lie derivative, the MHD system can be rewritten as
We notice that the condition ∇·B = 0 is actually contained in the first equation of (6.41) as long as ∇ · B = 0 at time t = 0 because of the commutation of the exterior derivative and Lie derivative. Let F (s, t) = ∇φ s,t . Since ∇ · u = 0, we have det(∇φ s,t (x)) = 1. We now discretize both derivatives for u and B along the particle trajectory via the Eulerian-Lagrangian framework. The Lie advection for B can, for example, be discretized by a simple Euler method as follows:
where φ t−k,t (x) can be computed by solving the ODE (4.25) and F (s, t) can be computed by solving
We use the simple discretization of (6.42) to illustrate our main idea. Using these ELM discretizations, we obtain the following implicit semidiscrete system:
where k is the time-step size. By moving the known quantities related to time t n to the right-hand sides, we obtain this system of equations:
We can use finite element methods for the above system by: (1) discretizing (u, p) variables by standard finite elements for the Stokes equations; and (2) discretizing the B variable by standard edge elements for H(curl) systems. The most noticeable feature of this discretization procedure is that the resulting discrete systems are solver-friendly. Roughly speaking, the third equation in (6.44) can be solved by applying the HX-preconditioner (3.11), and the first two equations are just the Stokes equations that can be solved by the method described in §3.3.
Another important advantage of our discretization scheme is that it is robust when the resistivity constant η becomes very small. This is analogous to the convection-dominated situation in the convection-diffusion equations, and our ELM scheme is related to the traditional upwinding scheme.
Concluding Remarks
In this paper, we have presented a systematic approach to designing mathematically optimal and practically user-friendly numerical methods for a large class of linear and nonlinear partial differential equations. Thus far, we have demonstrated that the partial differential equations listed in Table 1 can be solved by the techniques presented in this paper. Let us give a brief summary on relevant algorithms for the equations listed in Table 1 . For the Poisson, reaction-diffusion equations, and sometimes linear elasticity equations, AMGs (sometimes enhanced with analytic and geometric information) are the methods of choice. H(curl) and H(div) systems can solved by Hiptmair-Xu preconditioners. The Reissner-Mindling plate model can be preconditioned by the Arnold-Falk-Winther preconditioner. The mixed finite element systems for Darcy-Stokes-Brinkman models and sometimes linear elasticity equations can be solved in most cases by preconditioned MinRes using a block diagonal preconditioner consisting of Poisson-like solvers and sometimes by augmented Lagrangian methods or hybridization techniques. The time-dependent reaction-convection-diffusion, Navier-Stokes, JohnsonSegalman and MHD equations, if discretized by a Eulerian-Lagrangian method, can be reduced to a handful of aforementioned equations. And, if discretized by other methods, they can be preconditioned by a FASP method by combining a Eulerian-Lagrangian discretization with an appropriate smoother.
Ongoing and future works While it is our view that solver-friendly discretizations should be used whenever possible, there could be situations where solver-friendly discretizations may not be desirable or available. In this event, we advocate the use of a possible solver-friendly discretization as an auxiliary discretization in order to design an efficient solver for the original discrete systems. We are now developing a general framework, to be known as the auxiliary discretization method. For example, as demonstrated in [35] , a monotone scheme can be used to construct an efficient iterative method for a standard or streamline diffusion finite element discretization for convection-diffusion equations. The auxiliary space method presented in Xu [57] and Hiptmair and Xu [32] and the two-grid method [58] are also examples of auxiliary discretization methods.
We plan to expand these special auxiliary discretization methods into a general algorithmic design and theoretical analysis framework. In particular, we will explore the use of ELM as an auxiliary discretization. Similar to the auxiliary space method and the two-grid method, ELM can be used as a major component of an iterative method or as a preconditioner for other given discretization methods. Furthermore, for a given discretization of nonlinear steady-state problems or evolution problems (at each time step), we will also explore ELM's potential for obtaining an initial guess for a linearization scheme such as the Newton's method.
The Poisson-based Solver project It is the intention of the author to continue this line of work and to extend as much as possible the list of PDEs in the Table 1 . We will call this "The Poisson-based Solver Project". More details on this project (including its relevant numerical packages and references) and discussion pertaining to its future development can be found on the website www.multigrid.org.
