Context. Recent studies have revealed a hitherto unknown complexity of Cepheid pulsations by discovering modulated variability using photometry, radial velocities, and interferometry. However, a statistically rigorous search and characterization of such phenomena has so far been missing. Aims. We have employed a method as yet unused in time series analysis of variable stars for detecting and characterizing modulated variability in continuous time. Here we test this new method on 53 classical Cepheids from the OGLE-III catalog. Methods. We implement local kernel regression to search for both period and amplitude modulations simultaneously in continuous time and to investigate their detectability. We determine confidence intervals using parametric and non-parametric bootstrap sampling to estimate significance and investigate multi-periodicity using a modified pre-whitening approach that relies on time-dependent light curve parameters. Results. We find a wide variety of period and amplitude modulations and confirm that first overtone pulsators are less stable than fundamental mode Cepheids. Significant temporal variations in period are more frequently detected than those in amplitude. We find a range of modulation intensities, suggesting that both amplitude and period modulations are ubiquitous among Cepheids. Over the 12-year baseline offered by OGLE-III, we find that period changes are often non-linear, sometimes cyclic, suggesting physical origins beyond secular evolution. Our method more efficiently detects modulations (period and amplitude) than conventional methods reliant on pre-whitening with constant light curve parameters and more accurately pre-whitens time series, removing spurious secondary peaks effectively. Conclusions. Period and amplitude modulations appear to be ubiquitous among Cepheids. Current detectability is limited by observational cadence and photometric precision: detection of amplitude modulation below 3 mmag requires space-based facilities. Recent and ongoing space missions (K2, BRITE, MOST, CoRoT) as well as upcoming ones (TESS, PLATO) will significantly improve detectability of fast modulations, such as cycle-to-cycle variations, by providing high-cadence high-precision photometry. High-quality long-term ground-based photometric time series will remain crucial to study longer-term modulations and to disentangle random fluctuations from secular evolution.
Introduction
Classical Cepheid variable stars (from hereon: Cepheids) have been the focus of a great deal of research since their discovery by Goodricke (1786) , who suggested that their study "may probably lead to some better knowledge of the fixed stars". Indeed, Cepheids have been of great historical importance for the understanding of stellar evolution and structure. Although Cepheids are usually considered to be highly regular variable stars, Cepheid pulsations were shown very early on to exhibit time-dependencies (e.g. Eddington 1919).
In particular the changing periods of Cepheids have received much attention (e.g. Szabados 1983; Pietrukowicz 2001 Pietrukowicz , 2002 Turner et al. 2006) , since they offer an immense opportunity for studying the secular evoPresent address: Max Planck Institute for Astronomy, Königstuhl 17, 69117 Heidelberg, Germany; Swiss National Science Foundation Fellow lution of stars on human timescales (decades) and provide important tests of stellar evolution models (e.g. Fadeyev 2013; Anderson et al. 2016b ). In addition, changing periods complicate phase-folding of time-series data obtained over long temporal baselines and often have to be accounted for when determining the orbit of long-period binary systems containing Cepheids (e.g. Szabados et al. 2013; Anderson et al. 2015) . In addition, cyclic variations of pulsation periods exhibited by some Cepheids have been discussed in terms of the light-time effect due to orbital motion (Szabados 1989) , although only few cases have been confirmed using radial velocities (Szabados 1991) . Period changes may also be related to the much-discussed linearity of the periodluminosity relation, see García-Varela et al. (2016) and references therein.
Recent detailed studies of both large samples of Cepheids in the LMC (Poleski 2008 ) and of individual stars in the Galaxy (e.g. Kervella et al. 2017) A&A proofs: manuscript no. OGLE3CepModulation-arxiv necessarily consistent with the classical picture of secular evolution.
One of the most notorious and intricate cases of period and amplitude variations is that of Polaris, the North Star (Arellano Ferro 1983) , which identifies this Cepheid to be crossing the classical instability strip for the first time (Turner et al. 2006) . Polaris' amplitude seemed to diminish to the point of disappearing, which had been interpreted as the Cepheid leaving the instability strip. However, more recent observations have shown that the pulsation amplitude has increased again, and Polaris remains a puzzle. Another unique well-known example is that of V473 Lyrae (Burki & Mayor 1980; Burki et al. 1982) . Combining many years worth of observations, Molnár et al. (2013) were able to trace this star's amplitude modulation cycles and determined a modulation period of 1204 d. They discussed these modulations in the context of the Blažko (1907) effect, which is better known in RR Lyrae stars and has seen a boost in research thanks to the Kepler mission (e.g. Kolenberg et al. 2010; Benkő et al. 2011 Benkő et al. , 2014 . Percy & Kim (2014) presented evidence that some longperiod Cepheids exhibit amplitude changes of up to a few hundredths of a magnitude over timescales of a few hundred or thousands of days, potentially exhibiting cyclic behavior (e.g. for U Carinae). Such strong modulations are presumably not very common among classical Cepheids, or else they would likely be found more frequently in long-term photometric surveys such as the All Sky Automated Survey (Pojmanski 2002) or in other long-term Cepheid photometry (e.g. Berdnikov et al. 2014) . Soszynski et al. (2008a) mention that about 4% of fundamentalmode (FU) and 28% of first-overtone (FO) Cepheids are "Blažko Cepheids", identified via secondary period peaks near the primary period (from hereon "twin peaks"), which are found after pre-whitening the light curve using the primary period. Additionally, among the entire set of 3374 Cepheids, 8 (all FO) were labeled as having variable amplitude. Soszyński et al. (2015a) have since provided additional targets of interest in this regard. While this paper was under review, Smolec (2017) further reported light curve modulation in 51 Cepheids located in the Small and Large Magellanic Clouds, none of which overlap with the stars discussed in the present work. Evidence for non-radial modes in Cepheids has been found in a sample of 138 Small Magellanic Cloud (SMC) FO Cepheids that exhibit light curve modulation (Soszynski et al. 2010; Dziembowski 2015; Smolec &Śniegowska 2016a) . Periodicity of such light curve modulations, if it can be firmly established, would be strongly indicative of Cepheids pulsating in more than one mode (Moskalik & Kołaczkowski 2009) .
Though difficult to detect with ground-based observatories, small amplitude light curve fluctuations appear to be rather common, if photometry is sufficiently precise and denselysampled. Derekas et al. (2012) first showed this for the Kepler (fundamental-mode) Cepheid V1154 Cygni, and Evans et al. (2015) recently used the MOST satellite to demonstrate the different types of irregularities seen in the fundamental-mode Cepheid RT Aurigae and the first-overtone Cepheid SZ Tauri. Such low-amplitude modulations and period "jitter" may be explained by convection and/or granulation (Neilson & Ignace 2014) . Stothers (2009) furthermore proposed a model involving activity cycles to explain period and light amplitude changes in short-period Cepheids. However, light curve modulations remain difficult to detect, even with precise space-based photometry (Poretti et al. 2015) .
While most amplitude modulations in Cepheids are found using photometric measurements, the extreme precision afforded by state-of-the-art planet hunting instruments has recently enabled the discovery of small amplitude spectral modulations in Cepheids (Anderson 2014 (Anderson , 2016 . Furthermore, tentative evidence for modulated angular diameter variability in the longperiod Cepheid Carinae based on long-baseline interferometry has recently been presented by Anderson et al. (2016a) .
In summary, recent advances in instrumentation have enabled the discovery that Cepheid variability is not as regular as often assumed. Whether or not irregularities are detected is dominated by observational precision and time-sampling. Moreover, there is evidence that not all irregularities of Cepheid variability share the same origin; for instance, the time-scales of radial velocity modulation in short-and long-period Cepheids are very different (Anderson 2014) .
Given the patchy evidence for irregularities and modulations in Cepheid variability, it is important to characterize how and how often these phenomena occur. To this end, we have implemented a method based on local kernel estimation to detect irregularities in Cepheid pulsations. For the first time, this method allows to search for smooth variations of light curve amplitudes and periods in continuous time and enables the quantification of the significance of the detected effects. We here describe our technique, which we apply to a total of 53 FU and FO Cepheids from the OGLE-III catalog (Soszynski et al. 2008a ). In a followup paper, we will then apply this technique to the full sample of OGLE-IV classical Cepheids (Soszyński et al. 2015b ) to investigate limits of detectability, the rate of occurrence of period and amplitude modulations in Cepheids, and to characterize them. This will be a crucial step toward a physical understanding of these phenomena. This paper is structured as follows. We describe our method for analyzing light curves in Sec. 2, which is divided into target selection (Sec. 2.1) and a description of the sliding-windows based light curve modeling (Sec. 2.2). We present the results of this modeling in Sec. 3, which we divide into subsections dedicated to changing periods (Sec. 3.1), changing amplitudes (Sec. 3.2), and a discussion of how light curve shapes change with time (Sec. 3.3). We present the implications of the new method on results of a multiperiodicity analysis and on prewhitening artefacts (Sec. 3.4) , compare the trends and fluctuations discovered among different groups of Cepheids (Sec. 4.1), investigate their relationships with physical parameters of the Cepheids (Sec. 4.2), and compare our results with the literature. We summarize and conclude in Sec. 5. We explain the statistical methodology in detail in Appendix A. Using simulations of modulated periodicity with parameters taken from real Cepheids, we benchmark the detectability and performance of the kernel method in Appendices B and C. Figures illustrating the results for all 53 Cepheids and tables containing the numerical results from the fitting procedures are given in in Appendices D and E. modulations in Cepheid variability due to its high quality (precision of up to 0.02 mag), long temporal baseline (spanning up to 12 years), large number of observations (up to 1500 per target), excellent homogeneity, and large number of Cepheids available for study. The time sampling of the two surveys is seasonal, with the longest gap (between the end of OGLE-II and the start of OGLE-III) up to 300 d for some stars. The instrumentation changed between the two phases of the survey, around HJD −2450000 ≈ 2000, so I-band photometry in the LMC from the third phase was carefully calibrated to seamlessly fit with the photometric data from the second based on more than 620000 stars in 78 overlapping subfields (Udalski et al. 2008) . All data were obtained from the OGLE-III server 1 . This work has a dual goal of assessing the performance of our methodology and of investigating the phenomenology of the modulated variability exhibited by Cepheids. To this end, we selected a sample of 53 Cepheids consisting both of ones likely to exhibit modulations and ones likely to be stable pulsators. Investigations of all Cepheids within the OGLE catalog of variable stars will be presented in the future.
Whether or not a given Cepheid is likely to show the effect is difficult to determine a priori. A sign of modulations may be the presence of peaks in the secondary periodogram at a frequency very close to the primary one (a "twin" of the primary peak; | f 1 − f 2 | < 0.001 except for one Cepheid, CEP-1564, for which this was 0.0176). The reason is that if the harmonic decomposition of the oscillation or its period varies with time, then pre-whitening with a constant model will not lead to a perfect removal of the primary pulsation from the light curve, and the residual signal would appear in the secondary periodogram as a twin peak.
We thus selected as likely irregular candidates those Cepheids for which a multiperiodicity analysis reveals a twin peak after pre-whitening. We refer to these targets here as "twinpeak Cepheids" rather than adopting the terminology of Soszynski et al. (2008a) who refer to them as "Blažko Cepheids", since it is still unclear whether the origin of the irregularities of the Cepheid variability is the same as that of the amplitude modulation found in RR Lyrae stars. Moreover, in order to assess the efficacy of the twin peaks phenomenon as a diagnostic for identifying pulsation irregularities and to provide a baseline for comparison, we also selected a likely regular, or "control", sample consisting of target stars that do not exhibit twin peaks. Since first-overtone (FO) Cepheids are considered to be more irregular (less stable) than fundamental-mode (FU) Cepheids, we treat these two groups separately. To create a basis for target selection, we first modelled all individual light curves of fundamental (FU) and first-overtone (FO) Cepheids that consisted of more 700 observations, and inspected their residual periodograms. For the purpose of sample selection, we modelled light curves using a non-periodic fifth-order polynomial trend (to account for a possible temporal evolution of the instrument zero-point as well as other spurious or true changes in mean magnitude) and a Fourier series with 10 harmonics using the period from the OGLE-III catalog. Secondary (residual) periodograms were computed for each star using the method of Zechmeister & Kürster (2009) . Including the polynomial trends proved efficient at removing artefacts from the residual periodograms, such as high peaks near 0, 1, 2, . . . d −1 that otherwise dominated. Although a precise light curve modeling could have called for more or less than 10 harmonics, we found this a sufficient approach for sample selection. In all later stages of the analysis, in particular during the sliding window analysis, we used a more detailed modeling with differArticle number, page 3 of 32 A&A proofs: manuscript no. OGLE3CepModulation-arxiv ent harmonic orders, which were determined separately for each Cepheid (cf. Section 2.2 and Appendix A). Figure 1 shows examples of each of the twin peaks and control Cepheid groups. The left hand side exemplifies the twin peaks case with (OGLE-LMC-)CEP-1998, which has a high secondary peak in the residual periodogram. For this star, the appearance of the twin peak occurs together with a prominent separation of the folded residual light curves according to observation times: the early observations (color-coded in yellow) trace a different line than later ones (red, violet and blue dots). Such a visual separation is not observed in every twin peaks Cepheid. Instead, various degrees of this pattern can be found, although its prominence does seem to correlate with the height of the peak in the residual periodogram. The fact that the yellow (earliest) and the light blue (latest) observations are close together, while the reddish dots of mid-survey observations are far from them, indicate a variation nonlinear in time, and thus excludes a misestimated period from the possible explanations. For comparison, the right hand panel shows CEP-1543, for which the residuals are flat and no significant secondary peaks are found in the residual periodogram.
Since our method aims to smoothly and continuously trace temporal variations of pulsation periods and amplitudes, it is necessary for all objects studied to have a large number of sufficiently densely and uniformly distributed observations over the survey time span. We thus limited possible targets to those with at least 700 I-band observations, distributed in a way that ensured none of the time intervals used in our sliding windows fits contained less than 90 observations.
Of all the Cepheids that satisfied these conditions, we selected a sample of 12 FU and 12 FO Cepheids that exhibit twin peaks. We further included five additional FO Cepheids with clearly visible changing amplitudes, which we encountered during light curve inspections. These were included despite having a slightly lower limit of 70 observations for each data sub-interval. This was deemed acceptable, since FO Cepheids have nearly sinusoidal light curve shapes that require fewer harmonics for an adequate light curve representation. All of these amplitudechanging Cepheids exhibit twin peaks, and therefore will be treated as part of the twin-peak FO group. Similarly, we selected 12 FU and 12 FO Cepheids for which pre-whitening did not reveal twin peaks as the control samples.
Detecting period and amplitude modulation using sliding windows
Studying time-dependent variability phenomena has been gaining traction for some time. A so-termed time-dependent Fourier analysis has been applied to non-linear pulsation models of RR Lyrae stars (Kovacs et al. 1987) , RRc stars observed by the Kepler spacecraft , RR Lyrae stars in the Galactic Bulge observed by OGLE (Netzel et al. 2015) , and 138 FO Cepheids in the SMC (Smolec &Śniegowska 2016b) . As an alternative, the analytic signal processing method has also been applied to hydrodynamical models (Kolláth et al. 2002) and to investigate the period doubling phenomenon in RR Lyrae stars using Kepler data . Given the sensitivity of the method to (seasonal) gaps in the ground-based OGLE data, analytic signal processing is not a suitable choice for the present investigation.
Since previous studies of time-dependent Fourier and analytic signal processing techniques adopted fixed oscillation frequencies, any fluctuations in pulsation period were absorbed as 
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Chi−squared Fig. 2 . Enlarged environment of the removed OGLE catalog frequency and the secondary peak in the secondary periodogram for four twinpeak Cepheids. The OGLE catalog frequency is indicated by a vertical blue line.
phase-shifts in the Fourier phase coefficient Szabó et al. 2010) . Here, we seek to go one step further and develop a method capable of efficiently dealing with data gaps that simultaneously determines Fourier coefficients and changes in pulsation period. Moreover, our method makes no assumptions as to the periodicity or repeatability of any detected modulations. We adopt a highly flexible model to describe the potentially diverse and presumably small types of Cepheid light curve variations. Physical causes for changes in period, for instance, may originate from secular evolution or binarity (light-time effect). However, amplitude modulations are not so easily explained and modeled. In our sample, the separation of the residual light curves shown in the left panel of Figure 1 suggests nonlinearity of the changes. Moreover, the diversity of twin-peak structures in the examined secondary periodograms, though the irregular OGLE time sampling and the photometric noise undoubtedly affect the shapes, also suggests that modulation patterns may not be strictly repetitive. Figure 2 gives a few examples of this diversity. While the present work was under review, Smolec (2017) presented an investigation of periodic light curve modulation in SMC and LMC Cepheids based on a systematic search for double modulation side peaks in periodograms following a standard pre-whitening technique. Such an approach assumes periodicity of any detected modulations as well as only mild effects of the uneven time sampling and noise. Our visualizations of the residual light curves, with the observing time colour-coded, support that many kinds of secondary peak structures can be associated with visible modulations of the period and/or the harmonic parameters, and these are not necessarily strictly periodic or linear. Our goal is therefore to be open to all possibilities, and allow for nonlinear, cyclic, and non-cyclic components in the modelling of the modulations. Local kernel modelling (sliding window technique; e.g., Fan & Gijbels 1996 ) is a simple option that provides this flexibility.
We define these sliding windows using a grid of times that covers the entire observational baseline. The first grid point τ 1 is fixed to the time of the first observation of the star, and every subsequent grid point is defined as τ i = τ 1 + (i − 1) × 30 days. For most of our Cepheids, 137 or 128 grid points were thus defined. One target (CEP-2580) was limited to 80, since observations of this target started roughly five years after the others. We wish to Article number, page 4 of 32 obtain a local estimate of pulsation period and harmonic amplitudes at each gridpoint τ i . Therefore, at each τ i , we select the data within a 3-year window centered at that point, and fit a harmonic model with a third-order polynomial trend:
where i ∼ N(0, σ i ) are assumed to be independent Gaussian errors. The harmonic order M, individually selected for each Cepheid, is based on the constant models using the whole time span: M = M 0 + 2, where M 0 is the order of the best constant model for all data by the Bayes Information Criterion (Schwarz 1978) , and the two extra terms are added to allow for variations in the light curve shape. M was subsequently kept fixed at all gridpoints, though all the model parameters were refitted in each window. Thus, we obtain best-fit pulsation period, harmonic amplitudes, and polynomial coefficients at each gridpoint. Any changes in mean brightness are thus absorbed by the polynomial term in eq. 1 and treated as nuisance parameters. The parameter estimation is performed by a weighted nonlinear least squares procedure that optimizes both the harmonic parameters and the pulsation period separately in each window. The result is a time series of the best-fit model parameters θ(τ i ) with corresponding point-wise confidence bands, where θ(τ i ) can stand for any of the pulsation period, harmonic parameters, or peak-to-peak amplitude. We estimate both approximate theoretical point-wise confidence bands and ones based on a Monte Carlo experiment; the two were in general very close to each other.
However, the weighting scheme in this estimation procedure is chosen in a special way, to put emphasis on the process near the central gridpoint. To decrease bias there, we combine the usual error weighting with the kernel weights of local modelling: inverse variances (as given by the square of the photometric uncertainty) were multiplied with a factor derived from a normal density centered at τ i with a standard deviation of 182.5 days (at the ends of the survey timespan, the definition remains the same; we do not lengthen the series by the addition of artificial points based on some rule of extrapolation from the observed values). Doing so attributes higher influence to observations made closer to τ i (important not to oversmooth, and to trace irregularities better), while also weighting data according to their reliability. The result is a weighting scheme that increases the impact of the most relevant and most reliable observations, while it reduces the high correlation observed between estimates in neighboring windows when using simple error weighting.
In addition to its flexibility, the local sliding window model has a few more advantages over complex global models with constant parameters. Since it is local, abrupt shifts in mean magnitude due to calibration effects between OGLE-II and -III data affect it only in windows including the time of the shift, and thanks to the weighting scheme, the effect is attenuated in windows centred relatively far from this time. Moreover, the thirdorder polynomial component in model (1) accounts for any calibration residuals (between OGLE-II and III). In the absence of information in the sampling gaps, the estimates of course may be biased or have a higher than average variance.
The finite window size has two main effects on the estimates. First, the detectable timescales of period and amplitude modulations of the Cepheids are determined by the 12-year total survey timespan and the window size. Periods longer than approximately the full timespan cannot be distinguished from trends, so ∼ 12 years is the long-period limit of modulation cycles we can identify. In the short-period limit, any fluctuations on timescales shorter than about 2 years are smoothed out due to our use of sliding windows giving high weight to observations within a 2 year time interval. Second, the faster the modulation, the more downward biased (underestimated) the estimated modulation amplitude. This bias is due to the local estimate being a kind of average value within the temporal sliding window. It is proportional to the characteristic frequency of the modulation and can be estimated in a simple way if this latter is known or estimated. We discuss this and provide an empirical bias correction formula in Appendix C.
Bias is also present at the start and end of the observation period, if the fitted parameters are not approximately constant there, since we lack information in the subinterval of the window that stretches over the end. This bias is strongest at the endpoints, then decrease as the window includes more data, and vanishes at 1.5 years from the ends (the half-width of the window). We investigated the effect of the sampling gaps and the finite observation timespan using simulations, and found this to be a minor effect, although sampling gaps can indeed cause some systematic distortions in the estimates of an underlying trendlike and oscillatory pattern. Moreover, data gaps do not lead to false detections in the absence of modulation, cf. App. B for a detailed discussion.
To assess whether a constant model sufficiently explains the observed photometric time series, we repeat our sliding windows analysis on a simulated, perfectly repetitive stable reference model using the best-fit constant parameters from a global light curve modeling. Confidence bands are added to this curve by applying a non-parametric Monte Carlo resampling based on the residuals 2 . The estimated functions θ(τ i ) are then compared to the obtained confidence bands. In order to assess significance of departures from the constant parameter values, we employ the multiple hypothesis testing procedure of Benjamini & Yekutieli (2001) to avoid spurious detections due to random fluctuations amplified by strong correlation between neighboring windows.
The fitted magnitudes from the sliding window method enable an improved pre-whitening. We approximate the noise-free magnitude of the star at time t i by a weighted average of the fitted value from the models at the two closest window, with the weights based on the differences between t i and the window centres. We compute the improved residuals by subtracting these fitted values from the observed magnitudes. Then, we perform a secondary period search (Zechmeister & Kürster 2009 ) on these improved residuals, and we check whether twin peaks are still apparent, or if other, weak secondary modes appear.
In summary, the local kernel modeling method presented here does not impose assumptions on the type of period changes encountered and simultaneously traces temporal variations in pulsation period and light curve shape. This is an improvement over the O − C technique, which does not allow to fully disentangle fluctuations due to period and Fourier amplitude changes. While the use of sliding windows represents a limitation on the time resolution, it provides tools to attribute statistical significance to the time-variation of signals, and to obtain a coherent, continuous-time picture of the simultaneous variations of the period and Fourier composition.
A detailed description of the fitted local model, the model selection, the stable reference model, the error analysis and the assessment of significance taking into account the correlation caused by the overlap of the windows are given in Appendix A. We complement this with realistic simulated examples illustrating the detection power of the model and the limitations imposed by the OGLE time sampling and the kernel size in Appendix B, using real OGLE observation times and light curve profiles, trends and fluctuations similar to those found in our Cepheid sample. Appendix C considers the bias of the method and provides a means of correcting for it.
The analysis presented in the paper was performed using the statistical computing environment R (R Core Team 2015).
Results

Period changes
Figures D.1 and D.2 in the Appendix give an overview of the variations in pulsation period estimated by the sliding window technique, as compared to a stable reference Cepheid simulated using the best stable parameter estimates. The sixth column of Tables 1 and 2 gives the maximal span of these changes, that is, max P(t) − min P(t), while the seventh column gives the length of these intervals in percentage of the total observation span.
The figures suggest a continuous broad range of possible variations potentially extending to many or even all Cepheids, rather than separate subclasses of steady and non-steady pulsators. Within the timescale limitations mentioned at the end of Section 2.2 and discussed in Appendix B, the range of the variations may include slow irregular or near-linear trends, stochastic or multi-scale oscillations, quasi-regular changes, and any combinations of these. Figure 3 presents an example of each (CEP-2132: near-linear trend; CEP-1621: irregular fluctuations, CEP-1140: quasi-periodic changes; CEP-1833: combination of damped quasi-periodic changes and near-linear trend). Appendix B suggests that though the OGLE time sampling can cause systematic distortions on the shape of the estimate of a real modulation pattern (see Appendix B), it cannot cause the observed phenomena. Neither the trends of CEP-2132 and 1833, nor the large fluctuations of CEP-1621 can be fully explained in this way. Considering the simulation results in Appendix B and C, the non-significant quasi-periodic modulation in CEP-1140 is much more likely to be attributable to a fast oscillation around the upper frequency detection limit of our window than to noise or effect of sampling gaps (the weak quadratic-like trend may be the consequence of end effects, though these are more likely to cause estimates levelling out than a sharp increase or decrease as here). The exceptionally large scatter of the estimates of the modulation frequency and amplitude presented in Appendix C in the case of CEP-1833 warrants prudence in accepting the shape of its modulation, but the existence of a trend seems to be certain and some additional instabilities very likely.
The wide variety of different combinations of these relatively pure types can be appreciated in Figures Tables 1 and 2 . This is so for both FU and FO Cepheids.
Among the variety of modulation types found (trend-like, stochastic, oscillation-like or arbitrary combination), visual inspection suggests a relatively strong trend component for CEP-1521 , CEP-1527 , CEP-1704 , CEP-2217 , and CEP-2132 (FU). Similar trends are visually less obvious, but potentially present for stars CEP-1405 (FO), CEP-1833 and CEP-2470 (both FUs). For most stars, this trend appears non-linear, or has added fluctuating components (stochastic or oscillation-like); almost pure near-linear patterns are shown only by CEP-2132 and CEP-1521, the latter nevertheless with some increasing oscillations towards the end of the observation period (where end effects may also be present). The strongest trend is observed for CEP-1833: its frequency change within the decade-long OGLE-III timespan is about 0.008 c/d. Given the several different types of period changes seen here, however, the observational baseline may not be sufficient to ascertain that these period changes are truly caused by secular evolution (cf. also Soszynski et al. 2008a ): trends observed on such short timescales may actually prove to be a portion of fluctuations with a long characteristic timescale. The frequent presence of relatively strong fluctuations on various timescales further strengthens this impression.
For four twin peak Cepheids (FU CEP-1140, FO CEP-1536, CEP-1564 and CEP-1693, the multiple testing procedure did not find significant period changes (T P = 0 in Table 1 , and thus, instability of the pulsation period is not confirmed in these stars. CEP-1418 also has only a very short interval of period deviation. A strong instability on a shorter timescale than the sliding window length could cause remaining periodicity after removal of the (average) primary frequency. Although the frequency separation between the primary and the secondary periodogram peaks, which is commonly used as an indicator of the modulation's typical timescale, does not suggest a high-frequency periodic modulation, the sliding window estimates in Figure D .1 suggest indeed fast (low-level) variations for these stars. The strength of such fast variations are strongly underestimated by our 3-year window (see Appendix B), so it is possible that these stars do have a high-amplitude, fast period oscillation producing perceivable traces in the secondary periodogram. In addition, CEP-1140 and CEP-1536 have long intervals when their amplitude deviates significantly from the mean value, which offers an alternative explanation. A look at the period changes of CEP-1693 and CEP-1418 in Figure D .1 reveals a slow, weak nonlinear trend (together with some comparatively strong oscillations) in their pulsation period. Although this is not significant with the small number of observations used per window and with our very conservative error assessment procedure, it may be sufficient to give rise to a twin peak when trying to pre-whiten by a constant model fitted to all data. For the fifth star, CEP-1564, we find no significant deviations from stable pulsations using our multiple hypothesis testing procedure.
Within the control group, our results suggest identical variation types except for trends discernible by eye, and on average faster quasi-periodic or stochastic changes. The variations appear on average milder than those of the twin-peak group, as shown by the values of DP in tables 1 and 2. The residual-based significance assessment finds these statistically non-significant, so we cannot exclude a noise origin of these modulations. However, as mentioned above, variations on timescales comparable to or shorter than the window length are generally under-estimated by the kernel method. Fast and strong cyclic variations can cause over-dispersion in the residuals at all phases in the secondary light curve. If these are fast enough with respect to the limitations of the kernel method, they might blur the pattern in the residual light curves seen in the center panels of Table 1 . Basic parameters and their variation for the twin-peak and amplitude-changing Cepheid sample. The columns of the table are the following: CEP: Cepheid identifier (without the common prefix OGLE-LMC-CEP-); I (cat) : mean I magnitude from the OGLE-III catalog; DI: maximal span max I 0 (t) − min I 0 (t) of the variation of the kernel-estimated mean magnitude I 0 (t); P (cat) : primary pulsation period from the OGLE-III catalog (in days); σ P (cat) : the error of the primary pulsation period from the OGLE-III catalog (in 10 −7 days); DP: maximal span of the variation of the primary pulsation period max P(t) − min P(t) from the kernel fits (in 10 −7 days); T P : length of time intervals exhibiting significant deviation from P (cat) , in percentage of the total time span; A (cat) : peak-to-peak amplitude from the OGLE-III catalog (in millimagnitudes); A 1 : estimated amplitude of the first harmonic term from the average global fit using the fixed period P (cat) (in millimagnitudes); σ A 1 : standard error of the former (in millimagnitudes); DA 1 : maximal span of the variation of the first harmonic amplitude max A 1 (t) − min A 1 (t) from the kernel fits (in millimagnitudes); T A 1 : length of time intervals exhibiting significant deviation from A 1 , in percentage of the total time span. Asterisk beside the identifier indicates the three stars which are commented in the OGLE-III catalog as having variable amplitude.
sequence of this strong general over-dispersion, our conservative residual-based significance assessment procedure (cf. Section 2.2 and Appendix A) yields a very broad confidence band around the P cat value of the constant model, and thus, we find the modulation to be non-significant. It follows that the twin-peak phenomenon, though it seems to be a good indicator of changes that are trend-like on the survey timespan, can fail to indicate even strong oscillatory modulations in the pulsation period, and thus miss many potentially scientifically interesting cases. Two such cases merit to be mentioned, that of CEP-0727 (FU) and CEP-1638 (FO). Their secondary periodogram does not show a twin peak, however, their DP values in Table 2 are 0.002 d and 0.0017 d, respectively, both among the highest in all our sample.
Amplitude changes
We find much fewer stars to exhibit significant variations in the amplitude of the leading harmonic term, A 1 = s Tables 1 and 2 summarise the maximum span max A 1 (t)−min A 1 (t) of the first harmonic amplitude A 1 (t) from the kernel fits, and the extent of the time intervals of significant deviations from the average A 1 in its last columns DA 1 and T A 1 . It appears indeed that the variations in the pulsation period are easier to detect, and for this reason they have been discussed in the literature much more extensively. Nevertheless, we find significant, more or less cyclic, amplitude variations for the twin peak FO Cepheids CEP-1527, CEP-1535 and CEP-1536, in addition to those five Cepheids included because of their clearly visible strong amplitude changes. Several other FO Cepheids (CEP-1405, -1561 and -1605) exhibit shorter, erratic excursions Article number, page 7 of 32 2). The heavy orange line denotes the catalog period, which was used as known (non-optimized) value in the fitted stable reference model for the Cepheid. The orange band indicates the nonparametric bootstrap CI around this period, obtained from the procedure described in Section 2.2. The dotted black horizontal and vertical lines are aids to the eye to estimate the extent and time interval of the changes. The grey background highlights time intervals where the deviation from the stable reference model was found significant by a multiple testing procedure (Benjamini & Yekutieli 2001) . Leftmost panel: near-linear trend, middle left: stochastic fluctuations, middle right: quasi-periodic instabilities, rightmost: combination of a trend and weakening quasi-periodic changes.
from otherwise fairly stable pulsation amplitudes. With the exception of CEP-1536, these stars also show changes in pulsation period. There are two FU stars as well with significant amplitude changes, CEP-1748 and CEP-1140, but contrary to the majority of the FO sample with amplitude modulations, these stars do not undergo significant period changes, as discussed in Section 3.1. Our method therefore successfully recovers all Cepheids identified as having variable amplitudes in the OGLE catalog and even increases this number. Long-term, trend-like changes (within the detectability limits of the 12-year survey) seem to be very rare. Two stars that show a pattern compatible with it are the FO Cepheids CEP-1561 and -1693. However, even for those, slow fluctuations around a mean amplitude which is stable on the long-term cannot be excluded. One FO Cepheid, CEP-2217, has a significantly higher first harmonic amplitude with the sliding window estimation than with the constant reference model. This is due to the fact that its strong trend-like period variation causes strong phase shifts of temporally distant observations, and smears the light curve folded with a constant period.
Our results suggest that small amplitude variations may be present for many more Cepheids, although these amplitude fluctuations tend to stay below the 95% confidence level with OGLE-III time cadences and our conservative significance assessment procedure. Taking this into account, we interpret our results as an indication that amplitude fluctuations on millimagArticle number, page 8 of 32 nitude level and below are a common, possibly ubiquitous, phenomenon whose detectability is currently limited by the availability of sufficient time resolution and photometric precision.
Changes in light curve shape
The morphology of light curves is most commonly described using relative amplitudes and phases, Φ j1 and R j1 for the leading few harmonics, most importantly for j = 2, 3 (Simon & Lee 1981) . However, the continuous-time changes of these parameters are too weak to consider using these quantities, since the variations in the second and third harmonic amplitudes are below the detection limit.
Nevertheless, it is possible to visually compare light curve shapes at different epochs, e.g. where the peak-to-peak amplitudes of the Cepheids are very different. Figures D.5-D.9 show the light curves of the Cepheids in our sample at two such epochs selected individually for each star, such that furthermore the windows do not overlap. We plot the folded light curves so that maximum brightness occurs at phase 0.6 to facilitate visual comparison. Confidence bands are added based on bootstrap repetitions generated with resampled errors superposed to the reconstructed estimated local light curve.
The fundamental-mode Cepheids in our sample, both twinpeak and control, exhibit little scatter in their light curves. In quite a few cases, there are discernible but tiny-looking differences in the minimum or maximum brightness or in the pattern of the brightening branch (in a few cases, these can be due to outliers, e.g. CEP-2215 in Figure D The variations exhibit a larger range for the overtone stars. Beside a few cases that show light curve variations comparable to the fundamental-mode sample (often those with relatively high average amplitude), and CEP-1536 for which our procedure selected apparently an unnecessarily high harmonic order resulting in a wiggly fit (cf. section 2.2), there are many that show high dispersion of observed magnitudes together with strong light curve shape variations. The dispersion of the observations affects the quality of the estimated light curve shapes, as is shown by the broad confidence bands around the estimates. In many cases, the observations with high residuals are far off from the centre of the window in real observation time (light-shaded points are more distant from the window centre in real observing time than dark-shaded points). This suggests that relatively strong changes might occur on a shorter timescale than the kernel length.
Residual periodograms
Our study presented so far led to the conclusion that for the Cepheids in our sample, the presence of a "twin peak" in the secondary periodogram after pre-whitening is related to period and/or light curve shape modulations. Pre-whitening a light curve that intrinsically contains such modulations with a model of constant period and harmonic amplitudes will be obviously only approximate. Using instead the local estimates of period and Fourier amplitudes yields a more precise magnitude estimate at every observation time, and hence helps to remove the remnants of the main oscillation (the twin peak) from the secondary periodogram. Moreover, a secondary period search on the residuals of a local pre-whitening can be expected to detect weak secondary modes more efficiently and more precisely than a constant model. We thus constructed residual periodograms for all Cepheids in the sample by subtracting the time-dependent best-fit models.
We compared the residual periodograms computed based on the stable reference fit with constant parameters over the full OGLE-III timespan to residual periodograms computed using the sliding window fit. In all but two of the 29 twin-peak cases, the sliding window fit removed perfectly the twin peak from the residual periodogram. Moreover, the method did not add any new spurious peaks to the residual periodograms of the 24 control Cepheids, and thus we can safely state that the method does not introduce any artefacts into the results.
As expected, our more complex pre-whitening method yields more stable residual periodograms than pre-whitening with constant period and harmonic amplitudes. In all but 2 of the 29 Cepheids belonging to the twin peaks group (12 FU, 12 FO, and 5 additional FOs), we find no twin peaks after pre-whitening. Moreover, no new, spurious secondary periods are found in the residual periodograms of the 24 Cepheids belonging to control groups (12 FU, 12 FO). We present four typical examples of Cepheids in the twin peaks samples in Fig. 4 .
Residual periodograms obtained by pre-whitening with timedependent light curve parameters are generally uniform and flat for twin-peak FU, control FU, and control FO Cepheids. The top left panel of Figure 4 shows the secondary periodograms after constant pre-whitening (black) and after pre-whitening with local estimates (red) in such a case, for the FU twin-peak Cepheid CEP-2191. In some cases, a slight, albeit most likely nonsignificant maximum appears at approximately 0, 1, 2, . . . c/d. It cannot be decided whether these indicate a parasite frequency of terrestrial origin or a remaining mean trend which is detected by frequency analysis as a low-frequency signal.
Twin-peak FO Cepheids exhibit more complex patterns in their residual periodograms. Only five of 17 show flat residual periodogram following pre-whitening with our time-dependent best-fit models. Four of these belong to the group of five FO Cepheids that we selected for their obviously changing amplitudes (CEP-0916, CEP-1275 , CEP-1955 , and CEP-2820 , while CEP-1536 was an FO twin-peak group member. CEP-1119, the 5th Cepheid selected for obvious amplitude changes, still exhibits a twin peak after pre-whitening, cf. top right panel in Fig. 4 . This might be caused by imperfect fits in some windows: the sliding window period estimates in the bottom row of Figure D.1 suggest very sharp period changes that were not precisely fitted. Three other overtone Cepheids exhibit mostly flat residuals similar to those of FU Cepheids with (likely spurious) peaks near 0, 1, 2, . . . c/d. For two of them, this peak is weak, for the third (CEP-1535, one of the newly discovered amplitudechanging Cepheids), it is strong.
CEP-1564, shown in the bottom right panel of Figure 4 , represents an exception. This is the only FO twin-peak Cepheid in our analysis for which we find no significant variability of pulsation period (P 1 ∼ 2.063 d) and A 1 (A 1 ∼ 0.074 mag), despite a very prominent secondary peak at P twin−peak = 2.141 d after prewhitening with a constant model (see also the bottom right panel Figure 2 ). Pre-whitening with a time-dependent model yields a Article number, page 9 of 32 A&A proofs: manuscript no. OGLE3CepModulation-arxiv secondary periodogram and a secondary frequency almost identical to the former one. Folding the residuals with the secondary period yields a scattered, diffuse sinusoidal light curve with a peak-to-peak amplitude of about 7.5 millimagnitudes shown in the bottom panel of Figure 5 . Since the period corresponding to the twin peak is relatively far off from the primary pulsation period (the relative difference is larger by a factor of ten than the largest of all other twin-peak stars), extremely large period variations could be expected for this star. However, the residuals folded by the primary pulsation frequency lack any trace of the pattern which is typical of other twin-peak Cepheids (compare the upper panel of Figure 5 to the middle panel of Figure 1) . Moreover, the kernel fits using a broad search interval for the local pulsation frequency failed to find any strong modulation, either trend-like or fluctuating one. The fits shown in Fig. D.1 remained stable for a wide range of search intervals (including also the frequency of the twin peak). Possible explanations for the persistence of the secondary peak can be that it results from fast fluctuations around the detectability limit of our kernel, or that both frequencies are physical, i.e., the star is blended or is a physical binary with another variable star, or that this star is indeed pulsating in two close-by modes.
The residual periodograms of seven remaining FO twin-peak Cepheids exhibit weak secondary peaks similar to those presented in Figure 4 , in the bottom left panel. Their strength ranges from probably non-significant to probably significant. All but one of them are at lower frequencies (longer periods) than the primary pulsation frequency, and the ratio of the lower to the higher frequency ranges from ∼ 0.6-0.9. A few cases of such secondary modes were found after pre-whitening using a stable model by Soszynski et al. (2008a) . Soszyński et al. (2015a) reported 206 FO stars exhibiting secondary frequencies with ratios around 0.6 among a total of 3530 FO (5.8%) Cepheids in both Magellanic clouds (82 in the LMC). Our study finds seven out of our 29 FO Cepheids (24%) to show some indication of secondary peaks and spanning a broader interval of frequency ratios, which suggests that these frequencies, though weak, may be even more common than previously thought in overtone pulsators.
Discussion
Separation of trends and oscillatory terms
Modeling time-dependent light curve parameters
The complex variations seen in the figures of Appendix D do not suggest a simple statistical model. Aiming in this paper only at a rough separation and quantification of trend-like and fluctuationlike components, we modeled the time dependence of the pulsation period, amplitude of the first harmonic term and the peakto-peak amplitude with a linear model consisting of a trend and an oscillatory component. This is purely heuristic and intentionally avoids interpretation of period changes as evidence for secular evolution (applies only to linear trends) or the light-time effect (cyclic changes). This is also warranted since changes in amplitude have no clear theoretical explanation. The benefit of Article number, page 10 of 32 Pulsation periodPeak−to−peak amplitudeFig. 6 . CEP-1748 shown as example of the heuristic model (2) of the changes of the pulsation parameters. Left panel: the log-likelihoods for the pulsation period (in black) and the peak-to-peak amplitude (in blue; the log-likelihood functions were shifted to have common minimum at zero). The other two panels show the fits using the frequency yielding the highest likelihood (blue dots) against the sliding window estimates (thick black line), their 95% confidence interval (thin black lines), the stable value from the reference fit (thick orange line) and its confidence band (orange band). The middle panel presents the variations of the pulsation period, the right panel those of the peak-to-peak amplitude.
using this model is its simplicity and ability to roughly capture the characteristic size of long-term trends and short-term fluctuations. A physical interpretation of the observed trends can later be based on the variations described heuristically. We write our model as
where θ(t i ) can represent time-dependent pulsation periods P, first harmonic amplitudes A 1 , or total amplitudes A at time t i . f θ is the frequency of the oscillatory term, and the error η θ,i is assumed to follow a normal distribution with the locally estimated error σ θ,i on the parameter estimate θ(t i ). The strong correlations introduced by the overlapping windows make it necessary to include an autoregressive structure between the consecutive estimates, represented by the correlation coefficient ρ. The model is fitted for a given frequency f θ by generalised least squares. Searching for the best approximation, we fit this model at a series of test frequencies f θ in the range between the minimal and maximal reasonable frequencies (as constrained by the width of the sliding windows and the full timespan of the observations). Figure 6 shows an example of these fits. The left panel shows log-likelihoods of the fitted models for pulsation period and peak-to-peak amplitude as a function of frequency f θ for the FU twin-peak CEP-1748. The best fits corresponding to the highest peak of the log-likelihood profiles are shown in the center and the right panels. The obtained fits appear to capture the trend and, in most cases, the dominant quasi-regular oscillatory variations, although the model is clearly only a rough approximation.
In order to quantitatively characterize the period and amplitude modulations in Cepheids, we extract the key parameters of the model (2): (a) the slope of the trends β P and β A 1 , cf. Eq. 2; (b) the amplitudes of the best-fit oscillatory components ∆P and ∆A 1 , which are defined as (γ 2 P + δ 2 P ) 1/2 and (γ
1/2 , respectively; and (c) the frequencies f P and f A 1 of the dominant oscillatory components. The estimated parameters for A 1 and P are given (with estimated standard errors) in Appendix E. However, there are several important facts to keep in mind. As explained in Appendix C, the estimated frequencies can be "aliased", that is, frequencies above the kernel method's upper detection limit can be perceived as lower frequencies. Additionally, the amplitudes ∆P and ∆A 1 of fast modulations are biased downwards. This bias depends on the modulation frequency, and thus can be corrected through an empirical estimated relationship between the two, if the modulation frequency is well known (see Appendix C). However, since it cannot be decided based on our data whether the estimated frequency is correct, the correction may be flawed, particularly for the period modulations in our control sample, for which Figure D .2 suggests the possibility of relatively fast modulations.
We explore the distribution of the estimated fluctuation parameters among the different Cepheid groups and with respect to the average period in the next two subsections (with the above caveats kept in mind). For amplitudes of the modulations, we give both bias-corrected and uncorrected versions; however, our conclusions do not differ in the two cases. Figure 7 shows the parameters of the trend + oscillation model fitted to the variations of the pulsation period in the four Cepheid groups. As a color-coding of twin peak frequency separations shows, there does not appear to be a clear relation between modulation frequency and twin peak frequency separations, despite this being commonly assumed. Any tentative indications of such a relation are strongest for the T.FO group.
Trends and fluctuations of pulsation periods
The approximate trend component (leftmost panel) is on average higher in the twin-peak groups than in the control groups, both for fundamental-mode and first-overtone Cepheids. Inspecting the two twin-peak overtone stars with the lowest trend values (CEP-1536 and CEP-1561), the time series of periods from the sliding window fits confirms the absence of an overall trend, and the reason for the appearance of twin peaks in their secondary periodogram may be due to the comparatively strong fluctuating component in their pulsation period, and to some very significant changes in A 1 for CEP-1536. Their primary and secondary peaks had relatively large separation in the stable model analysis (though not exceptionally, as their colour in Figure 7 indicates), which supports the assumption of the presence of high-frequency modulations.
The relative amplitude ∆P/P cat of the oscillatory component in the right panel of Figure 7 is higher in the overtone groups than in the fundamental mode groups. The shift between different modes is larger than the difference between the control and the twin-peak groups both within the fundamental and the overtone Cepheid sample. This supports that twin peaks are more likely to be the result of long-term, trend-like period instability rather than of fluctuations. The fact that twin-peak groups have, on average, lower characteristic frequencies of period fluctuations than control groups, regardless of pulsation mode, agrees Fig. 7 . Distribution of the logarithm of the absolute trend β P (left panel), the frequency of the oscillatory term f P (middle panel) and the logarithm of the uncorrected and corrected relative amplitude of the modulation, that is, the amplitudes ∆P and ∆P c of the oscillatory term divided by the catalog period P cat (third and rightmost panels) in model (2), for the changes in the pulsation period of all Cepheids in our sample. The colours in the twin-peak groups indicate the absolute value of the separation of the twin peaks, ranging from light blue for small separations to dark blue for large ones. The label T.FU and C.FU corresponds to fundamental-mode twin-peak and control Cepheids, respectively; similarly, the labels T.FO and C.FO indicate first overtone twin-peak and control cepheids, respectively. The T.FO group includes the 5 cepheids selected because of their strong amplitude changes.
with this: slower semi-regular variations are more likely than fast oscillating ones to induce twin peaks in residual periodograms when pre-whitening is carried out with constant light curve parameters. Figure 8 shows the temporal variations of the first harmonic amplitude A 1 in the four Cepheid groups. The trends in A 1 (leftmost panel) show a pattern similar to the trends in the pulsation period: they tend to be on average higher in the twin-peak groups than in the control groups, though the difference is less prominent than with the pulsation period. The behaviour of frequencies f A 1 of the oscillatory term in the first harmonic amplitude shows no difference across the groups. The relative amplitudes of the oscillatory term in A 1 are on average higher among first overtone Cepheids than among fundamental mode objects, especially when we consider the bias-corrected amplitudes. In summary, our results suggest that the twin-peak phenomenon is indicative of trends as well as slow, relatively highamplitude fluctuations of primarily the pulsation period. Particularly strong changes in the amplitude may also be identified by twin peaks, although this ability is limited to only the strongest or most trend-like cases in OGLE data. Soszynski et al. (2008a) found 28% of the FO and 4% of the FU sample to show the twin-peak phenomenon. However, our study suggests also that potentially interesting cases where the modulations have oscillatory or stochastic character on significantly shorter timescales than the window length can be missed, as was found in the case of CEP-0727 and CEP-1638 (see Sec. 3.1). Using the twin-peaks phenomenon only to identify cases of modulated pulsation might therefore miss a scientifically interesting subclass, and can give biased estimates about the occurrence and typology of the modulations.
Trends and fluctuations in brightness amplitude
Light curve variations versus physical parameters
In Figure 9 we plot the (10-base) logarithm of absolute values of period trends and bias-corrected amplitude of period fluctuations, log ∆P, against average logarithmic pulsation period log P. The left panel shows the well-known monotonically increasing relationship between log P and log |β P | with large scatter. This is in agreement with the trends observed for period changes by means of O-C diagrams (e.g. Szabados 1983; Pietrukowicz 2001; Turner et al. 2006) and is a consequence of evolutionary timescales, which are shorter for the higher-mass long-period Cepheids (e.g. Bono et al. 2000; Fadeyev 2013; Anderson et al. 2016b) . The large scatter can be in part due to the 12-year timespan of OGLE: this may be too short to ascertain whether a slow, trend-like change is indeed a portion of an evolutionary longterm period change, or only a fluctuation on timescales longer than the OGLE timespan.
Our selection procedure, namely random choice from all Cepheids with twin peaks or with flat secondary periodograms based only on the presence or absence of the twin peak, implied that our control FO sample have on average shorter periods than stars in the twin-peak FO group, as is discernible from Figure 9 . A similar, though smaller and less clean separation is also apparent for FU Cepheids.
The right panel of Figure 9 suggests that period fluctuations become stronger with increasing average period. Such a trend is not consistent with an interpretation in terms of the light-time effect. We further find no candidates for binarity based on the light-time effect within this sample: the values of ∆P ∝ a 1 sin i determined are too low. Oscillatory period fluctuations have previously been reported for individual long-period Cepheids (e.g. RS Puppis, see Berdnikov et al. 2009 ). However, to the best of our knowledge no such relationship has yet been firmly established. The application of our method on the full sample of OGLE Cepheids will soon enable a more detailed investigation of this relation.
As a consequence of the period-luminosity relation of Cepheids, similar near-linear relationships exist between these parameters and mean I or V magnitude. However, no other relation with colour or position on the colour-magnitude diagram (CMD) was found. We find no relationships between the model parameters and colour, mean magnitude, or period. Figure 10 shows that Cepheids found to be variable in period or amplitude occupy all regions of the log P − log A parameter space covered by our sample. This further corroborates the ubiquity of light curve modulation among Cepheids.
We are currently extending this study using the full sample of OGLE-III and -IV Cepheids in the Magellanic System (Soszyński et al. 2015c) . Despite the different observational cadences over the LMC and SMC through OGLE-III and -IV, this Fig. 8 . Distribution of the logarithm of the absolute trend β A 1 (leftmost panel), the frequency of the oscillatory term f A 1 (second panel) and the logarithm of its relative size, that is, the (uncorrected and corrected) size of the changes ∆A 1 and ∆A 1c divided byĀ 1 , the average stable-model A 1 (third and rightmost panels, respectively), estimated from model (2). Groups and their labels are the same as in Fig. 7 . will provide a more comprehensive picture of the distribution of modulation parameters using a much larger sample in part with a longer timespan, and is aimed at enabling a more in-depth physical interpretation of these phenomena. Smolec (2017) investigated all Cepheids in the OGLE Magellanic Cloud collection Soszynski et al. (2008b Soszynski et al. ( , 2010 ; Soszyński et al. (2015c) . However, in that study, detection was based on the presence of a particular symmetric doublet structure in the residual periodogram after a standard constant-model prewhitening, which does not capture all the possible manifestations of a not necessarily strictly repetitive modulation. As a consequence, none of the 53 Cepheids discussed in the present work is mentioned in Smolec (2017) . Our ongoing analysis of the full OGLE Cepheid collection using the kernel method will enable further insights and a more complete comparison. Within its range of detectable modulation frequencies, the sliding window method is much more sensitive to pick out a variety of complex modulation patterns than classical pre-whitening analyses that implicitly assume periodicity of modulations.
Conclusions
We have applied local kernel modeling, a well-known method of statistics to investigate periodic and non-periodic temporal variations of Cepheid light curve parameters. We apply this method to 53 classical Cepheids from the OGLE-III catalog of variable stars (Soszynski et al. 2008a) , selected according to the presence or absence of a secondary oscillation frequency close to the primary (referred to as "twin peak"), or because of very strong, visually obvious amplitude changes. We compare on the one hand the behaviour of fundamental-mode with first-overtone Cepheids, and on the other, the behaviour of Cepheids that exhibit twin peaks in secondary periodograms with those that do not. Our method yields estimates of the parameters of the modulations in the pulsation period and light curve parameters as smooth functions of time; we estimate the significance of the found deviations from the best-fit constant parameters by bootstrapping residuals (Monte Carlo methods) and by multiple hypothesis testing procedures with respect to the best-fit stable model. We find period modulations to be probably a very frequent, possibly ubiquitous phenomenon among Cepheids. Changes in light curve amplitudes also seem to occur frequently, although they are harder to identify reliably. Our results suggest that twin peaks are related to instabilities on longer timescales in the period or in the light curve parameters. The characteristic size of these instabilities for Cepheids are such that with a given time sampling pattern and photometric precision, period changes are easier to detect than variations in the harmonic content of the light curve.
Over the sample of stars considered, we find a wide range of degrees to which amplitudes and periods can change, and timescales of the variations ranging from the shortest to the longest detectable. This suggests an extension of the range of both amplitude and period changes occurring in Cepheids to beyond our detection limits, which are imposed by the time sampling and precision of the photometry used. Applying our method to more densely sampled and more precise photometry from space (K2, CoRoT) should allow the detection of smaller amplitude changes on complementary timescales.
We detect several different types of behaviour (near-linear, oscillatory, and stochastic) among period and amplitude variations. Specifically, we find that the majority of Cepheids exhibit period changes beyond or different from ones expected from secular evolution (see also Poleski 2008) . These may rather be related to other time-dependent phenomena such as convection, granulation, rotation (spots), (episodic?) mass-loss, or other forms of modulation such as the Blažko effect seen in RR Lyrae stars.
For Cepheids exhibiting "twin peaks", we find that prewhitening with our time-dependent best-fit light curve estimates generally removes the "twin peak" from the secondary periArticle number, page 13 of 32 Tables 1 and 2 , from cyan (0%) to magenta (100%).
odogram. After a time-dependent pre-whitening, several overtone twin-peak stars exhibited weak secondary peaks with frequency ratios of 0.65 to 0.87 to the primary frequency, extending across the range of period ratios occupied by beat Cepheids in the LMC (Alcock et al. 1995; Marquette et al. 2009 ). No such secondary periods were detected in fundamental-mode stars.
As a next step, we will apply this method to a much larger sample of stars, such as the OGLE-IV catalog of Cepheid variable stars, and datasets with higher photometric precision. In doing so, we will explore the overall characteristics and occurrence rates of period and amplitude variations as well as their dependence on the stellar properties. Revealing the time-dependence of Cepheid light curves will thus yield new constraints on the structure of the outer envelopes of Cepheids and serve to understand the interaction between the pulsations and the medium they propagate inside of. Upcoming space-missions such as TESS and PLATO will provide high-quality photometry of many Cepheids, allowing to explore a larger range of amplitude variations and improve population statistics. Windows. Corresponding to the aim of the study, we perform nonlinear harmonic series fitting, optimising also over period, in 3-year windows of the time series. We fix the centers of the windows at a time grid with 30 day separation, which allows to follow the period, amplitude and shape variations with a reasonable temporal resolution, thus fitting about 130 windows for each of our targets. Weights. In order to obtain a smooth picture of the local changes in the light curve shape with most emphasis on the observations close to the centre of the window, we used a particular weighting scheme, which combined kernel weighting with the usual inverse squared error weights (Fan & Gijbels 1996) . Suppose that we have N observations Y i with errors σ i at times t 1 , . . . , t N . For a window centred at time τ k , we defined the first component of the weight of an observation at t i as
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exp −z 2 /2 , and with bandwidth h = 182.5. This component ensured that the observations close to the window centre contribute more to the fit than observations farther off, and cut the effect of observations outside a 3-year interval. As an example, Figure 
i .
This scheme ensured both that we obtain an estimate based on the most relevant observations, and that data with comparatively large errors have a weaker influence on the estimate than data with smaller errors. Model formula. Within each window, and using the above described weighting procedure, we fitted a harmonic + thirdorder polynomial model of the form
where i ∼ N(0, σ i ) are assumed to be independent Gaussian errors. Polynomial order. Since a neglected nonlinear trend can cause bias in the frequency estimate, we included a third-order polynomial trend into the local model. Inspection of the fits for the Cepheids suggests that the mean magnitude can occasionally vary rapidly, and in such periods, the effect influences visibly the frequency estimate, as can be seen in the top panel of Figure A .2. Mean magnitude variations within the window are thus accounted for by the polynomial term in the local model. Harmonic order M. For a sliding window fit, the choice of M is crucial. It must be fixed and the same for all windows, otherwise the appearance of new significant terms or the dropout of formerly significant ones may result in unreasonable jumps of model parameter estimates. As the required M can be very high for some stars such as bump Cepheids and low for others with sine-like light curve, we have to choose M individually. The choice should be such that it allows for some coefficients becoming temporarily significant and falling out again. It is also desirable to allow for a somewhat higher order than that of a stable model for the complete observation span, since if there are in truth temporal variations, a stable model sees a sort of average, and we can get a too simple model. However, a too high M adds many nonsignificant parameters to the model, which in turn can change the values estimated for the significant terms. Thus, the individual values were determined by fitting a stable model with M init = 15, performing a statistical model selection procedure based on the Bayesian Information Criterion (Schwarz 1978) . After finding a maximal order M final , we finally fixed the harmonic order at M = M final + 1.
Article number, page 15 of 32 A&A proofs: manuscript no. OGLE3CepModulation-arxiv Model fitting. According to the aim of investigating the temporal behaviour of the frequency and the light curve parameters, we treated the problem as a nonlinear model, optimising over the linear parameters a 0 , . . . , a 3 , s 1 , c 1 , . . . , s M , c M as well as over the frequency f . Optimisation was initialised with the stable model parameters, and was restricted to an adapted frequency interval around the catalog frequency.
Appendix A.2: Error analysis
We conducted a careful error analysis to assess the significance of the presumably small temporal variations in variability parameters. We therefore employed several different methods of determining confidence intervals for the estimated time-varying parameters, and to compare the time-varying model to the temporally stable alternative reference model for each Cepheid.
Uncertainty of the estimates. For local linear regression models with normally distributed errors, uncertainty of the estimated parameters can be obtained by closed formulae (see equation 3.6 in Fan & Gijbels 1996) , if the errors are known. In that case, the error on the estimates follows a multivariate normal distribution. However, we treated the pulsation period of the Cepheid as a parameter to be fitted. Hence, our model becomes a nonlinear regression model, so this formula and the multivariate normality of the estimates are only approximate (and asymptotic). We therefore used a double procedure to obtain uncertainty of the parameters: 1. The above cited formula from Fan & Gijbels (1996) , extended for the nonlinear model. 2. Parametric bootstrap, using the given observational error bars as the standard deviation of the generating normal distribution at each epoch, assuming independent errors, and using the fitted non-stable models interpolated to each observing time as the error-free light curve. The sliding window estimation was then performed on all repetitions. Taking the quantiles 0.025 and 0.975 of the obtained estimates yielded the 95 % bootstrap confidence intervals (CIs), plotted around the estimates in Figures 3,  6 and D.1-D.4. In all windows of all Cepheids, these two estimates were very close together, so in our nonlinear model, nonlinearity does not cause large deviations in the statistical distribution of the parameter estimates from approximations based on theory. Stable reference model. We would like to know whether a stable model, with parameters constant over time, can yield a plausible explanation for the estimates from the local sliding window model. For this, we simulated the best-fit stable model with added noise and repeated the sliding window estimation 250 times for each Cepheid. However, in the case of the stable model, the added noise cannot be simulated from the error bars using a Gaussian model, since the residuals from the stable model are strongly over-dispersed with respect to the given error bars. We must allow for an underestimation of the errors, if we want to have a plausible zero hypothesis. Therefore, we applied a nonparametric bootstrap of the standardized residuals. We scaled all the residuals r 1 , r 2 , . . . at times t 1 , t 2 , . . . with the error bars σ 1 , σ 2 , . . . at that time (the mean of the residuals is zero by construction, so we don't need to subtract it). If the error bars are underestimated by a common factor with a good approximation, and the error distribution is a location-scale model (not necessarily Gaussian, including also heavy-tailed distributions such as the Lorentzian/Cauchy), this procedure obtains a homoschedastic error sample s 1 = r 1 /σ 1 , s 2 = r 2 /σ 2 , . . .. We resampled these with repetition, obtaining a (scaled) sample s * 1 , s * 2 , . . . (each of the starred residuals is equal to an arbitrary one of the original scaled residuals). At each time t 1 , t 2 , . . ., we computed a simulated noise value by scaling back the scaled residual with the local standard error on the observation: r * 1 = s * 1 σ 1 , r * 2 = s * 2 σ 2 , . . .. This simulated noise value was added to the fitted magnitudes of the stable reference model, obtaining simulated "observed" magnitude values y * 1 , y * 2 , . . . of a noisy Cepheid with stable parameters and errors consistent with the assumption of stability. For the detection of such possibly very fine effects as shortterm period and amplitude changes in Cepheids, we need also to account for the effect of the precision of times, although this may be a minor effect. The OGLE-III database gives the HJD dates in days with a precision of 5 digits. In order to assess the effect of rounding, we replaced the times t 1 , t 2 , . . . by values t * 1 , t * 2 , . . . jittered in their 6th digit. Finally, the time series {(t * 1 , y * 1 ), (t * 1 , y * 2 ), . . .} was fitted by the local kernel model, obtaining an estimate for every parameter value at every window centre
. This procedure was repeated R = 250 times, and at each window centre, the quantiles 0.025 and 0.975 of the obtained estimates {θ * 1 (τ i ), . . . , θ * R (τ i )} were taken to get the 95% pointwise bootstrap confidence intervals on our hypothetic stable Cepheid. We performed the bootstrap procedure also with unchanged times. We found that the jittering has a negligible effect on the resulting confidence bands, and gives visibly larger CIs only rarely in short time intervals. Thus, our results are robust against the finite precision of the times. We indicate the CIs obtained with jittered times as orange band around the estimated stable bands in Figures 3, 6 and D.1-D.4. The procedure is approximate for many reasons (the fitted Cepheid is itself an estimation, the residuals follow a corArticle number, page 16 of 32 related joint distribution with variances somewhat different from σ 2 i , the procedure is based on the assumption of homogeneous under-estimation of errors, and although the observational error distribution is not restricted to Gaussian, it must nevertheless be a location-scale distribution), but it accounts for the two dominant effects, namely, the overdispersion of the residuals and the implications of the irregular sparse time sampling on the sliding window estimates. Appendix A.3: Attribution of significance: multiple hypothesis testing
The zero hypothesis to be tested for each model parameter (pulsation period, amplitudes) at each window centre τ i is that the true local value of θ is in fact equal to the stable valueθ. We compute a probability of seeing a discrepancy between the local and the stable value equal to or higher than the one determined under this zero hypothesis, then compare this probability to a pre-defined confidence level α (0.05 in our study): if the probability of the found discrepancy is higher than this level, we cannot reject the zero hypothesis of the local estimate being equal to the stable one.
To compute the probability, we suppose that the discrepancy θ(τ i ) −θ follows a Gaussian distribution with mean 0 and variance computed from the empirical distribution of the repetitions obtained with the bootstrap procedure described above. This distribution represents the null distribution, that is, when the pulsation parameters of the Cepheid are in fact stable. We visually confirmed that the repetitions θ * 1 (τ i ) −θ, . . . , θ * R (τ i ) −θ do follow a Gaussian distribution using quantile-quantile plots (for a short description, see Süveges 2014) . Using this null distribution, we can then compute a p-value, namely, the probability that such a discrepancy is given by the kernel method at window centre τ i when the Cepheid is a steadily pulsating one (with the best-fit stable reference parameters).
The above p-values are point-wise and have been computed for each window centre (about 130 over the total time span of OGLE-II and III). Their number itself raises a problem. Generally, if we have a true zero hypothesis, and we assess significance of an alternative at level α separately K times using completely independent data, even in the case of a true zero hypothesis we can expect approximately Kα significant values (that is, false positives), simply by randomness. Thus, finding a few significant pointwise p-values should not necessarily be considered as having found a significant global discrepancy from stability. Multiple hypothesis testing methods are developed to deal with this situation.
Moreover, p-values computed for neighboring windows are strongly correlated, due to the overlap in the data used for each local estimate. If by sheer randomness, at τ i there was a p-value smaller than our confidence limit α, there is an increased probability that we will have a similarly small p-value at the next or next few window centres, creating a false effect of a longer period where the pulsation parameters were significantly different from the stable one. Thus, particular versions of multiple hypothesis testing procedure must be used, which in addition takes into account the dependence between neighbouring p-values. Such procedures have been developed (among others) by Hommel (1988) ; Hochberg (1988) ; Benjamini & Hochberg (1995) ; Benjamini & Yekutieli (2001) and Meskaldji et al. (2013) . Here, we applied the procedure by Benjamini & Yekutieli (2001) that imposes only few restrictions on the dependence structure and is one of the most powerful among the alternatives. The time intervals during which this method indicates significance are highlighted in Figures D.1, D.2, D.3 and D.4 via a grey background. 
Appendix B: Simulated instability
In the following, we investigate how the detectability of the minute effects reported in this work are affected by data structure. Specifically, we seek to clarify the ability of the kernel smoothing method to trace modulations of the pulsations using relatively sparse and unevenly sampled data and to quantify detection limits. To this end, we have simulated trend-like, as well as combined trend-and oscillation-like variations of pulsation periods and amplitudes, for the range of parameters representative of our sample.
Noise-free light curves were generated as follows. First, we determine instantaneous phase via (numerical) integration of the time-varying frequency:
where we replaced φ 0 = 0 without loss of generality. We then substituted f (s) by combinations of a linear trend and periodic fluctuations in pulsation period:
Varying first harmonic amplitudes were produced by
where the notation agrees with that of eq. (2), and α s 1 and α c 1 were taken from similar linear+oscillatory model fits to the timevarying harmonic coefficients, such that α
. Next, φ(t), s 1 (t) and c 1 (t) were inserted into the model formula (A.1) to obtain the pure noise-free light curves at times t i :
where a 0 and the m ≥ 2 harmonic coefficients were kept constant. We did not add long-term polynomial components 3 k=1 a k t k i in these simulations. To create realistic simulations, we adopted real time samplings and our estimates of fitted trend+oscillation model parameters for three real Cepheids: CEP-1405 (FO twin peak featuring oscillations in A 1 , as well as a trend and oscillation in P), CEP-1748 (FU twin peak with significant variations only in A 1 ) and CEP-2470 (FU twin peak with significant variations only in P). We tested the performance of the kernel method in several different modulation types from simple to complex: (1) using period trends of increasing slope up to the trend found in OGLE-LMC-CEP-1405, (2) superposing oscillations of varying frequency and amplitude to the trend of OGLE-LMC-CEP-2470 and (3) simulate the full estimated model of OGLE-LMC-CEP-1748 and OGLE-LMC-CEP-1405. To these noise-free light curves, we added independent Gaussian error terms using the OGLE magnitude error estimates as the standard deviation of the Gaussian, generating 250 independent repetitions of noisy light curves for each investigated pure light curve. Finally, we repeated the sliding window estimation on each of the repetitions, using the same tuning parameters as in the investigation of the observed Cepheids.
Article number, page 17 of 32 
Appendix B.1: Trends in the pulsation period
To investigate the method's power of detecting trends in pulsation period, we simulated a stable light curve with parameters identical to those of CEP-1405, adding linear trends in pulsation period as β P = aβ P,1405 , where β P,1405 = −1.8 × 10 −7 d/d (see Table E .1), and a ∈ {0, 0.1, 0.25, 0.5, 1, 2}. Figure B .1 shows the median estimates and the 0.025-and 0.975-quantiles for a = 0, 0.25 and 1. The local kernel estimation is unbiased apart from end effects at the beginning and end of the observation span, both for the period trend and the constant amplitude. The characteristic OGLE time sampling does not leave a strong systematic imprint on the estimates. The simulation with a = 0 (i.e., a perfectly stable light curve) reveals no tendency to incorrectly suggest a non-existing trend or fluctuation.
Inserting non-zero trends into simulations of CEP-1405, we find that our method would have detected trends as small as a quarter of the observed trend, cf. the green line in Fig. B. 1. Both the trend in the period and the stability of the amplitude is well estimated, which suggests that the model is able to correctly disentangle effects in pulsation period and amplitude. of the temporal (sliding) window crucially affects what timescales can be detected.
To simulate the case of short time-scale modulations, we adopted the parameters for CEP-2470, whose period and amplitude fluctuations are near the detectability limit of our 3-yearwide sliding window. We superposed five different oscillations of the pulsation period to a period trend of β P = β P,2470 = −5. plitude ∆ P = ∆ P,2470 as the best-fit estimate of CEP-2470, with frequencies f P = a f P,2470 with a ∈ {0.25, 0.5, 0.75, 1}. The fifth simulation used ∆ P = 4∆ P,2470 and f P = f P,2470 . For all, we kept all other parameters at the values of the stable reference model of CEP-2470 (no variations in the amplitude were added). Figure B .2 illustrates the results of this investigation. As expected, slow period fluctuations that are on the order of or longer than the sliding window duration are well-estimated by the local kernel method (two top panels). The size of faster period fluctuations ( f P ≥ 0.75 f P,2470 ) is increasingly under-estimated (middle panel), and the kernel procedure eventually fails to detect fluctuations on timescales that approach the time interval within which our weights are non-negligible. The kernel procedure does, however, allow to recover the correct fluctuation frequency if the intensity of such fast fluctuations is increased (∆ P = 4∆ P,2470 , bottom panel), even though the fluctuation intensity is then underestimated by about a factor of four. Thus, we conclude that longtimescale fluctuations (relative to sliding window size) are wellestimated, whereas the detectability of shorter timescale fluctuations decreases for shorter fluctuation timescales and depends on the intensity of the fluctuations. The estimate of the characteristic size of the fluctuations is underestimated. This bias is discussed in detail in Appendix C.
The harmonic amplitudes A 1 , which were kept constant in these simulations, were correctly reproduced by all five simulations and are not shown here for brevity.
Appendix B.3: Adding amplitude variations
We have verified the ability of the local kernel method to correctly detect amplitude modulations in the case of stable pulsation periods. To this end, we simulated variations in A 1 using CEP-1748's estimated A 1 fluctuations, setting both β P,1748 = 0 and ∆ P,1748 = 0. As Figure B .3 shows, amplitude modulations on timescales longer than the window length are well-estimated (bottom panel). However, based on the above discussion of bias in detection fluctuations in pulsation period, we expect similar detection bias regarding fluctuations of A 1 , cf. App. C. The assumed constant pulsation period is recovered as such (top panel).
Combining amplitude and period fluctuations, we have simulated a case in analogy to CEP-1405, cf. Figure B .4. We here adopted a fluctuation timescale that would be readily detectable using a 3-year sliding window (cf. App. B.1). As Fig. B.4 shows, the kernel method provides unbiased estimates of both the variations in A 1 and P, and reveals no issues related to the separation of the two phenomena.
Appendix C: Reliability and bias of the modulation parameter estimates
Appendices B.2 and B.3 used simulated amplitude and period fluctuations to show that both types of fluctuations (separate or combined) are accurately recovered if the timescale of the fluctuations is at least half of the sliding window's timespan. However, they also showed that the sliding window introduces bias in the estimated intensity of period and/or amplitude fluctuations, which implies that estimates obtained via a heuristic model (2) are also potentially biased or unreliable. Here, we investigate how the limitations of the kernel method influence our results, specifically regarding the frequency and amplitude of any detected fluctuations in A 1 and P. We selected five Cepheids spanning a range of different catalog pulsation periods (CEP-1527, P cat = 1.49d, CEP-2217, P cat = 2.31d, CEP-2191, P cat = 4.21d, CEP-1140, P cat = 8.19d, and CEP-1833, P cat = 19.16d) and different time sampling. We then simulated ten different periodic period modulations for each Cepheid that cover the frequency range detectable by our sliding window using modulation frequencies f i = i/3652.5, i = 1, 2, . . . , 10. The basic model in each case was the catalog pulsation period and the harmonic coefficients determined using the In the top panel, the solid black line indicates x = y, i.e., the location of accurate estimates, with short horizontal segments aiding the eye as to where horizontally offset points should lie. The dashed line indicates the yearly alias of the x = y line. In the bottom panel, the horizontal grey line indicates y = 1, the location of the ratios in case of unbiased estimates. The solid black line is the best linear fit using the five medians at each modulation frequency corresponding to the seven lowest true modulation frequencies.
stable reference model. We here assumed high modulation amplitudes (0.002c/d) in order to clearly illustrate the relationship of the detection bias as a function of fluctuation frequency (the expected ratio between true and estimated modulation amplitude does not depend on the signal-to-noise ratio). We estimated each of the simulated light curves (with 200 different added Gaussian white noise sequence for each) with our sliding window method, and fitted model (2) to each of the estimated time series of periods. Figure C .1 shows the results of this bias estimation. Its top panel shows the distribution of fitted modulation frequencies as a function of the true modulation frequency. For modulation frequencies 0.0015c/d, i.e., a 2-year modulation period, our method achieves essentially unbiased frequency estimates: in most cases the estimates for all stars are very close to the true modulation frequency. Specifically, we do not find a dependence of the fluctuation estimates on the catalogue pulsation period. The simulations involving the longest-period Cepheid (CEP-1833) however exhibit significantly higher variance, in particular at the lowest frequencies. This can be due to its long period: fewer full light curve cycles are observed in one window, and thus the change in period cannot be estimated as precisely as for a shorter-period Cepheid. Above the limit modulation frequency of 0.0015c/d, the estimated frequencies for all five simulated Cepheids are much more scattered, and interestingly, their median often falls not on the true value, but on its yearly alias.
To assess the bias of the modulation amplitude estimates from model (2), we computed the ratios between the estimated and the true amplitude, as shown the bottom panel of Fig. C.1 . As hinted at by Fig. B.2 , the kernel method's estimation of the modulation amplitude is biased. Fig. C .1 suggests that this bias is nearly linear as a function of the true modulation frequency, very closely in the frequency range that can be reliably detected ( f P < 0.0015c/d). Fitting this relationship, we obtain the empirical bias-correction formula ρ ≈ 1.012 − 465.372 f P , (C.1) which we use to estimate the true underlying modulation in Table  E .1 and in Figures 7, 8 and 9 . Furthermore, the above simulations can be used to form an idea how much the particular time sampling influences locally the shape of the estimated pattern. Figure C .2 presents the estimated modulations of the period in a case where the frequency of the modulation was fixed around the upper detection limit of our 3-year window (corresponding to a period of 2 years). The simulation in the uppermost panel uses the time sampling, catalog period and stable harmonic parameters of CEP-2217 (FO, harmonic order H = 3, P cat = 2.31d), the middle one, that of CEP-1140 (FU, harmonic order H = 12, P cat = 8.19d), and the bottom panel, that of CEP-1833 (FU, harmonic order H = 12, P cat = 19.16d). The systematic distortions caused by the different time samplings are noticeable, as well as the increasing statistical uncertainty due partly to the need of estimating more parameters from a similar amount of data. The shape of the estimated signal for the characteristics of CEP-2217 and 1140 is remarkably stable, the signal, even at this relatively high frequency is doubtless present, albeit under-estimated, and the deformations depend predominantly on the time sampling, but only little or very little on the noise. In our other two simulations, using CEP-1527 and 2191, the estimated signal pattern is even less variable than using CEP-2217. The larger variance of the estimates in the case of CEP-1833 implies the higher uncertainty of the estimates of the frequency and the amplitude. 1 [mag] First overtone without twin peaks (2) to the modulations of the pulsation period P. P: Pulsation period (in days); β P , f P and ∆P: trend, oscillation frequency and oscillation amplitude of the pulsation period (see Section 4.1); σ β P and σ ∆P : standard errors of β P and ∆ P ; ∆P c : the bias-corrected estimate of the amplitude of the period modulation.
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