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Abstract
We consider a system of interacting Ornstein–Uhlenbeck particles moving in a d-dimensional
torus. The interaction between particles is given by a short-range superstable pair potential V .
We prove that, in a di2usive scaling limit, the density of particles satis3es a non-linear partial
di2erential equation. This generalizes to higher dimensions a result of Olla and Varadhan (cf.
(Comm. Math. Phys. 125 (1993) 523)). c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper, we study the hydrodynamic limit for interacting Ornstein–Uhlenbeck
particles evolving on the d-dimensional torus. Our model is the following: we consider
a system of N particles which evolve in time according to the following system of
stochastic di2erential equations:
dqi() = vi() d;
dvi() =−
∑
j =i
2∇V (qi()− qj()) d− 
2 vi() d+
√



dWi(): (1.1)
Here, qi() is the position of the ith particle at time . All the {qi; i = 1; : : : ; N}, are
con3ned in a d-dimensional torus TdL of length L. vi() is the velocity of the ith particle
at time . {Wi(); i = 1; : : : ; N} are N independent standard Wiener processes, 
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friction coeCcient and  is the inverse of temperature. Moreover, by
∑
(j =i) we will
denote the sum over all unordered couples (j = i), i.e. 12
∑
j
∑
i =j.
The interaction between particles is given by the two body potential V . We assume
that V is smooth, has a 3nite range and V is superstable (see Ruelle, 1969). The
scaling is such that the range of the interaction is always of the same order as the
inter-particles distance. Therefore, in a typical con3guration, each particle interacts
with only a 3nite number of particles at each time. Because we want the range of the
interaction of the same order as the inter-particles distance, we take it of order L with
L ∼ N 1=d ∼ −1. Then, the hydrodynamic scaling limit will correspond to make  going
to 0.
Consider the di2usive rescaling of space and time: call xi () = qi(
−2). Let 0 :
Td → [0; 1] be an initial density pro3le and let
(t; dx) = d
∑
i
xi (t)(dx)
be the empirical distribution of the process at time t de3ned in Td. We can see  as an
element of C := C(R+;M(Td)) the space of continuous functions on R+ with values
in the space M(Td) of probability measures on Td (endowed by the weak topology).
If Q is the distribution of  on C, we will prove that, as  goes to zero, Q will
concentrate around a single trajectory of the form (t; dx) = (t; x) dx where (t; x) is
the solution of the following non-linear bulk di2usion equation:
@t(t; x) =
2


HxP((t; x));
(0; ·) = 0(·); (1.2)
where P() is the thermodynamic pressure expressed as a function of the density .
In dimension d=1, this result was proven by Olla and Varadhan (1991). Neverthe-
less, methods used in Olla and Varadhan (1991) are only valid in one dimension. In
this paper, we use the relative entropy method introduced by Yau (1991) which can
be applied to continuous systems in dimension d¿ 1.
This method consists on considering the relative entropy and its rate of change with
respect to local Gibbs states. Olla et al. (1993) adapted this method to an Hamiltonian
system with weak noise and they proved that the conserved quantities of the system
evolve according to the Euler equations in the time interval where the solutions of
these equations are smooth.
As in Olla et al. (1993), the relative entropy method applied to our model (1.1)
works only for smooth solutions of the macroscopic equation. For this reason, we
have to take the initial pro3le of density 0 inside the one-phase region, where the
thermodynamic pressure P is a smooth function of the density. Then the maximum
principle will keep the solution of (1.2) inside this region.
Butta and Lebowitz (1999), by using the relative entropy method, proved the hydro-
dynamic limit of Brownian particles in interaction with short- and long-range forces.
This work generalizes in all dimensions the results of Varadhan (1991). The processes
considered in Butta and Lebowitz (1999) and Varadhan (1991) are reversible whereas
the Ornstein–Uhlenbeck process (1.1) is not. Moreover, the generator of the process
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(1.1) is degenerate on its action on the positions of the particles whereas the generator
in Butta and Lebowitz (1999) is an elliptic one.
Moreover, in order to make Yau’s method work, we need to add a correction term of
order one to the local Gibbs state associated to the macroscopic evolution (t; x) given
by (1.2). This correction centers the “local Maxwellians” distribution of the velocities
around the drift imposed by the gradient of the density.
The paper is organized as follows: in the next section, we present our macroscopic
system of interacting particles and we introduce the thermodynamic functions useful
to get the macroscopic equation (1.2). Then we state our results. In Section 3, we
introduce the relative entropy. The hydrodynamic scaling limit will be a corollary
of what we shall call the relative entropy theorem. In Section 4, we give estimates
based on entropy needed to prove the relative entropy theorem. Section 5, of most
importance, deals with the proof of the relative entropy theorem by computing the
relative entropy and its rate of change w.r.t. the local equilibrium states of our reference
system. To perform this, we need a local ergodic theorem. Its proof is sketched in
Section 6.
2. The model and its macroscopic equation
2.1. Presentation of the model
We look at the macroscopic scale, so we introduce the following rescaled space and
time variables: xi = qi and t = 2 in (1.1). This means that we set xi(t) = qi(−2t).
We keep the notation vi for the macroscopic velocity of the ith particle (i.e. vi(t) ≡
vi()). We also keep the notation Wi for the Brownian motions terms because their
laws are invariant under such rescaling of space and time.
We have then a system of N interacting particles evolving in Td, the d-dimensional
unit torus. Particles have velocities in Rd. We use the notation (x; v) for {(x1; v1); : : : ;
(xN ; vN )} which are, respectively, the positions and the velocities of the N individual
particles. The system is described by the following stochastic di2erential equation in
the phase space (Td × Rd)N : for i = 1; : : : ; N and ∀t¿ 0:
dxi(t) = −1vi(t) dt;
dvi(t) =−−2
∑
j =i
2∇V (−1(xi(t)− xj(t)) dt − 
−2
2

vi(t) dt + −1
√



dWi(t):
We make the following assumptions on V :
1. V is positive.
2. V is radial (i.e. V depends only on |x|), once continuously di2erentiable on Rd and
it is assumed to be short range (i.e. V (x) has compact support on Rd: take R¿ 0
such that V (x) = 0 for |x|¿R).
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3. V is superstable: if  is a 3xed bounded region of Rd, there exist two constants
A¿ 0 and B¿ 0 such that for all n; x1; : : : ; xn,
n∑
j =i
V (xi − xj)¿− nB+ 1|| An
2
(cf. Ruelle, 1970) where || is the volume of .
We shall assume that the number of particles depends on the scaling parameter
∈ ]0; 1]: typically, we will take N = [−d].
Consider the (macroscopic) Hamiltonian H corresponding to the di2usion process
(x(t); v(t)):
H(x; v) =
N∑
j=1
|vj|2
2
+
∑
( j =i)
V (−1(xj − xi)):
The measure on (Td × Rd)N is given by
d(x; v) =
1
Z
exp[− H(x; v)]d(x; v)
where d(x; v) denotes the Lebesgue measure on (Td × Rd)N and where Z is the
normalization constant making d a probability measure on (Td × Rd)N .
The in3nitesimal generator of the process can be written as a sum of a symmetric
operator and an antisymmetric one with respect to :
L = S + A;
where
S =
−2

2
N∑
i=1
(
1

Hvi − vi · ∇vi
)
;
A = −1
N∑
i=1

vi · ∇xi − −1∑
j =i
2∇V (−1(xi − xj)) · ∇vi

 :
Here, ∇vi and Hvi stand, respectively, for the gradient w.r.t. vi and the Laplacian w.r.t.
vi and ∇xi stands for the gradient w.r.t. xi.
We start at x(0) with an initial distribution of di2usion which has a density denoted
f0 (x; v) with respect to the measure . The density at time t with respect to ,
denoted by ft(x; v), is given as a solution of the forward equation:
@
@t
ft = L
∗
 f
t
;
ft|t=0 = f0 ; (2.1)
where L∗ is the adjoint of L w.r.t. .
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2.2. Thermodynamic functions
To present our results, we introduce some thermodynamic functions associated to
our system of particles interacting via the potential V.
Taking  to be some regular region of Rd, we start with our Hamiltonian in the
microscopic scale on con3gurations of n points in the phase space (× Rd)n:
Hn(q; v) =
n∑
j=1
|vj|2
2
+
∑
( j =i)
V (qi − qj):
We can de3ne the grand canonical partition function as
Z(#; ) =
+∞∑
n=0
e#n
n!
∫
n
dq
∫
Rdn
dv exp [− Hn(q; v)];
where #∈R is called the chemical potential.
The thermodynamic pressure is de3ned by the following limit:
P˜(#; ) = lim
→Rd
1
|| log Z(#; )
This limit exists and de3nes a convex and continuous function of # and  (see Ruelle,
1969, 1970).
For a 3xed inverse of temperature ¿ 0, the Gibbs measure corresponding to # on
Rd × Rd is invariant under space translations and has the DLR property, namely the
conditional distribution of the possible con3gurations in a box , given the outside
con3guration {(q′; v′)|q′j ∈c}, is given by
(dq1; : : : ; dqn; dv1; : : : ; dvn | (q′; v′); q′j ∈c)
=
1
Z
e#n
n!
exp

−

Hn + n∑
i=1
∞∑
j=1
V (qi − q′j)



 dq1 : : : dqndv1 : : : dvn
on
⋃
n(×Rd)n for n=1; 2; : : :. The term
∑n
i=1
∑∞
j=1 V (qi−q′j) describes the interaction
energy due to the con3guration outside the box  (see Spohn (1991) or Olla et al.
(1993)) and Z (which depends on the outside con3guration) is a normalization constant.
Then, given assumptions (1)–(3) on V (see Section 2.1), the general theory of
equilibrium statistical mechanics provides a non-empty set U ⊆ R of possible values
of # such that U is an open set of R and for any #∈U , there exists an unique
in3nite volume Gibbs state. This Gibbs measure is ergodic w.r.t. space translations.
The average density of particles  is given as smooth function of #∈U by
U → W := @#P˜(U; ) ⊆ R+;
# → (#) = @#P˜(#; ):
Of course, this function can be inverted to yield # = #() as a function of . For
that, we introduce the Helmholtz free energy a(; ) as the Legendre transform of the
pressure
a(; ) = sup
#∈R
{#− P˜(#; )}
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and now we can also see the chemical potential as a function of the density by the
smooth 1–1 map
W → U;
 → #() = @a(; ): (2.2)
Therefore, we can consider the pressure P as function of the density (in the one
phase region, the pressure is a smooth and strictly increasing function of the density):
set P() = P˜(#()).
Consider then the non-linear di2erential equation:
@t(t; x) =
2


HP((t; x)): (2.3)
Let K ⊆ W be a compact set such that d(K;R \W )¿( for some (¿ 0.
If we give an initial data 0 ∈C∞(Td) to our Eq. (2.3) such that 0(Td) ⊂ K , then,
by the maximum principle, a C∞-solution (t; x) exists and veri3es (t; x)∈K for all
(t; x)∈R+ × Td.
Clearly, by map (2.2), the corresponding # is a C∞ function #(t; x). It lies in the
compact K˜ = @a(K; ) with d(K˜ ;R \U )¿(˜ for some (˜¿ 0. This implies that # and
its derivates are bounded for all (t; x)∈R+ × Td.
Let us introduce the local Gibbs measure associated to the macroscopic evolution
(t; x) as the probability measure on (Td ×Rd)N which is absolutely continuous w.r.t.
t(x; v) with density:
 t(x; v) =
1
C(t)
exp
[

N∑
i=1
#(t; xi)− 2 

N∑
i=1
(∇#)(t; xi) · vi
]
; (2.4)
where C(t) is the normalization constant.
Now, we expose our main result:
We shall assume that the initial distribution of the process satis3es the following
(entropy) limit:
lim
→0
d
∫
(Td×Rd)N
d(x; v)f0 (x; v) log
f0 (x; v)
 0 (x; v)
= 0: (2.5)
Then, consider a C∞ function J : Td → Rd.
For any t ∈R+, we de3ne AtN;J; the set of con3gurations (x1; : : : ; xN ) such that
AtN;J; =
{
x∈TdN :
∣∣∣∣∣ 1N
N∑
i=1
J (xi)−
∫
Td
dx J (x)(t; x)
∣∣∣∣∣¿
}
with (t; x) is the solution of (2.3).
The aim of this paper is to prove the following theorem.
Theorem 2.1 (Hydrodynamic Scaling Limit). Let t ∈R+. Let ft(x; v) be the solution
of Eq. (2.1) with f0 satisfying condition (2.5). Then; for every C
∞ function
J :Td → Rd and for every ¿ 0
lim
→0
∫
AtN;J;
ft(x; v) d(x; v) = 0:
C. Tremoulet / Stochastic Processes and their Applications 102 (2002) 139–158 145
3. The relative entropy method
To prove Theorem 2.1, we use the relative entropy method introduced by Yau
(1991). Firstly, let us recall some de3nitions and properties.
For  and , two measures of probability on the same measurable space -, the
well-known entropy inequality states for any measurable function F in L1(d,) and for
all /¿ 0∫
-
F d6
1
/
H (|,) + 1
/
log
∫
-
exp (/F) d,; (3.1)
H (|,) is called the relative entropy of  with respect to ,.
Moreover, if ,, we have:
H (|,) =
∫
-
log
d
d,
d:
As a consequence of (3.1), for any measurable set A, we have that
(A)6
log 2 + H ( | ,)
log(1 + 1=,(A))
: (3.2)
For every t ∈R+, we de3ne the following functional
H(t)
:= H (ft d| t d) =
∫
(Td×Rd)N
d(x; v)ft(x; v) log
ft(x; v)
 t(x; v)
:
Note that (2.5) says that lim→0 dH(0) = 0.
Let us now give our main result.
Theorem 3.1 (Relative Entropy Theorem). Let ft(x; v) be the solution of (2.1) with
f0 satisfying condition (2.5). Then; for any t ∈R+:
lim
→0
dH(t) = 0:
Theorem 2.1 becomes a corollary of Theorem 3.1. Indeed, using the large deviation
theory for the local Gibbs state (2.4) (see Corollary 5.8 of Olla et al. (1993)), we get
the existence of a constant C(; J )¿ 0 such that
E t [1AtN; J;  ]6 exp[− C(; J )N ];
where Ef[ · ] denotes the expectation w.r.t. the measure fd and 12 the characteristic
function of the set 2.
On the other hand, from the entropy estimate (3.2), we get
Eft [1AN; J;  ]6
log 2 + H(t)
log(1 + E t [1AN; J;  ]
−1)
so that there exists some constant C ¿ 0 such that,
Eft [1AN; J;  ]6C
(
1
N
+
1
N
H(t)
)
:
Since N = [−d], the limit of the above expectation goes to 0 as  → 0.
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4. Some estimates based on entropy
To simplify notations, we take, only in this section, 
= 1 and  = 1.
In order to prove Theorem 3.1, we need some estimates based on entropy and the
Dirichlet form.
We denote by H (ft|1) the relative entropy of ftd w.r.t. d. We introduce the
Dirichlet form de3ned as
I(f) =
1
2
∫
(Td×Rd)N
d(x; v)
N∑
i=1
|∇vif(x; v)|2
f(x; v)
: (4.1)
Proposition 4.1. (i) ∀t¿ 0; there exists a constant C such that
H (ft|1)6C−d;
(ii) ∀t¿ 0; ∫ t0 I(fs) ds6C2−d.
Proof. Because ft is solution of (2.1); we get by an explicit computation
dH (ft|1)
dt
=− 
−2
2
∫
d(x; v)
N∑
i=1
|∇vift(x; v)|2
ft(x; v)
=−−2I(ft) (4.2)
so; dH (ft|1)=dt6 0.
Then the entropy decreases in t so H (ft|1)6H (f0 |1).
But
H (f0 |1) = H(0)− logC(0) +
∫
df0
∑
i
(#(0; xi)− 2∇#(0; xi) · vi(0))
6H(0)−
∫
d
N∑
i=1
(#(0; xi)− 2∇#(0; xi) · vi(0))
+
∫
df0
N∑
i=1
(#(0; xi)− 2∇#(0; xi) · vi(0))
6H(0) + 2‖#(0; ·)‖∞N
+
∫
d
N∑
i=1
(2|∇#(0; xi)‖vi(0)|) +
∫
df0
N∑
i=1
(2|∇#(0; xi)‖vi(0)|)
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by using Jensen inequality for the 3rst inequality. Then, there exists a constant
C1 = 2‖#(0; ·)‖∞ + C (where C is the constant coming from (2.5)) such that
H (f0 |1)6C1−d +
∫
d
N∑
i=1
(2|∇#(0; xi)‖vi(0)|)
+
∫
df0
N∑
i=1
(2|∇#(0; xi)‖vi(0)|): (4.3)
Concerning the second term of the r.h.s. of inequality (4.3), we get
∫
d
N∑
i=1
(2|∇#(0; xi)‖vi(0)|)6 2N‖∇#(0; ·)‖∞
∫
d|v1(0)|6C2−d+1;
(4.4)
where C2 = 2‖∇#(0; ·)‖∞E(|v1(0)|) which is 3nite because v1 is gaussian.
For the third term of the r.h.s. of (4.3), we get by Schwarz inequality:
∫
df0
N∑
i=1
(2|∇#(0; xi)‖vi(0)|)6 C˜2N 1=2
(∫
df0
N∑
i=1
v2i
)1=2
6 C˜2−d=2(4H (f0 |1) + 4 log(
√
2
dN
))1=2
(4.5)
where we used the entropic inequality (3.1) with /=1=4 and with C˜2 =2‖∇#(0; ·)‖∞.
Then, inserting (4.4) and (4.5) in (4.3), we 3nally get that
H (f0 |1)6C3−d + C˜2−d=2
√
4H (f0 |1) + C4−d;
where C3 = C1 + C2 and C4 = 4d log
√
2.
Studying the inequality x6 c1−d + c2−d=2
√
4x + c3−d, it is easy to see that
x6C5−d (by contradiction for instance it is immediate), we can conclude that there
exists a constant C5 such that H (f0 |1)6C5−d. (i) of Lemma 4.1 follows.
From (4.2), we easily get (ii) of Lemma 4.1 by integration.
A corollary of this entropic bound is the following theorem:
Theorem 4.2. Let 5 be a continuous function on Rd with compact support. Then;
there exists a constant C5 ¿ 0 such that for any ∈ (0; 1] and t ∈ (0;+∞[
Eft

d∑
i =j
5(−1(xi − xj))

6C5:
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Proof. By a straightforward extension to higher dimensions of Lemma 4.2 of Varadhan
(1991); it is suCcient to prove Theorem 4.2 replacing 5 by the potential V . Then; the
proof is a straightforward extension to higher dimensions of Lemma 4.1 of Varadhan
(1991) which uses Proposition 4.1.
Now, we give an ultimate result we shall need in the next section.
Lemma 4.3. For any t¿ 0; we have that
lim
→0
∫ t
0
ds Efs
[
d
N∑
i=1
(|vi|2 − 1)H#(s; xi)
]
= 0:
Proof. Firstly; integrating by parts and then using Schwarz inequality; we compute that∫ t
0
dsEfs
[
d
N∑
i=1
(|vi|2 − 1)H#(s; xi)
]
=
∫ t
0
dsE
[
d
N∑
i=1
vi ·H#(s; xi) · @vifs(x; v)
]
=
√
2
(∫ t
0
dsEfs
[
d
N∑
i=1
|vi|2 ·H#(s; xi)2
])1=2(
d
∫ t
0
dsI(fs)
)1=2
By Proposition 4.1(ii);
d
∫ t
0
dsI(fs)6 2C
2: (4.6)
Moreover; using the entropic inequality (3.1) with / = 14 
−d; we get that
Efs
[
d
N∑
i=1
|vi|2 ·H#(s; xi)2
]
6 ‖H#2‖∞
{
4C + 4d log
∫
exp1=4
N∑
i=1
|vi|2 d
}
6 ‖H#2‖∞{4C + 4dNd log(
√
2)}
Therefore, for all t¿ 0, we get that
∫ t
0 dsEfs [
d∑N
i=1 |vi|2H#(s; xi)2] is 3nite. The
result follows.
5. Proof of Theorem 3.1
To prove Theorem 3.1, we make several steps. The 3rst one consists on an estimation
of dH(t). In the second step, we rewrite quantities obtained in term of local empirical
quantities in order to apply an ergodic theorem in the step 3. We will conclude on
step 4.
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Step 1: It consists on an estimation of dH(t)=dt using Lemma 1.4 of Chapter 6 in
Kipnis and Landim (1999) which gives an upper bound for the entropy production.
The aim of this part is to arrive to the following bound:
lim
→0
∫ t
0
{
d
dH(s)
ds
− Efs
[



5(s; x; v; #)
]
+ 
∫
Td
dz#˙(s; z)(s; z)
}
ds6 0;
where 5 is a function we shall de3ne later.
Lemma 1.4 of Chapter 6 in Kipnis and Landim (1999) says:
d
dH(t)
dt
6 d
∫
d(x; v)ft(x; v)
(
L∗  
t
(x; v)
 t(x; v)
− @t log  t(x; v)
)
: (5.1)
Using the fact that: L∗ = S − A, we make several computations, separately.
(i)
L∗  
t
(x; v)
 t(x; v)
=



(
2
N∑
i=1
|∇#(t; xi)|2 + 2
N∑
i=1
(|vi|2 − 1) ·H#(t; xi)
− 4−1
∑
j =i
∇V (−1(xi − xj)) · ∇#(t; xi) + 2
N∑
i=1
H#(t; xi)

 : (5.2)
Concerning the third term of the r.h.s. of (5.2), by skew-symmetry of ∇V , we have:
−−1
∑
j =i
∇V (−1(xi(t)− xj(t))) · ∇#(t; xi)
=− 
−1
2
∑
j =i
∇V (−1(xi(t)− xj(t))) · [∇#(t; xi)−∇#(t; xj)]
=
1
2
∑
j =i
d∑
;7=1
 7(−1(xi − xj))@7#(t; xi) + RV (x) (5.3)
with  7(q)=−q7@V (q) where q7 is the 7th component of q∈Td and @7=@2=@q@q7.
RV (x) is explicit and its expression is
RV (x) =− 
−1
2
∑
j =i
∑
;7
[∇#(t; xi)−∇#(t; xj)
− (xi − xj)7@7#(t; xi)]@V (−1(xi − xj)):
Since ∇V has a compact support, by a Taylor’s expansion, we can estimate that
|RV (x)|6 o()
∑
j =i
|∇V |(−1(xi − xj)): (5.4)
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Then, we insert (5.3) and (5.4) in (5.2) to obtain
L∗  
t
(x; v)
 t(x; v)
6 2



(
N∑
i=1
|∇#(t; xi)|2 +
N∑
i=1
(|vi|2 − 1) ·H#(t; xi)
+
N∑
i=1
H#(t; xi) +
∑
j =i
∑
;7
 7(−1(xi − xj))@7#(t; xi) + RV (x)

 :
(5.5)
(ii). More, we compute @t log  t(x; v):
@t log  t(x; v) =−
C˙(t)
C(t)
+ 
N∑
i=1
#˙(t; xi)− 2 

N∑
i=1
∇#˙(t; xi) · vi
where f˙(t; x) := @f(t; x)=@t.
It means that
@t log t(x; v) =−E t
[

N∑
i=1
#˙(t; xi)− 2 

N∑
i=1
∇#˙(t; xi) · vi
]
+
N∑
i=1
#˙(t; xi)− 2 

N∑
i=1
∇#˙(t; xi) · vi: (5.6)
(iii) Now, inserting (5.5) and (5.6) into (5.1), using (5.4), we give a 3nal estimation
of ddH(t)=dt
d
dH(t)
dt
6 Eft
[



5(t; x; v; #)
]
+ dE t
[

N∑
i=1
#˙(t; xi)
]
+81; (t) + 82; (t) + 83; (t) + 84; (t) (5.7)
where
5(t; x; v; #) = 2d
N∑
i=1
|∇#(t; xi)|2 + 2d
N∑
i=1
H#(t; xi)
+2d
∑
i; j
∑
;7
@7#(t; xi) 7(−1(xi − xj))− d

N∑
i=1
#˙(t; xi) (5.8)
and
81; (t)6 d



o()Eft
[∑
i; j
|∇V |(−1(xi − xj))
]
; (5.9)
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82; (t) = 2



d+1E t
(
N∑
i=1
∇#˙(t; xi) · vi
)
;
83; (t) = 2



d+1Eft
[
N∑
i=1
∇#˙(t; xi) · vi
]
; (5.10)
84; (t) = 2



dEft
[
N∑
i=1
(|vi|2 − 1) ·H#(t; xi)
]
: (5.11)
By Theorem 4.2, we get that lim→0 supt¿0 |81; (t)| = 0. It is also clear that
lim→0 supt¿0|83; (t)|= 0.
Moreover, by an explicit computation for the local Gibbs state  t , using the Large
Deviation Principle (see Section 5 of Butta and Lebowitz (1999)), we know that for
any t¿ 0
lim
→0
dE t
(

N∑
i=1
#˙(t; xi)
)
= 
∫
Td
dz#˙(t; z)(t; z) (5.12)
and
lim
→0
sup
t¿0
82; (t) = lim
→0
sup
t¿0
d+1E t
(∑
i
∇#˙(t; xi) · vi
)
= 0: (5.13)
Finally, collecting together (5.7), (5.9), (5.10),(5.12) and using Lemma 4.3 to 84; (t),
we get that for any t¿ 0
lim sup
→0
∫ t
0
{
d
dH(s)
ds
− Efs
[



5(s; x; v; #)
]
− 
∫
Td
dz#˙(s; z)(s; z)
}
ds6 0:
(5.14)
Step 2: The aim of this step is to write 5(s; x; v; #) in term of local empirical
quantities.
Let - be the space of particles con3gurations on Rd: - is a subset of Rd which is
locally 3nite. Let !∈-. Given z ∈Td, for any x∈TdN , we construct a con3guration
!z ∈- by setting:
!z:={−1(xi − z) | |xi − z|¡ 14}:
Clearly, it is well de3ned in every compact set inside the cube of Rd of side 1=2
and centered at the origin.
Consider then a function F(!) on the con3guration of points in Rd which is bounded,
continuous and localized in some 3nite d-interval [− l; l]d. If  is small enough, F(!z)
is well de3ned.
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For k ∈N, let Dk be the d-dimensional cube
Dk = { y∈Rd; |yi|6 k; i = 1 : : : d}:
For any local function F , we de3ne Fk its spatial average over Dk :
Fk(w) =
1
|Dk |
∫
Dk
dqF(qw);
where q stands for the space translation by q.
Let h be a non-negative function on Rd with compact support and such that∫
Rd h(z) dz = 1.
We de3ne the following local function on -
A(!) =
∑
qi∈!
h(qi)
and set Ak(!) its average over Dk de3ned as for Fk(!).
We also introduce for ; 7 = 1 : : : d
G7(w) =
∑
q;q′∈w;q =q′
h(q) 7(q− q′)
and let G7k be its average over Dk .
By Lemma 3.2 of Butta and Lebowitz (1999), we have the two following results:
∀J ∈C0(Td)
lim sup
k→+∞
lim sup
→0
sup
t¿0
Eft
∣∣∣∣∣d
N∑
i=1
J (xi)−
∫
Td
dz J (z)Ak(!z)
∣∣∣∣∣= 0 (5.15)
and
lim sup
k→+∞
lim sup
→0
sup
t¿0
Eft
∣∣∣∣∣∣d
N∑
i =j
N∑
;7
 7(−1(xi − xj))J (xi)−
∫
Td
dz J (z)G7k (!
z
)
∣∣∣∣∣∣= 0:
(5.16)
Conclusion of the step 2: Finally, this permits us to replace 5(s; x; v; #) (given by
(5.8)) by
∫
Td Jk(s; z) dz where
Jk(s; z) =
[
#˙(s; z)− 2


|∇#(s; z)|2 − 2


H#(s; z)
]
Ak(!z)
− 2


∑
;7
@7#(s; z)G7k (!
z
):
And 3nally get that
lim sup
k→+∞
lim sup
→0
∫ t
0
{
d
dH(s)
ds
+ Efs
(

∫
Td
dz Jk(s; z)− #˙(t; z)(s; z)
)}
ds6 0: (5.17)
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Step 3: We want to substitute the spatial average G7k with a function of the empirical
density Ak .
In this part, we introduce some cuto2s because the empirical densities Ak(!)
characterizing the local equilibrium states may not lie in the admissible region W
de3ned by (2.2).
Let C be a compact set such that K ⊂ C ⊂ W and d(C;R+ \ W )¿ (=2 and
d(K;R+ \ C)¿ (=2 (( is de3ned in Section 2.2).
We de3ne the following local function:
7k(w) = 1C(Ak(w)):
We also denote by (p the cut-o2 at the level p∈R+
(p(s) = s if |s|6p;
= sign(s)p otherwise:
De"nition 5.1. For any local functional F(w); we de3ne Fˆ() = E [F] where  is
the unique Gibbs measure with density ∈W .
By the virial theorem (see the appendix of Varadhan (1991)):
Gˆ
7
k = 27(P(; )− −1):
We consider a measurable function m :Td → R+ and we de3ne the following
functional:
-(s; z; m) =
[
#˙(s; z)− 2


|∇#(s; z)|2
]
m(z)− 2


H#(s; z)P(m(z)): (5.18)
Observing that @#() = 1=@P(), we get by integration by parts:∫
Td
dz P((s; z))H#(s; z) =−
∫
Td
dz(s; z)|∇#(s; z)|2:
Therefore, we can replace #˙(s; z)(s; z) by -(s; z; (s; ·)) in (5.17)
lim sup
k→+∞
lim sup
→0
∫ t
0
{
d
dH(s)
ds
+ Efs
[∫
Td
dz (Jk(s; z)− -(s; z; ))
]}
ds6 0
(5.19)
Now, we decompose Jk(s; z)− -(s; z; ) as follows:
Jk(s; z)− -(s; z; ) =
4∑
l=1
-lk(s; z)
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with
-1k(s; z) = [-(s; z; Ak(!
z
))− -(s; z; (s; z))]7k(!z);
-2k(s; z) = [J
(p)
k (s; z)− -(s; z; Ak(!z))]7k(!z);
-3k(s; z) = [J
(p)
k (s; z)− -(s; z; (s; z))](1− 7k(!z));
-4k(s; z) = [Jk(s; z)− J (p)k (s; z)];
where J (p)k (s; z) is Jk(s; z) with ((poG
7)k instead of G7k .
The next estimates state that the error we made from introducing the cut-o2 is
negligible. From theorem indexed (3.21) in Butta and Lebowitz (1999), we have:
Proposition 5.2. There exists a constant /0 such that; for l= 3 and 4:
lim sup
p→∞
lim sup
k→∞
lim sup
→0
sup
s¿0
{
Efs
[∫
Td
dz-lk(s; z)
]
− /−10 H(s)
}
6 0:
Moreover, using the local ergodic theorem, see the next section, for -2k(s; z), we get
lim sup
p→∞
lim sup
k→∞
lim sup
→0
∫ t
0
dsEfs
[∫
Td
dz|-2k(s; z)|
]
= 0: (5.20)
Conclusion of the step 3: Finally, from (5.19), we get that for all t ∈R+
dH(t) +
∫ t
0
ds
{
Efs
[∫
Td
dz-1k(s; z)
]
− 2/−10 H(s)
}
6 o(; k); (5.21)
where
lim sup
k→+∞
lim sup
→0
o(; k) = 0:
Step 4: It consists on using the Gronwald’s lemma and the Large Deviation Principle
theorem (see inequality (3.25) of Butta and Lebowitz (1999)).
By (3.1), we have for every /¿ 0 and for s∈ [0; t]:
Efs
[∫
Td
dz-1k(s; z)
]
¿−/−1H(s)
−/−1d logE s
[
exp
(
−/−d
∫
Td
dz-1k(s; z)
)]
We integrate and then we apply the Gronwall lemma and we get from (5.21) and
from the above inequality, that for any t ∈R+
dH(t)6 e(/
−1+2/−10 )t (o(; k)
+/−1d
∫ t
0
ds logE s
[
exp
(
−/−d
∫
Td
dz-1k(s; z)
)])
: (5.22)
Now, we use the following Large Deviation Principle theorem.
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Theorem 5.3.
lim sup
k→∞
lim sup
→0
/−1d logE s
[
exp
(
−/−d
∫
Td
dz-1k(s; z)
)]
6 /−1L/(s; #)
with
L/(s; #) := sup
m
[∫
Td
dz(/[-(s; z; m)− -(s; z; (s; ·))]1C(m(z))
− I(#(s; z); m(z)))
]
; (5.23)
where m :;Td → R+ integrable and
I(#; m) = P˜(#; ) + a(m; )− #m
(see Section 5 of (Butta and Lebowitz (1999) for a proof).
Thus, from (5.22), applying the previous theorem,
lim sup
→0
dH(t)6 e(/
−1+2
−1)t
∫ t
0
ds
1
/
L/(s; #):
Up to this point, we only have to prove that for any / suCciently small L/(s; #)=0
for s∈ [0; t].
To see this, we 3rstly note that
−
∫
Td
dzI(#(s; z); m(z))6 0
= 0 i2 m(z) = (s; z)
because for #∈U 3xed, m → I(#; m) is a strictly convex function on C, non-negative
and equal to 0 i2 m=∇#P,
Moreover, the functional f(m)=
∫
Td dz[-(s; z; m)−-(s; z; (z))]1C(m(z)) is bounded
on the class of functions considered in (5.23) and equal to 0 if for all z ∈Td;
m(z) = (s; z).
Finally, for / small enough, L/(s; #) = 0 if @f=@m((s; ·)) = 0.
(Observe that (s; z) is away from R+ \ C because d(K;R+ \ C)¿(=2).
But, for any (s; z)∈R+ × Td, we have that
−1
@f
@m(z)
((s; ·)) = #˙(s; z)− 2


[|∇#(s; z)|2 + H#(s; z)P((s; z))]:
Since @#() = 1=@P(), we have that
|∇#(s; z)|2 + H#(s; z)P((s; z))
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=
@#((s; z))
@
[
@(s; z)
@z
∇#(s; z) + (s; z)H#(s; z)
]
=
@#((s; z))
@
[
@
@z
((s; z)∇#(s; z))
]
:
Therefore
−1
@f
@m(z)
((s; ·)) = @#((s; z))
@
[
@(s; z)
@t
− 2


@2P((s; z))
@z2
]
:
Because  satis3es Eq. (2.3), we 3nally get that:
@f
@m(z)
((s; ·)) = 0:
Conclusion: If  satis3es Eq. (2.3), lim→0 dH(t)=0 and the proof of the Theorem
3.1 is 3nished.
Appendix A. The local ergodic theorem
In this section, we sketch the proof of (5.20). Using the fact that @7# is a bounded
function on Td, the proof of (5.20) can be reduced to prove
lim sup
p→+∞
lim sup
k→+∞
lim sup
→0∫ t
0
dtEft
[∫
Td
dz|((poG7)k(!z)− Gˆ
7
(Ak(!z))|7k(!z)
]
= 0: (A.1)
To show (A.1), it is enough to prove the following local ergodic theorem.
Theorem A.1. Let F a local function; continuous and bounded on Td. Then;
lim
k→+∞
lim sup
→0
∫ t
0
dtEft
[∫
Td
|F(!z)− Fˆ(Ak(!z))|7k(!z) dz
]
= 0:
Proof. The proof of this theorem is similar to the proof of Theorem 4.1 of Butta and
Lebowitz (1999). So; we only give the outline.
Let us introduce
Vf
t
(x; v) =
1
t
∫ t
0
fs(x; v) ds
and
fˆ
t
(x; v) =
∫
Td
Vf
t
(x + a; v) da:
The theorem can be reduced to the proof of
lim sup
k→+∞
lim sup
→0
Efˆ  [|Fk(!
0
 )− Fˆ(Ak(!0 ))|7k(!0 )] = 0: (A.2)
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Let kF ∈N be such that suppF ⊂ DkF (we de3ned Dk in the step 2 of the last
section). Let Vk = k + kF .
Consider the map TdN → -; x → !0 . For  small enough, we can de3ne the
projection
H Vk : TdN →-|D Vk
x →H Vk(x) = !0 |D Vk :
Call B Vk the family of limit points (for the weak topology) of {, = H Vk(fˆ d);
∈ (0; 1]}.
• We prove that the family {, =H Vk(fˆ d); ∈ (0; 1]} is tight.
Let us then introduce  V!
m; Vk
the canonical Gibbs measure on the cube D Vk with bound-
ary conditions V!∈- and number of particles m.
• We prove after that for any ,∈B Vk ; , can be written as
,(d!) =
∫
,ˆ(d!ˆ; dm) V!m; Vk(!); (A.3)
where ,ˆ(d!ˆ; dm) is a measure supported on {m6D Vk}.
The conclusion of the theorem is then exactly the same as in Butta and Lebowitz
(1999). The only di2erence comes from the proof of (A.3).
• Proof of (A.3): It is, by a straightforward extension to higher dimensions of Lemma
4.5 of Olla and Varadhan (1991). The proof use the following remark:
Remark A.2. Let  be some 3nite subset on RNd. De3ne
I˜ ( Vf ):=
∫ N∑
i=1; −1 xi∈
1
Vf (w)
|∇vi Vf (w)|2 d
then; there exists a constant C′ such that
I˜ ( Vf )6C
′2:
Proof. We use estimation (ii) of Lemma 4.1 and the convexity of the functional I:
d
∫ N∑
i=1
1
Vf (w)
|∇vi Vf (w)|2 d6C′′2:
Let us introduce a continuous non-positive function h with compact support denoted
 such that
∫
Rd h(z) dz = 1. From the above inequality; we get
d
∫ N∑
i=1
∫
Rd
dz h(−1xi − z) 1Vf (w)
|∇vi Vf (w)|2d6C′′2:
Using translation invariance; the above expression is smaller than
d
∫
(−1)d
dz
∫ N∑
i=1
h(−1xi)
1
Vf (w)
|∇vi Vf (w)|2d6C′′2:
158 C. Tremoulet / Stochastic Processes and their Applications 102 (2002) 139–158
Finally;∫ N∑
i=1
h(−1xi)
1
Vf (w)
|∇vi Vf (w)|2 d6C′′2:
References
Butta, P., Lebowitz, J.L., 1999. Hydrodynamic limit of Brownian particles interacting with short and long
range forces. J. Statist. Phys. 94 (3–4), 653–694.
Kipnis, C., Landim, C., 1999. Scaling Limit of Interacting Particles Systems. Springer-Verlag, Berlin.
Olla, S., Varadhan, S.R.S., 1991. Scaling limits for interacting Ornstein–Uhlenbeck di2usions. Comm. Math.
Phys. 135, 355–378.
Olla, S., Varadhan, S.R.S., Yau, H.T., 1993. Hydrodynamical limit for an Hamiltonian system with weak
noise. Comm. Math. Phys. 135, 523–560.
Ruelle, D., 1969. Statistical Mechanics: Rigorous Results. W.A. Benjamin, Inc, New York, Amsterdam.
Ruelle, D., 1970. Superstable interactions in classical statistical mechanics. Comm. Math. Phys. 18, 127–159.
Spohn, H., 1991. Large Scale Dynamics of Interacting Particles, Text and Monographs in Physics.
Springer-Verlag, Berlin.
Varadhan, S.R.S., 1991. Scaling limit for interacting di2usions. Comm. Math. Phys. 135, 313–353.
Yau, H.T., 1991. Relative entropy and hydrodynamics of Ginzburg–Landau models. Lett. Math. Phys. 22,
63–80.
