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Abstract
The main purpose of this paper is to prove a conjecture of the Euler numbers and its generalization
by using the analytic methods. That is, for any prime p ≡ 1 (mod 4) and integer α  1 we proved
Eφ(pα)/2 ≡ 0 (mod pα), where E2n are the Euler numbers and φ(n) the Euler function.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let x be any complex number, the Euler numbers E2n (n = 0,1,2, . . .) are defined by the
following generating function (see [1]):
secx =
∞∑
n=0
(−1)nE2n x
2n
(2n)! , |x| <
π
2
. (1)
From (1), we can get the recurrence formulas for the Euler numbers
E0 = 1,
n∑
j=0
(
2n
2j
)
E2j = 0 (n 1).
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tensive applications in combinatorial mathematics. Thus many mathematicians have investigated
their arithmetic properties. For example, the first author [2] studied the summation problem of
the Euler numbers, and found an interesting congruence:
Ep−1 ≡
{
0 (mod p), if p ≡ 1 (mod 4);
−2 (mod p), if p ≡ 3 (mod 4).
Other results involving the Euler numbers can also be found in [3,4]. In problem B45 of [1], two
famous conjectures for the Euler numbers was presented as follows:
(I) For any prime p ≡ 1 (mod 8), E(p−1)/2 ≡ 0 (mod p);
(II) For any prime p ≡ 5 (mod 8), E(p−1)/2 ≡ 0 (mod p).
Recently, Liu Guodong [5] has proved conjecture (II) by using the elementary method. But
for conjecture (I), it seems that the method used in [5] does not work. In this paper, we will
use profound analytic methods to prove an congruence about Euler numbers and get a more
generalized conclusion. That is, we prove the following
Theorem. For any prime p ≡ 1 (mod 4) and integer α  1, we have
Eφ(pα)/2 ≡ −2i
π
τ(χ ′χ4)L(1, χ ′χ4)
(
mod pα
)
,
where χ ′ denotes the Legendre symbol modulo p, χ4 denotes the non-principal character mod-
ulo 4, τ(χ) and L(s,χ) denote the Gauss sums and the Dirichlet L-function corresponding to
Dirichlet character χ respectively.
It is interesting that the right-hand side of the congruence in our theorem does not depend
on α, the exponent of p.
Note that φ(p) = p − 1, τ(χ ′χ4) = 2i√p and 0 < | 2iπ τ (χ ′χ4)L(1, χ ′χ4)| < p, from our
theorem we immediately get the following:
Corollary. For any prime p ≡ 1 (mod 4) and integer α  1, we have
Eφ(pα)/2 ≡ 4
√
p
π
L(1, χ ′χ4) ≡ 0
(
mod pα
)
.
Specially,
E(p−1)/2 ≡ 0 (mod p).
2. Some lemmas
Before the proof of the theorem, several lemmas will be useful. First we have
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n∑
j=0
(
2n
2j
)
(2k + 1)2n−2jE2j = 2
k∑
s=0
(−1)k−s(2s)2n.
Proof. In fact, this is the Lemma 1 of [5]. Let
A(t) =
∞∑
k=0
tk coskx, B(t) =
∞∑
k=0
tk sin kx.
Note that the De Moivre formula: if |t | < 1, then
A(t) + iB(t) =
∞∑
k=0
tk(cosx + i sinx)k = 1
1 − t cosx − it sinx =
1 − t cosx + it sinx
1 − 2t cosx + t2 .
So we can write
A(t) =
∞∑
k=0
tk coskx = 1 − t cosx
1 − 2t cosx + t2 , |t | < 1;
∞∑
k=0
tk cos(2k + 1)x = 1
2
√
t
[
A(
√
t ) − A(−√t )]= (1 − t) cosx
(1 + t)2 − 4t cos2 x ,
∞∑
k=0
tk cos 2kx = 1
2
[
A(
√
t ) + A(−√t )]= 1 − 2t cos2 x + t
(1 + t)2 − 4t cos2 x .
Hence, for |t | < 1, we have
∞∑
k=0
tk
2k∑
s=0
(−1)s cos(2k − 2s)x
=
∞∑
k=0
tk
[
2
k∑
s=0
(−1)s cos(2k − 2s)x − (−1)k
]
= 2
( ∞∑
k=0
(−1)ktk
)( ∞∑
k=0
tk cos 2kx
)
−
∞∑
k=0
(−1)ktk
= 2
1 + t
(
1 − 2t cos2 x + t
(1 + t)2 − 4t cos2 x
)
− 1
1 + t
= 1 − t
(1 + t)2 − 4t cos2 x = secx
∞∑
tk cos(2k + 1)x. (2)k=0
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2k∑
s=0
(−1)s cos(2k − 2s)x = secx cos(2k + 1)x. (3)
Combining (1) and (3), we can write
2k∑
s=0
(−1)s
∞∑
n=0
(−1)n(2k − 2s)2n x
2n
(2n)!
=
( ∞∑
n=0
(−1)nE2n x
2n
(2n)!
)( ∞∑
n=0
(−1)n(2k + 1)2n x
2n
(2n)!
)
=
∞∑
n=0
(−1)n
n∑
j=0
(
2n
2j
)
(2k + 1)2n−2jE2j x
2n
(2n)! .
So
n∑
j=0
(
2n
2j
)
(2k + 1)2n−2jE2j =
2k∑
s=0
(−1)s(2k − 2s)2n.
That is,
n∑
j=0
(
2n
2j
)
(2k + 1)2n−2jE2j = 2
k∑
s=0
(−1)k−s(2s)2n.
This proves Lemma 1. 
Lemma 2. Let χ be a primitive character modulo m with χ(−1) = −1. Then we have
1
m
m∑
b=1
bχ(b) = i
π
τ(χ)L(1, χ¯ ),
where τ(χ) =∑ma=1 χ(a)e( am) is the Gauss sum, e(y) = e2πiy , and L(s,χ) denotes the Dirichlet
L-function corresponding to χ .
Proof. Noting that the identity
L(1 − s,χ) = m
s−1Γ (s)
(2π)s
{
e−
πis
2 + χ(−1)e πis2 }τ(χ)L(s, χ¯)
if χ is primitive character modulo m (see Theorem 12.11 of [6]) and
L(0, χ) = − 1
m
m∑
bχ(b)b=1
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1
m
m∑
b=1
bχ(b) = i
π
τ(χ)L(1, χ¯ ).
This proves Lemma 2. 
Lemma 3. For any prime p ≡ 1 (mod 4), we have ∑ p−12s=1 ( sp ) = 0, where ( sp ) is the Legendre
symbol.
Proof. It is clear that
∑p−1
s=1 (
s
p
) = 0. Noting that ( s
p
) = (p−s
p
) if p ≡ 1 (mod 4), we can write
p−1
2∑
s=1
(
s
p
)
=
p−1∑
s=1
(
s
p
)
−
p−1∑
s= p+12
(
s
p
)
= −
p−1
2∑
s=1
(
p − s
p
)
= −
p−1
2∑
s=1
(
s
p
)
.
That is,
∑ p−12
s=1 (
s
p
) = 0. This proves Lemma 3. 
Lemma 4. For any prime p ≡ 1 (mod 4), we have
p−1
4∑
s=1
(
s
p
)
= − i
2π
τ(χ ′χ4)L(1, χ ′χ4),
where χ ′(s) = ( s
p
) is the Legendre symbol, and χ4 is the primitive Dirichlet character modulo 4.
Proof. Since χ4 is a primitive Dirichlet character modulo 4, so we have χ4(1) = χ4(−3) = 1
and χ4(3) = χ4(−1) = −1. Then the following identity is obvious:
4p∑
s=1
s
(
s
p
)
χ4(s) =
p−1∑
s=0
(4s + 1)
(
4s + 1
p
)
−
p−1∑
s=0
(4s + 3)
(
4s + 3
p
)
. (4)
Noting that ( 4
p
) = 1 and ∑p−1s=0 ( sp ) = 0, we can write
p−1∑
s=0
(4s + 1)
(
4s + 1
p
)
= 4
p−1∑
s=0
s
(
s + 4¯
p
)
= 4
p−1∑
s=0
(s + 4¯)
(
s + 4¯
p
)
= 4
p−1
4∑
s=0
(s + 4¯)
(
s + 4¯
p
)
+ 4
p−1∑
s= p−1 +1
(s + 4¯)
(
s + 4¯
p
)
, (5)4
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0 s + 4¯ p, if s  p − 1
4
and
p < s + 4¯ 2p − 1, if s > p − 1
4
.
Hence, we have
4
p−1
4∑
s=0
(s + 4¯)
(
s + 4¯
p
)
+ 4
p−1∑
s= p−14 +1
(s + 4¯)
(
s + 4¯
p
)
= 4
p−1
4∑
s=0
(s + 4¯)
(
s + 4¯
p
)
+ 4
p−1∑
s= p−14 +1
(s + 4¯ − p)
(
s + 4¯ − p
p
)
+ 4
p−1∑
s= p−14 +1
p
(
s + 4¯
p
)
= 4
p−1∑
a=1
a
(
a
p
)
+ 4p
p−1∑
s= p−14 +1
(
s + 4¯
p
)
. (6)
Noting that (−1
p
) = 1, we can get (see Theorem 12.20 of [6])
p−1∑
a=1
a
(
a
p
)
= 0.
Now combining (5) and (6), we have
p−1∑
s=0
(4s + 1)
(
4s + 1
p
)
= 4p
p−1∑
s= p−14 +1
(
s + 4¯
p
)
= −4p
p−1
4∑
s=0
(
s + 3p+14
p
)
= −4p
p−1
4∑
s=0
(
s − p−14
p
)
= −4p
p−1
4∑
s=0
( p−1
4 − s
p
)
= −4p
p−1
4∑
s=1
(
s
p
)
. (7)
By using the same method, we can also get
p−1∑
(4s + 3)
(
4s + 3
p
)
= 4p
p−1
4∑( s
p
)
. (8)s=0 s=1
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4p∑
s=1
s
(
s
p
)
χ4(s) = −8p
p−1
4∑
s=1
(
s
p
)
. (9)
Since χ ′(s) = ( s
p
) is a primitive character modulo p and χ4 is a primitive character modulo 4,
so χ ′χ4 is also a primitive character modulo 4p. Noting that
χ ′χ4(−1) = χ ′(−1)χ4(−1) = −1,
combining (9) and Lemma 2, we can easily get
p−1
4∑
s=1
(
s
p
)
= − i
2π
τ(χ ′χ4)L(1, χ ′χ4).
This proves Lemma 4. 
3. Proof of the Theorem
Now we prove the Theorem. From Lemma 1 we have
E2n +
n−1∑
j=0
(
2n
2j
)
(2k + 1)2n−2jE2j = 2
k∑
s=0
(−1)k−s(2s)2n.
This yields
E2n ≡ 2
k∑
s=1
(−1)k−s(2s)2n (mod 2k + 1).
Taking n = φ(pα)4 and k = p
α−1
2 , note that p ≡ 1 (mod 4), we have
Eφ(pα)/2 ≡ 2
pα−1
2∑
s=1
(−1)s(2s) φ(p
α)
2
(
mod pα
)
.
From the Euler’s criterion (see Theorem 9.2 of [6]) we know that(
2s
p
)
≡ (2s) p−12 (mod p)
or
(2s)
p−1
2 = ap +
(
2s
)
.p
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(2s)
φ(pα)
2 =
[
ap +
(
2s
p
)]pα−1
≡
(
2s
p
)pα−1
≡
(
2s
p
) (
mod pα
)
.
Noting that ( 4
p
) = 1, we can write
Eφ(pα)/2 ≡ 2
pα−1
2∑
s=1
(−1)s
(
2s
p
) (
mod pα
)
≡ 2
pα−1
4∑
s=1
(
4s
p
)
− 2
pα−1
4∑
s=1
(
2(2s − 1)
p
)
≡ 4
pα−1
4∑
s=1
(
s
p
)
− 2
pα−1
2∑
s=1
(
2s
p
)
≡ 4
pα−1
4∑
s=1
(
s
p
)
− 2
(
2
p
) pα−12∑
s=1
(
s
p
) (
mod pα
)
. (10)
From Lemma 3, we know that
pα−1
2∑
s=1
(
s
p
)
=
pα−p
2∑
s=1
(
s
p
)
+
pα−1
2∑
s= pα−p2 +1
(
s
p
)
=
p−1
2∑
s=1
(
s + (pα − p)/2
p
)
=
p−1
2∑
s=1
(
s
p
)
= 0 (11)
and
pα−1
4∑
s=1
(
s
p
)
=
pα−p
4∑
s=1
(
s
p
)
+
pα−1
4∑
s= pα−p4 +1
(
s
p
)
=
p−1
4∑
s=1
(
s + (pα − p)/4
p
)
=
p−1
4∑
s=1
(
s
p
)
. (12)
Combining (10), (11) and (12) we can easily get
Eφ(pα)/2 ≡ 4
p−1
4∑
s=1
(
s
p
) (
mod pα
)
.
Now from Lemma 4 we have
Eφ(pα)/2 ≡ 4
p−1
4∑
s=1
(
s
p
)
≡ −2i
π
τ(χ ′χ4)L(1, χ ′χ4)
(
mod pα
)
.
This proves the Theorem.
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primitive character modulo 4p. For any real primitive character χ mod q , from Theorem 8.11
and Theorem 6.20 of [6] we know that |τ(χ)| = √q and L(1, χ) = 0. These facts imply that
τ(χ ′χ4) = 2i√p and L(1, χ ′χ4) = 0. Hence,
0 <
∣∣∣∣∣4
p−1
4∑
s=1
(
s
p
)∣∣∣∣∣= 4
√
p
π
L(1, χ ′χ4) < p.
From this inequality and our theorem we immediately get:
Eφ(pα)/2 ≡ 4
√
p
π
L(1, χ ′χ4) ≡ 0
(
mod pα
)
.
This proves the Corollary.
A Remark. During the reviewing procedure of this paper, we found a proof, due to Yuan Pingzhi
[7], for Euler Conjecture by using algebraic methods.
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