C reating autonomous robots that can learn to act in unpredictable environments has been a long-standing goal of robotics, artificial intelligence, and the cognitive sciences. In contrast, current commercially available industrial and service robots mostly execute fixed tasks and exhibit little adaptability. To bridge this gap, machine learning offers a myriad set of methods, some of which have already been applied with great success to robotics problems. As a result, there is an increasing interest in machine learning and statistics within the robotics community. At the same time, there has been a growth in the learning community in using robots as motivating applications for new algorithms and formalisms. Considerable evidence of this exists in the use of learning in high-profile competitions such as RoboCup and the Defense Advanced Research Projects Agency (DARPA) challenges, and the growing number of research programs funded by governments around the world. Additionally, the volume of research is increasing as shown by the number of learning papers accepted at the IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS) and the IEEE International Conference on Robotics and Automation (ICRA), and the corresponding number of learning sessions. The primary vision of our technical committee (TC) is as a focus for widely distributing technically rigorous results in all areas of robot learning. Without being exclusive, such areas of research interests include learning models of robots, task, or environments; learning deep hierarchies or levels of representations from sensor and motor to task abstractions; learning of plans and control policies by imitation and reinforcement learning; integrating learning with control architectures, methods for probabilistic inference from multimodal sensory information (e.g., proprioceptive, tactile, and vision), and structured spatiotemporal representations designed for robot learning such as low-dimensional embedding of movements. Examples are shown in this article. Figure 1 shows an example of a dynamic locomotion behavior learned by a robot dog by trial and error. Apprenticeship allows learning complex maneuvers for helicopters as exhibited in Figure 2 . In Figure 3 , we show how a motor skill can be learned by the combination of imitation and reinforcement learning.
As a result, there was a strong push toward creating a TC on robot learning (TCRL) of the IEEE Robotics and Automation Society (RAS 
