A common method for analyzing the effects of molecular noise in chemical reaction networks is to approximate the underlying chemical master equation by a Fokker-Planck equation, and to study the statistics of the associated chemical Langevin equation. This so-called diffusion approximation involves performing a perturbation expansion with respect to a small dimensionless parameter ǫ = Ω −1 , where Ω characterizes the system size. For example, Ω could be the mean number of proteins produced by a gene regulatory network. In the deterministic limit Ω → ∞, the chemical reaction network evolves according to a system of ordinary differential equations based on classical mass action kinetics. In this paper we develop a phase reduction method for chemical reaction networks that support a stable limit cycle in the deterministic limit. We present a variational principle for the phase reduction, yielding an exact analytic expression for the resulting phase dynamics. We demonstrate that this decomposition is accurate over timescales that are exponential in the system size Ω. This contrasts with the phase equation obtained under the diffusion approximation, which is only accurate up to times O(Ω). In particular, we show that for a constant C, the probability that the system leaves an O(ζ) neighborhood of the limit cycle before time T scales as T exp − CΩbζ 2 , where b is the rate of attraction to the limit cycle. We illustrate our analysis using the example of a chemical Brusselator.
1. Introduction. Genetically identical cells exposed to the same environmental conditions can show significant variation in molecular content and marked differences in phenotypic characteristics. This intrinsic variability is linked to to the fact that many cellular events at the genetic level involve small numbers of molecules (low copy numbers), and has led to a large number of studies focused on investigating the origins and consequences of intrinsic or molecular noise in gene expression, see the reviews [26, 37, 39, 42, 12] . In the presence of intrinsic noise, standard deterministic models of chemical reaction networks (CRNs), which are based on mass action kinetics, have to be replaced by discrete stochastic models. The stochastic dynamics of the CRN can then be formulated in terms of a chemical master equation, which determines the evolution of the probability distribution P (n, t) for n = (n 1 , . . . , n K ), where n i is the number of each molecular species labeled i = 1, . . . , K. In general, it is not possible to obtain exact solutions of the master equation, even in the case of a stationary solution. (Note, however, that recent progress has been made by generalizing the theory of deterministic chemical reaction networks to stochastic models, using notions of weak reversibility and deficiency zero [2, 4] .) Therefore, one often resorts to some form of approximation scheme. The most common approach is to carry out a Taylor expansion of the master equation with respect to a dimensionless variable Ω that characterizes the size of the system [43, 14] . This so-called diffusion approximation yields a Fokker-Planck (FP) equation, whose solution determines the probability density p(x, t) for the concentrations x = n/Ω.
A general issue is to what extent the system-size expansion of a chemical master equation accounts for the statistics of the underlying CRN. In cases where the deterministic mass action kinetics have a unique stable fixed point, the corresponding stationary distribution of the master equation can be well approximated by Gaussian-like fluctuations around the fixed point. One can thus obtain good estimates for the mean and variance of molecular concentrations using the diffusion approximation [41, 14, 37] . However, such an approximation can break down when there are multiple fixed points (metastability). Although one can still account for the effects of fluctuations well within the basin of attraction of each metastable fixed point, there is now a small probability that there is a noise-induced transition to the basin of attraction of another fixed point. Since the probability of such a transition is usually of order e −τ Ω with τ = O(1), except close to the boundary of the basin of attraction, such a contribution cannot be analyzed accurately using standard Fokker-Planck methods. That is, for large Ω the transitions between different metastable states typically involve rare transitions (large fluctuations) that lie in the tails of the associated probability distribution, where the Gaussian approximation no longer necessarily holds. These exponentially small transitions play a crucial role in allowing the system to approach the unique stationary state (if it exists) in the asymptotic limit t → ∞. In other words, for bistable (or multistable) systems, the limits t → ∞ and N → ∞ do not necessarily commute [25, 44] . In order to ensure accurate estimates of transition rates, one has to use alternative approximation schemes based on large deviation theory and perturbation methods, which are applied directly to the underlying master equation or CK equation [12] . We also note that several recent papers bound the probability of large deviations over fixed timescales [29, 1] .
Similar issues hold for other types of attractor such as stable limit cycles. In the absence of noise, one can represent the dynamics of a limit cycle in terms of motion around a closed curve in state space. Each point on the limit cycle can be assigned a phase θ ∈ [0, 2π] such that the dynamics is given byθ = ω 0 , where ω 0 = 2π/∆ 0 and ∆ 0 is the period of the oscillation. When noise is included, one tends to observe an irregular trajectory around the limit cycle. If the trajectory wanders too far from the limit cycle then it may escape completely, and the notion of phase breaks down. The mean time to escape a neighborhood of the limit cycle is a measure of robustness to transverse fluctuations. However, even if the trajectory remains close to the limit cycle, the resulting stochastic phase of the oscillator undergoes diffusion around the limit cycle, so all phase information is eventually lost. The effective diffusion coefficient of this process is one measure of robustness to phase decoherence [24] . (For a general discussion of robustness in biological processes, see [?, 34] .) A second effect of noise is that it can extend the parameter regime over which oscillations can occur. That is, even though the deterministic system converges to a fixed point, the system exhibits oscillatory behavior when noise is included. This can be established by looking at the power spectra of the concentrations [6, 7] . As far as we are aware, almost all previous studies of stochastic CRN oscillators are based on the diffusion approximation of chemical master equations or modifications of such approximations, which generate more accurate estimations of the statistics that remain uniformly accurate for long times [35] . One exception is a hybrid computational study, which combines simulations of the discrete Markov process via Gillespie and solutions of the approximate SDE [40] . In addition, a recent paper [27] looks at noise in the vertebrate segmentation clock, employing a computational model to study biochemical oscillations in coupled cells.
In this paper, we focus on the robustness of limit cycle oscillators to transverse fluctuations, which we analyze by working directly with the underlying discrete Markov process rather than resorting to a diffusion approximation. The limitation of the latter within this context is that it is only accurate up to times O(Ω), whereas we are interested in obtaining exponential bounds on the typical time that the system spends in a neighborhood of the limit cycle. Indeed, we prove that, with very high probability, this time scales as exp CΩb , where C is a constant, and b is the rate of attraction towards the limit cycle. The fact that the timescale of the bound is so large demonstrates the utility of using an exact representation of the phase. We begin in §2 by defining a CRN and reviewing the method of isochrons for analyzing deterministic biochemical oscillators. We then use the method of isochrons to derive a stochastic phase equation under the diffusion approximation. In §3 we show how to derive a corresponding phase equation for the exact discrete Markov process using Kurtz's random time change representation [31, 32, 33, 3] . This analysis is placed on a more rigorous footing in §4 by extending a variational principle that we recently developed for stochastic differential equations (SDEs) [9] . The latter generates a unique amplitude-phase decomposition of a stochastic oscillator by minimizing the distance of the stochastic trajectory from the limit cycle with respect to an appropriately weighted norm. Applying the variational approach to the stochastic CRN model, we show that (i) sufficiently close to the limit cycle, the phase corresponds to the isochronal phase, and (ii) one can obtain rigorous exponential bounds on the probability of escape. (The latter is carried out in §5). We illustrate our theory by numerically simulating the stochastic Brusselator. Finally, in §6, we summarize the paper and draw some conclusions.
2. Biochemical oscillators and the diffusion approximation.
2.1. Chemical reaction network. Consider a well-mixed compartment containing a set of chemical species X j , j = 1, . . . , K. Let n j be the number of molecules of X j and set n = (n 1 , . . . , n K ). A typical single-step chemical reaction takes the form
where s j , r j are known as stoichiometric coefficients. When one such reaction occurs the state n is changed according to
Introducing the vector S with S i = r i − s i , we have n → n + S. The reverse reaction
would then have n → n − S. More complicated multi-step reactions can always be decomposed into these fundamental single-step reactions with appropriate stoichiometric coefficients.
In the case of a large number of molecules, one can describe the dynamics of a single step chemical reaction in terms of a kinetic or rate equation involving the concentrations x j = n j /Ω -the law of mass action. Here Ω is a dimensionless quantity representing the system size, which is usually taken to be the mean number of molecules or some volume scale factor. In a well-mixed container there is a spatially uniform distribution of each type of molecule, and the probability of a collision depends on the probability that each of the reactants is in the same local region of space. Ignoring any statistical correlations, the latter is given by the product of the individual concentrations. It then follows that the kinetic equations take the form
where x = (x 1 , . . . , x K ) and κ is a rate constant. Now suppose that there are a = 1, . . . , M separate single-step reactions. Then
where a labels a single-step reaction and S is the so-called K × M stoichiometric matrix for K molecular species and R reactions. Thus S ia specifies the change in the number of molecules of species i in a given reaction a. The functions λ a are known as transition intensities or propensities. Mathematically speaking, the kinetic equations hold in the thermodynamic limit Ω → ∞. For finite Ω, it is necessary to take into account fluctuations in the number N i (t) of each chemical species. Let P (n, t) = P[N 1 (t) = n 1 , . . . , N K (t) = n K ] with n = (n 1 , . . . , n K ). Given the kinetic equations (3.3), the probability distribution P (n, t) evolves according to the chemical master equation takes the form
Here E −Sia is a step or ladder operator such that for any function g(n),
One point to note is that when the number of molecules is sufficiently small, the characteristic form of a propensity function λ a (x) in equation (2. 3) has to be modified:
In general, it is not possible to obtain exact solutions of the master equation (2.3) even in the case of a stationary solution. (Note, however, that recent progress has been made by generalizing the theory of deterministic chemical reaction networks to stochastic models, using notions of weak reversibility and deficiency zero [2] .) Therefore, one often resorts to some form of approximation scheme.
2.2. Biochemical oscillators and isochrons. The next step is to assume that the deterministic dynamical system (2.2) supports a stable limit cycle. That is, there exists a stable periodic solution x = Φ(t) with Φ(t) = Φ(t + ∆ 0 ), where ω 0 = 2π/∆ 0 is the natural frequency of the oscillator. The dynamics on the limit cycle can be described by a uniformly rotating phase such that 5) and x = Φ(θ(t)) with Φ a 2π-periodic function and θ(t) = θ 0 + ω 0 t. The dynamical equations for Φ can thus be written as
Differentiating both sides with respect to θ gives
where J is the 2π-periodic Jacobian matrix
Since the dynamical system is autonomous, it follows that it is neutrally stable with respect to perturbations along the limit cycle. Our main concern in this paper is to to characterize how intrinsic noise associated with fluctuations in the number of each chemical species for finite Ω affects the phase of the oscillator. This will require understanding how the deterministic system responds to small perturbations. Therefore, consider the perturbed deterministic dynamical system
where 0 < ǫ ≪ 1 and G i (x) is bounded. A classical method for derived the corresponding phase equation is based on the construction of isochrons [45, 30, 19, 13, 5] . Suppose that the unperturbed system (2.9) is observed stroboscopically at time intervals of length ∆ 0 . This leads to a Poincare mapping
which has all points on the limit cycle as fixed points. The iscochron through a point x * on the limit cycle is the (K − 1)-dimensional hypersurface I, consisting of all points in the vicinity of x * that are attracted to x * under the action of P. A unique isochron can be drawn through each point on the limit cycle (at least locally) so the isochrons can be parameterized by the phase, I = I(θ). Finally, the definition of phase is extended by taking all points x ∈ I(θ) to have the same phase, Θ(x) = θ, which then rotates at the natural frequency ω 0 (in the unperturbed case). Hence, for an unperturbed oscillator in the vicinity of the limit cycle we have
Extending the definition of isochrons to the perturbed system (2.9), we have to leading order
As a further leading order approximation, deviations of x from the limit cycle are ignored on the right-hand side. Hence, setting x(t) = Φ(θ(t)) with Φ the 2π-periodic solution on the limit cycle,
Finally, since points on the limit cycle are in 1:1 correspondence with the phase θ, one can set Θ(Φ(θ)) = θ to obtain the closed phase equation
where
is a 2π-periodic function of θ known as the kth component of the phase response curve (PRC). One way to calculate the PRC R(θ) is to note that it is a 2π-periodic solution of the linear equation [16, 17, 36] 12) with the normalization condition
Here J(θ) ⊤ is the transpose of the Jacobian matrix J(θ), i.e.
2.3. Diffusion approximation and phase reduction. Now suppose that we include the effects of intrinsic noise by taking Ω to be large but finite, with the corresponding deterministic system operating in an oscillatory regime. Intuitively, one might expect that simulating the chemical reaction network using Gillespie's stochastic simulation algorithm [20, 21, 22] , for example, will generate a stochastic trajectory that remains in a neighborhood of the limit cycle (up to some stopping time), as illustrated schematically in Fig. 2.1 . Given the marginal stability of the phase in the deterministic system, it is natural to decompose the effects of noise into longitudinal (phase)
limit cycle stochastic trajectory Figure 2 .1. Stochastic trajectory of chemical reaction network for finite Ω, assuming that the corresponding mass action kinetics supports a stable limit cycle. The method of isochrons determines the phase θ(t) by tracing where the isochron through X(t) intersects the limit cycle.The response to perturbations depends on the phase response curve R(θ), which is normal to the isochron at the point of intersection with the limit cycle.
and transverse (amplitude) fluctuations of the limit cycle [24, 7, 28, 8, 9] . The basic intuition is that Gaussian-like transverse fluctuations are distributed in a tube of radius 1/ √ Ω whereas the phase around the limit cycle undergoes undamped Brownian motion. Thus, the stochastic vector 15) where the scalar random variable θ(t) − ω 0 t represents the undamped random phase shift along the limit cycle, and v(t) is a transversal perturbation, see Fig. 2 .1. However, it is important to note that the decomposition (2.15) is not unique, so that the precise definition of the phase depends on the particular method of analysis. One possibility is to identify θ(t) with the isochronal phase, as shown in Fig. 2. 1. An alternative approach is to introduce a weighted inner product on R K and to specify v(t) by projecting the full solution on to the limit cycle using Floquet vectors. In a sufficiently small neighborhood of the limit cycle, the resulting phase variable coincides with the isochronal phase [8, 9] . This has the advantage that the amplitude and phase decouple to linear order in 1/Ω. As we noted in the introduction, most previous studies of stochastic CRN oscillators are based on the diffusion approximation of chemical master equations [24, 6, 7, 35] . The concentration vector X(t) then evolves according to a stochastic differential equation (SDE). It is possible to derive the SDE rigorously using Kurtz's random time change representation [31, 32, 33, 3] . A more heuristic approach is to perform a system-size expansion of the master equation [18, 43, 14] . That is, set λ a (n/Ω)P (n, t) → λ a (x)p(x, t) with x = n/Ω, and treat x as a continuous vector. Then
Carrying out a Taylor expansion of the master equation to second order thus yields the multivariate Fokker-Planck (FP) equation
The FP equation (2.16) corresponds to the multivariate Ito stochastic differential equation (SDE)
where W a (t) are independent Wiener processes [18] , 19) and D = BB T , that is,
One can now carry out an amplitude-phase decomposition of the SDE (2.18) to estimate the size of Gaussian fluctuations in the longitudinal and transverse directions [24, 6, 7] . It is also possible to modify the diffusion-based approximation, in order to obtain more accurate estimations of the statistics, which remain uniformly accurate for long times [35] . In terms of the isochronal phase reduction method highlighted above, one could simply treat the sum over Wiener processes in equation (2.18) as a perturbation of the deterministic equation, by setting ǫ = 1/Ω and
This would then lead to a stochastic version of the phase equation (2.10). However, one needs to be careful in applying the phase reduction procedure to the Ito SDE. First, in order to apply the usual rules of calculus it is necessary to convert the Ito SDE to Stratonovich form using Ito's lemma. This would then yield an O(1/Ω) correction to the drift term. Since we are interested in the leading order contributions to the phase equation, we can ignore such a term, and simply take the phase to evolve according to the Ito SDE
The second, and more significant issue, is that even for large Ω there is a small but non-zero probability that a stochastic trajectory generated by the SDE (2.18) leaves any neighborhood of the limit cycle, in which case the notion of phase breaks down. In previous work, we have developed a variational principle for SDEs that provides strong exponential bounds on the escape probability [9] . (We have also extended the variational formulation to the case of piecewise-deterministic Markov processes [10] .) One could directly apply our analysis to the SDE (2.18). However, the latter is already an approximation of the exact discrete Markov process. This motivates the analysis of this paper, namely, to derive an explicit phase equation to O(1/Ω), and to obtain bounds on the probability of escape by working directly with the discrete Markov process, rather than its diffusion approximation. The mathematical framework underlying our approach is the random time change representation of chemical reaction networks, which has been developed by Kurtz [31, 32, 33, 3] . As we explained in the introduction, a fundamental aim in systems biology is to understand the robustness of the oscillation: that is, for a given system size, how long should one typically expect the oscillation to persist? The diffusion approximation is limited because it only aims to reproduce the statistics of the oscillation over timescales of O(Ω). However, as we show in the following sections, one should expect the oscillation to persist for exponentially long periods of time; a metastable timescale over which the diffusion approximation breaks down. Moreover, our variational definition of the phase will be accurate for the entire time that the system is in a neighborhood of the limit cycle.
3. Random time change representation and phase reduction. Let the random variable N i (t) denote the number of molecules in species i. An explicit representation of N i (t) is given by
where N a (t) denotes the number of times reaction a has occurred by time t, and is a jump process for which the jump rate is locally given by Ωf a (N(t)/Ω). It can be proved that if Y (t) is a unit rate Poisson process, that is,
then a representation of N a (t) is given by the time change representation [31, 3] ,
It follows that the expected number of reactions will grow linearly with Ω. Moreover, using the law of large numbers for Poisson processes,
This fact can be used to derive the deterministic equations (3.3) in the thermodynamic limit.
As before, we define X i (t) = N i (t)/Ω to be the concentration of species i at time t, which has the deterministic dynamics (2.2) in the large Ω limit. Let S a = {S ia } i=1,...,S be the vector representing the change in species number by reaction a, andỲ a (z) = Y a (z) − z be the a th Poisson process minus its mean. We then find that
Hence, we have represented the evolution of the concentration as the sum of a deterministic dynamics, and a stochastic noise of zero mean. (Taking the stochastic term to have zero mean will 8 be useful later, when we use the theory of martingales, see §5.) It has been proved that in the large Ω limit, the dynamics converges to the ODE [31]
We now sketch a heuristic method for deriving a phase equation from (3.2). In §4 we will put our derivation on a more rigorous footing using a variational approach. One way to specify the Poisson process N a (t) is in terms of the event or jump times t
where the inter event times t a k+1 − t a k are generated from an exponential distribution:
Formally speaking,
If we treat the sum on the right-hand side of the above equation as a perturbation of the deterministic equation, then we can formally use the isochronal phase reduction method to derive the following stochastic phase equation to O(1/Ω):
Here t a k are the sequence of jump times for the inhomogeneous Poisson process
(In general, the times t a k will differ from the exact times t a k , since in the former case X is evaluated on the limit cycle.) In terms of differentials, (see [38] or §A.3 of [4] for a definition of the stochastic integral with respect to Y )
Finally, integrating equation (3.7) with respect to t, we obtain the stochastic phase equation 10) or, equivalently
3.1. Bounding the number of reactions over a time interval. We expect the above phase equation to be accurate up to times O(Ω) provided there is an exponentially small probability that the number of reactions is arbitrarily large. This in turn requires bounds on the reaction rates λ a in some neighborhood U of the limit cycle, which could be identified with the basin of attraction. (Once the system leaves the neighborhood of the limit cycle, one cannot sensibly define a phase dynamics in the first place. The analysis in subsequent sections will demonstrate that the system stays in a neighborhood of the limit cycle for exponentially long times, with very high probability.) Therefore, we assume the following uniform bounds on the reaction rates λ a ,
Here · θ is a weighted norm that we define in the next section and η > 0 is a constant denoting the boundary of the attracting manifold of the limit cycle. Let M a u,t be the number of times that reaction a occurs over a time interval [u, t] ; an estimate of the error in equation (3.11) is
In fact, for the error bounds in the coming sections, we need to bound the number of reactions that occur over arbitrary intervals of a certain length, i.e. we need a bound for arbitrary u ∈ [0, t]. To this end, for a constant integer c > 0,
using the definition of the Poisson distribution. We find that for c > Ωλ a (t − u),
for another constant c > 0 which depends on c. Note that we have not explicitly written how c depends on c; it is sufficient for our purposes that the above relationship is exponential.
Amplitude-phase decomposition.
In order that we may easily bound the probability of the stochastic CRN staying near the limit cycle oscillator, it is necessary to consider the amplitudephase decomposition (2.15) and define an appropriately weighted norm X(t) − Φ(θ(t)) ρ , which is a measure of the distance of the stochastic trajectory from the limit cycle. However, as we have previously mentioned, the amplitude-phase decomposition is not unique, since it depends on the particular definition of the phase θ(t). Recently, we introduced a variational principle for SDEs that uniquely specifies the amplitude-phase decomposition by minimizing X(t) − Φ(θ(t)) ρ for a specific choice of ρ, which has two significant features: (i) sufficiently close to the limit cycle, the phase corresponds to the isochronal phase, and (ii) one can obtain rigorous exponential bounds on the probability of escape [9, 10] . We will apply the variational approach to the stochastic CRN model, and show that both of these results carry over; (ii) will be established in §5. In order to specify the weight ρ, we first need to introduce a little Floquet theory.
Floquet decomposition. For any 0 ≤ t, define Π(t) ∈ R
d×d to be the following Fundamental matrix for the ODE 
with P (θ) a 2π-periodic matrix whose first column is Φ ′ (ω 0 t), and ν 1 = 0. That is, P (θ) −1 Φ ′ (θ) = e with e j = δ 1,j . In order to simplify the following notation, we will assume throughout this paper that the Floquet multipliers are real and hence P (θ) is a real matrix. One could readily generalize these results to the case that S is complex. The limit cycle is taken to be stable, meaning that for a constant b > 0, for all 2 ≤ i ≤ d,
Since F ∈ C 2 , it must be that P ∈ C 2 . Furthermore P −1 (θ) exists for all θ, since Π −1 (t) exists for all t.
The above Floquet decomposition motivates the following weighted inner product: For any θ ∈ R, denoting the standard Euclidean dot product on R d by ·, · ,
and u θ = u, u θ . This weighting is useful for two reasons: it leads to a leading order separation of the phase from the amplitude, and it facilitates the strong bounds derived below, because the weighted amplitude always decays, no matter what the phase. The former is a consequence of the fact that the matrix P −1 (θ) generates a coordination transformation in which the phase in a neighborhood of the limit cycle coincides with the asymptotic phase defined using isochrons (see also [8] ). This is reflected by the following relationship between the tangent vector to the limit cycle, Φ ′ (θ), and the PRC R(θ) of equation (2.11):
We will proceed by defining R(θ) according to equation (4.4) and showing that it satisfies the adjoint equation (2.12). We will need the relation
which can be obtained by differentiating (4.2). Differentiating both sides of equation (4.4) with respect to θ, we have
Equation (4.6) implies that
and
We have used the fact that S is a diagonal matrix and P −1 P ′ + (P −1 ) ′ P = 0 for any square matrix. Substituting these identities in equation (4.7) yields
Note that Φ ′ satisfies equation (2.7) and SP −1 Φ ′ = 0. The latter follows from the condition P (θ) −1 Φ ′ (θ) = e and Se = ν 1 = 0. Finally, from the definition of R(θ), equation (4.4), we deduce that SP ⊤ (θ)R(θ) = 0 and hence
Since P T (θ) is non-singular for all θ, R satisfies equation (2.12) and can thus be identified as the PRC.
Variational principle.
Let β(t) be the phase at time t. Since X(t) is constant between jumps, β(t) is also taken to be constant between jumps. We can now state the variational principle for the stochastic phase [9] : β(t) for t ∈ T is determined by requiring β(t) = b t (θ t ), where b t (θ t ) for a prescribed time dependent weight θ t is a local minimum of the following variational problem: 8) with N b t (θ t ) denoting a sufficiently small neighborhood of b t θ t . The minimization scheme is based on the orthogonal projection of the solution on to the limit cycle with respect to the weighted Euclidean norm at some θ t . Write the partial derivative of (4.8) as
At the minimum,
We stipulate that the location of the weight must coincide with the location of the minimum, i.e. β(t) = θ t , so that β(t) must satisfy the implicit equation
Let τ k denote the time of the kth reaction in a given realization of the stochastic CRN. (For the moment, we don't specify which reaction occurs.) Since X(t) is constant for t ∈ [τ k , τ k+1 ), β(t) is also constant over this interval. It is clear that there could be more than one minimum of (4.8), and therefore this equation may be insufficient to determine β(τ k+1 ). We therefore further stipulate that β(τ k+1 ) is the local minimum of (4.9) that also minimizes β(τ k+1 ) − β(τ − k+1 ) . In other words, we emphasize continuity over finding the global minimum. This is consistent with our amplitude/phase decomposition, as well as the classical isochron phase decomposition of stochastic oscillators. There are several reasons for this choice. We wish to identify a linear phase equation, which requires the increments in β(t) to be small. Furthermore, situations where a global minimum switches to being a local minimum, and the corresponding jump in phase is much greater than O(Ω −1 ), are relatively rare. Trying to understand this highly nonlinear phenomenon would take us beyond the scope of this paper.
Linear phase approximation.
As it stands, the variational principle generates an exact, implicit equation for the stochastic phase. Here we carry out a perturbation expansion to show that the leading order dynamics of the phase over small time intervals recovers the explicit isochronal phase equation (3.11); we will refer to this as the linear phase approximation. Let δX k = X(τ k+1 ) − X(τ k ). It is immediate from our earlier equations that δX k ≤ Ω −1 sup 1≤a≤M S a . We use (4.11) to estimate δβ k to leading order. It must be that
This means that, to leading order,
Rearranging, we find that
It follows from our earlier definitions that Φ ′ (β), Φ ′ (β) β(τ k ) = 1. Now as long as X − Φ(β) ≪ 1 (we determine the probability of this in § 5), M(X, β) ≥ 1 2 (say). We can then use Taylor's Theorem to infer that, since δX k = O(Ω −1 ), the error in (4.14) is O(Ω −2 ). Note that, since by assumption β is a local minimum, M(X, β) must be positive, because it is the curvature at the local minimum.
If we now take note of the reaction label a, it follows by analogy with (3.2) that
which reduces to equation (3.8) on taking X(u) = Φ(β(u)). We note that the above Poisson integral is, by definition, just the summation over the set of jumps, see section 3. That is, by definition,
where {t
We wish to represent the above equation as a time-integral plus a martingale. (A martingale is a stochastic process whose increments over small time-intervals are independent of the past history, and of mean zero [38, 4] . For example any stochastic integral with respect to a Wiener Process is a martingale. The martingales in the following equations are often referred to as compensated Poisson processes.) In this way, the form of the equation will resemble that of a standard stochastic differential equation. Another important reason that we wish to put the equation in this form is that it will allow us to use a martingale inequality to obtain bounds on the system leaving a neighborhood of the limit cycle, see §5. To this end, equation (4.16) can be rewritten as
where Y (t) is the martingale
(Note that Y (t) is discontinuous, unlike the stochastic integral.) Equation (4.17) has the same basic structure as the isochronal phase equation (3.11) . Indeed, it reduces to equation (3.11) if we set X(s) = Φ(β(s)) on the right-hand side. This follows from the observations
on using equation (4.4). In particular,
We thus obtain the leading order phase equation
Furthermore, this linearized phase is typically accurate over timescales of O(Ω), as long as
2 remains small (we are going to bound this in the next section). This is because, as we saw in section 3, the total number of reactions over the time interval [0, t] is of order Ωλt, with very high probability. For large Ω, the probability law of the martingale Y (t) may be approximated by the stochastic integral
where {W a (s)} are independent Wiener processes [31, 32] . In this way, we see that the probability law of the phase equation (4.19) may be approximated to be
Note that this agrees with the diffusion approximation for the phase in equation (2.21).
4.4.
Example: the Brusselator. One benchmark model of a biochemical oscillator is the Brusselator, which is an idealized model of an autocatalytic reaction, in which at least one of the reactants is also a product of the reaction [15] . The model consists of two chemical species X and Y interacting through the following reaction scheme:
These reactions describe the production and degradation of an X molecule, an X molecule spontaneously transforming into a Y molecule, and two molecules of X reacting with a single molecule of Y to produce three molecules of X. The corresponding mass-action kinetic equations for The system has a fixed point at u * 1 = a, u * 2 = b/a, which is stable when b < a 2 + 1 and unstable when b > a 2 + 1. Moreover, the fixed point undergoes a Hopf bifurcation at the critical value b = a 2 + 1 for fixed a, leading to the formation of a stable limit cycle.
We simulated the stochastic Brusselator with Ω = 3000, a = c = d = 1 and b = 2.5. The results are plotted in Figure 4 .4. It can be seen that the phase under the linear phase approximation (linear phase) is initially in close agreement with the exact variational phase. However, after one orbit of the limit cycle, there is already a significant difference between the two. Despite this nonlinear diffusion of the phase, the system still stays in close proximity to the deterministic limit cycle for the entire length of the simulation. This can be explained using the analysis of §5, where we demonstrate that with very high probability the system stays close to the limit cycle for times of O exp(bΩC) , where b is the rate of decay towards the limit cycle, and C is a constant.
5. Bounding the probability of the CRN leaving a neighborhood of the limit cycle. The probability bounds of this section are accurate in the limit that Ωb ≫ 1 (recall that b is the rate of decay towards the limit cycle in the deterministic dynamics). Throughout this analysis, we assume that
It should also be noted that ω 0 can be arbitrarily large and the bounds would still be accurate (this is precisely what was observed in the numerical simulation of the chemical Brusselator earlier -the diffusion of the phase was already substantial after one orbit of the limit cycle, however the system still stayed close to the limit cycle). Define the amplitude v and weighted amplitude w according to
As is explained in more detail in [9] , the reason that we make this change of variable is that, to leading order, w(t) decays uniformly in time. The main result that we prove in this section is that there exists a constant C > 0 such that
for all sufficiently small ζ. We assume throughout this section that
As in §4.3, suppose that τ k is the time of the kth reaction. To leading order in δβ k , δX k , 6) and the error in the above approximation is O δX k 2 , δβ
which follows from the identity
Substituting (3.2) and (4.19), we thus find that for any u ∈ [0, T ] and t > u,
where M u,t is, as before, the total number of reactions over the time interval [u, t] . We have used the fact that ω 0 Φ ′ (β) = F Φ(β) and the increments in {X, β, w} are all O(Ω −1 ) (which we noted in the previous section). HereY (t) is the Martingalȇ
Since v(t) = O w(t) , noting the assumption in (5.1), this means that
Finally, we apply the changes of variable w(t) → w(t), w(t) → w(t), w(t) = w(t) , and find that
Furthermore our stability assumption on the limit cycle, see equation ((4.3)), implies that
Note that the first element of w is identically zero, as a direct consequence of its definition, which is what leads to the strict decay in the above equation. Hence, as long as
We now outline a set of events that, taken together, ensure that sup t≤T w(t) ≤ ζ. This means that, to bound the probability that sup t≤T w(t) > ζ, it suffices to bound each of the following events. These events are
The timescale of b −1 has been chosen for a reason: it is the timescale of the decay towards the limit cycle. To see why the above three events are sufficient to ensure that sup t≤T w(t) ≤ ζ, let us suppose for a contradiction that (5.13a)-(5.13c) all hold, but that w(t) = ζ for some t ∈ [0, T ], and that w(s) < ζ for all s ∈ [0, t) (i.e. we are taking t to be the first time that w attains ζ). Let τ = sup u ≤ t : w(u) = ζ 2 , noting that τ exists since, by assumption, w(0) ≤ ζ/2. Suppose for a contradiction that t − τ ≥ b −1 . Then, since w(s) ≥ ζ/2 for all s ∈ [τ, t], it follows from (5.12) that
This contradicts our assumption that w(s) < ζ for all s ∈ [0, t). We can thus conclude that t − τ < b −1 . But in this case, it is immediate that
which contradicts our assumption that w(t) = ζ. We can therefore conclude that the events in (5.13a) -(5.13c) imply that sup s∈[0,T ] w(s) < ζ. Define the event
Given that, by stipulation, w(0) ≤ ζ/2, this means that
Note that we have appended the event H a into the first term on the right, because, as has just been demonstrated, this must always hold as long as the other events hold as well. We now bound the above two probabilities, showing that they are each O exp(bΩC) for some constant C > 0. Let t i = i/2b. First, using a union of events bound, To see why this is true, suppose that t + s ∈ [t i , t i+1 ], and t ∈ [t j , t j+1 ], so that either j = i or j = i − 1. Then
Y(t + s) − Y(t) ≤ Y(t + s) − Y(t i ) + Y(t i ) − Y(t j ) + Y(t j ) − Y(t) .
assuming that α is sufficiently small that αΩḡ ≤ 1, so that we can use the second order Taylor bound for the exponential. By Gronwall's Inequality, we find that E exp αY t − αY s 1 H ζ,t ≤ exp (t − s)eMλ αΩ −1ḡ 2 Ω . 6. Discussion and Conclusion. In this paper we outlined a variational definition of the phase of a stochastic chemical reaction oscillator. This definition is versatile and adaptable to a number of applications. First, we demonstrated that under a linear phase approximation, we recover the phase predicted by the diffusion approximation of the underlying discrete Markov process. Second, one can straightforwardly calculate the phase at any particular time through directly performing the minimization in (4.8). Third, we used this definition of the phase to estimate the time that the system stays in close proximity to the limit cycle, demonstrating that this time is O exp(CbΩ) with probability O exp(−CbΩ) , where b is the rate of decay to the limit cycle, and Ω is the system size. In other words, if bΩ ≫ 1, then the system stays close to the limit cycle for extremely long times (much longer than the time over which the diffusion approximation is accurate), with extremely high probability. This analysis also provides a means of assessing the substantial diffusive shifts of the phase that can occur over these very long periods of time. Indeed, the typical order of magnitude of the diffusive shiftỸ (t) of the phase β (defined in (4.18)) is O √ Ω −1 t . Hence over timescales of O exp(CbΩ) , the typical diffusive shift of the phase is O Ω −1/2 exp(CbΩ/2) . In most circumstances, one would expect that this shift is much greater than ω 0 , the period of the oscillation. In other words, over this timescale one cannot predict the phase β(t) with any accuracy at all: all phases are of almost equal likelihood.
On another note, the probability bound in §5 of this paper differs from the analog for a piecewise-deterministic Markov process in [10] , because the latter does not depend on b to leading order. This is because in the PDMP system, in many circumstances the most likely means by which the system can leave a neighborhood of the limit cycle is to not switch over a significantly long period of time. Since the rate of switching does not depend on the rate of decay towards the limit cycle, the leading order probability bound also does not depend on the rate of decay towards the limit cycle. By contrast, in the CRN network of this paper, if the system does not react over a significant timescale, its distance from the limit cycle does not change.
In general, the methods of this paper are extremely helpful for assessing the robustness of oscillations in chemical reaction networks, which are ubiquitous in cell biology [11] . In future work, we plan to extend these methods to chemical reaction networks that support more complicated emergent dynamics.
