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     La inflación es reconocida como una de las variables más importantes y 
de mayor impacto en la economía. Sin embargo, no existe una definición 
universalmente aceptada de ella. Algunos autores condicionan la inflación a 
su causa. Por ejemplo, la definición de Laider y Parkin (1975) tiene un 
énfasis monetario, “la inflación es un proceso de crecimiento continuo en los 
precios, o de manera equivalente, de una caída continua en el valor del 
dinero”. El lado monetario es aún más evidente en la definición de 
Bronfenbrenner y Holzmann (1963) para quienes la inflación es una 
condición en la cual “demasiado dinero persigue muy pocos bienes”. 
Recordamos también el ya famoso dictamen de Friedman (1970), “la 
inflación es siempre y en todo lugar un fenómeno monetario ... y puede ser 
producido solamente por un aumento en la cantidad de dinero que sea más 
rápido que el del producto”. En resumen, estos autores enfatizan no sólo el 
efecto sino la causa. 
     El debate que por mucho tiempo ocupó la literatura económica, acerca de 
si la inflación es de demanda o de oferta perdió algo de vigencia, 
principalmente porque en el fondo no es fácil aislar estas causas 
empíricamente [ver Frisch (1983, p. 12)]. 
     Se podría proponer la siguiente definición de la inflación: la inflación es 
un aumento continuo y generalizado en el nivel de precios. Notamos las 
palabras ‘continuo’ y ‘generalizado’. La inflación no sería un aumento por 
una sola vez en los precios, sino que debe ser un fenómeno que tenga 
continuidad a través de largos periodos de tiempo, más años que meses, 
aunque obviamente no habrá consenso acerca de este lapso de tiempo. Por 
otro lado, la inflación no es un aumento, por continuo que sea, en un solo 
bien o servicio. No se trata de movimientos en precios relativos, que pueden 
ser positivos y negativos, sino en una tendencia unidireccional promedio en 
los precios. En otras palabras, los precios relativos continúan ajustándose 
hacia arriba o hacia abajo pero el neto exhibe aumento promedio de precios.  
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Los Índices de Costo de Vida 
 
     El verdadero índice del costo de vida se define como la relación entre el 
gasto mínimo del hogar a precios iniciales y el gasto mínimo a precios 
finales manteniendo el mismo nivel de utilidad. Siendo  0 U  y  0 p  la utilidad y 
los precios iniciales respectivamente,  t p  los precios en el periodo final y 
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     El principal problema práctico con el concepto del índice del costo de 
vida esbozado, es que en las mediciones a través del tiempo es muy difícil 




     Los índices para el caso de hacer el seguimiento a variables como los 
precios y la producción, no serían necesarios si se tratara de un solo bien. El 
precio y la cantidad de ese único bien permitirían monitorear su producción 
o su inflación. Adicionalmente, se podría decir que tampoco serían 
necesarios los índices si hubiera un solo agente ya que su canasta podría ser 
fácilmente establecida al igual que los precios pertinentes. Más aún, la 
existencia de múltiples pero idénticos agentes tampoco dificultaría el 
seguimiento de su producción y precios a través del tiempo. Realmente, la 
justificación para la construcción de índices se encuentra en la diversidad de 
los agentes, en que tienen diferentes funciones de preferencia. Esto obliga a 
buscar canastas representativas, de manera que en presencia de múltiples 
agentes sólo podremos llegar a aproximaciones de su producción colectiva y 
de la evolución de sus precios. Se trata entonces de escoger metodologías 
para construir índices que reflejen mejor la realidad. Este mismo problema 
se presenta en el campo del bienestar, donde no es posible agregar funciones 
de utilidad de manera consistente con un mínimo juego de postulados. La 
imposibilidad de agregar preferencias individuales de manera consistente fue 
expuesta por Arrow (1963). El origen de la imposibilidad de Arrow está en 
el postulado de comportamiento microeconómico según el cual un agente 
prefiere más a menos, y nadie quiere que le quiten. Quitarle a un rico para 
darle a un pobre parece razonable a primera vista pero debemos, en el 
agregado, evaluar si la pérdida del rico excede la ganancia del pobre, pero   4 
esto depende de las desconocidas o no reveladas preferencias individuales. 
Para una mayor discusión de este tema, ver Montenegro (2003b). En 
últimas, la construcción de un número índice se asemeja a la construcción de 
un modelo matemático o econométrico. No se pretende que sean una copia 
exacta de la realidad, lo cual además de ser en extremo costoso sería inútil, 
sino que los modelos sirvan para estudiar la realidad. Igualmente, los índices 
son modelos que pretenden aproximar la realidad y ser útiles en su análisis. 
     Existen varios índices comúnmente utilizados para abordar problemas 
como los de precios y producción. Algunos son de promedio aritmético, 
otros de promedio geométrico, o combinaciones. La literatura discute ciertas 
propiedades que pueden ser deseables en un índice, aunque no existe 
consenso sobre ellas. Por ejemplo, si todos los precios se multiplican por un 
escalar, el índice también, o si unos precios suben y los demás no cambian 
entonces el índice debe subir [ver Caicedo (2000)]. 
     A continuación se muestran las expresiones de algunos de los índices más 
comunes. El símbolo  0 i p  es el precio del bien i-ésimo en el periodo  0 = t  o 
periodo inicial; el símbolo  0 i q  es la cantidad del bien i-ésimo en el periodo 
0 = t  o periodo inicial; el símbolo  it p  es el precio del bien i-ésimo en el 
periodo t; el símbolo  it q  es la cantidad del bien i-ésimo en el periodo t. 
 
Indice Laspeyres ( L I ) 
 
     Este índice tiene la forma típica de un promedio aritmético ponderado. 
Hace el seguimiento a través del tiempo del costo de una canasta 
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Indice Paasche ( P I ) 
 
     Este índice también tiene la forma típica de un promedio aritmético 
ponderado. Hace el seguimiento a través del tiempo del costo de la canasta 
















































Indice de Fisher ( F I ) 
 
     Este es un índice del tipo promedio geométrico simple que combina los 
índices Laspeyres y Paasche. Su expresión es 
 
P L F I I I =  
 
Indice Tornqvist ( T I ) 
 
     Este índice es del tipo promedio geométrico ponderado, el cual pondera 
el cambio de precios por el promedio aritmético simple de las ponderaciones 





















Comparación de los Promedios Aritméticos y Geométricos 
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     Dado que fueron mencionados en la sección anterior, vale la pena discutir 
brevemente la diferencia entre los promedios aritmético y geométrico. La 
noción de promedio corresponde al concepto de media o valor esperado. Es 
una medida de tendencia central de una distribución de probabilidad. 
Estrictamente, el concepto de valor esperado es una operación lineal, de 
manera que corresponde al promedio aritmético simple o ponderado. La 
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donde  ) (x f  es la distribución de probabilidad de x; es la ponderación dada a 
los valores de x. Para el caso de una variable discreta  i x , que sólo puede 
tomar ciertos valores numerables, como los resultados del lanzamiento de un 
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donde  i f  es el peso o ponderación dado a cada valor posible de  i x . Ambas 
expresiones para el valor esperado se reducen a una suma de términos de 
manera que su naturaleza lineal es evidente. 
     En la práctica, el promedio aritmético simple usa ponderaciones iguales 














donde usamos el símbolo x  para denotar el promedio aritmético. 
     El promedio geométrico, si bien también es una medida de tendencia 
central, no es una operación lineal y no corresponde a la definición de valor 












) (  
   7 
donde  i f  es el peso o ponderación dado a cada valor posible de  i x . En el 
caso de un promedio geométrico simple, se da el mismo peso a cada valor 
posible de  i x  y su expresión equivale a tomar raíz enésima del producto de 
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     ¿Cómo comparan los promedios aritméticos y geométrico? Para empezar 
el promedio aritmético acepta valores de x positivos y negativos, mientras 
que el promedio geométrico sólo acepta valores positivos, esto es,  0 > i x . El 
promedio geométrico pierde sentido si la muestra contiene valores negativos 
o cero. Ahora, suponiendo que todos los datos son positivos, cómo 
comparan estos dos promedios? El promedio aritmético es más sensible a 
valores grandes que a valores pequeños de x, mientras que el promedio 
geométrico es más sensible a valores pequeños que a valores grandes de x.  
Un valor pequeño de x, cercano a cero, arrastra el promedio geométrico 
hacia cero mientras que puede ni siquiera afectar el aritmético. En contraste, 
un valor grande de x eleva el promedio aritmético significativamente 
mientras que puede afectar poco al geométrico en razón de que en el 
geométrico entra la raíz enésima del valor de x; en cierta forma, es como 
tomar logaritmos de los valores. Finalmente, el promedio aritmético es de 
más fácil manejo y comprensión, razón por la cual es el más popular de los 
dos. 
 
Sesgos y Problemas en la Medición del IPC 
 
     El IPC registra la evolución del valor en pesos de una canasta de bienes y 
servicios que representa el patrón de consumo de una familia típica de la 
población objetivo. Tradicionalmente, la medición se hace a través de un 
índice Laspeyres que, como se mencionó, compara lo que cuesta comprar 
una canasta de bienes en un año base con lo que cuesta la misma canasta en 
un año posterior; esto es, se compara el gasto (precios por cantidades) en un 
año t con el gasto correspondiente a las mismas cantidades pero a precios de 
un año  1 + t . El aumento en este gasto es la inflación en el periodo [t,  1 + t ]. 
     La principal objeción a la metodología de cálculo Laspeyres radica en 
que mantiene fija e inmodificable la misma canasta de bienes, por lo que 
deja de ser representativa del patrón de consumo con los cambios en gustos 
y preferencias que acaecen con el paso del tiempo. Sin embargo, la   8 
preferencia por el índice Laspeyres se debe a la dificultad de implementar 
los otros índices. Por ejemplo, el Paasche requiere la estimación de la 
canasta en el último periodo, lo que tomaría demasiado tiempo y evitaría que 
la publicación del índice sea oportuna. La conformación de la canasta se 
obtiene de una encuesta de ingresos y gastos que requiere de cobertura en 
varias ciudades y toma varias semanas para adelantar. 
     Hay varios sesgos y problemas que pueden ser estudiados acerca de la 
metodología de calculo del IPC. Algunos son de carácter general y otros 
puntuales. Una buena referencia sobre este tema la constituye un estudio 
ordenado por el senado norteamericano (1996). 
     Sesgo por la sustitución de bienes. La fórmula de cálculo de Laspeyres 
empleada para el IPC falla en que, al mantener fija la canasta original, no 
reconoce que los consumidores pueden estar desviando su consumo hacia 
bienes que se van haciendo relativamente más baratos. Los consumidores 
sustituyen bienes de menor precio por aquellos que hayan subido más de 
precio; en otras palabras, cambian su canasta en la realidad por una cuyo 
valor sube menos; sin embargo, el IPC sigue midiendo la anterior. La 
medición de este sesgo requiere de alguna información sobre cambios en 
cantidades o de sustitución de bienes. Podrían efectuarse comparaciones de 
las canastas resultantes de las encuestas de ingresos y gastos, que se hacen 
aproximadamente cada diez años en Colombia, y efectuar simulaciones 
distribuyendo el cambio en la composición de las canastas a lo largo del 
intervalo (unos 10 años) entre canastas.  
     El índice Paasche no utiliza la canasta del año original, sino la del año 
final, pero tampoco la cambia por lo que seguramente subestimaría el 
verdadero aumento de precios ya que atribuye la sustitución final de bienes 
caros por baratos a todo el periodo de observación. La propuesta de 
promediar estos dos índices, el de Laspeyres y el de Paasche, utilizando la 
media geométrica de ambos, se conoce como el Indice Ideal de Fischer, 
mencionado arriba. 
     Sesgo por sustitución de establecimientos. Así como lo consumidores 
sustituyen bienes cuando hay cambios en los precios relativos, también 
sustituyen puntos de compra; esto es, almacenes, tiendas, expendios o 
proveedores de servicios, buscando aquellos cuyos precios no hayan subido 
tanto. El problema es que para el cálculo del IPC se siguen tomando las 
muestras de precios (al menos por un tiempo) en los establecimientos 
anteriores, precios que ya no serían tan representativos. 
     Sesgo en la fórmula o procedimiento de cálculo. Este nombre recoge 
todas aquellas anomalías sistemáticas que se puedan presentar en la forma de 
rotar, reemplazar o actualizar parte de la muestra de los bienes y servicios   9 
registrados o de los establecimientos encuestados. Por ejemplo, cuando se 
muestrea un bien en otro punto de venta (porque desapareció el punto 
anterior o porque se desea renovar la muestra), hay que ajustar el precio 
inicial (año base) de manera que dé el nuevo. Esto se hace usualmente 
deflactando el precio nuevo por el IPC promedio. Luego se ajusta el gasto en 
el ítem del año base dividiendo por el precio para obtener la nueva cantidad 
de año base para ese ítem, que será la misma cantidad (ponderación) a usar 
en la canasta fija de Laspeyres en los años posteriores. En consecuencia, la 
cantidad depende crucialmente de cualquier factor coyuntural que hubiera 
podido afectar el nuevo precio en el momento de tomar la muestra, como 
una rebaja o un sobreprecio. 
     Sesgo del día de la semana. Las costumbres de la gente se pueden 
desplazar de manera que cambian los días en que compran más; por ejemplo, 
que dejen de comprar entre semana y compren más los fines de semana, o 
que se acentúen las compras los jueves, por decir algún día. Si esto sucede, 
porque los precios son más baratos en esos días por promociones o 
descuentos, se puede producir un sesgo debido a que los días de recolección 
de la información no cambian correspondientemente. En otras palabras, 
podría darse el caso de que mientras la información se sigue recogiendo 
entre semana, una mayor proporción del gasto en ciertos items se hace en 
fines de semana cuando los precios son menores. 
     Ajuste por calidad. Uno de los problemas más difíciles de tratar tiene que 
ver con la manera de contabilizar cambios en precios ocurridos o imputados 
a cambios en la calidad del bien o servicio. Por ejemplo, qué parte del 
cambio en el precio de una video grabadora se puede atribuir a un aumento 
en la calidad y qué parte se puede atribuir al bien original? Es posible que 
parte del aumento en el precio de, por ejemplo, los servicios médicos, 
educativos o de transporte, sea por calidad, en cuyo caso no debe aparecer 
todo en el IPC. 
     Nuevos bienes y servicios. ¿Qué hacer para registrar el efecto de bienes 
nuevos que antes no se conocían o no eran consumidos en proporción 
significativa? Los problemas a contemplar son básicamente sobre cuándo y 
cómo introducir el bien nuevo al índice. 
     Un tipo de regresión, llamada regresión hedónica, se ha comenzado a 
utilizar para estimar cambios en precios debido al contenido de calidad de 
los bienes o para aproximar bienes nuevos en términos de características ya 
conocidas en otros bienes. Ya se ha aplicado en confecciones y 
computadores en las cuentas norteamericanas. Básicamente, se corre una 
regresión por mínimos cuadrados ordinarios del precio contra varias medidas 
de calidad o características del producto para una muestra grande del mismo   10 
producto, por ejemplo, varios modelos de computadores. La regresión 
estimada se puede utilizar para predecir el precio de nuevas versiones del 
producto. 
     El tema del ciclo del producto tiene que ver con la teoría según la cual los 
productos nuevos o las nuevas versiones o variedades de productos 
generalmente entran al mercado a precios altos que caen rápidamente con la 
ampliación del mercado para luego, en la etapa madura, volver a elevarse. Es 
posible que se produzca algún sesgo en el IPC en razón de que la canasta de 
bienes no cambia fácilmente para adaptarse de manera oportuna a la 
introducción de nuevas versiones del mismo producto que pueden estar 
llegando al mercado a precios menores. 
     Efecto de gastos en seguridad. Para Colombia puede ser de interés 
intentar estimar el impacto que el comportamiento ciudadano a cerca de la 
inseguridad tenga sobre la composición de gastos de consumo. Así mismo, 
sería de interés analizar si tales gastos deben entrar en la canasta del IPC. El 
aumento en comidas a domicilio, de compras en centros comerciales 
cerrados y vigilados, y el cambio de bus a taxi, pueden ser ejemplos de 
comportamiento influidos por consideraciones de seguridad que tendrían 
impacto sobre la canasta y el IPC. 
     Impacto del sesgo sobre las finanzas estatales. El IPC tiene una enorme 
importancia en la elaboración del presupuesto nacional, tanto por el lado de 
los ingresos como de los egresos. Parte del recaudo de impuestos depende 
crucialmente de cómo se actualizan las categorías o rangos de ingresos que 
aparecen en tablas de impuesto a la renta, de retención o predial. Si éstas se 
actualizan cada año con un índice de precios sesgado hacia arriba entonces 
el gobierno recibirá paulatinamente menos ingresos por este concepto. Lo 
contrario ocurrirá en el caso de ingresos por multas que se ajustan 
anualmente con el IPC. Por otro lado, muchos gastos, como remuneraciones 
y pensiones, están indexados a la inflación, de manera que un IPC sesgado 
hacia arriba aumentará paulatinamente estos presupuestos. Es importante un 
estudio para determinar el efecto que un sesgo en el IPC puede tener sobre 
los resultados y gastos fiscales. 
     Sesgo por efecto ingreso. Un sesgo poco discutido y de potencial impacto 
sobre los ajustes derivados de la inflación, sobre salarios o impuestos, por 
ejemplo, tiene que ver con el efecto ingreso [ver Dumagan y Mount (1997)]. 
Como se recordará, la ecuación de Slutsky derivada en microeconomía 
muestra el efecto en la demanda de un bien causado por el cambio en su 
precio (o en el de otro bien) [ver, por ejemplo, Varian (1984) o Silberberg 
(1978)]. Este efecto se produce por dos vías. Una vía es el efecto sustitución 
por el cual el consumidor reduce su nivel de consumo del bien cuyo precio   11 
aumenta. La otra vía es el llamado efecto ingreso, por el cual el consumo del 
bien puede aumentar o disminuir, dado que un aumento de precio disminuye 
el ingreso disponible para atender toda la canasta del consumidor. Este 
cambio en el ingreso puede alterar la proporción de consumos de los 
diferentes bienes en la canasta, a menos que las preferencias sean 
homotéticas; esto es, que la elasticidad demanda ingreso de cada bien sea 
unitaria, lo cual es un supuesto poco realista. En la práctica, el índice 
Laspeyres evalúa el costo de la canasta inicial en dos momentos del tiempo, 
pero el punto importante es que no se cambia de curva de indiferencia; en 
otras palabras el Laspeyres efectúa la evaluación manteniendo la utilidad 
constante pero ignorando el posible desplazamiento sobre la misma curva de 
indiferencia (efecto sustitución). El índice Paasche selecciona una canasta al 
final del periodo de estudio, la cual puede diferir de la canasta inicial en el 
sentido, no sólo de haber sufrido sustitución, sino de situarse en una curva de 
indiferencia diferente debido al efecto ingreso ocurrido por los caminos de 
precios durante el periodo. En otras palabras, el ajuste dictado por el índice 
Paasche puede ser mayor o menor que el ajuste requerido por un verdadero 
índice de costo de vida, el cual busca sostener el nivel de utilidad.  
     Sesgo por estrato y edad. Un objetivo principal es el de ajustar 
periódicamente ciertas variables económicas con impacto social, por 
ejemplo, las pensiones o el salario mínimo. Por esta razón es importante que 
los cambios en el índice reflejen fielmente lo ocurrido a la población 
objetivo. La inflación de los grupos de la tercera edad pueden diferir de la 
inflación promedio de la población utilizada actualmente para los ajustes. 
Igual cosa puede suceder con la inflación de los estratos bajos; ésta puede 
diferir de la promedio con la cual se ajusta el salario mínimo. En Colombia 
faltan estudios sobre este tema. Para Estados Unidos, Erbas y Sayers (1998) 
encuentran evidencia de que la inflación de los grupos de menores ingresos 
y mayores edades puede ser significativamente más alta que la de los grupos 
de mayores ingresos y menores edades.  
     Sesgo plutocrático. En algunos países el IPC estimado tradicionalmente 
es un promedio ponderado de los índices de los hogares, donde el peso de 
cada hogar es su participación en el gasto total [ver Prais (1958)]. En estos 
casos, el sesgo plutocrático se define como la diferencia entre esta medición 
tradicional y aquella que resulta de darle el mismo peso a todos los hogares, 
llamado índice democrático [ver Ruiz-Castillo, Izquierdo y Ley (1999) o 
Ley (2001)]. En Colombia el índice se construye, en efecto, dando el mismo 
peso a todos los hogares ya que no se utiliza su participación dentro del 
gasto total sino su clasificación dentro de un estrato socioeconómico. Un 
interesante estudio consistiría en reconstruir el índice de precios colombiano   12 
desde el punto de vista plutocrático, escogiendo el hogar típico por su 
volumen de consumo. 
   
Cifras en Colombia 
 
     En Colombia hay algunas cifras de inflación desde 1635 pero éstas 
fueron reconstruidas en décadas recientes [ver Pardo 1972)] a partir de 
fragmentos históricos (por ejemplo, de registros de compras periódicas de 
provisiones y mercados de conventos y guarniciones militares); en 
particular, se utilizaron cuentas y registros en el área de Bogotá, de la 
Parroquia de Fontibón, del Convento de la Concepción, del Convento de San 
Agustín, del Colegio del Rosario, del Convento de San Francisco, del 
ejército (raciones), y de la Beneficencia de Cundinamarca. Si bien es obvio 
que esta serie tiene poca confiabilidad estadística, sí puede tener un gran 
interés histórico. La primera canasta utilizada en 1635 contiene 7 productos, 
medidos en arrobas y botijas: carne, vino, aceite, jabón, sal, sebo y miel. 
Cien años después, habían ingresado a la canasta el azúcar, la manteca y el 
cacao, y salido el sebo. El vino solo salió de la canasta hacia 1900. Otro 
intento de medir la evolución del costo de vida histórico fue realizado por 
De la Pedraja (1978), sobre los precios de comestibles en la época del 
Virreinato. 
     Para el siglo XX, al disponer de mejores datos, se han calculado varios 
índices. Urrutia y Arrubla (1970) presentan un índice de precios de 
alimentos en Bogotá para el período 1864 a 1917. López (1973) muestra 
índices de precios para el período 1923 a 1932, para productos 
agropecuarios, ganado, materiales de construcción y finca raíz. Lleras (1938) 
presenta el índice López de alimentos para Medellín para el período 1918 a 
1936. El Banco de la República calcula índices de precios desde 1923 cuyos 
nombres han cambiado a través del tiempo [ver Murcia (1991)]; estos han 
sido, índice de costos de las principales plazas del país (1923-1927), índice 
global de costos del las principales plazas del país (1929-1930), índice 
promedio de costos de algunos artículos alimenticios por plazas (1930-
1938), índice del costo de 15 artículos alimenticios de primera necesidad en 
el país (1938-1961). Muchos otros índices se encuentran descritos en Murcia 
(1991). 
     El Dane calcula una serie mensual de precios al consumidor desde 1955, 
la cual ha tenido varias revisiones y cambios metodológicos; algunos tienen 
que ver con la conformación de la canasta y otros con la segmentación de la 
población (empleados y obreros, o estratos medio y bajo, por ejemplo). La 
serie completa empalmada desde 1955 hasta 2003 puede verse en la Figura   13 
1a, junto con su resumen estadístico en la Figura 1b. Se observa en la Figura 
1a un cambio en el aspecto visual de la serie alrededor de 1980 ó 1981. La 
estimación de funciones de autocorrelación tanto de la serie como de la serie 
sin su tendencia (restando la tendencia Hodrick Prescott) arrojan resultados 
similares para el periodo 1955-1981 y 1981-2003, de manera que la 
correlación es similar y significativa (por la prueba Q) en ambos periodos. 
Parece que la diferencia visual tiene que ver con la menor magnitud de la 
inflación promedio antes de 1981 comparado con el periodo posterior. A su 
vez dentro del segundo periodo, se observa un cambio en comportamiento a 
partir de 1989, el cual coincide con un cambio metodológico; los picos 
negativos se tornan menos negativos. 
     Por tramos, las características estadísticas de la serie se muestran en las 
Figuras 2a-d. Desde julio de 1954 hasta diciembre de 1978 (aquí se muestra 
desde enero de 1955) el índice se construía para empleados y obreros; el 
promedio ponderado de los dos se analiza en la Figura 2a. Las 
ponderaciones eran 70% para obreros y 30% para empleados, lo cual no 
coincidía con los estratos socioeconómicos bajos y medios que se usarían en 
los índices posteriores, ya que para estos las ponderaciones eran contrarias, 
aproximadamente 75% en el estrato medio y 25% en el bajo. La cobertura de 
este índice es de siete ciudades: Bogotá, Medellín, Cali, Barranquilla, 
Bucaramanga, Manizales y Pasto, y tenía una canasta compuesta por cuatro 
clasificaciones, alimentos, vestuario, vivienda y misceláneo. En la Figura 2b 
se muestra el promedio del índice de precios calculado para ingresos bajos y 
medios, llamado IPC40, que va desde enero de 1979 hasta diciembre de 
1988. En la Figura 2c se muestra el IPC60 para ingresos bajos y medios, 
también su promedio, que va desde enero 1989 hasta diciembre 1998; este 
incluye 13 ciudades y los sectores de alimentos, vestuario, vivienda, salud, 
educación, transporte, y otros. Las 13 ciudades son: Bogotá, Medellín, Cali, 
Barranquilla, Bucaramanga, Cartagena, Cúcuta, Manizales, Montería, Neiva, 
Pereira, Pasto y Villavicencio. Finalmente, en la Figura 2d se muestra el 
IPC98, que comenzó en enero de 1999 e incluye no solo precios para 
ingresos bajos y medios sino además para ingresos altos. 
     De las Figuras 2a a 2d pueden observarse cambios en el patrón de la 
inflación durante los últimos 50 años. No es posible establecer la explicación 
de manera precisa porque los cambios pueden deberse a cambios en la 
metodología o en la estructura económica. La inflación más alta se dio entre 
los años 1975 a 1995, en promedio 1.75 por ciento mensual. La inflación 
mensual más alta registrada es de 6.8 en los 50 años y la más baja de -1.4 
mensual. Desde finales de la década de los setenta parece haber disminuido 
la varianza de la serie. De nuevo, la causa es difícil de establecer ya que   14 
puede deberse al mejoramiento en la metodología y técnicas de recolección, 
pero también puede deberse a un cambio en la estructura de la economía 
colombiana. La distribución de la inflación tiende a ser sesgada a la derecha, 
excepto para el periodo 1979-1988 que se acerca más a la Normal. 
     Un aspecto interesante es el comportamiento estacional de la inflación a 
lo largo del año; más alta en los primeros meses y menor, o aun negativa, en 




     Una serie estacional presenta movimientos similares cada año 
aproximadamente por la misma época. El efecto estacional puede ser 
causado por variaciones climáticas (temporada de lluvia, sequías, heladas), 
por normas tributarias (cierres contables, pago de impuestos), por días de 
fiesta (Navidad, Semana Santa), costumbres sociales (calendario escolar, 
vacaciones), etc. Con frecuencia nos interesa saber qué parte del movimiento 
de una serie se debe al componente estacional y qué parte a la tendencia 
subyacente. Queremos saber si un movimiento es típico o si realmente 
representa un aumento o disminución importante en la variable. Los 
procedimientos de desestacionalización tienen por objeto remover o aislar el 
componente estacional de la serie. Para una referencia general sobre el tema 
ver Judge et al (1985) o Pierce (1980). 
     Para ilustrar el procedimiento de desestacionalización, consideremos una 
serie  t x . El primer paso es obtener una tendencia  t s  de la serie que se desea 
desestacionalizar. Una vez obtenida la serie suavizada  t s , se calculan las 
diferencias  t t s x −  en el caso aditivo. Luego se promedian estas diferencias 
para cada periodo, esto es, se promedian todos los eneros, todos los febreros, 
etc. Estos promedios se conocen como factores estacionales o de escala,  i F , 
donde el subíndice i indica el mes en cuestión. Los factores  i F  representan 
los movimientos estacionales típicos de cada periodo. La serie 
desestacionalizada se obtiene restando estos factores de la serie original para 
cada periodo i. Subrayamos que la desestacionalización no debe cambiar 
sustancialmente el efecto neto anual de la serie; por esta razón, los factores 
estacionales se normalizan para que tengan media cero [para mayores 
detalles, ver Montenegro (2003a)]. 
     El procedimiento de mayor difusión actual para realizar ajuste estacional 
es el programa X-11 desarrollado por el Census Bureau del Departamento de 
Comercio norteamericano. Este programa permiten que los factores 
estacionales o de escala cambien con el tiempo si la naturaleza de la serie así   15 
lo exige; también permite eliminar de la serie aquellas observaciones 
consideradas atípicas para el periodo respectivo; también incluye pruebas 
estadísticas para juzgar la significancia de la estacionalidad estimada y su 
estabilidad. 
     Las Tablas 1-4 y las Figuras 3-6 muestran los factores estacionales por 
tramos para la serie mensual de cambios en el índice de precios según el 
procedimiento aditivo del programa X-11.2, cuya versión se encuentra en 
Eviews. La observación inicial es que el patrón actual en el cual la mayor 
parte de la inflación sucede en los primeros meses del año ha sido una 
constante durante los últimos 50 años. La Tabla 1 muestra los primeros 20 
años de inflación mensual (se inicia en 1959 porque el X-11.2 de Eviews no 
procesa más de 20 años de datos mensuales). Después de algunos años el 
patrón tiende a estabilizarse de manera que al final del periodo los factores 
estacionales son altos y positivos para enero, febrero, marzo, abril, mayo y 
junio y negativos para los meses restantes del año; implicando que en 
promedio los precios en ese periodo suben en el primer semestre y caen en el 
segundo. Es de notar que los factores estacionales de enero, febrero, mayo y 
junio que empezaron bajos o negativos terminaron altos. Igualmente, los 
factores estacionales de julio y diciembre se volvieron más negativos. En los 
periodos siguientes mostrados en las Tablas 2, 3 y 4, el patrón se estabilizó 
con factores altos para los meses de enero, febrero, marzo y abril, siendo los 
factores estacionales de los demás todos negativos; en otras palabras, los 
meses de mayo y junio, que en el periodo anterior eran altos y positivos, en 
adelante se tornan negativos. Se han propuesto muchas explicaciones para 
este comportamiento estacional. Una explicación tiene que ver con que el 
ajuste en el salario mínimo ocurre en los primeros días de enero y que este 
aumento empuja los demás precios de la economía. La evidencia empírica 
no apoya este argumento y sugiere que quizás sea la inflación la que causa el 
ajuste en el salario mínimo y no al contrario [ver Montenegro (1994)]. Otra 
explicación propuesta es la costumbre de ajustar precios y salarios en 
general al principio del año. También se argumenta que la mayor parte de la 
expansión monetaria en Colombia ocurre al final del año, lo que podría estar 
empujando los precios en los meses siguientes. Un ejercicio de ajuste 
estacional sobre la serie de la inflación estadounidense en el periodo 1985 – 
2003 arroja resultados cualitativamente similares al caso colombiano; si bien 
los niveles de inflación son menores en Estados Unidos, la presencia de 
estacionalidad es estadísticamente significativa y los factores estacionales 
muestran que la mayor inflación se presenta en los meses de febrero marzo y 
abril, y la menor en mayo, junio, noviembre y diciembre. Al igual que en 
Colombia, en Estados Unidos también existe estacionalidad en el dinero M1,   16 
con la mayor parte del aumento anual ocurriendo hacia finales del año 
seguido por una contracción a principios de año. Este es un tema para un 
estudio más detallado que explore el vínculo causal entre los movimientos 
monetarios y la estacionalidad en los precios. 
     La Figura 7 muestra la serie de la inflación mensual y la serie 
desestacionalizada. La figura 8 muestra las mismas series pero en 




     Una variable cercana al Indice de Precios al Consumidor (IPC) es el 
Indice de Precios del Productor (IPP). Para explorar la relación entre ambas, 
se puede utilizar la técnica de la cointegración, la cual intenta establecer si 
existe una relación de equilibrio y de causalidad entre el IPC y el IPP. La 
Figura 9 muestra ambos índices iniciando en enero de 1991 (con un valor de 
1) hasta octubre de 2003.  Las pruebas Dickey Fuller Aumentada y Phillips 
Perron (no mostradas) sugieren la presencia de una raíz unitaria en las series 
con la inclusión de la constante en las pruebas para acomodar el corrimiento 
(drift). 
     La prueba de cointegración de Johansen, utilizando 12 rezagos por ser las 
series mensuales, no arroja cointegración cuando se incluyen términos de 
tendencia en la estimación, pero sí arroja cointegración en los demás casos; 
sin constantes, con constante en el vector de cointegración y con constante 
en el vector y en el VAR. La utilización conjunta (aplicados sobre la matriz 
de varianza covarianza del error) de los criterios de selección de rezagos de 
Akaike y de Schwarz sugieren tres rezagos como adecuados; sin embargo, el 
criterio de Akaike, por sí solo, sugiere que además del rezago tres, el rezago 
12 también sería adecuado. Los residuos del VAR con 12 rezagos tienen 
mejores propiedades desde el punto de vista de ser más cercanos a ruido 
blanco que los residuos del VAR con tres rezagos. Por esta razón, y por ser 
12 el rezago usual cuando se trata de series mensuales, se escogen 12 
rezagos para le VAR, o VEC en este caso. El VEC estimado se muestra en la 
Tabla 5. La relación de equilibrio tiene sentido económico, es 
estadísticamente significativa y muestra que el IPC es proporcional al IPP 
(IPC=1.338IPP-.105). La existencia de una relación de cointegración, de 
equilibrio de largo plazo, presupone la existencia de causalidad en al menos 
una dirección; esto es, IPC causa a IPP o IPP causa IPC o ambas se causan 
mutuamente.  
 
Causalidad   17 
 
     La causalidad puede probarse entre series cointegradas en forma de 
vector de corrección de error VEC en diferencias o como verctor 
autorregresivo VAR en niveles. Ambas opciones son adecuadas. La ventaja 
del VEC es que hace explícita la relación de equilibrio de largo plazo. 
     Thornton y Batten (1985) notan que los resultados de causalidad pueden 
depender del número de rezagos. Una longitud demasiado larga hace que los 
resultados, aunque insesgados, sean ineficientes; si es demasiado corta 
pueden ser sesgados. Los autores presentan varias alternativas para 
establecer la longitud del rezago en los VARs para la prueba de causalidad 
de Granger. Básicamente ensayan los criterios de Akaike y de Schwarz y la 
significancia de la regresión medida según las pruebas F usuales; finalmente, 
sin ignorar los demás, se inclinan un poco por el criterio de Akaike para la 
selección de la longitud del rezago. Demetriades y Hussein (1996) dicen que 
las pruebas estadísticas de causalidad no son válidas en VARs a menos que 
las variables se encuentren cointegradas, lo que implica que las ecuaciones 
de un VAR en niveles pueden ser utilizadas para probar causalidad en un 
sistema cointegrado. Granger (1988) sugiere utilizar el término de 
cointegración en las pruebas de causalidad dentro de un VEC. Toda y 
Yamamoto (1995) y Zapata y Rambaldi (1997) también prefieren probar 
causalidad en un VEC. 
     Una buena descripción del IPP y de sus diferencias con el IPC se 
encuentra en Huertas y Jalil (2000). Los autores estudiaron la relación entre 
las dos variables y no encontraron evidencia concluyente de cointegración ni 
de causalidad en ninguna dirección para el IPP y el IPC total. Sin embargo, 
sí encontraron evidencia de cointegración y de causalidad bidireccional para 
el IPC y el IPP sin servicios y para el IPC de alimentos y el IPP de 
alimentos. 
     En teoría existen argumentos para justificar tanto una causalidad que va 
del IPC al IPP como del IPP al IPC. En el primer caso, un cambio en el 
precio de los insumos, bienes de capital y mercancía al por mayor puede 
influir en la formación del precio del producto final destinado al 
consumidor. En el segundo caso, las variaciones en los precios al 
consumidor pueden influir sobre los precios al productor; por ejemplo, un 
alza en el IPC puede aumentar la demanda por los bienes intermedios que 
entran en la oferta de los artículos de consumo. 
     La prueba de causalidad puede arrojar resultados diferentes si se incluye 
el término de cointegración. Para este fin, se corren dos regresiones por cada 
variable del VEC, una no restringida y una restringida. Las regresiones no 
restringidas son las que se encuentran en la Tabla 5 para las primeras   18 
diferencias en IPC y en el IPP, que llamaremos DIPC y DIPP 
respectivamente; las sumas de errores al cuadrado necesarias para construir 
la prueba F son .027915 y .046263 
     En las ecuaciones restringidas se retienen los rezagos de la variable 
dependiente y se eliminan los rezagos de la otra variable así como el término 
de cointegración, en otras palabras, se corre la dependiente solo contra sus 
propios rezagos. Para la regresión de DIPC contra una constante y 12 
rezagos la suma de errores al cuadrado es .033177. Para la regresión de 
DIPP contra una constante y 12 rezagos la suma de errores al cuadrado es 
.060947. Con las sumas de errores al cuadrado de las regresiones 
restringidas y no restringidas se construyen las pruebas F para las dos 
hipótesis, que DIPP causa DIPC o que DIPC causa DIPP.  
 
Hipótesis                                      Prueba F                          Probabilidad 
DIPP no causa a DIPC                 1.87                                  .039351 
DIPC no causa a DIPP                  3.14                                 .000425 
 
     Según la prueba anterior, parece existir causalidad en ambas direcciones 
aunque más débil de DIPP a DIPC. La causalidad es consecuente con la 
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Mean      1.321738
Median   1.200000
Maximum   6.800000
Minimum  -1.400000
Std. Dev.    1.045483
Skewness    0.896496
Kurtosis    4.773189
Jarque-Bera  153.9413
Probability  0.000000











Mean      1.076111
Median   0.900000
Maximum   6.800000
Minimum  -1.400000
Std. Dev.    1.080070
Skewness    1.520729















Mean      1.766750
Median   1.700000
Maximum   4.100000
Minimum  -0.600000
Std. Dev.    0.944535
Skewness    0.045368
Kurtosis    3.252976
Jarque-Bera  0.361149
Probability  0.834790











Mean      1.743333
Median   1.600000
Maximum   4.000000
Minimum   0.000000
Std. Dev.    0.884292
Skewness    0.568110















Mean      0.694340
Median   0.500000
Maximum   2.300000
Minimum   0.000000
Std. Dev.    0.565146
Skewness    1.072913









Factores Estacionales de la Inflación al Consumidor 
Periodo 1959:01 a 1978:12 
 
D10.  FINAL   SEASONAL FACTORS                                                        
    YEAR       JAN      FEB      MAR      APR      MAY      JUN      JUL      AUG      SEP      OCT      NOV      DEC         AVGE 
    1959      0.096   -0.317    0.941    0.853    0.153   -0.311   -0.091   -0.802   -0.785   -0.246    0.093    0.337        -0.007 
    1960      0.139   -0.294    1.010    0.898    0.144   -0.309   -0.166   -0.866   -0.787   -0.279    0.115    0.266        -0.011 
    1961      0.190   -0.267    1.118    0.993    0.161   -0.259   -0.322   -1.016   -0.781   -0.352    0.200    0.171        -0.014 
    1962      0.292   -0.266    1.223    1.098    0.189   -0.154   -0.547   -1.202   -0.767   -0.345    0.250    0.128        -0.008 
    1963      0.381   -0.279    1.249    1.184    0.180   -0.025   -0.744   -1.325   -0.691   -0.323    0.235    0.115        -0.004 
    1964      0.454   -0.300    1.210    1.216    0.144    0.076   -0.889   -1.346   -0.581   -0.177    0.154    0.122         0.007 
    1965      0.451   -0.344    1.069    1.204    0.098    0.131   -0.897   -1.257   -0.441   -0.065    0.092    0.090         0.011 
    1966      0.437   -0.402    0.864    1.158    0.080    0.094   -0.795   -1.092   -0.331    0.097   -0.007    0.064         0.014 
    1967      0.400   -0.444    0.635    1.095    0.033    0.021   -0.610   -0.878   -0.229    0.160   -0.075   -0.005         0.009 
    1968      0.395   -0.445    0.454    1.002    0.012   -0.092   -0.421   -0.651   -0.201    0.215   -0.103   -0.116         0.004 
    1969      0.381   -0.396    0.329    0.910   -0.012   -0.139   -0.263   -0.506   -0.191    0.200   -0.083   -0.295        -0.005 
    1970      0.394   -0.314    0.304    0.841    0.025   -0.187   -0.155   -0.454   -0.232    0.182   -0.113   -0.445        -0.013 
    1971      0.399   -0.163    0.409    0.818    0.015   -0.208   -0.128   -0.527   -0.235    0.138   -0.194   -0.545        -0.018 
    1972      0.426   -0.009    0.589    0.838    0.057   -0.266   -0.142   -0.669   -0.242    0.049   -0.301   -0.607        -0.023 
    1973      0.497    0.177    0.775    0.829    0.099   -0.240   -0.189   -0.836   -0.247   -0.096   -0.397   -0.681        -0.026 
    1974      0.585    0.304    0.933    0.843    0.289   -0.162   -0.284   -1.012   -0.303   -0.304   -0.476   -0.690        -0.023 
    1975      0.638    0.445    1.031    0.822    0.507    0.018   -0.435   -1.126   -0.422   -0.449   -0.549   -0.683        -0.017 
    1976      0.655    0.520    1.054    0.824    0.788    0.177   -0.577   -1.189   -0.554   -0.555   -0.593   -0.689        -0.012 
    1977      0.641    0.616    1.020    0.791    0.989    0.338   -0.674   -1.191   -0.681   -0.576   -0.611   -0.760        -0.008 
    1978      0.633    0.669    0.993    0.772    1.119    0.435   -0.708   -1.194   -0.761   -0.628   -0.584   -0.810        -0.005 
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Factores Estacionales de la Inflación al Consumidor 
Periodo 1979:01 a 1988:12 
 
D10.  FINAL   SEASONAL FACTORS                                                        
    YEAR       JAN      FEB      MAR      APR      MAY      JUN      JUL      AUG      SEP      OCT      NOV      DEC         AVGE 
    1979      0.478    0.120    0.598    0.225    0.487    0.003   -0.455   -0.551   -0.285   -0.239    0.044   -0.397         0.002 
    1980      0.398    0.119    0.622    0.267    0.529   -0.007   -0.455   -0.600   -0.286   -0.185    0.013   -0.410         0.001 
    1981      0.265    0.146    0.646    0.372    0.570    0.036   -0.435   -0.713   -0.348   -0.154   -0.037   -0.398        -0.004 
    1982      0.135    0.244    0.724    0.485    0.569    0.084   -0.403   -0.892   -0.436   -0.205   -0.112   -0.346        -0.013 
    1983      0.154    0.432    0.780    0.637    0.478    0.070   -0.486   -1.111   -0.477   -0.241   -0.149   -0.224        -0.011 
    1984      0.308    0.581    0.859    0.719    0.341   -0.056   -0.566   -1.317   -0.490   -0.266   -0.145   -0.122        -0.013 
    1985      0.550    0.756    0.855    0.838    0.130   -0.169   -0.669   -1.513   -0.531   -0.258   -0.103    0.018        -0.008 
    1986      0.734    0.917    0.852    0.897   -0.053   -0.242   -0.702   -1.667   -0.616   -0.246   -0.106    0.104        -0.011 
    1987      0.886    1.101    0.807    0.977   -0.212   -0.269   -0.772   -1.766   -0.684   -0.197   -0.110    0.210        -0.003 
    1988      0.971    1.166    0.790    0.995   -0.268   -0.331   -0.823   -1.802   -0.697   -0.109   -0.098    0.239         0.003 
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Factores Estacionales de la Inflación al Consumidor 
Periodo 1989:01 a 1998:12  
 
D10.  FINAL   SEASONAL FACTORS                                                        
    YEAR       JAN      FEB      MAR      APR      MAY      JUN      JUL      AUG      SEP      OCT      NOV      DEC         AVGE 
    1989      0.889    1.343    0.507    0.678    0.016   -0.268   -0.221   -0.673   -0.576   -0.561   -0.522   -0.626        -0.001 
    1990      0.894    1.373    0.487    0.666    0.027   -0.236   -0.226   -0.674   -0.602   -0.584   -0.540   -0.635        -0.004 
    1991      0.917    1.441    0.461    0.663    0.038   -0.217   -0.248   -0.677   -0.621   -0.611   -0.570   -0.632        -0.005 
    1992      0.925    1.543    0.442    0.655    0.062   -0.226   -0.306   -0.666   -0.623   -0.628   -0.604   -0.636        -0.005 
    1993      0.936    1.667    0.430    0.640    0.068   -0.254   -0.363   -0.661   -0.612   -0.610   -0.630   -0.638        -0.002 
    1994      0.900    1.796    0.435    0.587    0.084   -0.291   -0.448   -0.616   -0.563   -0.574   -0.639   -0.675         0.000 
    1995      0.835    1.880    0.478    0.540    0.084   -0.317   -0.513   -0.597   -0.500   -0.512   -0.632   -0.697         0.004 
    1996      0.732    1.906    0.521    0.495    0.109   -0.311   -0.559   -0.594   -0.436   -0.465   -0.638   -0.713         0.004 
    1997      0.648    1.890    0.557    0.470    0.128   -0.281   -0.555   -0.621   -0.408   -0.431   -0.650   -0.709         0.003 
    1998      0.602    1.883    0.562    0.438    0.140   -0.255   -0.548   -0.622   -0.397   -0.424   -0.662   -0.716         0.000 
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Factores Estacionales de la Inflación al Consumidor 
Periodo 1999:01 a 2003:05 
 
D10.  FINAL   SEASONAL FACTORS                                                        
    YEAR       JAN      FEB      MAR      APR      MAY      JUN      JUL      AUG      SEP      OCT      NOV      DEC         AVGE 
    1999      0.497    1.147    0.758    0.310   -0.163   -0.527   -0.545   -0.324   -0.277   -0.324   -0.326   -0.219         0.001 
    2000      0.499    1.132    0.727    0.334   -0.152   -0.505   -0.558   -0.347   -0.274   -0.291   -0.322   -0.233         0.001 
    2001      0.507    1.109    0.676    0.375   -0.137   -0.503   -0.555   -0.343   -0.271   -0.290   -0.320   -0.231         0.001 
    2002      0.484    1.097    0.652    0.417   -0.128   -0.512   -0.566   -0.351   -0.245   -0.280   -0.326   -0.222         0.002 
    2003      0.470    1.082    0.629    0.443   -0.121 ******** ******** ******** ******** ******** ******** ********                 0.501 
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Inflación Mensual (1991:01 a 2003:11)
serie original (P) y serie desestacionalizada (PSA)
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                        Tabla 5 
 
Date: 11/20/03   Time: 16:14 
 Sample(adjusted): 1992:02 2003:10 
 Included observations: 141 after adjusting 
        endpoints 
 Standard errors & t-statistics in parentheses 
Cointegrating Eq:   CointEq1   
IPC(-1)   1.000000   
     
IPP(-1)  -1.338202   
   (0.02326)   
  (-57.5284)   
     
C   0.105250   
Error Correction:  D(IPC)  D(IPP) 
CointEq1  -0.024156   0.049002 
   (0.01378)   (0.01773) 
  (-1.75347)   (2.76303) 
     
D(IPC(-1))   0.435328   0.176503 
   (0.09865)   (0.12700) 
   (4.41293)   (1.38984) 
     
D(IPC(-2))  -0.184913  -0.453481 
   (0.10658)   (0.13720)   30 
  (-1.73503)  (-3.30523) 
     
D(IPC(-3))   0.134954   0.164112 
   (0.11082)   (0.14267) 
   (1.21775)   (1.15031) 
     
D(IPC(-4))  -0.101105  -0.205050 
   (0.11022)   (0.14189) 
  (-0.91731)  (-1.44513) 
     
D(IPC(-5))   0.020683   0.085305 
   (0.10760)   (0.13853) 
   (0.19222)   (0.61581) 
     
D(IPC(-6))  -0.140793  -0.182935 
   (0.10737)   (0.13822) 
  (-1.31134)  (-1.32353) 
     
D(IPC(-7))   0.095828  -0.170337 
   (0.10806)   (0.13912) 
   (0.88677)  (-1.22443) 
     
D(IPC(-8))  -0.060719   0.018754 
   (0.11024)   (0.14192) 
  (-0.55078)   (0.13214) 
     
D(IPC(-9))   0.242059   0.107347 
   (0.10982)   (0.14138) 
   (2.20418)   (0.75930) 
     
D(IPC(-10))  -0.101240  -0.346202 
   (0.11391)   (0.14664) 
  (-0.88880)  (-2.36092) 
     
D(IPC(-11))   0.196571   0.315643 
   (0.11640)   (0.14985) 
   (1.68879)   (2.10646) 
     
D(IPC(-12))   0.422591   0.006002 
   (0.10834)   (0.13947) 
   (3.90075)   (0.04303) 
     
D(IPP(-1))   0.220619   0.393286 
   (0.07911)   (0.10185) 
   (2.78859)   (3.86147) 
     
D(IPP(-2))  -0.018350  -0.009307 
   (0.08408)   (0.10824) 
  (-0.21824)  (-0.08598) 
     
D(IPP(-3))   0.039246   0.125969 
   (0.08222)   (0.10585) 
   (0.47730)   (1.19004) 
     
D(IPP(-4))  -0.069774  -0.020738 
   (0.08269)   (0.10645)   31 
  (-0.84385)  (-0.19482) 
     
D(IPP(-5))   0.052018  -0.021499 
   (0.08160)   (0.10505) 
   (0.63744)  (-0.20465) 
     
D(IPP(-6))   0.101590   0.069099 
   (0.08208)   (0.10567) 
   (1.23764)   (0.65391) 
     
D(IPP(-7))   0.092156   0.114009 
   (0.08213)   (0.10572) 
   (1.12214)   (1.07836) 
     
D(IPP(-8))  -0.037895   0.027137 
   (0.08252)   (0.10623) 
  (-0.45924)   (0.25546) 
     
D(IPP(-9))  -0.211842  -0.076748 
   (0.08279)   (0.10659) 
  (-2.55866)  (-0.72006) 
     
D(IPP(-10))   0.019254  -0.040869 
   (0.08172)   (0.10520) 
   (0.23562)  (-0.38850) 
     
D(IPP(-11))  -0.020730  -0.012810 
   (0.08192)   (0.10545) 
  (-0.25306)  (-0.12148) 
     
D(IPP(-12))   0.001120  -0.062485 
   (0.08050)   (0.10363) 
   (0.01391)  (-0.60295) 
     
C  -0.002635   0.032720 
   (0.00772)   (0.00994) 
  (-0.34139)   (3.29264) 
 R-squared   0.744914   0.442856 
 Adj. R-squared   0.689461   0.321737 
 Sum sq. resids   0.027915   0.046263 
 S.E. equation   0.015580   0.020057 
 F-statistic   13.43315   3.656386 
 Log likelihood   401.1085   365.4933 
 Akaike AIC  -5.320688  -4.815507 
 Schwarz SC  -4.776945  -4.271764 
 Mean dependent   0.038177   0.027661 
 S.D. dependent   0.027958   0.024354 
 Determinant Residual 
Covariance 
 4.60E-08 
 Log Likelihood   790.9225 
 Akaike Information Criteria  -10.45280 
 Schwarz Criteria  -9.323490 
 