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The first general decomposition theorem for the k-server problem is presented. Whereas all previous
theorems are for the case of a finite metric with k +1 points, the theorem given here allows an arbitrary
number of points in the underlying metric space. This theorem implies O(polylog(k))-competitive
randomized algorithms for certain metric spaces consisting of a polylogarithmic number of widely
separated subspaces and takes a first step toward a general O(polylog(k))-competitive algorithm. The
only other cases for which polylogarithmic competitive randomized algorithms are known are the
uniform metric space and the weighted cache metric space with two weights. C© 2002 Elsevier Science (USA)
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1. INTRODUCTION
The k-server problem is one of the most intriguing problems in the area of online algorithms [10, 18].
Furthermore, it has as special cases several important and practical problems. The most prominent
of these is weighted caching, which has applications in the management of Web browser caches. We
investigate the randomized variant of this problem, for which very few results are known. Our main
result is a theorem which allows us to construct O(polylog(k))-competitive randomized algorithms for
a broad class of metric spaces and provides a first step toward a general solution.
Central to the k-server problem is the k-server conjecture, which proposes that there is a deterministic
k-server algorithm that is k-competitive for all metrics. Although it has received less attention, the
randomized k-server conjecture is just as intriguing. This conjecture puts forward that there is a O(log k)-
competitive randomized k-server algorithm for all metrics.
There has been much work on the deterministic k-server conjecture since it was proposed by Manasse,
et al. [24]. It is easy to show a lower bound of k [24]. The best upper bound result for an arbitrary metric
space is 2k − 1, due to Koutsoupias and Papadimitriou [22]. In addition, k-competitive algorithms have
been exhibited for a number of special cases [6, 12, 13, 23, 27]. We refer the reader to Chapter 4 of [18]
for a more comprehensive treatment of the status of the deterministic conjecture.
The situation for randomized algorithms is less satisfactory. Only a small number of algorithms are
known for specific metrics. These are as follows: For the uniform metric space, matching upper and
lower bounds of Hk = 1 + 12 + · · · + 1k are known. The lower bound is due to Fiat et al. [16], while
the upper bound is presented by McGeoch and Sleator [25]. A O(log k)-competitive algorithm for the
weighted cache problem with two weights has recently been exhibited by Irani [19]. For the case of
two servers on the isosceles triangle, Karlin et al. [20] show matching upper and lower bounds of e
e − 1 .
For the case of two servers on the real line, a 15578 < 1.98717-competitive algorithm has been developed
by Bartal et al. [5]. Finally, the case where we have a finite metric with k + 1 points is closely related
to the metrical task system (MTS) problem [3, 11, 17]. The results on that problem imply that there is
a O(polylog(k))-competitive algorithm for every finite space with k + 1 points. In summary, the only
two metrics for which a polylogarithmic competitive algorithm exists for general k are the uniform
metric [16] and the 2-weighted cache metric [19]. In particular, we are lacking a good randomized
algorithm for the general weighted cache problem.
1 A preliminary version of this paper appeared in Proceedings of the 9th Annual European Symposium on Algorithms. This
research was partially supported by the Louisiana Board of Regents Research Competitiveness Subprogram and by AFOSR grant
No. F49620-01-1-0264.
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The status of randomized lower bounds is also displeasing. Kaloff et al. [21] showed the first lower
bound, namely (min{log k, log log n}), where n is the number of points in the metric space. Blum
et al. [9] improved this by showing a lower bound of

(√
log k
log log k
)
for all spaces. This has recently been further improved to (log k/log3 log k) by Bartal et al. [4]. For
k = 2, a lower bound of 1+1/√e > 1.60653 is presented by Chrobak et al. [15]. As mentioned before,
a lower bound of Hk holds for the uniform space [16]. As pointed out by Seiden [26], the work of Blum
et al. implies a lower bound of log2(k +1) for a certain family of metric spaces. Note that whereas in the
deterministic setting we conjecture that k is the correct bound for all spaces, the preceding discussion
implies that in the randomized setting the competitive ratio depends on the underlying space.
Our main theorem gives an O(polylog(k))-competitive algorithm for metric spaces which can be
decomposed into a small number of widely separated subspaces. The theorem may be applied recursively.
As we shall argue in the next section, we feel that this is the first step toward a resolution of the randomized
conjecture. Another important contribution of this work is in illustrating the usefulness of unfair metrical
task systems (UMTS) [3, 17, 26] as a general algorithmic design tool. Unfair metrical task systems allow
us to design divide-and-conquer online algorithms. As far as we know, this work is the first application
of the UMTS technique outside of the metrical task system problem.
2. A LINE OF ATTACK ON THE k-SERVER CONJECTURE
As we have already mentioned, the k-server problem and the metrical task system problem are in
certain special cases equivalent in terms of competitive ratio. An important contribution of this paper
is in revealing a new and important connection between these problems. While it has long been known
that the finite k-server problem can in general be modeled as an MTS, the unsatisfying result is a
polylog(( nk ))-competitive algorithm, where n is the number of points in the metric space. Our main
contribution is in recognizing that if we instead model only the most important components of the
k-server problem using an unfair MTS, we get a much better result.
Blum et al. [8] argue that the line of attack which leads to randomized O(polylog(n))-competitive
algorithms for the MTS problem is a logical one to use for the k-server problem. We also feel that this
strategy is likely to be fruitful, and the result provided here brings us one step closer to realizing it.
There are two components to the MTS line of attack:
• The metric space approximation technique developed by Bartal [1, 2]. This technique allows
one to approximate any metric space using a specific type of space called an h-hierarchical well-
separated tree (h-HST). An h-HST is a metric space with diameter , which recursively consists of
h-HST subspaces of diameter at most /h. The distance between any two points in separate subspaces
is . Specifically, Bartal gives a method of finding a probability distribution over h-HST’s such that
the expected distance in the HST is within a factor of O(h log n log log n) of the distance in the original
space.
• Randomized algorithms for HST metric spaces [3, 17]. The key subroutines in these algorithms
are algorithms for spaces which consist of two or more widely separated subspaces. Decomposition
theorems, providing upper and lower bounds for the MTS problem on such spaces, are presented by
Blum et al. [9] and Seiden [26].
The first component carries over directly to the k-server problem. However, because distances are
distorted by a factor polylogarithmic in the number of points in the space, it can (currently) only yield
polylogarithmic competitive algorithms for spaces with a polynomial number of points.
Except in the case of k + 1 points, MTS algorithms for HST spaces cannot be adapted to the k-server
problem—it would seem that a new approach is needed. Along these lines, Blum et al. [8] have given a
first step toward a decomposition theorem for the k-server problem. However, their result is incomplete
in that no way of modeling the distribution of servers in the subspaces is proposed. In this paper, we
k-SERVER PROBLEM 195
correct this problem and give the first working decomposition result for the k-server problem where the
number of points in the underlying metric space is unrestricted.
Our approach is to carefully model the k-server problem using a UMTS and show that the costs in the
model differ insignificantly from the actual costs. Unfortunately, while the basic idea is not too hard,
there are many messy technical details to be resolved.
3. PRELIMINARIES
For a general introduction to competitive analysis we refer the reader to [10]. We define costA(σ, C)
to be the cost incurred byA on request sequence σ starting at initial configuration C . Let cost(σ, C) be
the cost incurred by the optimal offline algorithm on request sequence σ starting at initial configuration
C . We need the following terminology, which is akin to the definition of constrainedness introduced by
Fiat and Mendel [17]. Randomized online algorithm A is said to be c-competitive and f -inhibited if
E[costA(σ, C)] ≤ c cost(σ, C) + f,
for all σ and C . Since this is a worst case measure, for the purposes of analysis, we assume that the
input sequence is generated by a malicious adversary, who forces the algorithm to perform as badly
as possible. There are several types of adversaries in the randomized scenario; we use exclusively the
oblivious adversary [7].
Let (P, dP ) be a metric space. We may assume without loss of generality that P is finite. We define
the diameter of a nonempty set of points X ⊂ P to be (X ) = maxx,y∈X dP (x, y). For each positive
integer i and X, Y ∈ Pi we define the distance between X and Y to be
dP (X, Y ) = min
Z∈µ(X,Y )
∑
(x,y)∈Z
dP (x, y),
where µ(X, Y ) is the set of all maximal matchings on the complete bipartite graph induced on X
and Y .
Let U = {U1, . . . , Ut } be a partition of P . Define ∇ = maxU∈U (U ) and
θ (U, V ) = min
u∈U
min
v∈V
dP (u, v)
∇ (1)
θ = min
U,V ∈U
U =V
θ (U, V ).
We are interested in metrics where θ is large. In other words, the subspaces are widely separated and
have small diameter relative to the distances between them. We call such a space θ -decomposable. We
give an example of a space decomposable into three subspaces in Fig. 1.
FIG. 1. A θ -decomposable space P with subspaces U = {U1, U2, U3}.
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Note that any h-HST is recursively h-decomposable; an h-HST is just a special type of decomposable
space.
In the k-server problem, we have k mobile servers, each of which is located at some point in a metric
space (P, dP ). We are given C0 ∈ Pk , the initial configuration of our servers. We are then confronted
with σ = p1, p2, . . . , pn , a sequence of request points in P . Each request point must be served by
moving some server to it (if one is not already there). Formally, a configuration is a member of Pk . A
service is a sequence of configurations π = C1, . . . , Cn where pi ∈ Ci for 1 ≤ i ≤ n. The cost of the
service π is
cost(π, C0) =
n∑
i=1
dP (Ci−1, Ci ).
Our goal is to produce a service with low cost. An algorithm is online if, in the service it produces, Ci is
a function of only p1, . . . , pi . Since it is not in general possible to produce the optimal service online,
we consider approximation algorithms.
4. THE METRICAL TASK SYSTEM PROBLEM
Let (P, dP ) be a metric space with P finite. Let n = |P|. In the metrical task system (MTS) problem
on (P, dP ), there is a single mobile server. We refer to the points of an MTS as states. We are given an
initial state s0 and a sequence of tasks, σ = T1, . . . , TN . Each task is a function Ti : P → R≥0 ∪ {∞}.
For s ∈ P , Ti (s) is the local cost for serving task i in state s. The goal is to minimize the sum of the
local costs and distances moved by the server.
Formally, an (MTS) service is a sequence  = s0, s1, . . . , sN of states. The cost of the service  is
cost(, s0) =
n∑
i=1
(dP (si−1, si ) + Ti (si )). (2)
An algorithm is online if si is a function of only T1, . . . , Ti .
With respect to competitive analysis, it is also possible to consider the unfair metrical task system
problem on P . In this case, we are given real numbers α ≥ 1 and β ≥ 1. The adversary pays (2) for its
service, whereas the online algorithm pays
cost∗(, s0) =
n∑
i=1
(β dP (si−1, si ) + α Ti (si )).
A more general definition is possible; for instance, α might be a function of si . However, this simple
definition shall suffice for our purposes.
The following result proves to be extremely useful:
THEOREM 4.1. There exists an (α + O(β log2 n log2 log n))-competitive randomized algorithm for
the UMTS problem on any metric space of n points.
This follows almost directly from [17]. For certain specific metrics, the upper bound in the preceding
theorem can be improved.
5. A k-SERVER ALGORITHM FOR DECOMPOSABLE SPACES
We now develop an algorithm for any metric space that is θ -decomposable. To begin, we study the
structure of the optimal offline service within an arbitrary subspace. We then study the big picture,
showing how to put together optimal offline services for subspaces to get a complete service. This big
picture problem is formulated as a UMTS. Finally, we show how to use an algorithm for UMTS to get
an algorithm for the original k-server problem.
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We use the following notation: We denote the empty sequence by . For p ∈ P , define σ ∧ p to be the
concatenation of σ by p. For 1 ≤ i ≤ j ≤ n, we denote σ ji = pi , pi+1, . . . , p j . For i > j let σ ji = .
Let X be some arbitrary nonempty subset of P . For p ∈ X , define Xi (p) to be the subset of Xi whose
members all contain p. We define σ ∩ X to be the maximal subsequence of σ containing points only
from X .
For 1 ≤ i ≤ k, we defined the i -server work function on X . Intuitively, wCI (σ, i, X ) is the optimal
offline cost to serve requests in σ ∩ X using i servers that stay inside X , starting at configuration I and
ending at configuration C . The formal definition is
wCI (, i, X ) = dP (C, I ∩ X );
wCI (σ ∧ p, i, X ) =
{
wCI (σ, i, X ), if p ∈ X ;
minD∈Xi (p)
{
wDI (σ, i, X ) + dP (D, C)
}
, if p ∈ X ;
wI (σ, i, X ) = min
C∈Xi
wCI (σ, i, X ).
This is a generalization of the work function introduced by Chrobak and Larmore [14]. We make use
of the following facts, which follow directly from the definition of w:
Fact 5.1. For any nonempty X ⊂ P; i ≥ 1; I, F, C, D ∈ Xi and σ we have
∣∣wCI (σ, i, X ) − wDI (σ, i, X )∣∣ ≤ dP (C, D),∣∣wFC (σ, i, X ) − wFD(σ, i, X )∣∣ ≤ dP (C, D).
These are known as the slope conditions [14]. Intuitively, the slope conditions follow from the fact
that to serve a sequence and end up in a certain configuration, one could serve the sequence ending in
a different configuration and then switch configurations.
Fact 5.2. For any nonempty X ⊂ P; i ≥ 1; I, F ∈ Xi ; σ and 0 ≤ j ≤ n there exists a C ∈ Xi
such that
wFI (σ, i, X ) = wCI
(
σ
j
1 , i, X
) + wFC (σ nj+1, i, X).
In essence, this just says that there is some configuration at each step of the optimal offline service.
For 0 ≤ i ≤ k, the i -server cost on X of the request p is defined to be
τ (σ ∧ p, i, X, I ) =


0, if p ∈ X ;
∞, if i = 0 and p ∈ X ;
wI (σ ∧ p, i, X ) − wI (σ, i, X ), otherwise,
The total optimal offline cost for serving σ is wC0 (σ, k, P). However, rather than using wC0 (σ, k, P)
directly, we compute a lower bound on it. Using this approach, our evaluation of the optimal offline
cost is not perfect; however, the big picture is much clearer. This turns out to be the key to designing an
algorithm with good competitive ratio.
Given these definitions, we now explain our approach to modeling the k-server problem using a
UMTS. To begin, using (P, dP ) and the partition U , we define a new metric space (S, dS) = (P, dP ,U).
Consider the set of all configurations of k servers on P . We consider two configurations C and D to
be equivalent if |C ∩ U | = |D ∩ U | for all U ∈ U . The set of states is the set of equivalence classes
of configurations. Recall that t = |U |. The number of such classes is s = ( k + t − 1t − 1 ). We shall also
consider each state to be a function φ :U → Z≥0, where φ(U ) is the number of servers located in U .
We index these functions using the nonnegative integers and denote the set of all states as S. φ0 is the
state containing C0.
In order for (S, dS) to be well defined as a metric space, we require θ > 2k. If φ and ϕ are states then
dS(φ, ϕ) =
(
1 − 2k
θ
)
min
C∈φ,D∈ϕ
dP (C, D). (3)
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In other words, this is 1 − 2k/θ times the minimum cost for moving between a configuration in φ and
one in ϕ.
We can compute a lower bound on the optimal offline cost to serve the k-server request sequence σ as
follows: If φ is a state, we fix ζ (φ) to be some arbitrary k-server configuration in the equivalence class
of φ. When calculating the optimal offline cost for state φ, we use ζ (φ) as our starting configuration.
This seems a bit crude at first, but it does not affect the overall result. Define the task induced by σ to be
T(σ ) = 〈T (φ0, σ ), T (φ1, σ ), . . . , T (φs−1, σ )〉,
where
T (φ, σ ) =
∑
U∈U
τ (σ, φ(U ), U, ζ (φ)).
The task sequence is  = T(σ 11 ), T(σ 21 ), . . . , T(σ n1 ).
Define
W φϕ () = dS(ϕ, φ),
W φϕ (σ ∧ p) = min
ψ∈S
{
W ψϕ (σ ) + T (ψ, σ ∧ p) + dS(ψ, φ)
}
,
Wϕ(σ ) = min
φ∈S
W φϕ (σ ).
Note that this is an s state metrical task system, with task sequence  and initial state φ0. The optimal
offline cost for serving the tasks induced by σ is Wφ0 (σ ), which is the MTS work function.
LEMMA 5.1. If θ > 2k then for all input sequences σ,
wC0 (σ, k, P) ≥ Wφ0 (σ ) − O(1).
Proof. wC0 (σ, k, P) is the optimal offline cost for the k-server problem on the sequence σ . The
optimal offline service can be broken into a sequence of opt-phases. During any opt-phase, the number
of servers in each subspace is fixed. For opt-phase i , let qi be the state of the optimal servers. Let Bi
be the total optimal offline cost for servicing requests during the i th opt-phase. Let hi be the index of
the last request of the i th opt-phase and m be the number of opt-phases. Define gi = hi−1 + 1, h0 = 0,
hm+1 = n, and qm+1 = qm .
We wish to lower bound Bi in terms of the tasks. For the remainder of this paragraph, we drop
subscripts of i , as we consider only the i th opt-phase. By Fact 5.2, for some configuration D we have
h∑
j=g
T
(
q, σ j1
) = ∑
U∈U
(
wζ (q)
(
σ h1 , q(U ), U
) − wζ (q)(σ g−11 , q(U ), U))
=
∑
U∈U
(
wD
(
σ hg , q(U ), U
) + wDζ (q)(σ g−11 , q(U ), U) − wζ (q)(σ g−11 , q(U ), U))
≤
∑
U∈U
(
wD
(
σ hg , q(U ), U
) + q(U )∇)
= k∇ +
∑
U∈U
wD
(
σ hg , q(U ), U
)
≤ 2k∇ + min
I
∑
U∈U
wI
(
σ hg , q(U ), U
)
≤ B + 2k∇.
The last two steps are by the slope conditions.
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Summing over all opt-phases, the optimal offline cost is at least
wC0 (σ, k, P) ≥
m∑
i=1
(
Bi + min
C∈qi+1,D∈qi
dP (C, D)
)
≥
m∑
i=1
(
min
C∈qi+1,D∈qi
dP (C, D) − 2k∇ +
hi∑
j=gi
T
(
qi , σ
j
1
))
≥ −2k∇ +
m∑
i=1
(
dS(qi+1, qi ) +
hi∑
j=gi
T
(
qi , σ
j
1
))
≥ WC0 (σ ) − 2k∇.
The extra 2k∇ term arises from the fact that qm+1 = qm . We are using
dS(qi+1, qi ) =
(
1 − 2k
θ
)
min
C∈qi+1,D∈qi
dP (C, D)
= min
C∈qi+1,D∈qi
dP (C, D) − 2k∇
θ
θ (C, D)
≤ min
C∈qi+1,D∈qi
dP (C, D) − 2k∇,
which follows from (3) and (2).
We have shown how to use the MTS (S, dS) to lower bound the optimal offline cost for the original
k-server problem. Now we show how to design a randomized k-server algorithm for (P, dP ), given that
we have competitive algorithms for its subspaces. Specifically, we assume that we have α-competitive,
ξ j∇-inhibited algorithms for the j-server problems for all U ∈ U and all j ≤ k. In order to combine
these algorithms, we shall need to make (S, dS) into a UMTS as follows: While the optimal offline
algorithm pays T (φ, σ ) for serving T(σ ) in state φ and dS(φ, ϕ) for moving from state φ to state ϕ,
we charge the online algorithm α T (φ, σ ) and β dS(φ, ϕ), respectively, for a value β which we define
precisely later on.
Our algorithm, which we call DECO, operates as follows: We simulate some algorithm UNFAIR for the
UMTS problem on (S, dS). At each request we compute wζ (φ)(σ, φ, U ) for all φ and all U . From these,
we compute the task vector T(σ ). We feed this vector to UNFAIR. Whenever UNFAIR changes state, we
move servers between subspaces, maintaining the invariant that if UNFAIR is in state φ, then the servers
are in some configuration in φ.
To further describe the algorithm, we define some notation. We break the request sequence into phases.
The first phase starts at the beginning of the sequence and ends when the state of UNFAIR changes. In
general, the i th phase begins immediately after the end of phase i − 1 and is completed when UNFAIR
changes state for the i th time. The last phase is terminated by the end of the sequence. We define λi to
be the state during the i th phase. We can assume without loss of generality that when the state changes,
exactly one server moves between subspaces; any multiple server configuration change can be seen as
a sequence of single server moves.
At the beginning of the i th phase, we have some configuration Ii of servers. If i = 1 this is just the
initial configuration, while if i > 1 this is dictated by the behavior of the algorithm at the end of phase
i − 1.
During the phase, we use the algorithm A(U, λi (U )) to control the movements of servers within U ,
for each U ∈ U . At the beginning of the phase, these algorithms are initialized, and given the starting
configurations Ii ∩ U, U ∈ U . During the phase, we give each request to a point in U to A(U, λi (U )).
Within each U ∈ U , the servers of DECO mimic those of A(U, λi (U )) exactly.
At the end of the phase, a server moves between subspaces. We move it to an arbitrary starting point
in the destination subspace. We define Fi to be the final configuration of servers, before this occurs.
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LEMMA 5.2. If
β ≥ θ
θ − 2k +
kξ + 2k
θ
,
then for all σ , E[costDECO(σ, C0)] ≤ E[costUNFAIR(, s0)] + O(1).
Proof. Fix the set of random choices made by UNFAIR. Once this is done, the behavior of UNFAIR
is deterministic. For all sets of random choices, we show that the cost incurred by UNFAIR is within an
additive constant of the cost incurred by DECO. Taking expectations over all possible random choices
gives the desired result.
Define i be the index of the last request of the i th phase and m be the number of phases. Further
define fi = i−1 + 1, 0 = 0, m+1 = n, and λm+1 = λm .
For the sake of readability, we shall drop subscripts of i in the following arguments. We note that
F ∈ λ and Ii+1 ∈ λi+1 together with (3) imply that dP (F, Ii+1) ≤ θdS(λ, λi+1)/(θ −2k). By the definition
of DECO, the cost incurred by it during the i th phase is
dP (F, Ii+1) +
∑
U∈U
costA(U,λ(U ))
(
σ f ∩U, I ∩U
) ≤ θ
θ − 2k dS(λ, λi+1) + kξ∇ +α
∑
U∈U
wI
(
σ f , λ(U ), U
)
.
Define Z to be the right-hand side above. By Fact 5.2, for some configuration D, the cost incurred by
UNFAIR during this phase is
α
l∑
j= f
T
(
λ, σ
j
1
)+β dS(λ, λi+1)
= α
∑
U∈U
(
wζ (λ)
(
σ 1 , λ(U ), U
) − wζ (λ)(σ f −11 , λ(U ), U))+β dS(λ, λi+1)
= α
∑
U∈U
(
wD
(
σ f , λ(U ), U
) + wDζ (λ)(σ f −11 , λ(U ), U) − wζ (λ)(σ f −11 , λ(U ), U)) + β dS(λ, λi+1)
≥ α
∑
U∈U
(
wD
(
σ f , λ(U ), U
) − λ(U )∇) + β dS(λ, λi+1)
≥ α
∑
U∈U
(
wI
(
σ f , λ(U ), U
) − 2λ(U )∇) + β dS(λ, λi+1)
= α
∑
U∈U
wI
(
σ f , λ(U ), U
) − 2k∇ + β dS(λ, λi+1).
The two inequality steps are by the slope conditions. If λi = λi+1 then this is at least Z . λi and λi+1 are
equal only in the last phase.
Putting this all together, we get our main theorem:
THEOREM 5.1. Let (P, dP ) be a metric space and define
β = θ
θ − 2k +
kξ + 2k
θ
, s =
(
k + t − 1
t − 1
)
.
Suppose that
(1) (P, dP ) is θ -decomposable into U1, . . . , Ut with θ > 2k;
(2) we have an α + βg(s) competitive algorithm for the UMTS problem on the metric (S, dS) =
(P, dP ,U);
(3) we have α-competitive ξk∇-inhibited algorithms for U1, . . . , Ut ;
then DECO is α + βg(s)-competitive for the k-server problem on (P, dP ).
k-SERVER PROBLEM 201
Using Theorem 4.1, we get a α + O(βt log2(k + t) log2(t log(k + t)))-competitive algorithm. The
term t log2(k + t) log2(t log(k + t)) is polylogarithmic in k when t is polylogarithmic in k. For the case
of t = 2, the metric (S, dS) is isomorphic to k + 1 evenly spaced points on the line. By exploiting the
special structure of this metric, we get an α + O(β log2 k)-competitive k-server algorithm.
6. APPLICATION TO SPECIFIC METRICS
In addition to having potential application toward the eventual solution of the randomized k-server
problem, our main theorem can be applied to get randomized algorithms for a number of specific metric
spaces. We give a few examples here:
Suppose we have a finite metric space which is (k log k)-decomposable into O(log k) uniform
subspaces, each with diameter 1. We use the MARK algorithm within each subspace. MARK is 2Hk-
competitive and O(k log k)-inhibited. β is O(1) and therefore DECO is 2Hk + O(log3 k log2 log2 k) =
O(polylog(k))-competitive.
As a second example, the balanced metric space B(2i , θ ) is defined as follows:
(1) B(1, θ ) consists of a single point.
(2) B(2i , θ ) consists of two copies of B(2i−1, θ ), call them T and U , such that d(t, u) = θ i , for
all t ∈ T and u ∈ U .
DECO is O(log3 k)-competitive for balanced spaces for sufficiently large θ .
7. CONCLUSIONS
We have presented the first general decomposition theorem for the k-server problem. We feel that
such theorems will inevitably be a part of the final resolution of the randomized k-server conjecture.
It is our hope that the result presented here provides the impetus for further work on this fascinating
problem.
Some steps in the right direction are as follows:
• The construction of Bartal [1, 2] allows us to O(h log n log log n)-approximate any metric with
h-HST’s. While our decomposition theorem can be applied to give algorithms for h-HST’s, we require
that h = θ > 2k. To get an algorithm for general spaces, we need a decomposition theorem which can
be applied to h-HST’s with h polylogarithmic in k.
• Another direction of progress would be to improve the dependence of the competitive ratio on
the number of subspaces in the decomposition. Bartal’s construction gives no upper limit on the number
of such subspaces. In other words, we might potentially have an h-HST which decomposes into O(n)
subspaces. Our decomposition theorem has a competitive ratio which is superlinear in the number of
subspaces, whereas we would like to have a competitive ratio which is polylogarithmic in the number
of subspaces.
If we could overcome these two shortcomings, we would have a O(polylog(k))-competitive k-server
algorithm for any metric space on n = O(poly(k)) points.
We also feel that the result presented here is important in that it illustrates how unfair metrical task
systems can be used to design randomized online algorithms. The only previous application was in the
design of MTS algorithms. We believe that the UMTS technique should have much wider applicability.
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