Abstract This paper addresses the passivity problem for a class of memristor-based bidirectional associate memory (BAM) neural networks with uncertain time-varying delays. In particular, the proposed memristive BAM neural networks is formulated with two different types of memductance functions. By constructing proper Lyapunov-Krasovskii functional and using differential inclusions theory, a new set of sufficient condition is obtained in terms of linear matrix inequalities which guarantee the passivity criteria for the considered neural networks. Finally, two numerical examples are given to illustrate the effectiveness of the proposed theoretical results.
Introduction
Neural networks have been paid much attention for the past two decades since they have wide applications in the fields of signal processing, biological sciences, associate memories, combinational optimization, automatic control and so on. Recently, as a special kind of neural networks namely memristor-based neural networks have attracted a lot of attention. Memristor which is considered to be the fourth passive circuit element which was first predicted by Chua (1971) and its first passive implementation realized by the Hewlett-Packard research team in 2008 (Strukov et al. 2008) . The new circuit element of memristor shares many properties of resistor and shares the same unit of measurement (ohm) (Cantley et al. 2012; Zhang et al. 2012) . It is proved that the memristor exhibits the feature of pinched hysteresis the same as the neurons in the human brain and because of this feature, several researchers construct the memristor-based neural networks to emulate the human brain through replacing the resistor by the memristor. Subsequently, the study of the dynamics of memristor-based neural networks has been reported in Kim et al. (2012) , Pershin and Ventra (2012) , Sun et al. (2013) , Wang et al. (2014) , Wen et al. (2012) , Zhang et al. (2013) , Yang et al. (2015) , Li and Cao (2015) , Chandrasekar et al. (2014) , Hu et al. (2015) , Kumar et al. (2016) and Yang et al. (2014) for the purpose of achieving its successful applications in real-world problems. Moreover, Zhang et al. (2015) adopted nonsmooth analysis and control theory to handle memristive neural networks with discontinuous right-hand side to ensure the ultimate boundedness and global exponential attractivity of the memristor based neural networks in the sense of Filippov solutions.
The stability analysis for a class of two-layer hetero associative neural networks, called bidirectional associate memory neural networks has played an important role because of its widespread applications in many fields of science and engineering. BAM neural networks were originally introduced in Kosko (1987) , it practically displays many nice properties due to its special structure of connection weights. The problem of delay-dependent exponential passivity analysis for BAM neural networks with time-varying delays is investigated in Du et al. (2013) . Under the framework of Filippov solutions, Cai and Huang (2014) investigated the viability and dissipativity of solutions for memristive BAM neural networks by using the matrix measure approach and generalized Halanay inequalities.
Among all the dynamical systems, the time-delay systems have been a topic of great interest over the past decades. There are many kinds of delays in dynamic systems, such as constant delays, time-varying delays, switched time-delays, mixed time-delays, distributed timedelays, mode-dependent time-delays and so on. However, in reality, time-delay is frequently encountered in neural networks which is often a source of instability, divergence and oscillations. The problem of delay-dependent robust exponential stability in mean square for a class of uncertain stochastic Hopfield neural networks with discrete and distributed time-varying delays has been studied in Li et al. (2008) . Recently, Sakthivel et al. (2015) studied the state estimation for BAM neural networks with mixed delays which includes a constant delay in the leakage term, timevarying discrete delay and constant distributed delay and Cao and Wan (2014) , discussed a single inertial BAM neural network with time-varying delays and external disturbance inputs. Further, many important results on the dynamical behaviors for time delayed neural networks have been reported in Ji et al. (2014) , Kwon et al. (2014) , Li et al. (2009 Li et al. ( , 2014 , Sakthivel et al. (2012) , Cao et al. (2013) and Qi et al. (2014) . Another major problem in realworld systems is uncertainty which is unavoidable and exists in many practical systems, it also the source for instability and deterioration of performance of system (Roh and Oh 1999) . Specifically, the uncertainty may include modeling error, parameter perturbations, nonlinear approximation errors and external disturbances. The robust non-fragile H 1 control problem has been investigated for uncertain stochastic time-delay systems containing sector nonlinearities in Tian et al. (2007) . So it is important to study about the time delay in the presence of uncertainties.
On the other hand, an essential property in circuits and system theory is passivity or positive realness which is applicable to the properties of hybrid matrices of various classes of networks, analysis of the stability of dynamical systems, inverse problem of linear optimal control, Popov criterion and spectral factorization by algebra (Anderson and Vongpanitlerd 1973) . The main aim of passivity theory is that the passive properties of system can keep the system internally stable. Recently, the problem of passivity analysis for various kind of neural networks has been investigated (see Hu et al. 2013; Lou and Cui 2007; Sakthivel et al. 2011; Song and Cao 2012; Zhu et al. 2010; Ali et al. 2016; Rakkiyappan et al. 2015 and references therein). In Wen et al. (2013) , the problem of exponential passivity for memristor-based recurrent neural networks with time-varying delays has been investigated. More recently, the exponential passivity analysis for memristor recurrent neural networks with constant time delays is studied in Wu and Zeng (2014) . A preliminary study concerning the dynamic flows in memristor-based wavelet neural networks with continuous feedback functions and discontinuous feedback functions in the presence of different memductance functions has been reported in Wu et al. (2013) . However, to the best of our knowledge, the research on delay-dependent passivity analysis of memristor-based BAM neural networks is still an open problem that deserves further investigation.
Motivated by the above discussions, in this paper, we investigate the passivity of memristive BAM neural networks with uncertain differentiable time delays. Moreover, in this paper we deal with two different types of memductance functions, in which memristive neural networks may display different types of dynamic features. A new type of Lyapunov functional is constructed to derive the novel delay-dependent passivity conditions. The results are established in the frame work of LMIs and that can be solved using available numerical software. Finally, numerical examples are given to illustrate the usefulness of the proposed results.
Problem formulation and preliminaries

Model description
In this paper, we consider a general class of BAM neural networks based on the Kirchoff's current law, the i-th and j-th subsystems are described by the following system of equations; (A1) For i 2 f1; 2; . . .; ng and j 2 f1; 2; . . .; mg, the activation functions f j and g i are continuous function, for all p 1 ; p 2 ; q 1 and q 2 2 R, there exist positive numbers e j and l i such that
Also, it follows from (1) that
where a
By replacing the resistors R ji , F ij ,R ij andF ij in the primitive BAM neural networks (1) or (2) with memristors, whose memductances are W ji , M ji ,W ij andM ij respectively, then we can construct the memristor-based BAM neural networks in the following form
where a ji ðp i ðtÞÞ ¼
Taking the past results of MRNNs into consideration, under different pinched hysteresis loops the evolutionary tendency or process of memristive systems evolves into different forms. It is generally known that the pinched hysteresis loop is due to the nonlinear relationship between the memristance current and voltage. As two typical memductance functions, in this paper, we discuss the following two cases. Case 1 The memductance functions are given by
ij and l 0 ij are constants for i ¼ 1; 2; . . .; n and j ¼ 1; 2; . . .; m. Further, r ji , r ji ,r ij andr ij denote magnetic fluxes corresponding to memristors W ji , M ji ,W ij andM ij respectively.
Case 2 We consider a state-dependent continuous system. Here, the memductance functions are given by
where c ji , e ji , c ji , Remark 2.1 It is well known that memristive neural networks may display different types of dynamic features in the presence of different memductance functions, i.e., state dependent switched system and continuous system. Although the analytical method is based on two different theory architectures, the proposed criteria is very similar. The unified form of criterion is an effective methodology of enhancing the proposed criterion to be easily applied to different situations.
Also, by the features of memristor given in Case 1 and Case 2, the following two cases will happen. Case 1a By Case 1, a ji ðp i ðtÞÞ, b ji ðp i ðtÞÞ, c ij ðq j ðtÞÞ and d ij ðq j ðtÞÞ are switching jumps and
( in which the switching jumps K i andK j are all non-negative, a ji , b ji , c ij and d ij are known constant numbers.
According to the above analysis, a ji ðp i ðtÞÞ, b ji ðp i ðtÞÞ, c ij ðq j ðtÞÞ and d ij ðq j ðtÞÞ are varying according to the states p i ðtÞ, p i ðt À sðtÞÞ, q j ðtÞ and q j ðt À sðtÞÞ of the system, respectively. It is clear that a ji ðp i Þ and b ji ðp i Þ (similarly, c ij ðq j Þ and d ij ðq j Þ) are discontinuous or piecewise continuous functions with at most two points of discontinuity AEK i (AEK j ). Meanwhile, the discontinuous functions a ji ðp i Þ and b ji ðp i Þ (similarly, c ij ðq j Þ and d ij ðq j Þ) are undefined at the points of discontinuity AEK i (AEK j ). Let co½E denote the closure of the convex hull of given set E. Obviously, we can obtain that where where the jumps 
Notations
Throughout this paper, solutions of all the systems considered in the following are intended in Filippov's sense (see Filippov 1988) . Let Ið½Às; 0; R n Þ be the Bannach Space of continuous functions / : ½Às; 0 À! R n with the norm jj/jj ¼ sup s2½Às;0 j/ðsÞj. R n denotes the n-dimensional space with the scalar product :; : h i and the vector norm : k k. :; : h i represents the interval. co e P; b P n o denotes closure of the convex hull generated by real numbers e P co½a ji ðp i Þ ¼â ji ; jp i j\K i ; 
. . .; n. P [ 0 means that the matrix P is a real symmetric positive definite matrix, whereas P\0 indicates a negative-definite matrix. I and 0 represent the identity matrix and zero matrix with compatible dimension. In symmetric block matrices or long matrix expressions, we use an asterisk (Ã) to represent a term that is induced by symmetry. diagf:g stands for a block-diagonal matrix. Now we present a definition and Lemma which will be used in driving our main results. for all t x ! 0 and for all solution of (5) with pð0Þ ¼ 0 and qð0Þ ¼ 0. 
Main results
In this section, we present our main results. More precisely, by constructing a novel LKF together with LMI technique, a set of condition is derived to make memristive BAM neural networks (1) with the conditions in Case 1 and Case 2 robustly passive. In particular, first we obtain a set of sufficient condition in terms of LMIs for the passivity of the state-dependent switched memristive BAM neural networks with uncertain delays, which has nonsmooth dynamics. Then the results can be extended to study the passivity of the state-dependent continuous memristive BAM neural networks.
Passivity criteria for Case 1a
The following theorem presents a sufficient condition for obtaining passivity of the state-dependent switched memristive BAM neural networks with uncertain delays.
Theorem 3.1 Assume that (A1) holds. For given positive scalars s and l, the memristive BAM neural network (1) is robustly passive, if there exist matrices P 1 [ 0; P 2 [ 0, 
where
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V 5 ðt; pðtÞ; qðtÞÞ ¼ Z 0 
h For any matrices N 1 , N 2 with appropriate dimensions the following equalities hold:
Further, for positive diagonal matrices G 1 , G 2 , G 3 , G 4 , G 5 and G 6 , using the assumption (A1), we have
Then using (8)- (20) 
for pð0Þ ¼ 0, qð0Þ ¼ 0, we have Vð0; pð0Þ; qð0ÞÞ ¼ 0. Thus, it follows from Definition 2.2 that the memristive BAM neural network is robustly passive. Hence the proof is completed.
Passivity criteria for Case 2a
In this subsection, we prove the passivity criteria for the state-dependent continuous memristive BAM neural networks via following theorem.
Theorem 3.2 Assume that (A1) holds. For given positive scalars s and l, the memristive BAM neural network (1) is robustly passive, if there exist matrices
. . .; 6Þ and matrices N 1 , N 2 such that the following LMI holds:
X 4;9 ¼ N 1 CE;X 4;10 ¼ ðN 1 !EÞ T ;X 4;17 ¼ N 1 ; Proof By (3), it can be easily seen that
Transform (25) into the compact form as follows:
By taking the LKF as in Theorem 3.1 and considering Case 2 along with Case 2a, we have
and other time derivatives of V i ðt; pðtÞ; qðtÞÞ, i ¼ 1; 3; 4; 5 are same as in Theorem 3.1. On the other hand, for any matrices N 1 , N 2 of appropriate dimensions the following equalities hold: Now by solving the LMI (6) by available numerical software, we can obtain a feasible solution to guarantee the robust passivity of the considered memristive BAM networks. 
Conclusions
The passivity problem for memristive BAM neural networks with uncertain input delays has been studied. Moreover, two types of memductance functions and uncertain time delays are considered to model the BAM networks. By constructing suitable LKFs and using LMI approach with Jensen's inequalities, new delay-dependent conditions are established in terms of LMIs to guarantee the passivity criteria for the memristive BAM neural networks. Finally, numerical examples are provided to show the validity and potentiality of the developed theoretical results. q 1 (t) q 2 (t) Fig. 2 State trajectories of system (33) for Case 2
