.L. INTRODUCTION assume knowledge about the former when the latter is completely unknown. Moreover, the usual "mixing" assumptions are impossible to check for a given set of data. Our main consistency result (in Section 3) shows how far we can relax the restrictions on F, G, and the dependence structure.
Let us briefly contrast our fully nonparametric approach (i.e., (i), (ii), (iii) above) with the related works ( [1] - [10] and [12] ) which have recently appeared in the literature. In [4] and [5] , it is assumed that the X?s are independent and that F and G are continuous. In [2] , [6] , [8] , and [9] , it is assumed that F and G are both discrete with finite support, and that the sequence of X?s satisfies a strong-mixing condition; it is also assumed that () is in the known interval [a,.B] , where O<a<.B<1. In [7] , either one of two possible scenarios is required: F and G are both discrete with finite support, and the X?s are strong-mixing; or, F and G are both continuous with support in [0,1] and satisfy a Lipschitz condition, and the X?s are 1jJ-mixing. In [1] , it is assumed that the X?s are independent (or possibly m-dependent) and that F and G are continuous; it is also assumed that () is in the known interval [a,.BJ, O<a<.B<1. In [3] and [10] , the X?s are again assumed to be independent. In [12] , it is assumed that the X?s arise from a Gaussian process, with F and G sharing the same mean.
We shall impose none of these assumptions.
One final point of comparison between our approach and the works cited above: In each of the references [2] , [4] [10], and [12] , a certain "norm" is used to calculate the basic statistic (this notion of a "norm" will be made precise in Section 2).
Specifically, a
Kolmogorov-Smirnov norm is used in [4] , [5] , [7] , [10] , [12] ; and a Cramer-von Mises norm is used in [2] , [6] , [8] , [9] , [12] . Our method is based on a general "Mean-Dominant norm"
(defined in Section 2), which includes as special cases the Kolmogorov-Smirnov norm, the and {an: n~I} is any deterministic sequence satisfying an!O and nanloo as n-oo.
For fixed tET n, compute the differences between the pre-t and post-t empirical c.d.f.s at the sample observations, Le., These n differences are now combined via a "Mean-Dominant norm" Sn: Rnf--+R, yielding the criterion function Dn(t) := t(I-t) Sn(d~l' d~2' ..., d~n).
Our fully nonparametric estimator On is then defined to be:
OnETn such that Dn(On) = max Dn(t). (1) [Symmetry] Sn(""""') is symmetric in its n arguments. 
respectively. Therefore the differences d~i are empirical approximations of
And, the criterion function Dn(t) is an empirical approximation of the corresponding function
6~n).
Now, by Sn'S homogeneity, we have where
Notice that the maximizer of Lln(t) over tE(O,l) is precisely at t=O. Thus, the maximizer of the analogous sample-based criterion function Dn(t) is a reasonable estimator of O. This logic applies for any "Mean-Dominant norm" Sn.
• 3. MAIN RESULT
The data {Xi: l~i~n} are embedded in a stationary ergodic sequence
where U i has marginal distribution F, and Vi has marginal distribution G. Specifically, the data arise as
There will be no further constraints on the serial dependence structure of {Xi: l~i~n}. The only assumption on the unknown marginal distributions is simply that F*G. The unknown change-point parameter OE(O,l) is unrestricted. In this scenario, our fully nonparametric estimator On (defined in Section 2) is consistent.
THEOREM:
as n-+oo.
See Section 4 for a proof of this result.
PROOF
We begin by presenting three preliminary Lemmas which will be used In proving the Theorem. 
• n-nRn • n-nRn l-Rn We will now show that Hn!O; a similar argument applies to nH. We deal explicitly with the second summand in H n ; the first summand can be handled analogously to the second, and the third summand goes to zero deterministically.
Denote Zi:=(Vi,V;) and 2;~: The following notation and definitions will be needed to prove the Theorem. The random variable 'On is defined as follows:
if OnEA n, then let '0n=On;
if Onr;.A n, then let '0nEAn satisfy Dn(B n) = Note that, in either case, we have '0nEAn and Dn(B n) = nonrandom entity max Dn(t).
tfA n max Dn(t).
tfA n Also define the
which satisfies tnEAn and Lln(t n) = max Lln(t).
tfA n
In order to prove the Theorem, it suffices to establish that Bn 1: 0 as n-oo. To see that this is sufficient, write P{18 n -81>€} = 1P{18n -81>€n8n EA n} + P{18 n -81>€n8n r;.A n}.
The latter probability is zero for n sufficiently large; the other probability is bounded by P{(On-OI>c}. To deal with the latter probability, write e5 n = ( -) 9 -9
[On]!n+(n- 
