tion matrix are respectively the time mapping vector and the space mapping matrix. Three kinds of conflict-free condition are necessary to be satisfied: Dependence conflictfree: if and only if the precedence constraints imposed by the SURE are satisfied; computation conflict-free: if and only if two different computations are not executed on the same PE at the same time; and link conflict-free: if and only if every dependence vector of the SURE is mapped to one and only one interconnection link of the array.
INTRODUCTION
The systolic array or regular array [1, 2] is a special purpose parallel device, in which the processing elements (PEs) are regularly and locally connected. It follows that systolic architecture is very suitable for implementing on VLSI chips. Nevertheless, due to the limitations of current technology, most popular regular arrays have lower dimensions, such as 1-dimensional (1D) linear arrays [3] and 2D mesh ones [4] .
Designing regular arrays from a system of recurrence equations includes two major steps: the first step is regularization [5] , or uniformization [6] . After regularization, the original system of recurrence equations is transformed to an equivalent system of uniform recurrence equations (SURE) [7] or a regular iterative algorithm (RIA) [5] . An SURE can be further partitioned [8] [9] [10] to several independent ones, in which each one is independent on the others and can be treated apart.
The second step is to decide a conflict-free spacetime mapping [11, 12] to map the SURE to a regular array. The spacetime mapping is in general represented as a transformation matrix. The first row and the rest of the transforma-DEFINITION 2.1 (SURE) [7, 21] . A system of uniform recurrence equations (SURE) is a set of recurrence equations of the form v 2 (j ជ 2 ) ϭ f 2 (..., v 1 Herein, a small letter with a head ជ denotes a column vector. We use A S ϭ (J n , D) to denote an SURE, because only its structural information is useful in here. J n is called the computation domain of A S . D is in general represented by a matrix form, called dependence matrix, in which each column represents one dependence vector. detD denotes the determinant of D. For simplicity, we only consider that J n ϭ ͕[j 1 j 2 иии j n ] T ͉1 Յ j i Յ N, 1 Յ i Յ n͖ with N ӷ n, and D is an n ϫ k matrix with k Ն n. We say that a dependence matrix D is lexicographically positive if every dependence vector of D is lexicographically positive. The dependence matrix D of a computable SURE can be transformed by a unimodular matrix to a lexicographically positive one [5] . Moreover, Wolf and Lam in [22] showed that an SURE (or a loop nest) with a lexicographically positive D can be made fully permutable by a skewing transformation (a unimodular matrix). Therefore, there exists a unimodular transformation matrix X, such that
Since every element in F is greater than or equal to zero, columns of B constitute a positive integral coordinate basis of D. That is, every dependence vector d ជ h ʦ D can be constructed by the positive integral combination of the column vectors
]. Consequently, the basis matrix B nϫn can be used to replace D nϫk and becomes the new dependence matrix of the SURE. In the following, D in A S ϭ (J n , D) represents the basis matrix of the SURE A S if its original dependence matrix is not a square one. Now, we focus on the two types SURE: the independently partitioned one and the one with identity dependence matrix. An SURE A S ϭ (J n , D) can be independently partitioned to several independent sets. The number of independent sets is equal to the absolute value of the detD, ͉detD͉. In the following, we define the independently partitioned SURE (IP-SURE), in which all index vectors belong to the same independent set. It is reasonable that each IP-SURE can be treated apart, because they are independent.
DEFINITION 2.2 (IP-SURE). An SURE
T is an index vector in an independent set of A S and Ȑ ជ is an integral column vector. The first step of our method is to transform an IP-SURE to the SURE with an flict-free mapping by bounding the parameters of period, velocity, and data distribution. The optimal design can be found in polynomial time. However, too many equations are established by these parameters when the dimension of SURE becomes large, which results in computation difficulty.
It follows that if
The major problem on designing lower dimensional regular arrays for SUREs is: it is time-consuming to check conditions of computation and link conflict-free, because the whole computation domain is necessary to be examined. In contrast to previous methods, we propose a two-step one that can avoid checking conditions every time. The first step is to transform an independently partitioned regular algorithm to a new one, which has an identity dependence matrix. We call this step identity transformation. Since the original regular algorithm does not always have a unimodular dependence matrix, the identity transformation is a nonunimodular one; thus, it is important to keep every index vector in the new regular algorithm with integral elements. So, the identity transformation is not linear but affine [18, 19] , which has a linear part and a translation one. The translation part is to guarantee that the new regular algorithm has integral index vectors. In the second step, we propose a spacetime mapping in a fixed form to map the new regular algorithm to a lower dimensional regular array. Thus, an affine spacetime mapping is constructed by combining the identity transformation and the fixed form's mapping together. With the proposed affine spacetime mapping, the original regular algorithm can be mapped to a lower dimensional regular array in polynomial time, which depends only on the dimension of the regular algorithm. Meanwhile, the designed regular array is asymptotically optimal in time and space.
One thing should be mentioned here: a similar design concept has been proposed in [20] to design modular extensible linear arrays for regular algorithms. Yet, in that paper, we assume the original SURE has a unimodular dependence matrix. Thus, the affine transformation and affine spacetime mapping are not mentioned in that paper. On the other hand, only 1D (linear) arrays can be synthesized in that paper. Nevertheless, we can design not only 1D regular arrays but also other lower-dimensional ones here.
Here is an outline of following sections: some preliminary definitions and the design concepts are given in Section 2. In Section 3, we will propose an affine spacetime mapping, and show that it is correct and asymptotically optimal. Finally, the concluding remarks are in Section 4.
DEFINITION AND CONCEPT
In the following, we will give the definitions of SURE and regular array. Two types of SURE are identified: one is the independently partitioned SURE and the other is the SURE with identity dependence matrix. The concepts of affine transformation and affine spacetime mapping are also given in this section. identity dependence matrix. Since the SURE of matrix multiplication has an identity dependence matrix, we have the following definition for the matrix-multiplication-like SURE (MM-SURE).
DEFINITION 2.3 (MM-SURE). An SURE
n and D ϭ I, where I denotes the identity matrix.
In the following, e ih denotes the ijth element in I, and e ជ i is a column vector corresponding to the ith column of I. With the definitions of IP-SURE and MM-SURE, the first step of our method can be described as:
Since A M has an identity dependence matrix, we call this step identity transformation. The following theorem tells us how to perform the identity transformation, and shows its existence and that every element of h ជ ʦ J n m is an integral number. The proof of integral index vector in J n m is important, because the identity transformation includes inverting a nonunimodular matrix.
THEOREM 2.1 (Identity Transformation). An IP-SURE
DEFINITION 2.4 (Affine Transformation) [18] . An affine transformation ͗T, t ជ 0 ͘ for transforming an n ϫ 1 column vector j ជ to h ជ is defined as h ជ ϭ Tj ជ ϩ t ជ 0 , where T and t ជ 0 are respectively an n ϫ n matrix (linear part) and an n ϫ 1 column vector (translation part) of the affine transformation.
The operation T l ͗T, t ជ 0 ͘ is defined as ͗T l T, T l t ជ 0 ͘, where T l is an (m ϩ 1) ϫ n matrix. Obviously, the identity transformation is an affine one and can be represented as ͗D
The purpose of the affine transformation's translation part is to let all index vectors still be integral after inverting the nonunimodular matrix D.
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TSAY AND CHANG Theorem 2.1 states the fact that the time complexity of our method's first step is only a polynomial function of the number of dimensions n of the IP-SURE, and is independent on the problem size parameter N. Now, we will turn our attention to the second step of our method: mapping an MM-SURE to a lower dimensional regular array. First, the definition of regular array is given as follows:
is an m ϫ 1 column vector͖ a set of links connecting neighboring PEs.
The regular arrays we want to design have N i ϭ c i N, where c i is a constant value and 1 Յ i Յ m. One formal method of designing regular arrays for SUREs is by spacetime mapping. In the past, it is a linear transformation matrix, which only includes a schedule vector and a processor allocation matrix. Now, we extend the linear spacetime mapping to an affine one. DEFINITION 2.6 (Affine Spacetime Mapping) [19] . An affine spacetime mapping ͗T, t ជ 0 ͘ is a mapping that maps
and Sh ជ ϩ s ជ 0 are respectively the time and space mapping of the index vector j ជ .
An affine spacetime mapping ͗T, t ជ 0 ͘ can be reduced to a linear one T, if t ជ 0 is a zero vector. By an affine spacetime mapping ͗T, t ជ 0 ͘, an index vector h ជ is executed when time t and at PE [ • Dependence conflict-free: if and only if ᭙d
• Computation conflict-free: if and only if ᭙j ជ 1 , j
• Link conflict-free: if and only if ᭙j ជ 1 , j
• Dependence conflict-free: the precedence constraints imposed by the SURE are satisfied. That is, if there exists
• Link conflict-free: Since T l is conflict-free, ᭙h
From the results of the above and Theorem 2.2, we know that T l ͗T, t ជ 0 ͘ is a correct affine spacetime mapping for mapping A P to A Y , if T l is a correct linear one for mapping
DESIGN OF REGULAR ARRAYS
In this section, we first give an affine spacetime mapping in a fixed form to design a regular array for an IP-SURE and prove the correctness of the mapping. Then, two examples will be given for illustration. Finally, we will show the regular array designed by our method is asymptotically optimal in space and time. 
Proof. From Theorem 2.3, we only need to prove that T l is a correct spacetime mapping. Recall that, h ជ denotes an index vector and e ជ i is a dependence vector in A M .
• Dependence conflict-free: • Link conflict-free:
• Computation conflict-free: two different computations are not executed on the same PE at the same time. That is, if Sj
• Link conflict-free: every dependence vector of the SURE is mapped to one and only one interconnection link of the array. From the formula derived by Lee and Kedem in [11] , for a linear spacetime mapping, the condition of link conflict-free is:
In the if part, the four
and Sd ជ i represent respectively (after linear spacetime mapping) two index vectors' processor difference vector, a link delay, two index vectors' time delay, and a link vector. Now, for an affine spacetime mapping, these four items are still
T ⌬j ជ , and Sd ជ i , respectively, since the effect of an affine transformation's translation part is eliminated from two vectors' difference.
To design regular arrays by finding a candidate of correct spacetime mapping, it is necessary to check all conflictfree conditions (dependence, computation, and link). These examinations will take a lot of time when the problem size parameter N becomes very large. To avoid doing these examining procedures for shortening design time, our solution is first to find an affine transformation ͗T, t ជ 0 ͘, to transform the given IP-SURE to an MM-SURE. Then, we will propose (in Section 3) a conflict-free (linear) spacetime mapping matrix in a fixed form, say T l , to map the MM-SURE to a lower dimensional regular array. The following theorem not only shows that this method is valid but also states how to obtain a transformation matrix from ͗T, t ជ 0 ͘ and T l for mapping the given IP-SURE to a regular array. 
T ͘ is also correct for mapping A P to A Y .
• Dependence conflict-free: Since T l is conflict-free,
• Computation conflict-free: Since T l is conflict-free,
For an affine spacetime mapping
). Note that, whether H is an integer will determine if the execution time of each index vector is an integer. Thus, if H is a fraction number, say H 1 N/H 2 , then we can either expand the computation domain so that H 2 ͉N, or choose a minimal integral H such that H Ն max 1ՅiՅn ͚ 
The dependence graph of A P is shown in Fig. 1a . First, we have Hence, the affine spacetime mapping is
Thus, the spacetime mapping for an index vector j 
First, assuming that a computation result is generated by a processor p ជ k when t 1 . Then, it is propagated to the processor p ជ k ϩ Sb ជ i when t 1 ϩ ȏ ជ T b ជ i by the link l ជ i . Finally, it reaches to the processor
The following three theorems will show that the regular arrays designed by Theorem 3.1 are asymptotically optimal in space and time. Proof. From Theorem 3.1, we know that the execution time
The 2D mesh array is shown in Fig. 1b for N ϭ 4 . If the desired array is a linear one, then
It follows that the affine spacetime mapping is
Thus, the spacetime mapping for an index vector
The 1D linear array is shown in Fig. 1c . • Transitive closure: The dependence graph of transitive closure is shown in Fig. 3a . Although its dependence matrix
). Thus, the execution time of the mD regular array designed by our method is T e ϭ (͚ 
CONCLUSION
In this paper, we have proposed a polynomial time method to design lower-dimensional regular arrays for 
