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Statistical software packages have been used for decades to perform statistical analyses. Recently , the 
emergence of the Internet has expanded the potential for these packages. However, none of the 
existing packages have fully realized the collaborative potential of the Internet. This medium, which 
is beginning to gain acceptance as a software development platform, allows people who might 
otherwise be separated by organizational or geographic barriers to come together and tackle complex 
issues using commonly available data sets, analysis tools and communications tools. Interestingly , 
there has been little work towards solving this problem in a generally applicable way. Rather, systems 
in this area have tended to focus on particular data sets, industries, or user groups. 
The Web-based statistical analysis model described in this thesis fills this gap. It includes a 
statistical analysis engine, data set management tools, an analysis storage framework and a 
communication component to facilitate information dissemination. Furthermore, its focus on enabling 
users with little statistical training to perform basic data analysis  means that users of all skill levels 
will be able to take advantage of its capabilities.  
The value of the system is shown both through a rigorous analysis of the system’s structure and 
through a detailed case study conducted with the tobacco control community.  
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1.1 Statistical Software 
For decades, computers have been employed to manage large sets of data and perform statistical 
analyses on these data using what are commonly referred to as statistical packages. These packages 
have matured over the years, offering users better interfaces and an ever-increasing array of statistical 
operations , visualization techniques, and auxiliary analysis tools. The emergence of the Internet as a 
software development environment represents a potential leap forward, as it allows data sets and 
analyses to be shared and colleagues to communicate with each other quickly and conveniently. 
Indeed, over the past decade, the major statistics package providers have introduced Web-based 
components and add-ons, and professionals from a variety of groups ranging from epidemiologists to 
geologists have created their own Web-based data analysis tools. 
 
1.2 Weaknesses of Current Systems 
Despite recent advances in statistical software, there are still several key areas for improvement. First, 
most statistical packages – both Web-based and conventional – are based on the assumption that they 
will be used within a single organization or field of study, which severely limits their utility in solving 
complex problems addressed by multiple organizations. In commercial packages this assumption is 
understandable, as data sharing among competing corporations is not expected. In an academic 
context, this is usually because tools are created for use within specific research areas. Second, the 
sorts of tools that might be brought together to provide a collaborative  data analysis environment are 
spread out across a wide range of sources. Some are offered as commercial data analysis tools and 
others are offered as freeware collaboration tools, and still others are offered as experimental, 
research-oriented tools. Moreover, there is a marked lack of integration of analysis and 
communication tools. Third, many Web-based tools are created for use with a pre-determined 
collection of data sets, obviously limit ing the analysis capabilities of the tools to those data sets. 
Fourth, despite the fact that graphical user interfaces (GUIs) have been in use for over two decades, 
many of the most widely used statistical packages, such as SAS, R and, to a lesser extent, SPSS, still 
use command-based interfaces, which makes them very difficult to learn for many computer users. 
Finally, many packages assume that the user has a certain amount of statistical training. This alienates 
many a potential user who would like to be able to perform simple analyses on data sets, but is 
overwhelmed by a package’s wealth of options and unhelpful interface. 
 
1.3 Thesis Statement 
There is a need for a Web-based statistical toolkit which is usable across organizations, can integrate 
new data sets, can be learned quickly by novice users, and can enable collaboration. The system 
developed in this thesis, called WebStats, and the model upon which it is based, fulfill these 
 2
requirements. This is demonstrated through a case study conducted within the field of tobacco control 
and via a detailed analysis of the system. 
 
1.4 Overview of Method 
1.4.1 Development of Model 
First, by conducting a review of existing statistical packages, examining current academic literature 
and conducting informal interviews with selected tobacco control stakeholders, the nature of the user 
population, its relevant uses of statistical processing systems , and a set of basic requirements was 
established for a Web-based statistical toolkit. Next, based on these requirements, a responsive 
system model was developed that was congruent with the user-uses model, met these initial 
requirements and addressed the issues outlined previously. A prototype system was then created 
based on this system model. 
 
1.4.2 Requirements Engineering 
This prototype was then used in a series of deeper requirements-gathering interviews with potential 
stakeholders in order to generate a more precise, context-specific set of requirements that reflected the 
needs of a specific group of users – in this case, those working in the area of tobacco control. The 
interviewed stakeholders represented a variety of roles within the tobacco control community. 
Academic researchers, public -health nurses, professionals working for non-profit groups , and civil 
servants were interviewed from across Canada in order to get a comprehensive understanding of the 
requirements for WebStats within the context of tobacco control. 
These requirements were used to guide the development of the alpha version of WebStats and, 
through this process, a beta version of the system was developed. The participants in the initial 
requirements-gathering interviews were then asked to provide feedback on the improved version of 
the prototype via a second round of interviews. The responses from these interviews were used to 
refine WebStats further, with the result being a more usable  and robust final version of the system. 
 
1.4.3 Assessment 
The final stage in the development process was the assessment of WebStats. To this end, an 
assessment framework was defined and the stakeholders were asked to comment on the final version 
of WebStats, thus providing real-world assessment of the system’s strengths and weaknesses. As 
well, WebStats was assessed using the same criteria that were used in analyzing existing statistical 
packages, thereby providing a means of comparing the system with other statistical systems  described 




1.5.1 Model for Web-based Statistical Computation 
The Web-based statistical computation model developed in this thesis  is useful because it provides a 
framework for the creation of collaborative Web-based statistical applications. The model includes a 
statistical calculation engine, a graphical presentation engine, input and output components, a 
communications component, a statistical advisor, and a framework for storing data sets, information 
about the data sets, analyses, and information about these analyses. The model’s generality is 
particularly important for researchers or Web developers, as it allows them to use the structural 
aspects of the model regardless of their particular development environment. 
The WebStats model includes several components – such as a statistical advice tool, an analys is 
storage framework, and a communication component – that increase usability and facilitate 
collaboration across organizatio ns and work environments. Developing a system guided by our model 
has resulted in a system that supports statistical analysis by professionals with varying levels of 
statistical training, and sharing of analysis results with colleagues in other organizations. Thus, it 
allows a broad population of users to perform basic analyses, and allows those analyses to be 
disseminated to a similarly broad population of recipients. 
The extensible nature of the WebStats model, that is, its ability to incorporate additional 
components, also adds to the model’s significance. The model’s extensibility means that it can be 
used as a starting point or basis on which further statistical, communications, or data management 
tools may be developed, perhaps to meet the needs of different user groups or environments. Armed 
with a basic understanding of the components of the model and the interactions between the 
components, software developers will be able to add custom components to the system quickly and 
easily. 
 
1.5.2 Results of Requirements Analysis 
The requirements analysis , which was performed in order to determine the stakeholders’ needs and 
thus shape the development of the system, is useful on several levels. First, by taking a systematic 
look at the way statistical analysis is performed in the field of tobacco control, the requirements-
analysis process identified important areas for improvement. 
Second, in conducting this process with the goal of creating a piece of software, solutions were 
identified to the problems mentioned in the previous paragraph. Some of these solutions were 
technically oriented, but others involved identifying and mitigating organizational or cultural factors. 
On the whole the requirements analysis took a positive approach to the issues that were discovered 
and sought to go beyond identif ying the problems to mitigating and, ultimately , solving them. 
Lastly, it should be noted that the field of tobacco control has a lot in common both with other 
healthcare contexts – with regards to the related organizations and their place within the Canadian 
healthcare system – and with other work environments that are dispersed across multiple geographic  
locations or organizations. Thus, the lessons learned through the requirements analysis process are 
applicable to a wide range of other environments. For example, many of the issues in tobacco control 
related to shaping youth behaviour and creating effective youth-centred population-based intervention 
are also faced by groups dealing with issues like physical activity, nutrition and alcohol use. 
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1.5.3 Literature Review 
The review of existing statistical software packages – with an emphasis on usability and Web-based 
systems – makes several contributions. First, it establishes a set of criteria against which statistical 
software may be evaluated. These criteria include factors such as mathematical accuracy, usability 
concerns, and licensing fees. Second, it provides a survey of the current state of statistical software 
across a wide range of disciplines, platforms and contexts. The review includes both commercial and 
open-source applications and both Web-based and conventional systems, and it investigates niche  
user groups such as scientists analyzing gene sequences. 
 
1.5.4 Requirements Engineering Experience 
The process of eliciting initial requirements from a stakeholder population, designing a system based 
on those requirements, refining the design and implementation through further interviews and system 
walk-throughs, and finally presenting the finished product for evaluation provides further validation 
of the requirements-engineering-based approach to software development. Specifically, the 
application of requirements-engineering methods to the context of developing statistical software for 
tobacco control professionals helps inform future requirements-engineering research, as this is a new 
context with unique characteristics. 
 
1.6 Outline of Thesis  
Chapter 2 gives an overview of the statistics software that exists currently, analyzing various systems 
with respect to the characteristics outlined at the beginning of this section. The chapter looks at 
spreadsheet and statistical analysis systems, software distributed using both open-source and 
commercial business models, and applications which run on both Web-based and conventional 
platforms. The chapter includes also a review of the academic literature related to Web-based 
statistics, including areas such as Web-based system architecture, statistical accuracy and survey 
analysis guidelines. 
Chapter 3 gives a description of the Web-based statistical analysis model. The overall 
architecture is presented, the model’s major components are described, and some of the details of the 
model’s implementation within the WIDE framework are discussed. The design is briefly evaluated 
in terms of the characteristics set out at the beginning of the thesis. 
Chapter 4 describes the requirements-elicitation process used. This process consists of the formal 
validation of the model through technical analysis, user surveys, evaluation of WebStats’s use in real-
life situations, and interviews with potential users.  
Chapters 5 and 6 are concerned with the case study, tobacco control, that was used to validate 
the model. Chapter 5 begins by describ ing the goals of the tobacco control community , and the 
principles behind the programs being implemented to achieve these goals. Next, the importance of 
program evaluation in promoting effective tobacco control programs is discussed, establishing the 
importance of effective data analysis tools for this context. This is followed by an analysis of the 
current tools and techniques being used to perform program evaluation within the tobacco control 
 5
field. Chapter 6 describes the system requirements that were specified by professionals from the 
tobacco control community. This chapter describes in detail also the features of WebStats that relate 
to the toolkit’s suitability for the context of tobacco control. The case study finishes with a summary 
of the stakeholders’ assessment of the final product. 
Finally, the thesis explores several areas for future work and draws conclusions about the project 
as a whole . 
 
1.7 Motivation 
The need for information is universal; individuals and organizations use it to form opinions and make 
decisions and, assuming that they have the  means to interpret it properly, the more information 
individuals have at their disposal the more informed, and hopefully wiser, their decisions will be. At 
first, the information-sharing potential of the Internet was seen as a panacea for these issues, and it 
was predicted that giving people access to more information would cause their level of knowledge 
and their decision-making capabilities to improve dramatically. However, as the popularity of the 
Internet has grown over the past decade, it has become clear that just enabling access to information 
is not sufficient , for several reasons. First, information overload has emerged; people are faced with 
an overwhelming amount of information: too many search results, an overflowing email inbox, and so 
on. Simply giving people more information will not make them any better informed. Second, the 
deluge of mostly irrelevant information has, perversely, made it harder to find relevant, high-quality 
information, much of which is tucked away in relatively inaccessible academic or private repositories. 
Finally, an important distinction must be made between data – numbers and text with little or no 
associated context – and information, which is data along with the context required to interpret the 
data. For example, a table of numbers may be considered data, while that table , along with the 
meaning of the rows and columns, the situation in which the data were collected, and the method with 
which the numbers were compiled, would be considered information. Thus, in order to realize the 
potential of the Internet, there must be an improvement not just in people’s access to data but, more 
importantly , in people’s access to information that can actually be used to assist evaluation and 
decision-making. 
What is needed, then, is a way to take the vast amount of information that is available and allow 
users to collect related data in a single place, identify relevant information, and then share that 
information with interested colleagues. The Internet has the potential to foster communication 
between disparate groups, improve access to information, and – via Web-based software – give users 
the ability to manage and disseminate that information. Indeed, progress has been made in various 
areas towards these goals. 
However, that some of these issues have been solved separately does not mean that the problem 
as a whole has been solved. First, many groups that have a strong need for the sort of data analysis 
and information management tool described above cannot afford the licensing fees for commercial 
statistical analysis packages. Second, these packages are intended to be used within an organization, 
and are not suitable for tasks which are spread across organizations. Third, the sorts of tools that have 
been created to solve parts of the problem are spread out across a wide range of sources. This thesis 
presents a model for creating this kind of tool, and shows the utility that such a tool can have for a 




One of the first questions that must be asked when developing a new system is: “What else is out 
there?” Before putting forth the effort to develop a Web-based statistical toolkit, it is certainly 
worthwhile to investigate the statistical tools that are currently available. Given the depth and 
maturity of the statistical software field, it is particularly important to ensure that the particular 
collection of features offered by WebStats are not already available  in another statistical software 
system. An issue that must be addressed before this question may be answered, however, is 
establishing the criteria by which statistical software systems will be evaluated. A few criteria – 
flexibility, ease of use, accessibility, collaboration potential – were set out at the beginning of the 
thesis. The reasons for choosing these criteria will be addressed, with reference to the experience 
gained through decades of statistical computing. 
This section analyzes a broad range of statistical software packages according to these criteria in 
order to determine which functionality already exists, and how accessible and appropriate the 
software is for users with varying levels of technical expertise, statistical training, and limited 
budgets. It is impractical to analyze every one of the hundreds of statistical packages currently in use; 
thus, a representative sample has been chosen which encompasses three main types of software – 
commercial software, research-based software, and open-source software – and several target user 
groups – business users, academic users, and statistics students. This section will also review the 
current academic literature to assess the state of research in Web-based statistical systems. This 
research, which ranges in scope from data warehousing to statistics education, offers a wide  variety of 
ideas that will prove useful in developing WebStats. 
 
2.1 Determining Evaluation Criteria 
The issue of evaluating statistical software is not a new one. More than thirty years ago, Slysz 
performed a comparative analysis of the statistical software packages that were available for use in 
the social sciences [Slysz, 1974]. While many of these programs, such as DATA-TEXT and TSAR, 
are no longer in use, some of the criteria that were examined, such as efficiency on data sets of 
various sizes, output quality, and interface ease-of-use, are quite relevant today. Thirteen years later, 
Stutz conducted a similar survey of microcomputer-based statistical software that was available to the 
Instruction and Research Computer Center (IRCC) at Ohio State University [Stutz, 1987]. This 
survey, which was conducted within the context of the needs of the IRCC, identified additional 
criteria such as the cost of the software and the details of the software’s licensing agreement, the 
needs and statistical training of the software’s users, the system resources – memory, disk types, 
monitor – needed to run the software, and the quality of the documentation provided with the 
software.  
McCaskell et al undertook a similar effort at the University of Guelph in 1989. One of the 
historical problems identified in this analysis was that the user needed to understand “the ‘mechanics’ 
of [mainframe] computing” before they could perform “even the simplest statistical procedure” 
[McCaskell, 1989]. The details of the technological barrier have changed – in the analysis by 
McCaskell, users were intimidated by keypunches and understanding resource scheduling algorithms, 
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while today’s users may well be stymied by driver conflicts and insufficient virtual memory. The 
issue of users dealing with technological barriers, however, is as relevant today as it was two decades 
ago. Some other issues identified by McCaskell were the difficulties inherent in supporting a growing 
population of statistical software users with “widely varying computer skills” and the “significant 
outgoing cash flow for the purchase of individual copies of software” [McCaskell, 1989]. McCaskell 
sought to combat these issues by providing more flexible consulting services and purchasing software 
on a site-license basis rather than an individual copy basis as part of a five-point strategy. However, 
as the following analysis will show, these technological and financial issues are still being confronted 
by users and administrators today. 
More recently, Suchan undertook a usability study of the geovisualization software being used in 
government agencies, academia and business, analyzing organizations such as the Census Bureau, 
Rice University and AT&T [Suchan, 2002]. Among Suchan’s findings were the importance of 
including users in the software design process, the desire on the part of potential users of a software 
system to be able to use their own data to evaluate a system rather than default or canned data, and the 
importance of considering confidentiality issues when managing, analyzing , and disseminating data 
[Suchan, 2002]. 
 
2.2 Statistical Software Packages 
Excel 
Excel, which is the spreadsheet component of Microsoft Office suite, is a widely adopted spreadsheet 
program. One researcher wrote that “it is quite possible that more basic statistical calculations are 
done worldwide in Excel than in all statistical packages combined” [Wilkinson, 1994], which gives 
an indication of Microsoft Office’s hegemony in the work environment. Excel, like other spreadsheet 
programs such as OpenOffice’s chart program or Corel’s Quattro Pro, has a number of features that 
make it very useful for a wide range of applications. However, it also has some drawbacks, described 
below, that make it less than ideal as a statistical application. 
In terms of ease of use, Excel has its pros and cons. Its Chart Wizard allows users, by navigating 
through a series of dialog boxes, to create a wide variety of pie charts, bar charts and line graphs – 
several dozen different types, in all. Users can see a preview of a chart before they create it, and can 
edit it afterwards through a point-and-click interface. The charts that users create can then be pasted 
into any other Office program, such as Microsoft Word, through the Clipboard. 
Excel also has a robust statistica l calculation package that allows the user to do everything from 
simple descriptive calculations, such as calculating the mean of a set of numbers, to advanced 
inferential statistics, like the Chi-squared test [Donnelly, 2004]. The main drawback of Excel’s 
approach to statistical calculation, though, is that it relies on the user remembering the function names 
and syntax required for each statistical operation. In this way, it is much more like using a 
programming language than an end-user friendly application, and thus may be quite intimidating to 
less computer-literate users. 
Another major drawback of Excel in terms of its support for collaboration is that it has virtually 
no capacity for integration with a Web-based framework, a database management system (DBMS), or 
any other application outside of the Microsoft Office suite. Any data to be passed into Excel must be 
exported from the data source as a delimited text file (e.g., in comma-separated value format) and 
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then imported into a local copy of Excel, and may be manipulated only after it is in a worksheet 
within Excel. Thus, anyone wishing to use Excel must have a copy of the program installed on his 
computer, which may be too expensive. Since Microsoft licenses its software on a per-computer 
basis, installing Excel on every computer in a public health unit, for example, may be prohibitively 
expensive. The suggested retail price for a single copy of Excel as of December 2006 was $309, 
which gives a sense of the expense involved in using the software on a large scale , although it should 
be noted that substantial discounts are available for educational or government organizations 
[Microsoft Canada, 2006]. 
Another drawback of Excel is that a spreadsheet may contain a maximum of 65,536 rows 
[Hertel, 2004]. When working with very large data sets, this row limit can be critical. 
Finally, there is no capacity for data management on any scale beyond a collection of 
worksheets. As mentioned earlier, one must import data into Excel from an outside source in order to 
use it, and these data are then accessible only within the spreadsheet. There is no ability to compare 
data across spreadsheets, for example, or to take the average of a particular value from several 
spreadsheets and combine it into a single graph or measurement. 
In summary, Excel is very useful for local, small-scale data management and chart creation, and 
its statistical operations make it a powerful analysis tool for advanced computer users. However, its 
high cost, minimal data management abilities and lack of Web accessibility leave much to be desired 
from a large-scale, collaborative  statistical analysis point of view. 
 
SAS 
SAS is a command-based statistics package that is commonly used by statisticians and academics for 
performing a wide range of statistical calculations. Its strengths are the broad range of statistical 
operations available, the flexibility it gives to advanced users, and the extensions available through 
various add-on packages. It is, however, not an easy application to learn, especially for users who are 
more comfortable with a point-and-click interface. As well, licensing costs may make it unaffordable 
for those without significant government, business, or academic funding. 
Statistical operations in SAS are executed via series of SAS commands, referred to as programs, 
entered by the user. These programs are divided into two major sections: a data section, where the 
data for the program, including the definition of variables to be used by the program, are loaded and 
defined and a procedure section, which contains the actions to be performed on the data loaded into 
the program. These actions range in complexity from sorting on a particular column to performing 
complex statistical calculations. One must know the syntax for each procedure; the number and type 
of its arguments, the expected return type, and so forth. The output, by default, is text-based. Graphs 
are generated using asterisks, dashes, and vertical bars, and contain a fair bit of plain-text information. 
There are, however, additional packages that can be added to SAS to allow the user to create high-
quality graphs, among a multitude of other functions. 
From a power and flexibility point of view, a command-based interface is very appealing. It 
gives users a great deal of control, allowing them to assemble commands, subroutines and the like to 
perform very complex queries. Indeed, for this very reason SAS is commonly used by 
epidemiologists, biostatisticians  and others who have a strong background in statistics and a high 
level of computer literacy [Leatherdale , 2005; Seliske, 2005]. The combination of a powerful, 
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versatile analysis system and a robust add-on graphing package means that SAS has the potential to 
create very detailed, highly customized graphs. 
However, this power and flexibility comes with a cost: a user interface that is quite difficult to 
learn. While a command-based interface may be fine for users with a high comfort level with 
computers and, in particular, users who started out using command-line operating systems like DOS 
or Unix, it is quite challenging for less computer-literate users [Thompson, 2006]. In requirements 
analysis interviews, users expressed frustration in needing to memorize commands and syntax, adhere 
to the program’s “picky” formatting rules, and compared using SAS to learning a foreign language 
[Pathammavong, 2006; Silverman, 2006; Taylor, 2006]. Overall, these are not challenges that one 
wants to deal with, and they are especially frustrating to users with little familiarity with computers. 
SAS offers an Add-In for Microsoft Office that “enables users to transparently leverage the 
power of SAS data access… from Microsoft Office through integrated menus and toolbars.” [Hertel, 
2004]. By using a mechanism referred to as “stored processes”, the user can execute SAS programs 
from within Excel, thus achieving the statistical power of SAS with a much more familiar and 
accessible user interface. As well, the user can make use of sixty common analyses, referred to as 
“Tasks”, in order to analyze data quickly and easily via SAS from within Word or Excel. An added 
benefit of using the Add-In is that it gets around Excel’s 65,536 row limitation, mentioned in the 
previous section [Hertel, 2004]. See Figure 1 for a screenshot of the SAS Add-In. 
 
Figure 1: SAS Add-In for Microsoft Office 
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Like Microsoft’s suite of programs, SAS is commercial software and, as such, entails licensing 
fees for its use. For example, Executive Information Systems (a company that acts as a reseller for 
SAS for the U.S. government) charges $5,895 (USD) per workstation for its “Base SAS” PC bundle 
[Executive Information Systems, 2006]. Thus, only organizations with a large enough budget are able 
to run SAS. Of course, using the Microsoft Office Add-in package means that the organization must 
pay two licensing fees, one for SAS and another for Microsoft Office, to combine the analysis power 
of SAS with the document creation abilities of Microsoft Office. 
Finally, SAS does not have any data-sharing functionality integrated into the software, making it 
difficult to share analysis results using SAS. Two ways of getting around this are embedding SAS 
results in a word processing document, such as a Word document or Excel spreadsheet, or providing 
the recipient with the entire SAS dataset or program. Embedding SAS results has the advantage of a 
wide potential audience, since many more people have access to word processing software than to 
SAS. However, one loses the ability to do further statistical analysis on the data. Sending a SAS 
dataset allows the recipient to see exactly what was done in analyzing the data and then continue the 
analysis on their own if they so choose; however, it requires the recipient to have a compatible 
version of SAS, and have the necessary expertise in using the program [Thompson, 2006]. 
 
R 
R is a freely available language and environment for statistical computing and graphics that provides 
a wide variety of statistical and graphical techniques, including linear and nonlinear mode ling, 
statistical tests, time series analysis, classification and clustering [Comprehensive R Archive 
Network, 2006]. 
Like SAS, R uses a command-based interface; R is built on a “well-developed, simple and 
effective programming language” called, unsurprisingly, S. Thus, for users with a strong 
programming background, it is quite easy to pick up the syntax and commands of this language and 
quickly use R to perform tasks such as managing data, performing analyses and creating graphs. In 
addition, the programming-based nature of the system means that advanced users can even create 
their own statistical models, graph types and data structures with relative ease [Venables, 2006]. For 
people without this background, however, learning R is quite daunting. To perform simple tasks such 
as loading data or creating graphs one must learn the proper commands, syntax and parameters 
[Thompson, 2006]. 
One of the advantages of R, as mentioned earlier, is that it is an open-source project, and thus 
does not pose the same financial hurdles as its commercial counterparts. Specifically, it is licensed 
under the GNU General Public License (GPL), which permits the software to be used without charge 
[GNU Project, 2006]. However, this also means that some of the benefits of commercial software – a 
help desk, for example, or official documentation – are not available. R does, however, provide help 
from within the program and an online manual, in addition to a newsgroup and an extensive list of 
frequently asked questions (FAQ) [Hornik, 2006]. 
 
SPSS 
SPSS offers a similarly broad range of statistical operations as SAS and R, but uses a comparatively 
user-friendly point-and-click interface. This removes the burden from users of learning a set of 
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commands, keywords and parameters, and instead asks them to associate statistical concepts such as 
frequencies, central tendencies and standard deviations with buttons and icons. While this is certainly 
an improvement, from a user interface perspective, it is not ideal. There are still certain operations 
that can only be performed through a scripting language, similar to those used by R or SAS. As well, 
given the abstract nature of some of the ideas being conveyed graphically, some of the icons function 
more as mnemonics than instructions. That is, one might need to remember that a certain icon is 
intended to represent a standard deviation calculation, for example, rather than being able to look at 
that icon and understand its meaning.  On the whole , however, the learning curve is much less steep 
for SPSS than it is for SAS and other command-based packages [Thompson, 2006]. 
Another drawback to SPSS is that, like Excel and SAS, it is commercial software, and charges 
users licensing fees. Thus, it may well be prohibitively expensive  for small businesses, government 
agencies and, particularly, non-governmental organizations (NGOs). According to the Commercial 
Pricing page on the SPSS site, purchasing SPSS Base 15.0 for Windows costs US $1,599, while the 
Survey Research Analyst Bundle is priced at US $7,452 [SPSS website]. 
 
Spotfire 
Spotfire is an information visualization tool that grew out of research by Ben Schneiderman et al at 
the University of Maryland. It is now a well-established piece of commercial software known as 
Spotfire DXP, whose customers include industry leaders among the Global 2000, and boasting 
powerful features such as dynamic filtering and zooming, a guided analysis tool, role-based 
configuration options, and a commonly accessible library which enables cross-functional discussions 
[Spotfire, 2006]. See Figure 2 for a screenshot of Spotfire. However, it is marketed towards large 
corporations, competing with other enterprise analysis tools like Viz, Cognos and Visual Analytics, 
and is an expensive piece of software ; a license costs approximately US $1,000 per person, per year 
[Schneiderman, 2006]. Thus, for both cost and application scope reasons, it may not be appropriate 




Figure 2: Spotfire DXP Screenshot 
 
2.3 Web-based Statistical Tools 
Analysis Tools  -- StatCrunch 
One well-established Web-based statistical analysis tool is StatCrunch. It allows the user to import 
and manipulate data, and create graphs via an intuitive Web-based interface . Thus, the tool is well 
suited for quick, easy analyses and graph generation [West, 2004]. Specifically, data may be imported 
from several different kinds of sources – Excel or text files, a URL, or pasted from the clipboard – 
and then viewed or modified via a data management component , which also supports statistical 
concepts such as binning, sampling, and the generation of simulated data conforming to a particular 
distribution. The graphing component of StatCrunch offers a wide variety of graph types – from 
standard bar charts and pie graphs to more advanced graphs such as 3-D rotating graphs – as well as 
customization options such as the ability to create a custom colour scheme [StatCrunch, 2006]. It has 
been criticized, however, for its lack of precision when working with large, complex data sets 
[Kitchen, 2003]. As well, it lacks integrated communication tools, which limits its usefulness as a 




Computer-Aided Survey Information Collection (CASIC) tools have been used by researchers and 
data collectors for years to help conduct and manage survey data. As the Internet emerged as a viable 
means of exchanging information, researchers began exploring its potential to improve CASIC tools. 
In one case, researchers at the U.S. Department of Agriculture, in conjunction with the Iowa State 
University Statistical Laboratory, used Web-based CASIC tools to distribute training information to 
data collectors, help data managers oversee the data collection process and assist the data editors in 
ensuring that the data gathered was valid and accurate [Nusser, 1998]. Although the project included 
a utility that generated summary reports (in PDF format) on the progress of the data collection effort, 
there was no capability for a user to generate his own reports containing only the information he 
desires, which severely limits the tool’s utility as a general-purpose analysis tool. 
 
Statistical Education Systems  
Another area in which researchers have been exploring the potential of Web-based statistical analysis 
tools is statistical education. Several analytical tools have emerged over the past few years, including 
SurfStat, StatSoft, and HyperStat [Dinov, 2006]. E-stat, another educational tool, is “a multimedia, 
Web-based, and interactive learning and teaching environment in applied statistics” developed at the 
University of Oldenburg [Cramer, 2002]. While, as a teaching tool, it does not offer the full range of 
analysis and dissemination capabilities offered by other systems, it does have several intriguing 
features. One is the ability to present material at one of three levels (elementary, basic or advanced), 
depending on the user’s familiarity with statistics. As well, the system’s designers acknowledge that 
“different types of users have different needs,” and offer “user-specific views and scenarios” in order 
to ensure that the system is usable – and useful – for as wide an audience as possible [Cramer, 2002]. 
Another important feature area is the system’s descriptive statistics visualization capabilities. The 
system uses Java applets to provide interactive histograms, measures of the mean and median, and 
more advanced measures such as the Lorenz Curve, which is a graphical representation of the 
cumulative distribution function of a probability distribution, and is often used to represent income 




Figure 3: E-stat Screenshot 
 
Another Web-based statistical education package is SOCR, which was developed by Ivo Dinov 
at UCLA. This package consists of “a collection of Java applets useful for interactive learning and for 
motivation of various probability and statistics concepts” [Dinov, 2006]. Among these applets are a 
virtual experiment component, designed to “build intuition and confidence in understanding” 
experiments which teach basic probability concepts, a confidence interval experiment component 
which illustrates the relationship between the abstract and procedural definitions of confidence 
intervals, and a suite of distribution modeling aids, which provide a “foundation for 
sampling/resampling demonstrations, hypothesis tests, statistical inference, model-fitting and critical 




Figure 4: SOCR Screenshot 
 
While statistical education tools such as E-stat and SOCR have covered a lot of ground in terms 
of their Web-based implementation of statistical operations and presentation of graphs , their raison 
d’etre is pedagogical rather than analytical; they are aimed at a different group of users from general 
purpose analytical tools and seek to educate rather than to allow the user to perform meaningful 
analyses of data sets. 
 
Specialized Analysis Tools  
Some researchers have created Web-based statistical analysis tools to meet the needs of specific 
groups of users. Two such examples are BASE, a system that analyzes micro-array data, and B-
Course, a tool for finding probabilistic dependencies between variables in a multivariate data set. 
According to an overview of open-source micro-array analysis software, BASE is “a Web-
accessible system that uses standard browsers to interact with a central microarray database and 
appropriate data tools” [Dudoit, 2003]. Once the data set has been analyzed, the system allows the 
results to be displayed “as scatterplots, displayed in histograms or viewed as tables” [Dudoit, 2003]. 
BASE also boasts a “well-designed [annotation] system that allows complex ancillary annotation”, 
which would be quite useful for many contexts beyond the biological, DNA microarray analysis 
context described in Dudoit’s paper. For users within the bioinformatics and computational biology 
communities, this certainly seems to be a useful, robust tool. However, its focus on this particular 
user group limits its usefulness for a wider audience. 
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B-Course is a “free Web-based online data analysis tool which allows users to analyze their data 
for multivariate probabilistic dependencies” [Myllymäki, 2002]. B-Course is quite accessible, not 
only in that it is delivered over the Internet, but also in its usability with most Web browsers, and it 
“requires no downloading or installing of software” [Myllymäki, 2002]. The system recognizes the 
issue of users who “are not experts in data analysis” trying to use statistics packages, relying on the 
system’s default parameters, and thus ending up with “conclusions derived from an analysis [which] 
are frequently far from the intended plausible reasoning” [Myllymäki, 2002]. The system attempts to 
solve this problem via a “tutorial-style” user interface, which “intertwines… data analysis with 
support material which gives an informal introduction” to the statistical concepts used in the system. 
Thus, the user is not only given the tools needed to analyze the data via a clear, well-designed user 
interface, but is also presented with the background knowledge required to use the tools properly. See 
Figure 5 for a screenshot of B-Course. Much of the work done on B-Course overlaps with the goals of 
WebStats with regards to its accessibility, usability, and guidance-based analysis process. However, 
B-Course is limited to analyzing data sets for pairwise conditional dependencies between variables, 
which is a small subset of the kinds of statistical analysis that may be performed. Indeed, the 
functional requirements elicited in the process of designing WebStats found that among novice users, 
there is a strong demand for the ability to perform descriptive statistics, with a much lesser demand 
for inferential statistical operations. Furthermore, even within that small area of analysis, B-Course 
considers only models for discrete data and considers only dependency models in which the list of 
dependencies can be represented in a graphical format using Bayesian network structures 
[Myllymäki, 2002]. However, this limitation pales in comparison to the system’s restricting the user 
to finding dependencies between variables, which effectively negates its usefulness as a general-
purpose statistical system.  
 
Figure 5: B-Course Screenshot 
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Web-based Interfaces for Statistics Packages 
Another category of Web-based tools consists of Web-based versions of conventional software 
systems. Both SAS and SPSS have Web-based analysis tools that accompany their main statistical 
analysis packages. In addition, open-source software developers have created several Web-based 
extensions to R; among them are Rweb and Rpad. Rweb offers a command-line interface to R. Rpad, 
on the other hand, provides a graphical, point-and-click interface for many of the more common data 
management and analyses functions provided by R [Banfield, 2006].  
In addition to its main statistical analysis package and Office add-in, SAS has recently developed 
a Web-based query and reporting tool. It seeks to address a growing need in the business world for 
query, reporting and analysis tools which are usable outside of the IT department, and allow users at 
all organizational levels to be more self-sufficient in fulfilling their reporting needs [Fuchs, 2006]. 
This Web-based tool has a number of features, including scalability to thousands of users, a user-
friendly interface, an ad hoc query engine and a wide variety of pre-formatted canned reports, 
flexibility in the kind of data source used, and report bursting (the mass distribution of reports). As 
well, the fact that it is Web-based means that avoids problems of “installing and maintaining desktop 
tools on thousands of computers”, which is a serious IT burden [Fuchs, 2006]. As well, reports can be 
stored in commonly accessible areas, which allows them to be disseminated across an entire 
company.  
While these features are very attractive, and address many of the concerns with the main SAS 
statistical package outlined previously, such as the command-based interface and the lack of data 
sharing potential, there are still some drawbacks that are inherent in a software package aimed at a 
business environment. One, as mentioned earlier, is the cost. Another is the fact that the data sharing 
capability of the Web-based tool is designed on an enterprise-wide scale – that is, within a particular 
company. While this is fine for a corporate environment, it is not appropriate for a work environment 
where data must be shared across organizations and organizational contexts. Please see Sections 3.1 
and 5.4 for further discussion of this issue. 
Like SAS, SPSS has also responded to the business community’s need for analytical tools that 
can be accessed across an organization. Its WebApp Framework gives “employees, clients and 
partners access to sophisticated analytics and graphical reports from any computer with access to the 
Internet” [SPSS press release, 2002]. The WebApp Framework’s features include smooth handling of 
large data sets, allowing system administrators to create flexible security policies, and allowing users 
to “drill down” in a data set by month, year, or other hierarchies in order to perform an analysis. 
However, the drawbacks that applied to SAS’s Web-based query and reporting package apply 
equally to the WebApp Framework. Pricing for the system starts at US $100,000, although special 
pricing programs are available for government and academic institutions [SPSS press release, 2002]. 
As well, SPSS is designed to work on an enterprise-wide scale, and is ill-suited to projects involving 
multiple organizations. 
While Rweb does indeed offer the user a Web-based statistical package, it still requires that the 
user learn how to use R and, specifically, the programming language S, and is thus subject to the 
same drawbacks as R that were discussed earlier in this section. The Rweb site also describes a series 
of modules that offer point-and-click forms based interface to R that allow the user to choose a data 
set, the type of analysis, and the options for the analysis. The author describes several available 
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analysis types, including summary statistics, linear regression, one and two-way analysis of variance 
and a probability calculator [Rweb, 2006]. See Figure 6 for a screenshot of one of the modules. 
 
Figure 6: Screenshot of an Rweb Module 
 
While this would seem to overcome the problems with the command-based version of Rweb, 
there are two major drawbacks. One is that the author freely admits that “I’m making up the modules 
as I go (both content and design)” which indicates that the Rweb modules have not been rigorously – 
or necessarily coherently – designed, and thus may not be a significant improvement over a 
command-line based interface [Rweb, 2006]. Second, when the Rweb modules were accessed, a 
“Page not found” error was received, which means that any functionality must be considered on a 
theoretical rather than practical level [Rweb, 2006]. 
Rpad, meanwhile, offers some of the graphical interactivity promised by the Rweb modules, but 
still expects the user to have a working knowledge of R in order to use the system. See Figure 7 for an 
annotated screenshot of Rpad. 
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Figure 7: Rpad Screenshot  (annotated) 
 
 
2.4 Review of Academic Literature 
Aside from the variety of existing statistical packages, the analysis of which informs the creation of 
the system described herein, there is also a diverse body of academic literature related to the 
development of a Web-based statistical toolkit. This literature can be broken down into several 
categories: descriptions of the architecture for Web-based statistical systems; numerical accuracy in 
statistical software packages; and guidelines for analyzing survey data , characteristics of potential 
users, and implementation-related issues. Each of these categories will be discussed in detail in the 
sections that follow. 
 
2.4.1 Web-based System Architecture 
Fielding and Taylor published a thorough description of the proper method for designing Web-based 
systems. One of their insights is that the stateless nature of the Internet forces the client – usually a 
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Web browser – to maintain all state-related information and pass that information along to the server. 
As well, they draw attention the possibility of the user entering “malformed or maliciously 
constructed data”, and emphasize the necessity of separating user interface concerns from data 
storage concerns [Fielding, 2002]. On the whole, the article contains a number of excellent principles 
and guidelines for designing Web-based applications. 
Fernández took a slightly more specific look at the issue, focusing on what she calls “data-
intensive web sites”, that “integrate information from multiple data sources, often have complex 
structure, and present increasingly detailed views of data” [Fernández, 1999]. Building these sites, she 
claimed, involves three tasks: accessing and integrating data, building the site’s structures, and 
generating the HTML representation of the pages. Fernández and her colleagues have developed a 
framework called STRUDEL to facilitate the development of this kind of site. 
Shih and Lee, in presenting the architecture for the WWW CALS system, convey a common 
architectural structure; they use a statistical calculation engine as a central component that sits 
between a browser at the front end and data sets stored in a database at the back end [Shih, 1998]. 
This three tier architecture is described also by Huang in his JSIM Database project [Huang, 2000], 
and may be augmented with further components, as in DHLAS [Thriskos, 2006] or with graphics 
visualization tools proposed by Holmberg et al [Holmberg, 2006].  
W3MCSim, a Web-based Monte Carlo simulator for interactive probabilistic  and statistical 
modeling developed by Bulis and DiStefano, takes a slightly different approach. It takes advantage of 
Microsoft’s Component Object Model (COM) technology to download the content and application 
logic to the client – in this case, the Internet Explorer Web browser – and executes the required 
calculations locally rather than on the server [Bulis, 2005]. However, this system does not incorporate 
a data storage component, and thus does not have the same level of data analysis capabilities as the 
system proposed in this thesis. This COM-based approach is also used by Moon et al in their Web-
based sample size and power estimation system [Moon, 2002]. However, Moon’s system was limited 
to a very specific set of calculations, and thus is not suitable for general-purpose analysis. 
At the other end of the complexity spectrum, Chiu recently proposed a “hypermedia -enabled and 
Web-based data analysis framework” which would allow users to “utilize historical data to discover 
useful information and improve the process of business decisions” [Chiu, 2004]. This framework is 
composed of eight logical components: operational and external data, transformation tools, data 
warehouse and other databases, data analysis tools, pattern discovery, hypermedia engine, Web 
servers, and browsers. 
Günther et al took yet another approach to Web-based statistical software; they sought to create 
a platform which would allow users to make use of several statistical packages in performing an 
analysis. Their system, MMM, “is a collection of middleware services to … facilitate the sharing of 
software modules across heterogeneous networks” [Günther, 1997]. For example, a user might use a 
Mathematica script to access a database, a MatLab routine to compute the time series of estimated 
residuals, and then use those residuals in a XploRe macro in order to analyze the conditional second 
moments. To this end, they used a design based on a distributed services paradigm – the user 
communicates through a broker, which “mediates transactions between services and the user” 
[Günther, 1997]. This approach is appealing in its focus on allowing users from heterogeneous 
environments to perform statistical analysis using a common platform, but it requires the user to be 
familiar with all of the component tools (such as Mathematica and MatLab), which poses a daunting 
challenge to users who do not have a strong background in using statistical software. 
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2.4.2 Statistical Accuracy 
In 1994, Wilkinson published a set of principles to guide the assessment of the accuracy and quality 
of the algorithms used in statistical software. Among these principles were that borrowed code should 
be avoided, the importance of verifying both simple and complex operations, and the necessity of 
rigor in conducting tests. This article included also a few simple data sets which illustrated these 
points; one contained nasty data of various kinds: very large numbers, very small numbers, and 
numbers which were very close to a whole number, to list a few of the columns. The other data set 
contained data  that, although quite simple, was organized in a way that made analysis quite difficult, 
since it ran counter to the standard row and column organization of most statistical packages. 
Sawitzki ran the first data set through a number of commonly used statistical packages, and found 
serious deficiencies in many of them, including Microsoft Excel [Wilkinson, 1994]. Wilkinson 
attempted to use the second data set to perform a simple analysis , and found that few statistical 
packages were able to perform the analysis [Wilkinson, 1994]. 
McCullough, in a pair of papers published in 1998 and 1999, proposed a set of benchmarks that 
could be used to test the accuracy of statistical software. The first paper outlines some of the 
underlying reasons for inaccuracy in statistical software, such as infinite binary representation of 
finite decimal numbers (e.g., 0.1 = 0001100110011), the limited number of bits available to represent 
numbers, referred to as “precision”, and errors due to truncation. It includes also descriptions of tests 
for univariate analyses (i.e., calculating the mean and standard deviation), linear regression, non-
linear regression, analysis of variance (ANOVA), random number generation and statistical 
distributions [McCullough, 1998]. The second paper uses these tests to evaluate SAS, SPSS and S-
Plus. In summary, while all three programs performed well on univariate analyses, McCullough 
uncovered flaws in estimation, random number generation and statistical distributions in each of the 
packages [McCullough, 1999]. Thus, the article highlights the importance of assessing the reliability 
of statistical software, both in order to inform users of the quality of the software that they are using, 
and also to motivate statistical software developers to write more accurate statistical calculations. 
 
2.4.3 Data Analysis  
Alongside issues of statistical accuracy, which were discussed in the previous section, issues 
surrounding the analysis of data have also been explored. In 1999, Wilkinson et al published a set of 
guidelines for experimental design and the analysis of the resulting data. Some of the guidelines that 
relate to the analysis of data are that one should look at a graphical representation of the data to 
identify invalid data, one should use common sense when using statistical software, and that 
assumptions, effect sizes, and limitations should be clearly stated. As well, claims of causality should 
always be supported by both the data and the assumptions that went into the experiment [Wilkinson, 
1999]. 
In 2002, Whitley and Ball presented a review article that gave advice on summarizing and 
presenting data. The article describes the appropriate usage of measures of central tendency, such as 
mean, median and mode, and of variance, such as interquartile range, standard deviation and variance, 
and describes common distributions and the logarithmic transformation [Whitley, 2002]. 
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In 2003, Kitchenham and Pfleeger published recommendations for the analysis of survey data, 
and focused specifically on software engineering surveys. They recommended, as did Wilkinson, that 
the data be validated before it is analyzed, for several reasons: to identify erroneous values and also to 
identify potential analysis issues related to missing values. Finally, an analysis being performed on a 
pilot survey can identify questions that need revision before being used in the main survey. They 
cautioned against treating coded ordinal and nominal data as if it were numerical data, and discussed 
the increased probability of spurious results when analyzing long questionnaires [Kitchenham, 2003]. 
 
2.4.4 Characteristics of Potential Users 
One important issue in identifying the requirements for the users of statistical systems is the level of 
familiarity with statistics in general and specific statistical software packages. The existence of 
established statistical packages such as SAS and SPSS does not mean that all users will find these 
packages usable or – even if they do – that the analyses that they perform are valid. In a recent survey 
of a broad cross-section of tobacco control professionals, Morales found that 55.8% of respondents 
rated their ability to conduct data analysis using statistical software such as SAS or SPSS as “Poor”, 
the lowest rating; for respondents from the health sector, as opposed to research or education, this 
percentage increased to 78% [Morales, 2006].  
One response to the potential for inexperienced users to make mistakes when performing 
advanced statistical procedures is to prevent them from performing these procedures in the first place. 
Justifying the limited set of statistical operations available in MedCalc, a computer program for 
medical statistics, Schoonjans et al stated that “more complex statistical analyses are not implemented 
in the software. If researchers with limited statistical training require more sophisticated statistical 
analysis, they should refer to a statistician, not to a more complete statistical package” [Schoonjans, 
1995]. Furthermore, “when unqualified users refer to a software package designed for statisticians, 
there is a danger of misinterpretation and error” [Schoonjans, 1995]. To a certain extent, this issue can 
be addressed with a statistical advisory component; see Section 3.4 for further discussion of this issue. 
 
2.4.5 Implementation Issues 
Jan de Leeuw, in a paper on statistics scripting in PHP, discussed the issues surrounding server-side 
versus client-side implementation of Web-based systems [de Leeuw, 1997]. Client-side systems, 
while putting fewer computational demands on the server, often require the user to download 
additional software or plug-ins. If a client-side system is implemented in JavaScript, it will tend to be 
quite slow. Programming on the server, on the other hand, allows the developer to configure the 
system themselves, rather than relying on the user’s browser, and all the user has to download are 
HTML pages and graphics. While server-side programs do not offer the same interactivity as client-
side programs, they are able to take advantage of the security features offered by the server. 
While work has been done in various fields on using SQL for computational tasks –examples 
include Wolfram’s research on using SQL for performing informetric queries and work by Warren 
and Johnson on implementing RS1 using SQL – the most relevant to this research is Choobineh’s 
SQLSAM project [Wolfram, 2006; Warren, 2000; Choobineh, 1995]. SQLSAM is “an extension to 
the standard database language SQL for statistical modeling and analysis”, which includes descriptive 




To sum up the preceding survey of statistical tools, there is a wide range of programs available 
commercially and on an open-source or academic basis. Major commercial packages like SAS and 
SPSS offer a comprehensive set of statistical calculations , but may be prohibitively expensive for 
many potential user groups, are not geared towards novice users – especially those with minimal 
statistical training – and offer Web-accessibility only via add-on packages, if at all. The open-source 
equivalent to these packages, R, while computationally comprehensive and freely available, is quite 
difficult for a user without programming experience to learn. While Web-accessibility is possible 
through programs like Rpad or R-php, it is left up to keen third-party developers to create, distribute 
and maintain these add-on components. In general, packages such as SAS, SPSS and R assume a 
greater knowledge of statistics than is actually possessed by many users, and thus alienate these users 
with a bewildering array of incomprehensible options. 
In investigating academically oriented Web-based statistical tools, a few trends were discovered. 
First, many of these packages tend to be aimed towards very specific user groups, such as 
biotechnologists or geologists, and thus shut out the general user population. Second, these tools tend 
to either assume a working knowledge of the underlying statistical engine, often SAS or R, which 
then makes them inaccessible to many computer users, or were developed for pedagogical purposes, 
and thus are not robust enough for day-to-day real world analysis. 
In short, while statistical analysis programs may be found which address some of the criteria 
described at the start of the chapter, none fulfills all or, indeed, most of them. Thus, there is a need for 
a statistical tool that not only enables online analysis, but also does so in a way that is accessible to 
users with little statistical training. 
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Chapter 3 
Description of WebStats Model 
This chapter describes and analyses the WebStats model on several levels. First, some questions 
about the system’s basic design choices are addressed. Next, the overall structure of the system is 
presented, with an emphasis on the high-level interaction between the various components of the 
system. Next, the major components are described in detail. Finally, the system’s user interface and 
implementation within the WIDE framework is discussed.  
 
3.1 Overview of Model 
Before discussing the particulars of the model’s design, it is worthwhile to address some broader 
questions about the basic design choices that were made. Why develop a Web-based application? 
Why write statistical calculations in SQL instead of any other language, such as C++ or Java? Why 
write them at all, instead of relying on a third-party statistical application, such as R or SAS, to 
perform the calculations? These questions are answered in detail in the paragraphs that follow. 
First, why should WebStats be Web-based, as opposed to a stand-alone program, or running on a 
client-server networked environment, which is quite common in university computer labs and large 
corporations? In short, Web-based software offers a “standard interface, multimedia  presentation, 
multiple platform support, point-and-click capability, server extensibility, and low-cost global 
access”, all of which “have made it a powerful and popular platform for information access” [Chiu, 
2004]. Web-based software does, however, have disadvantages, as well; two of the most important 
are its dependence on the browser for the user interface and the stateless nature of the Internet, which 
was discussed in Section 2.4.1. By depending on a browser to present the user interface, the 
application is not in complete control over how the user interacts with the software, as the developer 
is in writing a piece of conventional software. As well, some of the most powerful browser features 
are only available on specific browsers, such as Internet Explorer’s COM system, which further 
reduces a developer’s options. Second, as discussed by Fielding, the Internet is designed to be 
stateless; that is, every time a server fulfills a client’s request to load a web page, that request is made 
independently of any other requests that may have occurred previously [Fielding, 2002]. To get 
around this statelessness, the client must keep and send to the server all of the relevant state 
information on every request, which is cumbersome, but feasible. 
Developing a client-server based application – that is, one that can run over a network –  would 
seem to solve many of these problems. Client-server applications have been around since the days of 
mainframes in the late 1960’s and early 1970’s, and thus the issues related to developing applications 
for this environment are well understood. A client-server application, like a Web-based application, 
allows many people to use the same software, and even share the same data sets. Thus, it allows users 
to collaborate on projects, even if the users are dispersed across multiple locations. Moreover, a 
client-server application does not suffer the drawbacks – such as browser idiosyncrasies and a 
stateless medium – that Web-based applications must deal with, since it runs on a mainstream 
network-enabled operating system such as Windows, MacOS or Unix. 
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Given these factors, why have we chosen to develop a Web-based application? First of all, the 
drawbacks to Web-based applications do indeed make the process of writing the application code 
more painstaking for the developer. However, with enough thoroughness and an awareness of 
established workarounds, these drawbacks are not insurmountable. For an illustration of how this sort 
of issue can be resolved, see Section 6.5.2. Second, while  a client-server application meets most of 
the collaboration needs for many users, it is not universally appropriate for all collaborative projects. 
One particular challenge that was found within the tobacco control community was that projects were 
distributed not only geographically, but also among organizations, and even across organizational 
contexts. For example, the evaluation of a particular smoking prevention program might involve a 
school board, a research group at a university, a regional public health unit, and a non-profit agency. 
These four contexts – educational, academic, government healthcare and non-profit – are quite 
different, and there will not necessarily be any co-operation or synchronization between the 
organizations , aside from their work on the tobacco control program. Thus, setting up a network for 
these disparate groups to use for data analysis would be prohibitively difficult, from both a financial 
and an administrative perspective. With a Web-based system, on the other hand, all that each 
organization needs to take full advantage of the system is an Internet connection, the URL of the site, 
and login information. 
Another important issue is the way in which the statistical operations are calculated. A common 
design choice among several of the Web-based systems reviewed in the Chapter 2 is to use R or, 
equivalently, a commercial package such as SAS, to perform the statistical calculations. This choice 
is appealing for a couple of reasons. First of all, any of these packages is quite well established, and 
thus the statistical calculations have been written and checked by dozens of experts over many years 
of use. Second, there is a broad range of operations available, so users will not feel limited by the 
statistical calculations provided by the system. However, there are also some drawbacks. First of all, 
many of the Web-based systems mentioned in Chapter 2 require each user to be familiar with the 
package being used to perform statistical calculations, which reduces the system’s usability to the 
level of the statistical package. Second, the data being analyzed must be in a format that the statistical 
package accepts. Depending on the type of data being analyzed – numerical vs. coded data, discrete 
vs. continuous values – this dependency could pose an insurmountable problem. Third, given that the 
system is not intended to be a replacement for the statistical breadth and depth offered by major 
packages, offering the user the full range of calculations available in R or SAS is unnecessary at best, 
and may be overwhelming or intimidating to the novice user. The calculations required for the 
tobacco control context are basic enough that encoding them was not felt to be a major deterrent for 
the application developer. If it is determined at a later date that this approach is impractical and 
employing a SQL-based library of statistical functions makes more sense, then this change can be 
made with minimal disruption to the system as a whole. For more on this, please see Section 3.7.  
One important related issue, however, is statistical accuracy. As was mentioned previously, one 
of the advantages of using an established statistical package is that statisticians have verified its 
calculations. To address this issue, the calculation results in WebStats were checked against Excel, R 
and SAS using a randomly generated set of 100 numbers to verify their accuracy. The only case in 
which the results did not agree was in the calculation of quartiles. This was expected, since quartile 
calculation varies slightly between various established packages such as Excel and MiniTab. 
WebStats uses the definition of quartiles proposed by Moore and McCabe [Moore; McCabe, 2002]. 
Given, then, that the statistical operations are to be written by hand, why write them in SQL, 
which is usually used for querying a database for particular sets of records? Why not use a language 
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like Java, which is commonly used in Web-based applications, or C, which is often used for scientific 
or mathematical applications? While SQL is perhaps not the most intuitive language to work with, it 
is Turing complete, which means that it can be used to express any programming construct or 
calculation. As was shown by Choobineh’s SQLSAM project, SQL can be used to create a 
comprehensive library of statistical operations [Choobineh, 1995]. Another factor is the close 
relationship between the data storage and analysis components. Both are important parts of the system 
as a whole, and to favour data analysis concerns over data storage concerns may have lead to 
statistical calculation code that, while familiar to many programmers, was very inefficient in terms of 
memory usage. 
Having addressed these initial questions, we turn now to the Web-based statistical analysis 
model itself. The model, when viewed at a high level, is composed of a few engines and components, 
linked together by data sources, as shown in Figure 8. We developed this architecture in the early 
stages of the system development process, which is described in Chapter 4, and modified it slightly as 
we progressed in implementing and refining the system. The architecture is similar to the commonly 
used three tier model described in Section 2.4.1. This model, with its separation of data storage, 
calculation and presentation concerns, was a logical starting point. However, this model differs 
significantly in its placement of the analysis storage component at the core of the system. In doing so, 
the model allows the system’s functionality to expand beyond that of a statistical analysis tool to 
support analysis retrieval and dissemination. An alternative design is the COM-based design used by 
W3MCSim, a Web-based statistical modeling tool [Bulis, 2005]. However, COM is a proprietary 
Microsoft technology that is viewable only via Microsoft’s Internet Explorer browser, which presents 
a barrier for people using other browsers, such as Safari, which is commonly used on the Apple 
platform, or Mozilla Firefox. 
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Figure 8: High-level View of WebStats System 
 
The computation engine is responsible for performing statistical calculations and creating graphs 
based on stored data, user parameters, and information about the stored data. The results of these 
calculations are stored in a separate set of tables, for use by other parts of the system. For example, 
the results are used by the dissemination engine, which keeps users informed about relevant analyses. 
The statistical advisor component, meanwhile, presents the user with advice to assist them in 
performing statistically valid analyses. Finally, the import and export component allows the data and 
analyses used by the system to be augmented by resources that are available locally , as files stored on 
a user’s hard drive, for example , or saved to a user’s computer. Each component is discussed in detail 
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3.2 Statistical Computation Model 
The model used by WebStats to perform statistical calculations is composed of three parts: a 
statistical operation engine, a graph generation engine, and a compilation engine. Figure 9 shows how 
these components fit together in the system. They are described in detail below.  
 
Figure 9: Statistical Computation Model 
 
The statistical operation engine takes the user’s parameters, such as the tables from which to 
retrieve data, the type of operation to perform, and the variable s used, and creates an appropriate SQL 
query. In some cases, this query will use aggregate methods built into SQL such as STDDEV and 
VAR for standard deviation and variance, respectively. For more complex queries, however, SQL’s 
mathematical operators, such as SUM and basic arithmetic operators, are used to create custom SQL 
methods that execute the requested operation. The results of these queries are placed into a result 
table with a standard format, to enable processing by other components of the system.  For example, 
when the system processes a frequency table operation for a data table with coded answers, the result 
table stores the variable name, the possible values that the variable can take, labels associated with 
these values, and the result of the calculation. The labels are quite useful when working with survey 
results and other data sets where the value may not convey very much meaning. See Figure 10 for a 
sample result table after calculating a frequency table  for an “Age” variable: 
Name Value Column Label Result 
Age 1 14 or younger 10 
Age 2 15 18 
Age 3 16 32 
Age 4 17 27 
Age 5 18 or older 13 
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The graph generation engine takes the standard result  table generated by the SQL query and 
turns it into the requested kind of graph, such as a line graph or a bar chart. This output is produced 
using the GD graphics engine, which offers clean, crisp graphics and TrueType fonts. It should be 
noted that since this component is decoupled from the rest of the system, the graphics format can 
easily be changed to use the SVG format, for example , if necessary. 
The compilation engine ties the statistical operation and the graph generation engines together 
and handles input from and output to the user interface. While dealing with the input and output are 
fairly simple tasks, consisting of processing HTTP content headers and outputting appropriate HTML 
tags, the first task becomes somewhat complex when dealing with anything beyond simple statistical 
operations. If the operation involves a single operation on a single table, then the compilation engine 
simply converts the user’s request into an SQL query, passes the results into the graph generation 
engine, and shows the graph generation engine’s output using an IMG SRC tag.  
However, it is desirable  to allow the user to perform a sequence of statistical calculations on a 
variable, such as a frequency table followed by a standard deviation calculation, or to perform a 
calculation over several tables, such as calculating the average of a value in two data sets and 
showing the results side-by-side. To do so, the compilation engine needs to perform a series of 
statistical operations . In addition, it may need to create multiple graphs, which will be superimposed 
on top of each other. It is in facilitating this sort of complex calculation that the compilation engine 
goes beyond acting as a simple conversion mechanism, since it must ensure that the data are managed 
correctly and the results are passed correctly from one calculation to the next or from a calculation to 
the appropriate graph. 
To achieve this kind of computing power, slightly more complex data structures are required. 
Specifically, if a single statistical computation, referred to as an operation, is the most basic unit of 
computation, the operations that are to be presented on the same graph are grouped together in an 
analysis, as shown in Figure 11 and discussed in greater detail in Section 6.3. 
 
Figure 11: Scheme for Managing Complex Analyses 
 
Thus, by making use of these data structures, the compilation engine can ensure that arbitrarily 
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3.3 Dissemination Engine 
WebStats takes the storage of analyses as its starting point, and adds the concept of labelled analyses. 
WebStats allows any analysis , data set or user to be labelled with keywords . A keyword, which can 
be applied manually by a user or can be determined automatically by an intelligent classifying agent, 
helps to categorize the data set, analys is or user of the system. Keywords may be used to present the 
user with analyses or data sets which they might find interesting, to send the user automatic updates 
about new, relevant analyses that have been performed, and even help the user connect with other 
colleagues with similar interests who are using the system. These keywords can also be used to tie 
together quantitative data – such as the statistical analyses performed through WebStats – and 
qualitative data – for example, anecdotal evidence, or interview transcripts. Thus, the simple concept 
of labelling, when applied to a variety of components (e.g. , users, analyses, anecdotes) can become 
quite powerful, and can lend structure to what might otherwise be a chaotic collection of disconnected 
data. 
Another important feature of the dissemination engine is the range of options available to the 
user once they view the results of their analysis. Typically, this is limited to the user’s viewing the 
resulting image in his Web browser, and then perhaps printing or saving the image. One of the goals 
of WebStats, however, is to facilitate the sharing of analyses among a large number of people. To this 
end, WebStats stores its analyses in a database that users can search via a Web-based form and also 
offers the user the capability to post the results of his analyses on a built-in message board for others 
to view. 
 
3.4 Statistical Advisor 
WebStats has been designed so that it may be used effectively by anyone who does not have a strong 
background in statistics. One of the implications of this design choice is that such a user will require 
some guidance in order to generate statistically valid analyses from data sets. This guidance is 
necessary throughout the process of performing an analysis, whether it uses descriptive or inferential 
statistics. As was mentioned in Section 2.4.3, there is the potential for misinterpretation and error if a 
novice user performs analyses without proper training or guidance [Schoonjans et al, 1995]. 
By including in WebStats an intelligent component that is encoded with some basic rules of 
statistical analysis and inference, the system can help the user interpret the generated results and warn 
the user if he attempts to perform an operation which is not supported by the available data. This 
assistance could be extended to having WebStats guide the user in creating his experiments, entering 
data, performing the necessary statistical calculations and, finally, interpreting the results. It should be 
noted, however, that this amount of assistance goes well beyond the system’s current scope of 
analyzing stored data. 
There are a number of factors that may make a particular statistical calculation or graph type 
inappropriate for a data se t. Among these are the data set’s modality and the number of outliers 




One crucial characteristic of a data set that must be taken into account is its modality. Simply 
put, the modality of a data set may be thought of as the number of central points it has. A unimodal 
data set has one central point, as shown in Figure 12, and standard measures of central tendency, such 
as mean, median and mode , will indeed find the central point of the data set.  
A bimodal data set, however, has two central points, as shown in Figure 13, and thus some 
measures of central tendency will not give the desired results. The mean of a bimodal distribution, for 
example, will tend to fall between the two central points, and thus will not convey the location of 
either of the data set’s central points. One way to perform an analysis of bimodal data, suggested by 
Jones and James in the context of analyzing geologic data, is to estimate parameters related to each 
mode separately; however, this strategy does not work very well if the modes are close to each other, 
the proportion of the dominant mode is near 1.0 (that is, the modes have similar values), or coarsely 
grouped data are used [Jones, 1969]. 
Another factor that is important to consider is the number of outliers in a data set, as measures of 
central tendency vary in the degree to which they are affected strongly by the presence of outliers. 
Specifically, a median is affected more strongly by outliers than a mode and thus, when using a data 
set with a large number of outliers, it may be more appropriate to use the mode than the mean in order 
to find the centre of the data [Whitley, 2002]. 
The statistical advisor is programmed with these heuristics and several others and offers advice 
based on these heuristics to the user before he submits an analysis to the system. The advice is 
presented in a pop-up window, so that the user must, at the very least, read the message before 
proceeding with his analys is. 
It should be noted that these guidelines are not always applicable, and thus none is encoded into 
the system as an inviolable rule. Rather, a collection of guidelines appropriate to the current analysis 
is presented as suggestions to help the user achieve a statistically valid analysis. 
 
3.5 Import and Export Components 
Another important set of system components is the import and export tools. One of the potential 
pitfalls of developing a new system to solve an existing technical problem is that users of existing, 
incompatible solutions are discouraged from adopting the new system, particularly because of the 
wide variety of existing solutions and varying technical skillls of the user population. Some users may 
find that adopting a new system is a technologically daunting task. Others may find that the system 
Figure 13: Bimodal Distribution Figure 12: Unimodal Distribution 
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does not meet all of their needs. Thus, these users may prefer to perform some tasks, such as complex 
statistical calculations , with their own software. To address these concerns, WebStats allows users to 
import data from common statistical programs, such as those mentioned in Chapter 2, into the system 
in order to create graphs and reports, or to export data from WebStats to a variety of formats. The 
ability to import and export allows advanced users to use WebStats as a component in a larger 
system, and makes up for WebStats’s deficiencies compared to specialized statistical packages. Basic 
users, meanwhile, can import and export data from programs with which they are familiar, such as 
Excel. Thus, they will be able to learn the components of WebStats on an as-needed basis, reducing 
the potential barrier posed by learning a new system in its entirety. It should be noted that the import 
and export capabilities are, of course, subject to information privacy conditions, which are discussed 
in detail in Section 6.3.8. 
 
3.6 User Interface Features 
In order for WebStats to be usable by a wide range of people, the user profile is expanded so that it 
controls both access to the system – that is, who can view the website – and the system’s appearance 
and behaviour. A user can specify his familiarity with statistics, his level of comfort with computers, 
and the degree of customization he would like to have in creating analyses. WebStats, in turn, will 
adapt the options it presents to the users accordingly. A beginner might be shown a basic subset of the 
operations available, such as creating a bar chart or finding the average of a set of values, while a 
more advanced user might be given the option to perform more complex calculations involving 
regressions and confidence intervals. 
This concept of dynamically customizing the system may be extended beyond the scope of an 
individual user to that of an entire group of users. For example, people in tobacco control might have 
a very different set of needs – and thus require a different set of functionality – from those of people 
in environmental assessment or public policy. 
 
3.7 Analysis of Model 
One of the primary strengths of the model is the decoupling of the statistics-operation, compilation 
and graph-generation components. This decoupling allows each component to be expanded, modified, 
or even completely replaced with little or no impact on the other components. For instance, to add a 
new statistical operation, the statistics engine must be expanded, obviously, but – aside from the 
slight modification of the compilation engine to allow it to call the appropriate method in the statistics 
engine – the other components are essentially unaffected. 
This decoupling allows the compilation engine to handle also quite complex queries in a logical, 
intuitive fashion. In executing an operation composed of several statistical operations, the compilation 
engine simply needs to call each operation, o, in turn, using the previous operation’s output as o’s 
input, following a standard pipeline design. Similarly, in creating a graph composed of seve ral 
layered components, the compilation engine iterates through the graph components, adding each 
component to the composite graph, one by one. 
 
 33 
As mentioned in the beginning of this chapter, having the analysis storage component be a core 
component of the model offers several advantages. First, by enabling WebStats to store analyses for 
future retrieval and dissemination, WebStats gains added functionality as a communication and 
collaboration tool for users and their colleagues. Second, it allows additional components to take full 
advantage of the stored analysis information – for example, a report generation component (discussed 
in Section 6.3.1) could use the analysis information to create well-formatted reports in PDF and Word 
formats. 
 
3.8 Implementation in WIDE 
The model has been implemented using the WIDE (Web-based Informatics Development 
Environment) framework. By building the system on top of WIDE, WebStats can make use of the 
various data management and software tools already implemented in the WIDE framework.  For more 
details about the WIDE framework, please see Appendix A. 
One of the most important features of WIDE used by WebStats is its database storage capability, 
which underpins the entire WIDE system. All of the information stored within WIDE, from the 
content of each Web-based system to the code that assembles each system, is stored within a 
collection of Web-accessible databases [Cowan, 2006]. This means that incorporating access to data 
sets for statistical analysis is made very straightforward by WIDE’s structure, since WIDE is built on 
a paradigm of accessing and editing database tables via Web-based forms. 
Another feature of WIDE that is quite useful for WebStats as a piece of Web-based software  is 
WIDE’s user permission system. WIDE contains a user authentication system which is used by 
WebStats not only to permit or deny access to the system as a whole, but also to tailor the appearance 
and behaviour of the system to any user’s profile.  
One other aspect of WIDE that WebStats uses is WIDE’s information dissemination facilities. 
One of the goals of WebStats, as mentioned earlier, is to facilitate the sharing of information, in 
particular, of statistical analyses, among a large audience. WIDE already contains two components 
that enable  this sort of information exchange. One is an e-mail sending tool which allows people to 
receive information via e-mail directly from the system. Another is WIDE’s ability – which is a key 
feature of the WIDE system as a whole – to take information stored in a database and displa y it online 
clearly and simply. 
 
3.9 Summary 
The Web-based statistical analysis model presented in this chapter consists of several distinct 
modules, which are responsible for storing data sets and related information, analyzing data sets and 
presenting the results, and storing and disseminating information about these analyses. The data 
analysis component is itself made up of a statistical calculation, a graphical presentation and a 
compilation engine, subdividing the functionality of the system into manageable pieces. The model 
specifies also a data storage scheme for storing data sets, analyses, and auxiliary information about 
both the data sets and the analyses performed on the data sets. 
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The organization of WebStats has several advantages. First, the compartmentalization of the 
WebStats’s features allows for painless replacement or improvement of a single component. For 
example, if chart drawing were to be performed using a library other than GD, the only component 
that would need to be changed is the graph generation engine. Second, putting the analysis storage 
component at the core of the system allows additional modules to take full advantage of the rich set of 
information stored about the analyses. 
 
Implementing the system within the WIDE framework offers several advantages, as well. The 
data storage and information dissemination capabilitie s offered by WIDE fit well with WebStats’s 
analysis storage and collaboration tools. In addition, WIDE’s user permission system offers a starting 
point for WebStats’s concepts of analysis and data set permissions. 
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Chapter 4 
Requirements Engineering Process 
This chapter describes the process that was used to validate the model described in the previous 
chapter. At the highest level, stakeholders from one user group, in this case, people in the tobacco 
control field , were consulted in order to better understand the requirements for the system. These 
requirements were used to develop a robust prototype, which was tested and evaluated by the 
stakeholders in an iterative development process. Finally, follow-up work was done to assess the 
effectiveness of the model for the tobacco control context. The first section of this chapter describes 
the user population. The second section of this chapter outlines the reasons for choosing the tobacco 
control field for the case study. The third section goes into detail about the process that was used to 
develop and validate the model. 
 
4.1 Description of User Population 
Tobacco control is a diverse field and includes professionals from a wide variety of disciplines 
working in numerous organizations and environments. Broadly speaking, they can be divided into 
three main groups: public health professionals, managers, researchers. Each of these groups will be 
described briefly in the following sections. For more on how these groups interact in the field of 
program evaluation, see Section 5.3. For a description of the user population in terms of a User-Uses 
model, see Section 6.2. 
 
 4.1.1 Public Health Professionals 
A public health professional is a front-line worker who creates, delivers, and collects data on tobacco 
control programs. He often works at public health units, although there are also non-governmental 
organizations active in this area. He works at the regional scope, and his goals include creating 
effective tobacco control programs for his region, delivering those programs to the relevant 
populations in his region, and keeping track of measures of the programs’ effectiveness. He is usually 
trained in fields such as public health, communications and program delivery, although this training 
can vary widely. 
 
4.1.2 Managers 
A manager guides broad tobacco control strategies, usually on a provincial level. A part of this job is 
managing up to several dozen tobacco control programs. She is responsible for determining which 
programs are meeting benchmarks, ensuring that funding is allocated appropriately, and dealing with 
related government agencies and other relevant groups. She usually works within a government 
agency, such as the provincial Ministry of Health, and has a substantial amount of training in data 




A researcher, working within academic  institutions and research groups, analyzes tobacco control 
programs in order to answer broad research questions. The scope of these questions will vary 
depending on the question being tackled, and may deal with anywhere from a few hundred to 
hundreds of thousands of people. A researcher typically has at least one graduate degree in statistics, 
mathematics or a related field. Thus, he has a high level of statistical training, and is quite 
comfortable using both standard statistical packages and more advanced tools appropriate for specific 
types of analyses. A related group of research users is that of epidemiologists, each of whom also has 
a strong background in sta tistics, a similar skill set to academic researchers, and tends to answer 
broad questions. One important difference between an epidemiologist and an academic researcher, 




Please see Figure 14 for a summary of the characteristics of the groups described in the previous 
sections. 
Group Organization Scope  Goals 
Public Health 
Professionals 
Public health units, 
NGOs 
Regional Create and deliver programs  




groups, public health 
units 
Varied Answer theoretical questions, help 
inform policy, identify trends  
Figure 14: Table of User Characteristics 
 
4.2 Choice of Stakeholder Group 
When validating a model, it is important to ensure that the method of validation is appropriate for the 
situation being modeled. There were several factors that made the context of tobacco control 
particularly well-suited to testing the model developed in this thesis. These factors are discussed in 
detail below. 
 
4.2.1 Statistical needs 
Given the variety of responsibilities within the tobacco control field , statistical analysis, program 
development and evaluation, and public education campaigns, to list a few examples, it is not 
surprising that the range of statistical calculations being performed is equally diverse. From simple 
histograms and pie charts to inferential calculations across multiple data sets, the kinds of calculations 
used by professionals in tobacco control provided a good test of the system’s statistical robustness. 
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4.2.2 Data needs 
The data requirements of tobacco control professionals are rigorous and varied. First, the data must be 
easily accessible by people in government, health, and education-based organizations, and thus cannot 
be confined to a private storage medium or proprietary format. As well, these data must be as up to 
date as possible  to ensure that the analysis performed on these data is meaningful and accurate. Since 
the data being analyzed may be the results of a survey given to thousands of students or the 
comparison of a handful of schools, the system must be able to present both large and small data sets 
quickly and clearly. Finally, data privacy and security concerns must be taken into account, given the 
potentially sensitive nature of the information being stored, analyzed, and disseminated. 
 
4.2.3 Heterogeneity of user population 
As mentioned previously, the field of tobacco control encompasses a wide variety of roles and 
organizations. Thus, not only do the potential users have a broad range of statistical needs, but they 
have also varying degrees of training in computer usage and differing goals in analyzing data, and 
they work in a variety of organizational settings. Thus, the user interface, functionality, system help 
and maintenance features, and options for distributing the analysis results must exhibit the flexibility 
necessary to accommodate these demands. 
 
4.2.4 Communication and collaboration needs 
One of the consequences of bringing together a diverse group of professionals to solve a complex 
problem, such as reducing the smoking rate, is that there needs to be a means for the various parties to 
communicate easily with each other and share information.  Thus, WebStats must provide not just 
analysis tools, but also collaboration tools to allow these analyses to be shared quickly and efficiently 
among members of the tobacco control community. 
 
4.3 The Development Process 
WebStats was developed using an iterative, consultation-based approach which adhered to principles 
of requirements engineering. Requirements engineering has been defined by one researcher as: “a 
systematic process of developing requirements through an iterative cooperative process of analyzing 
the problem, documenting the resulting observations in a variety of representation formats, and 
checking the accuracy of the understanding gained.” [Loucopoulos, 1995]. Specifically, we followed 
the Boehm’s Spiral Model while developing the system [Boehm, 1988]. See Figure 15 for a diagram 
of the model. 
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Figure 15: Spiral Model (Boehm, 1988) 
 
Thus, based on this model, a broad view of the necessary steps in a requirements engineering-
based development process are as follows: 
1. Consult with stakeholders, elicit requirements. 
2. Develop/refine requirements through analysis of stakeholder feedback.  
3. Develop/refine a prototype based on these requirements. 
4. Gather feedback on the prototype from stakeholders. 
5. Using the feedback, assess the validity of the requirements. 
6. If the requirements need refinement, return to Step 1. 
 
These steps correlated with the four phases of the spiral model as follows: Step 1 falls in the 
“Determine objectives” quadrant, Step 2 in the “Assessing alternatives” quadrant, Steps 3 and 4 in the 
“Develop next level product” quadrant, and steps 5 and 6 in the “Plan next phase” quadrant. 
The first step in the requirements elicitation process, in apparent contradiction to the Spiral 
Model, was the creation of a rough prototype system to be used in initial conversations. Because of 
the unfamiliar nature of the toolkit, the interviewees would benefit from having a concrete piece of 
software that could provide a sense of the possible features, appearance, and behaviour that WebStats 
might possess. According to one researcher, “most people (especially non-technically oriented) learn 
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while doing; they’ve got to see some kind of prototype… to discover what they want” [Dameron]. 
When conducting these interviews, it was emphasized that this prototype was simply an example of 
the sort of tool that was being designed, rather than the implementation of the tool. That is, the 
prototype was used to help initiate the interview process, rather than to try and restrict or guide the 




Determine objectives: Once the prototype was created, the next step was to conduct initial, informal 
conversations with people at the University of Waterloo using this prototype. These conversations 
were held with readily available stakeholders from a variety of roles and user groups. 
Evaluate alternatives: Through these conversations, we gained a greater understanding of the 
tobacco control context, and began to get a sense of what the core requirements for the system would 
be. As well, by conducting the interviews across a wide variety of roles, we saw how different users 
might have contrasting or even contradictory requirements. Finally, through these conversations, we 
made connections with a broad potential user base. These connections would become quite useful in 
the later stages of the project. 
Develop product: Based on this analysis, development of the prototype proceeded with the 
implementation of several core areas of functionality.  As well, the system was designed with the 
proper level of flexibility to accommodate the conflicting demands of the varied user population. 
Plan next phase: An essential goal for the next iteration of the process was to broaden the pool of 
stakeholders to be interviewed. To this end, we collaborated with Rosanna Morales who was, at the 
time, a Masters Degree candidate in Applied Health Sciences at the University of Waterloo, in 
developing a survey to elicit requirements for a national information system to support youth tobacco 
control, with the understanding that the researcher would be able to contact any participant who 
agreed to be contacted for a follow-up survey. This arrangement served two purposes. First, data were 
obtained from people across the country about their requirements for a system quite similar to the one 
developed in this thesis. Second, it added both breadth and depth to the potential user base. 
In assisting with the survey conducted by Morales, and making connections through events such 
as the 2005 and 2006 Symposia on Tobacco Control in Toronto, we developed a pool of stakeholders 
from which potential participants were selected. In choosing participants, the primary goal was to get 
feedback from a diverse group of people . Thus, feedback was sought from professionals from the 
three user groups, public health professionals, managers, and researchers, and the various 
organizational settings, universities, research institutions, public health units, government agencies, 
and non-governmental organizations, described in Section 4.1, and from as many parts of Canada as 
possible. Please see Appendix D for a summary of the demographic characteristics of the participants. 
 
Second iteration 
Determine objectives: The next step was to carry out more detailed interviews with interested 
stakeholders, i.e., public health nurses, professors, epidemiologists, statisticians, program developers, 
and a knowledge exchange officer. The interviewees included approximately the same number of 
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women and men, and were from a wide range of ages. Please see Appendix D for a list of the 
questions that were used to guide the direction of these interviews. 
Evaluate alternatives: Through these interviews, feedback was obtained from a wide variety of 
people on what the proposed system should do, who would be interested in using it, and how its user 
interface should appear.  
Develop product: Based on this analysis, prototype development proceeded with the extension of the 
system’s functionality, refinement of the user interface, and a great deal of testing to ensure that the 
input to the system was valid. 
Plan next phase: After prototype development had progressed significantly, stakeholders were 
contacted once again and asked to provide feedback on the improved version of the prototype. 
  
Third iteration 
The third iteration of the development process proceeded in much the same manner as the second 
iteration: stakeholders were interviewed, requirements were analyzed, and the prototype was modified 
accordingly. By the end of the third iteration, we felt that the requirements had stabilized to the point 
where the requirements elicitation process could be considered complete, and the prototype could be 
evaluated in terms of its success in meeting the users` requirements. 
 
Final Stage 
In the final stage of the development process, interviews were conducted with potential users to 
evaluate the prototype. It should be noted that these interviews included both stakeholders who had 
participated in previous phases of the study, in order to determine whether the process as a whole had 
been successful, and people who had not seen previous versions of the system, in order to get a fresh 
perspective on the system. The feedback from these interviews indicated that WebStats did indeed 
meet the requirements that had been established and that people in a wide variety of roles within the 




Description of Tobacco Control Context 
5.1 Smoking: A National Health Issue 
Smoking is an issue that has a serious, wide-reaching impact on Canadians’ health. Smoking greatly 
increases the risk of lung cancer and heart disease, which are the leading causes of cancer death and 
death from disease, respectively, in Canada [Canadian Cancer Society, 2006; Heart and Stroke 
Foundation, 2006]. It is estimated that smoking is responsible for over 85% of lung cancer deaths , of 
which there were nearly 19,000 in 2004 [Canadian Cancer Society, 2006]. A smoker has a 70% 
greater chance of dying from coronary heart disease, which accounted for over 74,000 deaths in 2002, 
than a non-smoker [Canadian Cancer Society, 2006; Heart and Stroke Foundation, 2006]. Overall, 
smoking kills over 47,500 people in Canada each year [Canadian Cancer Society, 2006]. On a global 
scale, smoking causes four times as many deaths as car accidents, suicide, homicide and AIDS 
combined [Manske, 2006]. 
The good news is that steady progress has been made in reducing the smoking rate in Canada 
over the last few years. The overall smoking rate has dropped from 25% in 1999 to 21% in 2003, to 
an all-time low of 20% in 2004 [Canadian Cancer Society, 2006]. One particularly important segment 
of the population is youth, people between 15 and 24 years old. 90% of smokers take up smoking 
before the age of 19 [U.S. Centers for Disease Control, 1994]; if this smoking uptake is prevented, 
then the smoking population can be dramatically decreased. The smoking rate for youth has also been 
decreasing recently, and at an even faster rate than the overall smoking rate. The youth smoking rate 
has declined from 28% in 1999 to 21% in 2003 to 20% in 2004 [Canadian Tobacco Usage Monitoring 
survey, 2006]. See Figure 16 for a detailed chart of youth smoking rates over the last twenty years. 
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Figure 16: Youth Smoking Rates in Canada, 1985-2005 (CTUMS, 2006) 
 
5.2 Population-Based Intervention 
As mentioned earlier, the vast majority of smokers take up smoking before they turn 19; if this 
smoking uptake is prevented, then the smoking population will likely be dramatically decreased. That 
is, smoking is a solvable problem, if the proper populations can be effectively targeted with the 
proper measures. In the past, tobacco control policies tended to take one of two forms: one was a 
macro-level approach; that is, applying the same broad strategy, such as a nation-wide advertising 
campaign, or an increase in the tax on cigarettes , across an entire province or across the country. 
However, this strategy, although easy to implement, was not particularly effective, since it applied the 
same strategy to every region, regardless of its demographics and smoking health. That is, if the 
strategy was intended to reduce teen tobacco uptake, it would be applied the same way regardless of 
the number of teens who were likely to take up smoking – indeed, without considering the teenage 
population of a region at all [Morales, 2006]. The other approach, referred to as a clinical approach, 
involved targeting individual people who wanted to quit smoking, and providing them with materials 
to help them quit [Manske, 2006]. 
Clearly , it would be more effective for teen smoking prevention strategies, for example, to target 
populations with high levels of teens who are likely to start smoking, and to work with the entire 
population rather than individuals. Thus, over the past few decades, there has been a shift away from 
individual-based clinical interventions, and towards population-level interventions designed for a 
particular demographic [Cowan, 2005]. For these population-level interventions to be successful, 
however, large amounts of data , on a region’s demographic profile, for example, or on a program’s 
success rate, need to be shared among large numbers of people quickly and efficiently [Manske, 
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2005]. Ideally, public health programmers would like to implement a program known to be effective 
in a region with the appropriate demographics. However, choosing such a program requires data to 
show that the program has indeed been effective elsewhere under similar conditions, and current 
demographic data to ensure that the population being targeted does indeed fit with the program being 
implemented. This demand has lead to the emergence of program evaluation as an important sub-field 
within tobacco control [Manske, 2006]. 
  
Taking a population-based approach to intervention has also helped identify populations, such as 
aboriginal women and schizophrenics, with very high smoking rates for various reasons; carefully 
targeted programs will help these populations, as well [McDonald, 2003].  
 
5.3 Data Analysis and Program Evaluation 
Population-based tobacco control programs must be evaluated for funding to be allocated effectively 
and programs to evolve appropriately. Some programs may not be ideal for certain contexts or 
populations or may not be effective at all. Typically, scientific studies are evaluated using 
randomized-controlled trials (RCTs). RCTs are seen as the gold standard in science, but are 
inappropriate for many population health interventions. RCTs are based on being able to perform a 
causative experiment which controls for all but the variables being tested (which are referred to as 
experimental variables), thus ensuring the test is repeatable  and has a clear explanation. However, 
populations are unique, and one cannot say that one population is exactly like another in terms of 
each population’s non-experimental variables, so controlling for all non-experimental variables is 
impossible. As well, performing the same test on multiple populations, using one program with one 
set of populations and another program with the other set, is both practically infeasible  and morally 
questionable , as one population is identified as benefiting from a program or treatment which is 
deliberately withheld  [Cowan, 2005]. 
The practice that has emerged in population health has been to conduct descriptive tests; that is, 
observing the changes in a single population which is using a particular program, and measuring if 
this change matches what was expected at the outset. Time series and comparison group designs may 
be possible. This approach, obviously, requires that the outcome of a program be evaluated by a 
neutral party – often, a researcher interested in the program. It also requires a great deal of data – 
baseline data, data gathered before the start of the program, data collected after it has finished, etc. 
The field of program evaluation , as it relates to tobacco control, deals with the issues surrounding the 
gathering, analysis and dissemination of this data. One researcher summed up the issue as follows: 
“Effective public health practice requires timely, accurate, and authoritative information from a wide 
variety of sources” [Yasnoff, 2000]. 
 
5.4 Evaluation Crosses Role Boundaries 
In general, public health workers, researchers and public policy people  play quite different roles in the 
field of tobacco research. Public health workers are responsible for creating and implementing 
programs in a regional or community context. They have day-to-day contact with the people who are 
using the tobacco control programs, and thus have a very hands-on approach to tobacco control 
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[Taylor, 2006; Zimmerman, 2006]. Researchers, meanwhile, tend to ask questions about the long-
term performance of a program, or the relative performance of one program measured against 
another. Thus, they are usually not closely connected to a particular community or program, but have 
looser connections with a broad range of programs. Finally, public policy professionals work with 
government agencies at provincial and national levels in order to determine which programs to fund, 
and to advocate for more funding of tobacco control programs in general [Seliske, 2005]. 
Program evaluation is a huge field that cuts across many areas of tobacco control. Professionals 
working in public health want to know which programs are doing well and which ones are not so that 
they can use their resources as effectively as possible. Establishing initial benchmarks is also crucial 
in determining gaps that need to be addressed by new programs – for instance, a high smoking rate 
among adolescent girls in a particular region. Finally, program evaluation is used by external entities, 
such as government agencies, to determine their level of funding, and thus has a major impact on 
people working in public health in that regard, as well [Manske, 2005; Jolin, 2005]. 
For researchers, program evaluation is essential, as it allows them to answer research questions 
about the effectiveness of a program or strategy with a particular population without relying on 
randomized controlled trials, which are inappropriate for this context. As was mentioned, researchers 
tend not to be directly involved with individual programs or regions. Rather, researchers use program 
evaluation data to find trends over time or across populations. Thus, they tend to perform much more 
complex statistical calculations than people in either public health or public policy, and have a great 
deal more statistical training. As such, they act as resources for those in public health, and are often 
asked to answer statistical questions that are beyond the expertis e of people who do not have as much 
statistical training [Seliske, 2005; Leatherdale, 2005]. 
Finally, people working in public policy use program evaluation data to make funding decisions 
and to put forth proposals for further funding to higher levels of government. Specifically, program 
evaluation data are essential for policy analysts so that they can assess which programs are working – 
and thus should be promoted, given continued funding, and used as models for others – and which 
ones are not – and thus may need to be reviewed further, modified, or have their funding cut 
altogether [Garcia, 2005]. Assessing if a program is working may be a simple matter of comparing 
outcome measures such as participants’ quit rate or uptake rate to established benchmarks, or it might 
involve measuring less tangible metrics such as behavioural change. In any case, a more challenging 
task is assessing which characteristics of a program are causing it to succeed or fail. These 
characteristics are often hard to pinpoint, but it is critical to perform this assessment accurately so that 
the correct characteristics are promoted in successful programs and changed in unsuccessful ones 
[Manske, 2005]. Another important way in which public policy people use analysis data is to 
summarize, translate, and share results among stakeholders. For example, someone at a provincial 
organization might be responsible for reporting on the progress of several dozen local tobacco control 
programs. They must have the proper data to assess each program’s performance  accurately  and, at 
the same time, have the analysis tools to be able to summarize and present this data in a meaningful 
way to someone who might not have any familiarity with the field of tobacco control, to say nothing 
of a particular regional program [Silverman, 2006]. Indeed, presenting analysis results simply and 
clearly is quite important, since “…decision makers tend to be rather busy individuals who have little 
time to spend reading through long documents. …graphs, charts, or even pictograms are often 
effective” [Sandiford , 1992]. 
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In summary, public health professionals, managers and researchers are all involved in the 
program evaluation process, each playing their own role. For a sense of how they interact, see Figure 
17. 
 
Figure 17: Interaction of Stakeholders  
 
5.5 Impact of Improved Data Analysis  
The fact that data analysis is an important part of program evaluation means that improvements in 
data analysis capabilities will have a strong impact on program evaluation, and thus on program 
delivery as a whole. Greater precision and efficiency in the analysis of public health program 
outcomes will result in improved assessment of those programs’ fitness for their contexts, or other 
contexts. Furthermore, better information dissemination will help other communities use the 
information gathered in these evaluations to better assess the appropriateness of their own programs, 
and perhaps make changes accordingly [Morales, 2006]. In general, improved analysis capabilities 
will result in information which will be more likely to be relevant, while more widespread 
dissemination will result in more programs being implemented, and better targeting of those 
programs. 
 
5.6 Current Solutions  
Currently, in public health units, government departments, and university campuses, a wide range of 
technical and organizational solutions are being used to enable access to data and to the tools needed 
to analyze these data. These solutions vary widely depending on the needs of the users, the resources 
available and the emphasis placed on data analysis within the organization. This section describes two 
such solutions. 
One pattern for data gathering and analysis is exhibited by research-driven surveys such as the 
Youth Smoking Survey (YSS). In this case, survey data are gathered from thousands of students at 
hundreds of schools across Canada and sent into a central processing office at the University of 
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take the raw data, encode it, analyze it using a statistical program (SAS), and produce individualized 
reports for each school using spreadsheet and word-processing programs, such as Microsoft Excel 
and Word. These reports are then sent out to the participating schools, as well as potentially interested 
public-health units and government agencies [Vandermeer, 2005]. 
Another means by which data is analyzed is through online tools such as the Non-Communicable 
Diseases Surveillance Infobase (NCDSI), offered by the Public Health Agency of Canada (PHAC), or 
the Health Indicator Query system (HIQ), offered by the Health Information for Ontario program, and 
the Rapid Risk Factor Surveillance System (RRFSS), which is a survey conducted by public health 
units in Ontario . Each of these tools offers a user-friendly Web-based interface for analyzing data 
sets, and thus offers some of the same functionality as WebStats [Puchtinger, 2007]. However, the 
tools have several serious limitations. One is that each tool contains a static collection of data sets, 
which limits both the user’s ability to draw comparisons between data sets and the researcher’s ability 
to share data sets. For example, the HIQ system uses only data collected from Ontario public health 
units between 1996 and 2003 [Health Indicator Query, 2007]. Similarly, the tobacco control-related 
variables that can be analyzed using each tool are quite limited, since these tools are intended for 
users working within the broad context of population health, rather than the specific area of tobacco 
control. For instance, the NCDSI offers only one variable, “Current daily or occasional smoker”, 
under the data category “Smoking” [Non-Communicable Diseases Surveillance Infobase, 2007]. 
Finally, none of these tools have  any capacity for storing or sharing analysis results, which means that 
the potential for collaboration is quite limited. 
 
5.7 Summary 
Tobacco control is a serious issue, both from a population health perspective and from an economic 
standpoint. While smoking rates have declined over the past decade, more work is needed in order to 
ensure that this trend continues, particularly in preventing teenagers from taking up smoking, and in 
high-risk communitie s and sub-populations . One of the most effective ways to effect change on a 
population scale is through carefully targeted population-based interventions. 
Each intervention must be evaluated to assess its effectiveness, and thus to determine if it should 
be continued and attempted in other communities, or if it needs to be modified or cancelled entirely. 
The subfield of tobacco control which deals with this assessment, program evaluation, is highly 
dependent on accurate, timely data on the programs being evaluated, the characteristics of the 
communities in which the programs are being run, and comparable baseline data on similar 
communities and programs. Furthermore, program evaluation is undertaken by people from a variety 
of organizations, locations and roles; while these people share the broad principles outlined earlier, 
their specific goals may vary widely depending on their responsibilities and the context they are 
working within. 
Currently, program evaluation is undertaken using a mix of spreadsheet programs and statistical 
packages, with communication between various stakeholders occurring on an ad hoc basis. As will be 
shown in the following section, there are several major problems with the status quo, and WebStats 
seeks to address these issues through technological and organizational improvements. 
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Chapter 6 
Implementation of WebStats 
This chapter describes the process of moving from a statistical analysis model, described in Chapter 
3, and an understanding of a particular user population, described in Chapter 5, to a functional 
system. The chapter begins by identifying drawbacks in the statistical analysis tools and procedures 
currently used in the tobacco control field, which provides motivation for the creation of a new 
system for this context. Section 6.2 analyzes tobacco control users according to the User-type – Use-
type Model, which serves two purposes. First, it offers a detailed look at the people who will be using 
the system, and the ways in which they will use it. Second, it identifies characteristics of these users 
which can then be applied to other contexts. For example, public health professionals, as a group, 
have limited statistical training; designing WebStats to account for this factor means that it will be 
usable by other user groups with a similarly limited background in statistics. Section 6.3 describes the 
functional requirements for WebStats that were identified through interviews with tobacco control 
professionals. Section 6.4 identifies several non-functional goals that were identified, such as 
improving the community of practice in tobacco control. Section 6.5 describes some of the changes 
that were made as a result of several rounds of interviews and demos of the prototype – that is, 
features which were added as a result of user feedback, or which users identified as needing 
modification. Section 6.6 describes in detail the implementation of several key system features, such 
as the statistical advisor and the user preferences system. Finally, the chapter concludes with a 
summary of the feedback users provided on the final version of the system.  
 
6.1 Drawbacks of Current Solutions 
6.1.1 Isolated, Out of Date Data Sets 
One major problem with the current situation is that there is no unified source that interested parties, 
such as researchers, high school principals , and public health programmers, can access to find data or 
to post new data. One tobacco control researcher described the situation as trying to work with islands 
of data. That is, there were results from numerous surveys that were theoretically available to him, but 
it was difficult to make connections between the various survey results [Leatherdale, 2005]. Thus, it 
was difficult to establish trends beyond a single survey, that is, to establish trends across provinces or 
over a period of time. This issue of data isolation is also significant for people in tobacco control 
programming roles. Making connections between regions where particular programs have been 
successful and other regions in need of these sorts of programs would be quite valuable but requires 
easy and comprehensive access to a wide range of survey data [Cowan, 2005].  
Another serious issue for public health programmers is analysis lag. Often, there will be a 
significant delay between when a survey is administered to a population and the raw data is sent to 
researchers to analyze and when the analysis is made available to the participating population. This 
lag is partially due to the time required for the researchers to perform the analysis, of course, but is 
extended still further by lengthy delays between a peer-reviewed paper being submitted, accepted, 
published and presented. This process, which can often take six to twelve months, is often seen as a 
prerequisite for releasing any kind of analysis of the data to the participants in the study. However, 
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the kinds of analyses that the researchers are performing are often at a much higher level than what is 
needed by people at the regional or even provincial level. If people at the regional and provincial 
levels could have access to the raw data and tools to do basic analyses on the data, they could much 
more quickly realize the analytical value of the survey at the program implementation level [Jolin, 
2005]. 
Another issue is that, because of the analysis lag ment ioned above, researchers are commonly 
forced to work with data from older studies rather than being able to make comparisons within 
current report data. For example, a researcher working on a study performed this year will often have 
to use studies from several years ago as a baseline for comparing results. If users had access to up-to-
date data, their comparisons would be more relevant, and thus more compelling, for policy analysts, 
public health researchers, and other interested parties. 
 
6.1.2 Barriers to Statistical Packages 
Another important issue is a lack of availability of data analysis tools. Researchers, typically , have 
access to high-powered statistical analysis tools such as SAS and SPSS through the universities or 
agencies with which they are affiliated, and have significant statistical training; thus , they are able to 
perform whatever analyses they see fit on their data. For people at the public health level, however, 
the situation is quite different. Tools are available based on the level of funding granted to a particular 
health agency which, in turn, is dependent on that agency’s mandate and focus. In Ontario, for 
example, a handful of public health agencies across the province are designated as PHRED (Public 
Health Research, Education and Development) units, which means that they are granted an above -
average level of funding for data management and analysis. These PHRED units, therefore, may be 
able to purchase licenses for advanced statistical analysis tools such as SPSS and SAS. However, 
most health units are not so fortunate and make do with spreadsheet programs such as Excel or Chart 
[Zimmerman, 2006]. As mentioned in Section 2, there are free alternatives such as R and Rweb. 
However, these tend to be less user-friendly than the point-and-c lick interface offered by spreadsheet 
programs, and are less well-known outside of the statistical and academic communities. Thus, for 
people with little formal training in computers or statistics, it usually makes sense to stick with a 
program, such as Excel, which is easy to use, well-understood and commonly used. 
In either case, the tools at hand also require people with the proper training to use them, an issue 
which is actually more serious at PHRED units, since advanced statistical packages such as SAS and 
SPSS require a fairly high level of computer literacy and familiarity with statistical concepts. Often, 
questions requiring complex statistical analysis are passed along to epidemiologists for analysis, 
which solves the issue of access to the proper software and finding people with the proper training. 
However, this creates an analysis bottleneck, since there are often only one or two epidemiologists in 
each health unit, and they have their own analyses on which to work in addition to the assistance that 
they provide to other public health unit staff [Seliske, Leatherdale, 2005]. Thus, this is more of a 




6.1.3 Sociological Challenges 
Even when the proper resources and people are available to process, analyze and disseminate 
evaluation data, there are organizational challenges to deal with, as well. Because of the close 
connection between the evaluation results and government funding decisions, evaluations are seen as 
pass or fail tests by the groups being evaluated, because evaluation results are used to make funding 
decisions. However, because of the separation between public health programmers, researchers and 
policymakers, people in public health see evaluation as something that is imposed by an external 
force, rather than a process that they are involved in. 
 
6.2 User-type–Use-type Model 
Covvey et al recently proposed the User-Uses-Effects model for defining EHR content [Covvey, 
2003]. Part of this model is the User-type–Use-type model, which is used to define the users of a 
system and the ways in which they will use the system. This model may be applied to the 
requirements elicitation process for WebStats in order to gain a better theoretical understanding of its 
users and their uses of the system. 
The users of any system will, of course, find myriad ways to manage, analyze, present and share 
data. However, users from each the three groups described in Section 4.1, public health professionals, 
managers and researchers, will tend to use the system in similar ways, according to the nature of their 
goals and responsibilities. According to the User-type–Use-type model, these groups can be modeled 
as User-types, and their uses of the system as Use-types. The following paragraphs describe the User-
types and Use-types associated with each of these groups. 
 
6.2.1 Public Health Professionals 
A public health professional is mainly concerned with developing and running population-level 
interventions. Since a public health programmer's job is not analytical in nature, he typically does not 
have very much time or energy to devote to using statistical analysis tools. It should also be noted that 
his workplace, typically a public health unit , often does not have the financial or technical resources 
to supply him with statistical packages. However, his desire to create and deliver effective programs 
means that he has an interest in analyzing his programs in order to determine their efficacy for 
reducing the smoking rate  in his region and to compare his programs to those being run in other 
regions. There is also a demand for basic analysis tools which can be used to create charts and simple 
calculations for inclusion in educational materials for the general public, schools, and workplaces. 
In terms of a User-type, a public health professional may be characterized as a user with a 
minimal level of statistical training who performs mainly non-analytical tasks, and has little access to, 
or familiarity with, statistical packages. However, he occasionally performs simple analyses in his 
job, and has an interest in performing analyses more frequently, provided that he can use tools which 
match his skills and needs . As for his Use-type, a public health professional would use the system 
mainly to perform simple analyses, such as descriptive statistical calculations on a single data set. 





A manager is interested in analyzing data from tobacco control programs within the strategies she is 
guiding in order to determine the effectiveness of specific programs and entire strategies. She may 
then use these analyses in presentations to other government agencies, stakeholders and potential 
funding sources. While a manager typically has enough training in statistics and computers to make 
effective use of spreadsheet programs , such as Excel, and may have some degree of familiarity with 
standard statistical packages, she does not usually perform mathematically complex analyses. Rather, 
the complexity in her analyses will come from her desire to combine data sets, variables and results in 
a variety of ways to assess the effectiveness of programs and strategies relative to other programs, 
established baselines, and so forth. 
More generally, a manager's Use-type is a user who has an intermediate level of training in 
analysis and data management, and uses analysis daily in her job. This user may have some 
experience with statistical packages, but is not an expert user of these systems. Her Use-type, like that 
of a public health professional, extends only as far as performing analyses. However, these analyses 




A researcher uses data from a range of sources to identify and address research questions or issues 
whose scope expands beyond a particular region, province or strategy. Since the researcher has his 
own set of advanced statistical tools that he is comfortable using , which may include standard 
packages such as SAS and SPSS, he would not need a system such as WebStats for performing 
analyses. However, the system could still be used by a researcher in other ways. One is as a 
communication tool to facilitate the fulfillment of requests for complex analyses from public health 
professionals, an issue discussed in Section 5.4. By providing a place where requests, data sets, and 
analyses can be posted, WebStats provides all the functionality necessary for a researcher to read an 
analysis request from a public health professional, perform the requested analysis, and make the result 
available to the person who made the request. Another is as a way to disseminate proprietary data sets 
after they have been used for the research purposes for which they were gathered. Often, a data set is 
compiled at the request of a researcher who would like to answer a particular question. This data set is 
the intellectual property of the researcher or, perhaps, the institution of which the researcher is a 
member, while he is performing the relevant analysis and going through the process of publishing the 
results. After publication, however, the data set has the potential to be made available in the public 
domain, where it can be used by professionals in the wider tobacco control community. The data set 
management component of the system has the ability to keep the researcher’s data sets private until 
he is ready to release them to the public, at which point they can be instantly accessed by anyone 
using the system. 
As a general User-type, a researcher is a user whose job involves complex analysis on a daily 
basis; unsurprisingly, he has extensive training in statistics, and a high level of expertise using 
statistical packages. As an employee of a well-funded organization for which analysis is a priority, he 
has access to a variety of statistical packages. With regards to his Use-type, a researcher’s familiarity 
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with, and access to, statistical packages precludes his use of a system that offers fewer statistical 
operations. However, his creation and frequent use of data sets means that he is likely to use 
WebStats as a tool for exchanging and disseminating data sets. His role as an expert resource person 
makes WebStats’s ability to connect him with potential clients appealing, as well. 
 
6.3 Requirements for WebStats 
6.3.1 Basic Functional Requirements 
At the most fundamental level, the system should allow the user to perform statistical analysis and 
visualization of results of raw data quickly and easily. Specifically, the system should provide the 
user with access to raw data from a variety of sources. The user should then be able to take that data 
and perform a statistical calculation, or a series of calculations , and then display the result either as 
text or in graphical form. These results may then be combined to create a composite graph or series of 
calculations. 
Once these basic requirements had been determined, an issue that needed to be clarified was 
which operations, exactly, would be included in the system. Many of the stakeholders interviewed 
indicated that their statistical needs were mostly limited to creating charts and calculating descriptive 
statistics such as averages and standard deviations. These stakeholders performed inferential analyses 
rarely, if at all [Seliske, 2005; Barkley, 2006; Taylor, 2006; Zimmerman, 2006]. Thus, at first glance, 
it would seem to be sufficient to include just these operations. However, within the tobacco control 
community, the set of inferential statistical calculations that are performed vary from one role to 
another and, indeed, from one person to another. Thus, identifying a small set of common inferential 
operations was not feasible . As well, in the interest of making the tool useful to those with both basic 
and advanced statistical skills, it was worthwhile to present a representative sample of inferential 
statistical operations, so as not to exclude those with more extensive statistical training. 
Another issue was the presentation of the analysis results. One option was to mimic the reports 
generated for each school that participates in the SHAPES program. These reports contain a mix of 
text and charts generated from data collected through the SHAPES program, with the proper analysis 
results, such as the percentage of students who smoke, inserted in the appropriate places. See Figure 
18 for an example. 
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Figure 18: Sample SHAPES report 
 
While this analysis result format is certainly appealing from the point of view of the person 
reading the resulting report, creating a Web-based document creation tool goes far beyond the scope 
of the project. At the other end of the complexity spectrum, the user could simply be presented with 
the results of the analysis in an image or table (in HTML format) and it would then be up to him to 
take that information and either incorporate it into an existing document, such as word processing file, 
or use it on its own. This would give users the greatest amount of flexibility, but would provide them 
with the least amount of assistance in turning the analysis into a coherent document. However, given 
the variety of stakeholder roles and responsibilities, the flexibility provided by this option is more 
important than the assistance, or lack thereof, provided by a more robust report generation tool. Thus, 
the version of the tool developed in this thesis uses the latter approach, while implementation of the 
former approach is left for future work. 
 
6.3.2 Flexibility 
The tobacco control community, as mentioned earlier, is quite heterogeneous, with members from a 
wide variety of disciplines, roles and backgrounds. Thus, it is crucial that the system be flexible 
enough to meet the needs of all of its users. For example, it should be simple enough so that someone 
with a limited background in statistics, little computer expertise, and not much time can log in and 
quickly do some simple calculations. On the other hand, it should also be robust enough so that a 
researcher, with years of experience, and a variety of statistical tools at his disposal, can find some 
utility in the system.  
Specifically, there are three main areas in which users will vary widely, and the system should be 
flexible enough to meet each user’s needs in each of these areas. One area is the user’s training and 
resulting skill set. As alluded to earlier, users have different levels of training in statistics, computer 
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literacy, program delivery, and program evaluation, to list some of the more readily identifiable skill 
sets. It should also be noted that expertise in one area does not imply expertise in another. For 
example , someone with extensive training in program delivery might be quite computer literate but 
have little statistical training. Thus, it is not sufficient to simply make simple and complex versions of 
the system and classify users as belonging to one group or the other. Another area is the environment 
in which the user is using the system, which is usually, but not always, the same as their work 
environment. 
Two ways in which the environment can vary is in the computing and human resources available 
to the user, and the amount of time the user has available to use the system. Some users, such as 
public health nurses at PHRED units or epidemiologists, would have access to comprehensive 
statistical packages such as SAS and SPSS, while others would  have access to only spreadsheet 
programs such as Excel. Human resources are similarly varied. At some public health units, there will 
be statistical experts on hand to help less knowledgeable co-workers, while at others workers will 
have to rely on their own, perhaps incomplete, statistical training. Finally, the amount of time the user 
spends on statistical analysis and, by association, using the system, may vary from a few minutes each 
day to several hours, depending on the nature of his job. 
A user’s goals will have a major impact on their use of the system, and will also vary between 
users. One kind will want to create public relations material, aimed at parents, students and the 
general public. Another kind will want to create budget presentations for meetings with managers and 
government officials . Thus, the level of statistical analysis, the way the ana lysis is presented, and 
even the formatting of the text will vary according to the user’s goals and, more specifically, his 
intended audience. 
To accommodate the extremes of the user spectrum, as well as all the users in between, 
WebStats uses a user preferences system which controls the user interface and the range of statistical 
operations offered to the user. This preference system is discussed in greater detail in Section 6.6.3. 
 
6.3.3 Usability 
WebStats’s usability will be a major factor in determining whether or not it is actually adopted by its 
intended audience. To achieve usability, the most important user characteristic to consider is the 
user’s familiarity with statistical concepts and packages.  
For a novice user, WebStats should have an intuitive user interface, and should not require him 
to memorize a set of commands or specialized syntax. Thus, a command-based interface such as that 
used by R or SAS is unacceptable, as it has a steep learning curve, making it all but unusable for any 
novice computer user whose job involves statistical analysis on an occasional basis. Indeed, several of 
the stakeholders interviewed expressed a sense of intimidation and frustration when using command-
based statistical analysis programs. Stakeholders also professed a general lack of training in statistics, 
which compounded the issue. Thus, the system should provide explanations of the user interface 
components and statistical operations that are made available , both to help users navigate the interface 
and also to facilitate their understanding of the statistical operations that they are performing. Thanks 
to WIDE’s built-in HTML-based help widgets, these explanations can include sample graphs that 
each operation would generate, such as a graph with multiple sources as compared to a graph with a 
single source. 
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For an advanced user, the guidance provided by WebStats should not create  a barrier for or 
otherwise hinder the user in being able to use WebStats quickly and effectively. To ensure that the 
appropriate level of help is provided, the tool allows the user to decide how much assistance the 
system should offer him as he navigates through the menus and performs statistical analyses. On a 
broader scale, the interface as a whole should be enabling rather than restrictive; that is, an advanced 
user should not feel that WebStats is preventing him from accomplishing his work because of 
simplifying assumptions made for novice users. Other features that an advanced user would find 
valuable include the ability to use WebStats alongside a more complex statistical analysis program 
such as Stata or R, the inclusion of complex inferential statistics, the ability to override the sorts of 
statistical safety checks that would be enabled for novice users, and the ability to add custom 
calculations and graph types. 
There are also a few issues that should be considered independently of the user’s expertise in 
statistics. Any users, no matter how extensive their training, needs to make use of WebStats’s help 
system at some point, so some thought must be put into the documentation provided by this help 
system. This documentation should, first and foremost, be explanatory, and it should use appropriate 
terminology. Second, it should not assume any particular background in statistics or computers, to 
avoid alienating users who have little statistical training or poor computer skills. A user with 
advanced computer skills, meanwhile, might appreciate the ability to customize the user interface 




Having a single system that users from all areas of the field could use would be quite beneficial, given 
the multi-disciplinary nature of the tobacco control field. However, many people working in tobacco 
control are employed by non-profit organizations or small government agencies, such as public health 
units, which have limited budgets. Licensing fees, such as those charged by Microsoft or SAS, are 
prohibitive for these organizations. Thus, to ensure that people working in these organizations can use 
WebStats, it should be available for free or at a low cost. Furthermore, the dispersed nature of the 
organizations working in tobacco control means that there will not necessarily be any uniformity in 
the computing environment. Thus, WebStats should be usable across the three major platforms – 
Windows, Apple and Unix – and with a wide variety of computing systems. 
 
6.3.5 Collaboration 
Program evaluation involves professionals from a wide variety of disciplines. Thus, it was important 
that WebStats would not only be usable by a variety of people in isolation but would also help 
dispersed colleagues work together towards a common goal. The most basic requirement is to ensure 
that users can easily share information at every step of the evaluation process – raw data, analysis 
results, visualizations, and any other statistical results. However, because of the distributed nature of 
the work environment, it is quite likely that people from one organization will not know everyone – 
or, even, anyone at all – in other organizations. Thus, the system should also help users network with 
people in other disciplines, organizations , and jurisdictions. 
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As alluded to in Section 5.5, the more quickly and widely program evaluation results are 
disseminated, the greater effect these results will have on program implementation. Thus, in addition 
to enabling collaboration among colleagues in analyzing data, WebStats should also make 
information dissemination as efficient and effective as possible. Specifically, is desirable that the raw 
data collected by organizations such as public health departments and the Lung Association and 
assessment programs such as SHAPES and YSS be made available to researchers so that they can 
perform analyses and draw connections using the most relevant and recent data possible. These 
analyses, in turn, could be disseminated to public health programmers, program managers, and 
champions in the education system so that decisions may be made with up-to-date information. The 
reports based on these results, finally, could be sent out to parents, school principals, student leaders, 
and the general public . 
 
6.3.6 Interpretation of Inferential Statistics 
People working in the field of tobacco control come from a variety of backgrounds, such as nursing, 
epidemiology, and program management. Their level of training in statistics varies widely. For some, 
statistics is a crucial part of their jobs, and they have extensive training at the graduate level. Many 
others have taken one or two social sciences-oriented statistics courses in the course of earning their 
degrees, and they now deal with statistics occasionally. There are also those with no statistical 
training whatsoever who are asked to create promotional materials, information packages and the like, 
and they are forced to do their best with a bewildering array of sta tistical terminology and tools. 
Because of the inherent uncertainty involved in inferential statistics, the novice user must also be 
given guidance after he has finished his statistical analyses. Without the proper understanding of the 
context within which an inferential statistical operation is calculated, it is quite easy to draw an 
incorrect conclusion from the calculation. Perhaps the most readily apparent example is the 
ubiquitous p value. The p value, roughly speaking, indicates the strength of the evidence in the data 
against the null hypothesis , which is the opposite of the hypothesis one is trying to prove , called the 
experimental hypothesis. Specifically, p = 0.001 indicates that there is strong evidence against the 
null hypothesis – and thus strong evidence for the experimental hypothesis. A p value = 0.10, 
meanwhile, indicates that there is little  evidence against the  null hypothesis , and thus little evidence 
for the experimental hypothesis . The p value is usually compared to the level of significance (denoted 
by the Greek letter a) to determine whether a statistical result is significant. When calculating 
inferential statistics, many packages simply give this p value with no indication of its meaning, which 
means that a novice user could easily overlook or misunderstand this indicator of a calculation’s 
significance. Another example is the close relationship between the sample size, confidence level, and 
confidence interval. In short, the size of the sample has a direct impact on the width of the interval 
one can use with a high degree of confidence. As the sample size decreases, one must either shrink 
the width of the interval or lower the degree of confidence. Otherwise, the inference is invalid. Thus, 
WebStats should present not just the results of inferential calculations and the appropriate measures 
of confidence or accuracy but also an explanation of these measures, so that the user has the ability to 
correctly interpret the results. Finally, statistical significance does not always imply practical or, in a 
medical context, clinical significance. In a large sample, a difference may be large enough to be 
statistically significant but have very little practical impact. For example, research might show that a 
particular program has reduced the smoking rate in a population by 1% over ten years. While this 
change may be significant, statistically speaking, it represents a very small effect on the population. 
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6.3.7 Data Privacy and Ownership 
An important set of considerations , which run counter to the goal of information dissemination, are 
privacy and ownership. In the tobacco control field, these considerations are quite important, since 
survey data is both private , as it may contain sensitive information about respondents, and subject to 
intellectual property concerns, as researchers may have spent a great deal of time and effort to 
perform statistical analysis on a set of data and would not want that information disseminated without 
their consent [Leatherdale, 2005]. However, it is not sufficient to simply restrict access to a data set to 
its owner. There will likely be cases in which a researcher will want to share a data set with his or her 
colleagues, for example, a professor and a group of graduate students, but will not want to make the 
data available to the general public. Thus, the owner of the data must have precise control over who is 
able to view, analyze , and disseminate his data.  
Another related issue is that of identifiability. In many cases, such as anonymous surveys, the 
participants is assured that he will not be identified in the analysis results. As surveys are often 
administered anonymously, this would not seem to be an issue. However, if the person using the 
survey data is permitted to analyze the data in such a way as to drastically restrict the set of 
participants, then a participant’s identity may be inferred. For example, there may be only one student 
at a small high school in a particular grade who is a member of a particular minority group, and thus 
restricting the analysis of that school’s data set to that grade and minority group would, in effect, 
identify the student. To address respondent privacy issues, there should be safeguards on the 
presentation of data, so that in a situation in which a respondent’s anonymity would be compromised, 
the system would only show aggregate data rather than individual survey responses. This concern 
may occur at an organizational level, too; schools or school boards that provide access to data on a 
specific population may not wish to be identified in a larger set of data. Thus, care must be taken to 
preserve confidentiality at this level, too [Manske, 2005; McDonald, 2006]. 
 
6.3.8 Data Set Information 
When storing and managing a data set, there are many different kinds of information about that data 
set that must also be stored, aside from the data themselves. In addition to basic information such as 
which variables are used and how many items are in the data set, there is often specific contextual 
information about how data in a particular column have been collected, how a particular characteristic 
was measured, or what was done with invalid data. This contextual data can be essential in 
determining if two variables from different data sets may be compared with each other. For example, 
two surveys might use very different criteria to determine who is a regular smoker, making 
comparisons between the two surveys invalid. 
Second, data within a set may be weighted to achieve the proper relationship between the sample 
and target populations. For example, if the target population for a survey is evenly divided between 
males and females, but the sample population has 25% males and 75% females, then the survey 
responses from males should be given a weighting of 2.0, while the survey responses from females 
should be given a weighting of 2/3. This example is, of course, very simple, and weightings can 
incorporate several different variables simultaneously. In general, the use, or lack thereof, of a 
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weighting scheme can have a huge impact on the analysis of a data set and the interpretation of that 
analysis [McDonald, 2006]. 
Finally, a data set may use aggregate variables in addition to the variables determined by the raw 
data alone. For example, a survey of smoking habits among youth might include a range of questions 
about each respondent’s likelihood of smoking in certain situations, social influences, his previous 
smoking behaviour, and the like. Based on his answers to these questions, the data set might include a 
smoking-risk variable, which would take all of the aforementioned questions and calculate an overall 
measure of the likelihood that the respondent would take up smoking within the next year. 
 
6.4 Secondary Goals 
WebStats had also a number of broader, not very quantifiable goals. First, it is hoped that by public 
health programmers’ using WebStats, they will be more self-sufficient and will be able to answer 
more of their own questions, rather than having to rely on epidemiologists and other statistical experts 
for assistance. This self-sufficiency will be a benefit for both the programmers and the 
epidemiologists. The programmers will be able to do statistical analyses much more quickly, as they 
will be able to find the answers themselves in a matter of minutes, rather than waiting for someone 
else to do the analyses for them. The epidemiologists, meanwhile, will have fewer requests for simple 
analyses from programmers and will thus be able to spend more time on their own research, as well as 
handling more complex requests from programmers. 
Second, making WebStats available to people in a variety of roles within the tobacco control 
community will allow research, policy, and public health groups to share data and, more importantly, 
to work together on projects rather than pursuing different goals, thus strengthening the community of 
practice. 
Third, giving people who run tobacco control programs an easy-to-use, accessible analysis tool 
will allow the people at front lines to get past the evaluation stigma by doing their own evaluation and 
being a part of the process, rather than having the data evaluated by some external organization such 
as a government agency.  
 
6.5 Iterative Design Process 
WebStats’s stakeholders were consulted throughout the design process. This helped ensure that 
WebStats met its requirements, and allowed the stakeholders to refine their requirements as WebStats 
progressed from a rough prototype to a functional system. There were a few areas in particular in 
which the feedback had a significant impact on the design and implementation of the system. 
 
6.5.1 Presentation of Operations and Analyses 
One area of the interface that saw a significant change was the menu for managing analyses and 
operations. Initially, WebStats presented the analysis management operations, such as creating a new 
analysis, or adding an operation to an analysis, as a part of the operation creation interface. However, 
this presentation format did not offer a complete range of operations – for example, there was no 
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ability to delete an operation from an analysis – and users found the interface quite confusing. Many 
did not understand why they needed to create an analysis, and were not sure when they were working 
with an operation and when they were working with an analysis. 
A revised version of WebStats separated analysis management operations from the operation 
creation interface entirely. When performing a complex analysis, the user is first asked to create or 
load an analysis, and is subsequently allowed to add, edit , or remove operations from the analysis , 
and may also edit or delete the entire analysis, or add constant values to the resulting graph or 
calculation result. This revision clarifies the distinction between an analysis  and an individual 
operation and also allows the user to add, modify and delete both operations and entire analyses 
quickly and easily. 
 
6.5.2 Wording of Help Text 
Initially, the help text was written using mathematically precise language, which reflected the 
statistics texts from which the definitions of statistical operations were taken. Interviews with tobacco 
control professionals , however, revealed that this kind of language is not considered clear or 
understandable by those users. While the users have a great deal of experience with basic data 
analysis techniques, they are not as familiar with the mathematical terminology used by statisticians 
to define these analysis techniques. As a result of this feedback, much of the help text used in 
WebStats was re-worded so that it would be both mathematically correct and helpful for the 
WebStats`s users. 
 
6.5.3 Analysis Visualization Options 
One group of users which was particularly helpful in the refinement of WebStats was people working 
at the Ontario Tobacco Research Unit (OTRU), an organization which monitors programs conducted 
within the Ontario Tobacco Strategy and disseminates information for the research and public health 
communities [OTRU, 2007]. They saw the potential for WebStats to be integrated into a program 
evaluation management system that they were developing, and offered detailed feedback on 
WebStats`s functionality. In particular, they identified a number of customization options which 
could be integrated into WebStats in order to provide the user with more control over the presentation 
of graphical results. For example, the ability to label data points on a graph according to a variable 
value, as opposed to a default index label, was quite helpful in displaying certain types of charts. 
 
6.5.4 Data Set Search Tool 
Initially, the data set viewing component included in WebStats was quite simple: it presented all of 
the data items in a given data set. However, users identified a range of ways that data might be 
viewed, including viewing a subset of a large data set, viewing a specific set of columns, and 
searching the data set according to a particular set of criteria. These uses motivated the creation of a 
component which could both view and search a data set, which was used in place of the data viewing 
component included in the WIDE system.  
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6.6 Implementation Details 
6.6.1 Storage of Operations and Analyses  
As was discussed in Section 3.2, the statistical compilation engine allows the user to group multiple 
operations into a single analysis that will be presented on a graph. To achieve this grouping, a set of 
database tables was created to store complex operations. The diagram in Figure 19 shows the details 
of this set of tables. 
 
Figure 19: Database Schema 
 
This scheme meets two important requirements: it allows all operations to be stored and 
retrieved quickly and easily, and it allows the user to create an analysis which consists of several 
operations presented on the same graph. 
 
6.6.2 Dynamically Updating Menus 
One implementation detail that proved to be somewhat complex was the dynamic updating of menu 
items to reflect currently available options, given other menu selections. For example, on the 
operation creation page, when a user selects his data set, the list of available variables should change 
to reflect those contained within the selected data set. At first, the implementation of this feature was 
attempted on the clie nt side, with JavaScript and a set of hidden menus, which were used to 
dynamically populate the menus that needed to be changed. However, this approach did not prove 
flexible enough to handle all possibilities. Specifically, when the user selected a data set, the client-
side JavaScript code needed to have all the variables for all available data sets pre-loaded on the 
operation creation page. This pre-loading was incompatible with allowing the user to add and remove 
data sets from the system.  Instead, the operation creation page is automatically refreshed, that is, 
updated from the server side, whenever a menu option is changed, allowing WebStats to query the 
database for the information appropriate for the selected menu options. Thus, the page contains only 
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the information relevant to the user’s selections, and WebStats can take advantage of the organization 
implicit in its database. A flowchart of this update process is shown in Figure 20. 
 
Figure 20: User Interface Dynamic Update Method 
 
6.6.3 User Preferences 
As was mentioned at the end of Section 6.3.2, in order to improve WebStats’s flexibility WebStats 
makes use of a set of user preferences, which are divided into three categories: statistical familiarity, 
computational complexity, and interface detail. Within each category, the user can choose a setting of 
“high”, “medium”, or “low”. The user’s selection will affect the range of statistical operations 
available, the adjustments which can be made to those operations, and the variety of customization 
options presented. The user can set these options either via a “Personal Settings” page or by using a 
guided “Create User Profile” wizard.  Shown in Figure 21 is a chart that shows the effect that each 
setting has on the system.  
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Category Setting Effect 
Low 
Descriptive operations hidden 
Inferential operations hidden 
Help provided for calculation results 
Medium Inferential operations hidden 
Statistical 
Familiarity 
High All operations shown 
Low 
Where clause hidden 
Second variable hidden 
Cumulative, absolute value graph options hidden 
Medium Where clause hidden 
Computational 
Complexity 
High All operations shown 
Low Collection options shown: name and privacy level 
Medium Additional options shown: image, axis dimensions Interface Detail 
High All options shown 
Figure 21: Table of User Preferences 
 
6.6.4 Keywords 
One aspect of WebStats that is of particular value for groups of people dispersed across organizations 
or environments is WebStats’s ability to organize and search for data based on concepts rather than 
on a particular naming convention or organizational standard. This ability is achieved in WebStats 
through the use of keywords which are applied to analyses, data sets, variables, and user profiles. To 
achieve this organization requires, however, that the user label items with the appropriate keywords. 
Labelling could become burdensome for the user if the responsibility for labelling was placed solely 
on the user. In an effort to avoid , or at least lessen this, the system uses cascading keywords in the 
following manner: a basic unit of information, such as a variable or data set, is given one or more 
keywords based on its areas of relevance. For instance, a survey given to high school students in 
Ontario might be labelled with the keywords “Youth smoking”, “High school” and “Ontario”, while a 
question in such a survey asking whether a student’s father smokes might be labelled with “Family 
influences”. Statistical analyses that use these variables and data sets, in turn, inherit these keywords. 
Thus, the user does not have to assign keywords to analyses, since they are transferred from the 
constituent parts of the analysis. 
  
6.6.5 Information Privacy 
Another important issue that was explored in Section 6.3.7 is privacy. The traditional concept of user 
permissions may be expanded slightly to create information source permissions. That is, a particular 
data set will have a privacy level which restricts users’ access to and ability to modify that data. This 
is somewhat similar to the permissions system used in a standard database management system 
(DBMS): the owner of the data set is able to view and modify the data as he pleases, and can assign 
privacy or ownership level to the data, which will then control who else could view, modify , or 
analyze those data. One such scheme is shown in Figure 22: 
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Privacy Level Summary Shown? Details Shown? Editable? 
Public  Yes Yes Yes 
Read-only Yes Yes No 
Private Yes No No 
Hidden No No No 
Figure 22: Permissions Scheme 
 
This privacy scheme, however, is only one example of the kinds of privacy schemes that can be 
implemented. For a sense of the robustness possible with such a system, consider the following 
example. 
Currently, survey data collected through the SHAPES program (See Appendix C for a 
description of the SHAPES program.) is kept private through a fairly rigorous protocol.  A person 
outside the SHAPES program who wants to use the data must make a formal request to the Office of 
Research Ethics at the University of Waterloo. Once this request has been granted, he is permitted to 
view certain basic information about the data collected, such as the number of respondents, basic data 
trends, and so forth. Performing complex analyses and directly accessing raw data, however, are still 
prohibited. This policy could be implemented through the WIDE system by linking data access rights 
to the completion of a data access permission workflow, which might involve filling out forms online 
or on paper and waiting for official approval. Once this process is completed, the privacy level of the 
SHAPES data set would restrict the tools shown by WebStats to those that would allow the user to 
perform the approved analyses. 
 
6.6.6 Help Text 
Users need assistance in using WebStats, and this assistance is provided in three ways. First, help 
with navigating the user interface is provided via built-in help widgets that appear alongside most of 
the menus shown in WebStats. Clicking on any of these icons, which are speech bubbles with 
question marks in them, brings up a small pop-up window containing an explanation of how to use 
the given menu item. In particula r, the help text provided with the statistical operation menu provides 
a definition of each operation, an example of how it might be used, and a description of the operation 
in plain English. 
Second, if a user has selected a the low statistical familiarity level, then WebStats provides a link 
along with any calculation result that describes what the result means and gives an explanation of the 
operation used to generate that result. This information is included to ensure that a novice user, 
perhaps not noticing the help icons beside the menus, or assuming that he know what he’s doing, will 
not be confused by simply getting a numerical response to his query and will have the knowledge to 
put the result in context. 
Finally, there is a PDF document available from within WebStats that is a complete reference 
guide, fully explaining every option, menu, and result provided by the system. 
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6.6.7 Statistical Advisor 
An important component of WebStats is its ability to provide the user with statistical guidance and 
advice and thus help him perform analyses which not only are valid but also make sense statistically 
speaking. However, in seeking to implement such a component, several roadblocks were encountered. 
First, there is no simple way to determine the modality of a data set, that is, whether it has one central 
point or several of them. Although humans can easily spot central points, it is difficult to write an 
algorithm to do so. Thus, the initial idea of automatically determining a data set’s modality and 
providing appropriate advice was discarded. An alternative , proposed by two professors in statistics, 
was to present a histogram for the data set alongside histograms for several different example 
modalities and let the user determine the data set’s modality. The user would then be offered advice 
for the selected modality [Brown, 2006; Thompson, 2006]. 
Second, offering advice on the proper statistical procedures requires information not only about 
the data set’s distribution, but also about the characteristics of the data themselves. One must 
determine whether the data being analyzed are interval, ordinal or nominal, continuous or discrete, as 
well, as fitting a host of other categorizations, before one can determine if a bar graph is more 
appropriate than a line graph, or a frequency table is better than a raw data table. Some of these 
characteristics may be determined automatically, but others must be entered manually by the person 
responsible for creating or maintaining the data set. Thus, the soundness of advice cannot be based on 
WebStats alone. It depends on WebStats’s users, which means that the advice is influenced by the 
very people for whom it is intended. 
However, assuming that the characteristics of the data set have been entered correctly, then there 
are established decision-making processes that may be used to determine the best way to view data. 
Figure 23 contains a flowchart for analyzing data taken from a medical-statistics context [Whitley, 
2002]. Although the examples may not be familiar, the process of deciding how to analyze and 
present data is the same for any context, and thus this provides a good starting point for the advisor. 
 
Figure 23: Flowchart for Analyzing Data 
 
It is also important to recall a requirement, mentioned in Section 6.3.3, that the user interface not 
hinder the user. A prime example of a hindering user interface feature is Clippy, the helper added to 
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Microsoft’s Office 97 suite. Although designed using artificial intelligence techniques such as 
Bayesian networks in an effort to provide the user with relevant help at appropriate times, users 
quickly grew irritated by Clippy’s attempts to help them write letters and print documents. Clippy 
was retired by Microsoft in 2001 with a tongue-in-cheek advertising campaign that acknowledged the 
infamous reputation of the paperclip [Microsoft, 2001]. 
Finally, it must be emphasized that many of these guidelines, while often useful and reasonable, 
are rules of thumb rather than inviolable rules. There are situations in which the rules may not apply, 
and the user should be given enough flexibility to be able to ignore the advice. 
 
6.7 Outcomes 
After the implementation phase was finished, the stakeholders were once again asked for their 
feedback on WebStats, but this time to evaluate it. They were asked to identify the aspects of the 
system that they felt were particularly important, the reasons for or against WebStats’s adoption by 
the tobacco control community, and what they saw as the advantages or disadvantages of the system 
as a whole. 
In general, the feedback was quite positive, on several levels. With regards to the system’s 
functionality, one person said that he was impressed with what the system could do, and felt that the 
backbone of the system was in place. Another was quite happy with the statistical advisor and 
message board components of the system, and particularly with the ability to associate analyses with 
message board postings. He felt that the concerns he expressed during the development process had 
been taken into account in the final version of the system. Another user commented that while having 
a broad range of options was certainly helpful, what I had done a particularly good job of was 
including explanations for these options, so that users could have an understanding of the tools that 
they are using [Garcia, 2007; Leatherdale, 2007; Pathammavong, 2007]. 
With regards to the tool’s adoption by the tobacco control community, respondents were able to 
envision several groups making use of the tool. One user said that the tool would be “perfect for 
public health people who want some analysis functionality, including planners in public health.” 
Another respondent talked about a particular group, an asthma education team at an NGO, who would 
find the tool useful in analyzing information about workshops they deliver. Instead of asking an 
outside statistical resource person to do their analysis, they could perform the analysis themselves, 
saving both time and resources. A project manager, similarly, could digest numbers and create his 
own charts “without having to worry about SPSS”. A third user discussed a scenario in a high school 
context, where a principal could use the system in collaboration with a health promotion officer from 
a public health unit to identify problem areas at a school and come up with strategies to deal with the 
issues. Since a principal is not a statistician, the system’s use of charts is quite helpful, and helps the 
principal talk about the issues at hand. This person also pointed out that a public health professional, 
who has expertise in program development and working collaboratively, often needs to portray data 
clearly and simply; thus, this tool would be an excellent fit for her. In general, the user was very 
supportive of WebStats’s basic analysis tools, felt that the tools allowed many different people to 
participate in analysis , and believed that the system as a whole would be very helpful [Leatherdale, 
2007; Loughead, 2007; Pathammavong, 2007]. 
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In terms of the tool’s overall impact, respondents identified a few different areas where the tool 
would be beneficial. One saw the tool as a big improvement over the status quo, in that more people 
can take part in analyzing data, and it reduces the ambiguity and scariness factor in program 
evaluation. Another saw the system as a solution to a problem of inefficient use of data; a lot of time 
and money goes into collecting raw data and, whether because of poor dissemination or privacy 
concerns, those data are often used only to answer a single research question. This tool allows the raw 
data to be used by many people to answer myriad questions. Another user raised a similar point, 
saying that the tool made raw data available to interested people and, in effect, provided analysis on 
demand. Yet another user talked about the tool’s potential for breaking down the statistical barrier 
faced by people with little statistical training. The tool’s emphasis on basic analysis meant that it 
could be used by people who felt that anything to do with statistics was out of their league. The next 
step will be to provide training and tutorials so that any user can see for himself that he is, in fact, 
capable of using the tool [Garcia, 2007; Leatherdale, 2007; Loughead, 2007; Pathammavong, 2007]. 
In addition to these positive comments, users also identified several areas for further work. Two 
people discussed the need for further pilot testing within a specific  project such as OTRU or 
SHAPES, which would allow the system’s user interface to be better tailored to public health 
professionals. They felt that the user interface, while functional, was not clear enough for that user 
group.  For example, one respondent commented that they would be likely to overlook functionality 
that was only available as a hypertext link, as opposed to a large, clear button. Similarly, another 
respondent recommended that browser-based functionality, such as the ability to print and save 
images, should be made available from within the system, as well. This would help users who, for 
example, might not realize that they can print an image via their browser get the maximum use out of 




Conclusions and Future Work 
7.1 Conclusions 
The review of existing statistical packages given in Chapter 2 served two purposes. First, the 
evaluations of statistical software conducted over the last thirty years established a set of criteria to 
use in judging today’s statistical packages. Second, the comprehensive review of statistical software, 
with a focus on collaboration, usability across organizations, and suitability for novice users, 
established that there is indeed an unfilled need in the general user community for the kind of system 
described herein. 
The model for the statistical toolkit described in Chapter 3 has several important benefits. First, 
its integration of data storage, analysis, statistical advice, dissemination, and import and export 
components gives it a robustness not seen in other Web-based statistical models. Second, its 
modularity allows individual components to be modified or replaced entirely without affecting the 
rest of the system. Finally, the fact that it is built around a database of analysis information means that 
additional components can make full use of a database to enhance the capabilities of the system.  
As was shown by the feedback throughout the development process and the response received 
from stakeholders at the end of this process, WebStats met the requirements of its users, filling a need 
for a usable, collaborative statistical analysis tool which was not met by existing tools and systems. In 
gathering the requirements for the system, implementing and refining the system, and evaluating the 
results, several important lessons were learned. 
The first lesson was that even in a relatively small target user population, people working in 
tobacco control, there was a huge amount of variation in statistical training, reasons for using the 
system, and environments in which the system would be used. Thus, design decisions could not be 
made based on the characteristics of the average tobacco control user. Instead, flexibility became an 
essential requirement. To meet this need, WebStats includes a user-preferences system that allows a 
user to customize WebStats according to his needs, abilities, and level of statistical training.  
The second lesson was that it was not sufficient to simply present the user with all possible 
statistical operations and hope that he would select the correct combination of data sets, variables, 
operations, and graph types. Some guidance is required to ensure that the user knows what he is 
doing, and does not create statistically invalid analyses. This guidance is achieved, in part, by 
restricting the available operations to mostly descriptive statistics. However, even within the realm of 
descriptive statistics, errors can be made. Thus, WebStats also includes a statistical advisor, a 
reference guide, help for every option, and explanations of calculation results. 
The final lesson was that WebStats needed to be more than just another analysis tool. WebStats 
needed to recognize the importance of collaboration and information dissemination. That is, there was 
strong demand for a system that would make the results of any analysis available to colleagues on-
demand, allowing colleagues to access any analysis without the creator of that analysis sending it to 
the colleague, or even knowing of the  colleague’s existence. Thus, the integration of the 
communications component with the rest of the system was an essential part of the system’s success 
in meeting the needs of its users. 
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7.2 Future Work 
There are several parts of WebStats which could be developed further, to better meet the needs of 
existing users or to broaden the user base. 
First, the tobacco control case study undertaken for this thesis should be duplicated in other 
contexts. Some possible areas for expansion include aspects of population health such as physical 
activity and nutrition, areas of public concern such as environmental degradation, and public policy 
applications such as tracking the impact of social services in urban centres. By using WebStats in a 
variety of settings and with multiple populations of users, the tool’s flexibility, usability, and general 
applicability will be tested more rigorously, and its features may be further refined to meet the needs 
of a broader user population. 
The possibility of creating a report generation engine was explored while developing WebStats 
for the tobacco control community. During that development, it was found that the gain in flexibility 
offered by presenting the user with raw analysis results – that is, image files and text results – 
outweighed the convenience of allowing the user to create reports from within WebStats. However, 
because WebStats is used in a wide variety of settings, there may be some users for whom this 
convenience is an important feature. In any case, the possibility of creating presentation-quality 
analytical reports via a Web-based system is an appealing one. 
The model presented in Section 3.1 has a great deal of potential for expansion, as any Web-based 
application can access any analysis results and associated semantic keywords stored by the system. 
The collaboration engine, for example, makes use of the keywords to create a user-interest-based 
communications platform, while the proposed report-generation engine would use the stored analysis 
results to create high-quality reports. Other tools that might be created include a mapping tool which 
could associate school survey results with geo-spatial data, thus creating a cartographic representation 
of schools’ smoking health, which could then be linked to demographic data, for example, or  to the 
location of stores which sell cigarettes. 
Another enhancement is the inclusion of more statistical calculations in the system. Expansion in 
this direction is a virtually limitless, as there are many different formulae and models that may be 
used, depending on the user’s statistical expertise, the sort of data he is analyzing, and the type of 
questions he is trying to answer. This enhancement could very well be investigated in co-ordination 
with the use of WebStats in other contexts. A new user group might identify specific sets of 
calculations or models that are particularly appropriate to its field of study, and these could then be 
included in WebStats on a context-by-context basis. A user from the tobacco-control field, for 
example, could be shown a set of statistical operations different  from that shown to a user working 
within an environmental assessment context. 
A generalization of this concept, which would be aimed at users with a high degree of computer 
literacy and a strong background in statistics, is to allow a user to create  his own statistical models or 
formulae. This capability would be difficult from both a mathematical standpoint , in that the system 
should check to make sure the user’s equations are, at the very least, syntactically correct, and a 
computational standpoint, in that WebStats would have to create SQL queries which would execute 




Description of WIDE tool 
Members of the Computer Systems Group (CSG) at the University of Waterloo have been developing 
portal technologies and deploying Web-based portals based on these technologies since the early 
1990s. Current portals, called Community Learning Spaces, are constructed using the Web-based 
Informatics Development Environment (WIDE). 
The Community Learning Spaces are based on a service-oriented architecture and use the WIDE 
software toolkit to implement these services to enable the design, construction, deployment, 
maintenance and operation of complex Web-based systems. WIDE is primarily based on open source 
software technology and consists of a number of service and supporting frameworks. Applications 
can include input forms or reports containing extensive multimedia materials such as imaginative use 
of maps or any 2-dimensional diagram, Web sites, databases, indexing and searching methods, 
agents, and push technologies. WIDE also contains a knowledge management system that supports 
documentation of technical information and best practices.  




Boxplot This graph type summarizes the table's data, showing the minimum and maximum values, 
median (middle) value and the first and third quartiles (that is, the values such that 25% and 75% of 
the data is greater, respectively) 
Central Tendency Calculations that measure where the centre of the data lies. Three common 
calculations of this type are mean, median and mode. 
Confidence Level When working with inferential statistics, one cannot make any definitive 
statements, but rather one may consider results to be true with a certain level of confidence, usually 
considered in terms of a range of values; informally, one can say that one is 95% confident (for 
example) that the result falls within a certain range. Formally, if one is estimating a parameter s with 
a confidence level of 95%, this means that there is a 95% chance that a randomly selected sample 
from the target population will have a confidence interval which contains the true value of s for the 
target population. 
Confidence Interval When estimating a parameter, s, in a sample population, one usually describes 
s as falling within a range of values with a certain confidence level. This range of values and the 
associated confidence level are referred to as the confidence interval. 
Correlation Coefficient A numerical expression of the degree to which two variables in a data set 
are related to each other, and ranges from 1 to -1. Given an independent variable x and a dependent 
variable y, a correlation coefficient of 1 means x and y are positively correlated – that is, each unit of 
variation in x is associated with the same (proportional) size and direction variation in y. A correlation 
coefficient of 0 means that x and y are completely independent, and -1 means that x and y are 
negatively correlated. 
Descriptive Statistics Calculations which convey information about the data set; two common types 
of descriptive statistics are central tendency and variance. 
Frequency Table  A table which records the number of times each value appears in a data set. When 
displayed as a chart (often a bar chart), it is also referred to as a histogram.  
Inferential Statistics Calculations which are used to extrapolate information about a population from 
data about a sample from that population, expressed with a certain confidence level. More advanced 
inferential statistics may compare two or more populations based on samples drawn from each, again 
with a certain level of confidence. 
Linear Regression When given a set of data points, one can use linear regression to find a “line of 
best fit” that describes these points. As the name implies, a “line of best fit” is a linear formula (that 
is, a formula of the form y = mx + b) which comes as close as possible to matching the points in the 
data set. As with other inferential calculations, this line is accompanied by a confidence interval, 
which indicates the range of values over which one can be confident that this formula is correct, and 
the associated degree of certainty. 
Mean Often called the average, this is the sum of all the elements of a data set divided by the number 
of elements in the data set. 
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Median This is the value such that half the elements in a data set are above it, and half are below it. 
Mode  This is the element which occurs most frequently in a data set.  
Quartile The first quartile is the value such that 25% of the elements in the data set are above it, and 
75% are below it. Similarly, the third quartile is the value such that 75% of the elements in the data 
set are above it and 25% are below it. 
Range  The difference between the largest element and the smallest element in a data set. 
Sample Population A subset of the target population which one can identify as being a potential 
subject for analysis. For example, if the target population is every Canadian, then the sample 
population might be everyone listed in a phone book.  
Scatterplot When analyzing two variables, this graph type shows each value pair as a point on the 
(x,y) plane . 
Standard Deviation This is the square root of the variance and, since it uses the same units as the 
data set, is used frequently in many inferential statistical operations. 
Study Population A subset of the sample population which is small enough that it may be used for 
an experiment. If the target population is every Canadian and the sample population is everyone listed 
in a phone book, then the study population might be one hundred people randomly selected from the 
phone books of five large cities. 
Target Population The population (often a group of people, but may also be a collection of items) 
which one would like to analyze. Often, this population is too large to be able to analyze directly, so 
sample or study populations are used, and then information about the target population is inferred 
from these smaller populations. 
Variance  This is the sum of the differences between each element in the data set and the mean of the 
data set, divided by the number of elements in the data set. Informally, it measures the amount of 
variation from the centre in a data set. 
See: Bulmer (1967), Donnelly (2004), Fisher (1970), Klugh (1974), Richmond (1964).   
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Appendix C 
Description of SHAPES 
SHAPES (School Health Action, Planning and Evaluation System) is a modular local data collection 
system. It consists of a machine -readable questionnaire that can be administered to all students in a 
school, and a computer-generated feedback report for each school. 
SHAPES was developed with several goals; these are to facilitate and stimulate the development, 
planning, and evaluation of interventions and policies related to health behaviours within schools ; to 
enable high quality research to be conducted in real world settings; to minimize burden on school 
personnel and students; to maximize value to schools and stakeholders. 
The SHAPES smoking behaviours module includes items on demographics, smoking behaviours 
(including amount, frequency and situation), attitudes, and the social and physical environment. The 
current smoking behaviours module is derived form the School Smoking Profile, which is already in 
widespread use. Since 2000, the smoking module has been administered in over 300 schools across 
Canada and data has been collected for over 110, 000 students. 
Note: Adapted from “About SHAPES” (http://www.shapes.uwaterloo.ca/about/). 
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Appendix D 
Details of Interview Process 
Interview Questions  
1. Could you give me a general overview of tobacco control programs you are involved with? 
2. How is the data for these programs currently analyzed and used? 
3. Ideally, how would you like to see the data used?  
4. What kind of reports would you like to generate using the system?  
5. How would you like to use statistics in your reports, ideally? What kinds of conclusions would 
you want to draw about the data you had gathered?  
6. Have you used any computerized statistics packages (e.g. SPSS) in the past? 
7. If so, what has your experience been (positive, negative, mixed)? Explain. 
8. If so, what tools from that package would you most like to see in WebStats? 
9. If not, have there been any barriers that have prevented you from using statistical analysis tools? 
10. What is your familiarity with statistics? Practical? Mathematical? None? 
11. What statistical calculations would you like to be able to perform in WebStats? Simple 
calculations? Data models? Confidence intervals?  
12. What context would you use the system in? School?  Office? Home? 
13. How much time would you have to create your reports? 
14. How would the reports be used by their target audience? 
 
Note that this list of questions is not necessarily exhaustive, but rather gives a sense of the sorts of 
areas that the open-ended interview will explore. 
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Summary of Participants 
Name Organization Role  Location 
Andrew Loughead Manitoba Health Tobacco Control 
Coordinator 
Winnipeg, MB 
Caroline Silverman Cancer Care Ontario Knowledge 
Exchange Officer 
Toronto, ON 
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Public Health Nurse Victoria, BC 
Janice Tiessen University of 
Waterloo 
Data Manager Waterloo, ON 





Lynda Zimmerman Ottawa Dept. of 
Public Health 
Public Health Nurse Ottawa, ON 





Mary Thompson University of 
Waterloo 
Professor, Dept. of 
Statistics 
Waterloo, ON 
Matt van der Meer University of 
Waterloo 
Data Analyst Waterloo, ON 
Patrick Seliske Guelph Public 
Health Unit  
Epidemiologist Guelph, ON 
Paul McDonald University of 
Waterloo 
Co-Director, PHR Waterloo, ON 
Phyllis Barkley Ottawa Dept. of 
Public Health 








Scott Leatherdale  Cancer Care Ontario Statistician Toronto, ON 
Steve Brown University of 
Waterloo 
Professor, Dept. of 
Statistics 
Waterloo, ON 
Steve Manske University of 
Waterloo 
Scientist, PHR Waterloo, ON 
 




WebStats Instruction Manual 
Introduction 
 
This is a guide to WebStats, a Web-based statistical analysis toolkit developed by the Computer 
Systems Group at the University of Waterloo. It describes all of the features available in the toolkit, 
and explains each screen and menu item. 
The WebStats system is made up of several components, which work together to create a full-
featured toolkit for storing data, doing statistical analyses, and sharing the results with others. These 
components are: 
• A data set viewer, which allows you to browse all of the data sets stored by the system.  
• A data import tool, which allows you to bring either numerical or coded data into the system 
from a plain-text file. 
• Basic and advanced versions of a statistical analysis tool, which allow you to perform statistical 
calculations and create graphs from these data sets. 
• A message board, which allows you to share your analyses with colleagues. 
• Data set management tools , which allow you to modify the data sets stored by the system and 
change the characteristics of a particular data set. 
• A personal settings manager, which allows you to modify the system to fit your needs. 
These components make use of a few key concepts, which are important to understand when 
using the system. These concepts are: 
• the use of keywords to describe your interests, and the topics covered by analyses, data sets and 
variables, 
• the creation of an analysis by bringing together operations and constants , 
• the distinction between numerical and coded data sets, and 
• the use of privacy settings to control who may view and edit an analysis 
The guide begins by explaining each of these concepts, and then goes on to describe each component 





Keywords are used to allow you to specify areas of interest, and to give meaning to variables, data 
sets and analyses. Specifically, you can express your interests via a set of descriptive keywords; for 
example, if you were interested in youth tobacco control programs, you  might select keywords such 
as grade school, high school, or prevention. 
 
Analysis Composition 
An analysis is composed of operations and constants. Operations are statistical calculations or tables 
which are presented as either numerical results or as graphs. Constants, meanwhile, are fixed values 
which are either superimposed on graphs as horizontal lines or shown as a number alongside other 
numerical results. An analysis may include any number of operations and constants. 
 
Numerical vs. Coded Data Sets 
A numerical data set contains data which are meant to be interpreted literally. For example, if the data 
for a particular person has the value 20 in the “age” column, then it assumed that the person’s age is 
equal to 20. A coded data set, meanwhile, contains data which are meant to be interpreted using a 
coding scheme. For example, if a particular person has the code 4 in the “age” column, you would 
look up the appropriate variable and code using a coding scheme like the one shown in Table 1. 





Thus, Table 1 shows that the “age” code 4 corresponds to “21 years old and older”.  
 
Privacy Settings 
Privacy settings allow you to control how much access other users will have to your data sets and 
analyses. Table 2 shows how the system’s analysis privacy settings work. 
Table 2: Privacy Settings 
Privacy Level Snapshot Shown? Details Shown? Editable? 
Public  Yes Yes Yes 
Read-only Yes Yes No 
Private Yes No No 
Hidden No No No 
Variable Code  Meaning  
1 14 years old and younger 
2 15-17 years old 
3 18-20 years old 
age 
4 21 years old and older 
 76 
Data Set Viewer 
 
The data set viewer allows you to vie w the data contained in a data set which is stored by the system. 
To view a data set, click on the “View Data Sets” link on the sidebar, select the data set from the 
drop-down menu which will appear, and then click “View”. 
Once the data set has been loaded, you can filter the data shown using the “Search Data Set” 
menu at the top of the page. To show only data matching a certain criterion (e.g. age > 20), use the 
“Show only data where…” option. To show only certain columns, use the “Show only the following 
columns…” option. You can begin a new search by selecting the “Conduct new search” option, or 
further refine your current search by selecting “Search these results”. You can view all the data at any 
time by clicking on the “Show all data” button. 
If you are viewing a coded data set, you can switch between numerical and coded data by 
clicking on the “Switch to viewing numerical (or coded) data” link at the top of the page. If a value is 
missing, the system will show a “NULL” value. 
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Data Import Tool 
 
The data import tool allows you to bring either numerical or coded data into the system from a plain-
text file. You can either create a new data set, or add entries to an existing data set. There are three 
steps to importing data into the system. 
1. Select the data set to import 
the data into. If you are 
creating a new data set, then 
you should import the data 
into a new data set. If you are 
adding to or replacing an 
existing data set, then you 
should import the data into 
an existing data set .  
If you choose to import into a 
new data set, then you must 
give this data set a name, and 
specify the columns that will 
be in the data set – that is, 
describe the format of the 
data that is being imported. 
You must give each column a 
name describing the data 
stored in that column, set the 
data type to be either words 
or numbers, and specify the units that the data is measured in. For example, the units for a column 
containing temperatures might be “degrees Celsius”.  
 
If you choose to import into an existing data set, then you simply need to select the data set to 
import into. 
 
In either case, the menu will show the columns in the destination data set and a sample data file 
made up of random data which conforms to the data types stored in the data set. This will help 
you ensure that the format of the raw data file being imported matches the format of the data set 
you are importing into. 
 
2. Select the format of the data file being imported. This can either be “Plain text, separated by 
commas” or “Plain text, separated by tabs”. In either format, each line of text corresponds to a 
row of data, and each column is separated by either a comma (“,”) or tab (“ “) character. 
 
3. Select the source filename. You can do this either by typing the filename (including the full path) 
into the text box, or by clicking on the “Browse” button, and navigating to the proper file. This 
should be a plain -text file, with the data separated by either commas or tab characters. 
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Data Export Tool 
 
The data export tool allows you to extract data from the system into a plain-text file. There are three 
steps to exporting data from the system. 
1. Select the data set to export the data from.  
 
2. Select the format of the the file you are 
exporting into, which be referred to as the 
destination file. The file will be in plain text 
format, and the data in each row may be 
separated either by commas or tab characters. 
 
3. Enter the name of the destination file. Note that 
this should just be the name of the file itself, 
and should not specify where the file will be 
saved on your computer. Also, since the file is 









The show analyses tool allows you to search for and browse through analyses stored within the 
system. There are three different search types available: “Filter Results” shows analyses which match 
your search parameters. “User Interests” searches for analyses with keywords which match your 
interests – for more information on setting your interests, see the section on the “Personal Settings” 
tool. “Show All” shows all the analyses stored by the system. 
After performing the search, the system shows the name of each analysis, the username of the 
person who created it, and might also show links to view more details and edit the analysis, 






When creating a basic analysis, there are a few parameters you need to specify: 
 
• The data set that the data for the 
analysis will be drawn from.  
• The variable  that you are 
interested in analyzing; once you 
select a data set, the variables 
listed in this menu will 
correspond to the columns in the 
selected data set. 
• The stats operation that you 
would like to perform on that 
variable; this may be either an 
operation which creates a table, 
or a descriptive operation. See the 
statistical reference at the end of 
this guide for more information 
on the operations available in this 
menu.  
• The type of graph that you would 
like to generate; if you select a 
descriptive stats operation, then 
this menu will not be shown. If 
you select a stats operation which 
creates a table, then a number of 
different graph types will be available. See the statistical reference for more information. 
• If you selected the frequency table stats ope ration, then the following menus will also be shown: 
o Count Display: There are two ways that the column values can be displayed in a 
frequency chart: either by percentage , where the graph will show the percentage of times 
that a column value occurs, or absolute, where the graph will show the number of times 
that column value occurs. 
o Count Type: There are two ways that the column values can be counted in a frequency 
chart: either separately, where each column in a bar graph is calculated separately, or 
cumulatively, where each column in a bar graph is calculated as the number of items le ss 
than or equal to that value. 
o Cross Tabulation: Selecting "Yes" in this menu allows you to split up the frequencies for 
each column according to the value of a second variable. 
• If you want to save the analysis for later retrieval, viewing or editing, you need to check the 




When performing an advanced analysis, you 
are first presented with a menu which allows 
you to manage the analysis as a whole; you 
can add, edit or remove operations or constant 
values from the analysis, create or delete an 
analysis, or change an analysis’ settings, as 




When creating or editing an operation, you have all of the basic options available, which are 
described in the previous section; however, you also have a number of more complex options and 
operations to work with:  
• You can draw the data for the analysis 
from multiple data sets, in addition to 
being able to draw the data from a single 
data set (as in the basic analysis). 
• You can analyze two variables to find 
relationships between variables in a data 
set. Specifically, you can select a 
dependent (y) variable  and see if it is 
influenced by an independent (x) variable. 
• You can use one or more where clauses to 
filter the results by a set of criteria. You 
can use the red X beside a clause to 
remove it from the set of criteria. 
• You can perform inferential calculations 
such as linear regression or finding a 
confidence interval. Please see the 





When editing an analysis’s options, there are many ways in which you can customize the presentation 
of an analysis. These options are explained below: 
• Privacy Level: this controls who 
can view and edit the analysis 
• Add or Remove Keywords : 
keywords are used to assign context 
or meaning to an analysis. Some 
keywords are assigned automatically 
based on the data sets and variables 
used in the analysis, while others 
may be added by users. 
• Image Size : the dimensions of the 
image generated by the system. By 
default, the image is 800 pixels wide 
by 430 pixels high. 
• X Axis Labels : the variable to use 
for X-axis labels when showing a 
raw data graph. By default, columns 
in a raw data graph are numbered 
according to the number of data 
points being graphed. That is, the 
first data point is labelled “1”, the second is labelled “2”, and so forth. However, by selecting a 
variable for the X axis label, the columns are labelled according to the value of that variable for 
each data point. 
• Column Order: the name of the variable to be used in sorting the results, and the order in which 
the results are to be sorted. By default, the results are sorted by the variable being analyzed, in 
ascending order. 
• Axis Labels : Controls whether or not the axis labels (the text describing the axes, as opposed to 
the labels on the axes themselves) are shown 
• Font Type : the font to be used (the default is Arial) 





When you are viewing an analysis, the results may be shown in one of two ways. If the analysis 
includes one or more graphs, then the  results will be shown on a graph, as shown in the first 
screenshot. If the analysis consists entirely of calculations, then the results will be shown in text 
format, as shown in the second screenshot. 
 
 
A set of analysis results, shown as a graph 
 
 
Another set of analysis results, shown in text format 
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Data Set Information 
The data set information menu allows you to maintain information about the data sets that are used by 
the WebStats system. To edit the information for a particular data set, you can click on its name, 
which will bring up a new window. In maintaining information about the data set, the following fields 
are used: 
• Data Set Label: the name to be used by the user interface for this data set 
• Data Set Name : the name of the data source in the database  
• Data Set Type : the kind of data stored by this data set; valid values are "numerical" or "coded" 
• Data Set Source : the name of the database this data set is stored in 
 
Additionally, you can click on the “Edit Keywords” link to edit the keywords which are associated 




The column information menu allows you to maintain information about the columns within a 
particular data set used by the WebStats system. To edit the information for a particular column, you 
can click on its name, which will bring up a new window. In maintaining information about a column, 
the following fields are used: 
• Name : the name of the column in the data source 
• Value : for coded data, a code value used for this column; for numerical data, this is set to 0 
• Meaning : for coded data, the meaning corresponding to the code value. 
For numerical data, this is set to the column name  
• Location: the name of the data set this column is stored in 
• Units : what the column is measuring (e.g. dollars, people, or ages) 
 
Additionally, you may click on the “Edit Keywords” link to edit the keywords which are associated 





To allow you to tailor the system to your needs, the system offers three categories of user preferences: 
statistical familiarity, computational complexity and interface detail. Within each category, the user 
can choose a setting of “high”, “medium” or “low”, which will affect the range of statistical 
operations available, the adjustments which can be made to those operations, and the variety of 
customization options presented, respectively. Shown below is a chart which explains the effect that 
each setting has on the system.  
 
Category Setting Effect 
Low 
Descriptive operations hidden 
Inferential operations hidden 
Help provided for calculation results 
Medium Inferential operations hidden 
Statistical 
Familiarity 
High All operations shown 
Low 
Where clause hidden 
Second variable hidden 
Cumulative, absolute value graph options hidden 
Medium Where clause hidden 
Computational 
Complexity 
High All operations shown 
Low Collection options shown: name and privacy level 
Medium Additional options shown: image, axis dimensions Interface Detail 





Keywords are used to assign meaning to data sets, 
variables, and analyses, and also indicate a user’s 
areas of interest. Management of these keywords 
is performed via the same basic interface, 
regardless of whether the keywords are associated 
with a variable, a data set, or a user profile. For the 
sake of explanation, the variable, data set or user 
profile with which a set of keywords is associated 
will be referred to as an “entity”.  
 
You may delete one or more keywords from an 
entity by going under the “Delete a Keyword” 
menu, clicking the checkbox next to each keyword 
you want to delete, and then clicking the “Delete” 
button. Note that this does not delete the keyword 
entirely, but merely removes its association with 
the entity.  
 
Similarly, you may add one or more keywords to 
an entity by clicking on the keywords in the 
selection menu under the “Add a Keyword” menu, 






The message board is provided as a way for colleagues to share information about analyses, news 
about ongoing projects, or seek assistance in analyzing data from other users. The message board 
consists of three parts; the first part, shown in Figure 1, is a message board browser, which shows all 
of the messages on the board, organized hierarchically by conversation. 
 
Figure 1: Message Board Browser 
 
The second part, shown in Figure 2, is the 
message view, which shows a single message 
and the conversation that it is a part of. You 
can click on another message within the 






Finally, there is a message composition menu, shown in Figure 
3. Besides writing the message and specifying the message 
subject, author and email address, you can also attach one or 
more analyses to the message, which will cause a link to the 
analyses to be shown at the bottom of the posted message. 
 
 
Figure 2: Message View 
Figure 3: Message Composition Menu 
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