We study the AKNS(N ) hierarchy for N = 3, 4, 5, 6. We give the Hirota bilinear forms of these systems and present local and nonlocal reductions of them. We give the Hirota bilinear forms of the reduced equations. The compatibility of the commutativity diagrams of the application of the recursion operator, reductions of the AKNS(N ) systems, and Hirota bilinearization is also studied. *
Introduction
There are several works about finding new integrable nonlocal nonlinear partial differential equations and obtaining different kinds of solutions of these nonlocal equations after Ablowitz and Musslimani introduced nonlocal type of reductions [1] - [3] . If these nonlocal reductions are done consistently, the integrable systems can be reduced to the reverse space, the reverse time, and the reverse space-time nonlocal equations, which are also integrable. Particularly, there are works on nonlocal nonlinear Schrödinger equations (NLS) [1] - [14] , nonlocal modified Kortewegde Vries (mKdV) equations [2] - [4] , [8] , [15] - [18] , nonlocal sine-Gordon (SG) equations [2] - [4] , [19] , and so on [20] - [33] .
The systems admitting nonlocal reductions have discrete symmetry transformations leaving the systems invariant. In [34] we showed that a special case of discrete symmetry transformations are actually the nonlocal reductions of the same systems. The connection between local and nonlocal reductions was given in [35] , [36] .
The AKNS hierarchy [37] can be written as
for N = 1, 2, · · · , where R is the recursion operator,
and a is an arbitrary constant. Here D is the total x-derivative and D −1 = x is the standard anti-derivative.
For N = 1 the system (1) gives the coupled NLS system, which we call the AKNS(1) system,
Letting p = g f and q = h f in (3) and (4) yields the Hirota bilinear form of this system as
We have studied soliton solutions, local and nonlocal reductions of this system in [7] , [8] .
Similarly if we consider the case for N = 2 we have the coupled mKdV system, which we call the AKNS(2) system,
If we let p = g f and q = h f in (8) and (9) , we get the Hirota bilinear form of the system (8) and (9) as (aD t 2 + D 3
x ){g · f } = 0, (10) (aD t 2 + D 3
x ){h · f } = 0,
We have studied soliton solutions, local and nonlocal reductions of this system in [8] , [15] .
For general N + 1, the Hirota bilinear form of AKNS(N + 1) system can be represented by [38] 
This is a recurrence relation for the Hirota bilinear forms of the AKNS hierarchy. Double Wronskian solutions of the AKNS hierarchy expressed by (13)- (15) are obtained in [39] and [40] . Chen et al. [4] gave nonlocal reductions of the AKNS hierarchy (13)- (15) . They also derived exact solutions in double Wronskian form of the reduced nonlocal equations from those double Wronskian solutions of the AKNS hierarchy. Ankiewicz et al. [41] analyzed the infinite hierarchy of AKNS equations in two parts; even-order members and odd-order members. They gave the generalized soliton solutions, plane wave solutions, Kuznetsov-Ma breathers, Akhmediev breathers, rogue and periodic wave solutions for this hierarchy.
In studying Hirota bilinear forms and reduction of AKNS(N) systems we face up with the commutativity of certain operations, such as application of the recursion operator and then reduction of systems illustrated in the diagram below. Here R is the recursion operator (2), R red is the same operator with a reduction applied, and AKNS red (N) is the AKNS(N) system (1) with a reduction applied. In general, we have the recursion operator, reduction of the system, and Hirota bilinearization. We study the compatibility of the commutativity diagrams for each pair of the operators.
In this paper we study the system AKNS(N) given by (1) for higher orders, particularly for N = 3, 4, 5, 6. The recurrence relation (13)- (15) is not very useful to obtain the Hirota bilinear form of the system AKNS(N) for N ≥ 3. For N ≥ 3, the Hirota bilinear form for the system AKNS(N) is not as simple as these for N = 1, 2. We show that the Hirota bilinear forms of AKNS(N) systems are not homogeneous for N = 3, 4, 5, 6. In Section 2, we give the Hirota bilinear forms of AKNS(3) and AKNS(4) systems. Then we consider the local and nonlocal reductions of these systems. We present the Hirota bilinear forms of the reduced equations. Similarly, in Section 3 we study the AKNS(5) and AKNS(6) systems. In Section 4, we analyze the commutativity of three diagrams giving the relations between the reductions, recursion operators, bilinearization, and soliton solutions.
2 Hirota bilinear forms of AKNS(N ) systems for N = 3, 4
A. AKNS(N) system for N = 3
For N = 3, we have the AKNS(3) system
If we let p = g f and q = h f in (16) and (17), we get the Hirota bilinear form of AKNS(3) system,
where s and τ are auxiliary functions.
a. Local reductions for AKNS(3) system
The AKNS(3) system does not have q(x, t 3 ) = kp(x, t 3 ) type local reduction but we can consider the local reduction q(x, t 3 ) = kp(x, t 3 ), k is a real constant, for this case.
Under this reduction the AKNS(3) system (16) and (17) consistently reduces to the local complex AKNS(3) equation [48] .
We can also obtain the Hirota bilinear form of the reduced equation (23) . From the reduction
.
By equating numerator and denominator separately that is by using Type 1 approach [7] , [8] , [15] we have h(x, t 3 ) = kḡ(x, t 3 ) and f (x, t 3 ) =f (x, t 3 ). When we use these relations in (18)- (22) we get the Hirota bilinear form of the reduced local complex AKNS(3) equation (23) as
where a is a pure imaginary number.
b. Nonlocal reductions for AKNS(
When we apply this reduction to the AKNS(3) system (16) and (17), it occurs that to have a consistent reduction of this type we must have aε 2 = −a that is ε 2 = −1. Therefore we have the following nonlocal reduced equations: (28) which are written explicitly as
(2) (ε 1 , ε 2 ) = (−1, −1) Reverse space-time nonlocal AKNS(3) equation:
From the reduction, Type 1 approach gives h(x,
. Using these relations in (18)- (22) yields the Hirota bilinear forms of the equations given by (28) as
where s is an auxiliary function and ε 1 = ±1,
When we use this reduction on the AKNS(3) system (16) and (17), it yields that to have a consistent reduction of this type we must haveāε 2 = −a. We get the nonlocal reduced equations,
Explicitly, we have three nonlocal reduced equations:
(1) (ε 1 , ε 2 ) = (−1, 1) Reverse space nonlocal complex AKNS(3) equation:
(2) (ε 1 , ε 2 ) = (1, −1) Reverse time nonlocal complex AKNS(3) equation:
where a ∈ R. (37) where a ∈ R.
From the reduction, Type 1 gives
Hence the Hirota bilinear forms of the equations expressed by (34) are given by
where s is an auxiliary function andāε 2 = −a.
B. AKNS(N) system for N = 4
For N = 4, we have the following system from (1) that we call AKNS(4) system:
Letting p = g f and q = h f in (41) and (42) yields
a. Local reductions for AKNS(4) system a.i. q(x, t 4 ) = kp(x, t 4 ), k is a real constant.
Different than the AKNS(3) system, the AKNS(4) system (41) and (42) has such type of local reduction consistently. The reduced local AKNS(4) equation is
without any constraint on the parameters. By Type 1, we obtain the Hirota bilinear form of this reduced local equation as
where s is an auxiliary function.
When we apply this reduction to the AKNS(4) system (41) and (42) it consistently reduces to the local complex AKNS(4) equation
whereā = a. This equation for a = 1, k = −1 is named as fifth-order NLS equation. Soliton, breather, and rogue wave solutions of this equation were considered in [49] - [55] . When we use Type 1 approach on (43)-(47) with this reduction we obtain the Hirota bilinear form of the local complex AKNS(4) equation (52) as,
where s is an auxiliary function and a ∈ R. Here f (x, t 4 ) =f (x, t 4 ).
b. Nonlocal reductions for AKNS(4) system
If we use this reduction on the AKNS(4) system (41) and (42) we get the condition aε 1 ε 2 = a i.e. ε 1 = ε 2 = −1 to have a consistent nonlocal reduction. Hence we obtain the following reverse space-time nonlocal AKNS(4) equation:
Using Type 1 gives the Hirota bilinear form of the above equation as
where s is an auxiliary function,
When we use this nonlocal reduction on the AKNS(4) system (41) and (42), it occurs that to have a consistent reduction we must have a =āε 1 ε 2 . We get the nonlocal reduced equations,
Explicitly, we have three nonlocal reduced equations.
(1) (ε 1 , ε 2 ) = (−1, 1) Reverse space nonlocal complex AKNS(4) equation:
(2) (ε 1 , ε 2 ) = (1, −1) Reverse time nonlocal complex AKNS(4) equation:
where a ∈ R.
Letḡ(ε 1 x, ε 2 t 4 ) =ḡ ε . By Type 1 we have the Hirota bilinear forms of the equations expressed by (60) as
where s is an auxiliary function, a =āε 1 ε 2 , and f (x, t 4 ) =f (ε 1 x, ε 2 t 4 ).
3 Hirota bilinear forms of AKNS(N ) systems for N = 5, 6
Note that there are also some works on successive members of the AKNS hierarchy (1) . But as N gets larger it becomes harder to obtain the Hirota bilinear forms of AKNS(N), N ≥ 5. The recurrence relation (13)-(15) is not helpful.
A. AKNS(N) system for N = 5
For N = 5, the system (1) gives the AKNS(5) system
Letting p = g f and q = h f in (67) and (68) gives
where s, µ, τ , and ν are auxiliary functions.
a. Local reductions for AKNS(5) system
Similar to the AKNS(3) system, the AKNS(5) system does not have q(x, t 5 ) = kp(x, t 5 ) type local reduction. We consider the local reduction q(x, t 5 ) = kp(x, t 5 ), k is a real constant.
a.i. q(x, t 5 ) = kp(x, t 5 ), k is a real constant.
The reduction q(x, t 5 ) = kp(x, t 5 ) reduces the system (67) and (68) to the local complex AKNS(5) equation,
whereā = −a. This equation is known as the fifth member of reduced AKNS hierarchy or sixth order NLS equation [43] . Bilinear form and soliton solutions of the above equation were given in [56] . Multiple dromion solutions, solitons, breather, and rogue wave solutions of this equation were presented in [57] - [59] . If we use Type 1 approach on (69)-(75) we obtain the Hirota bilinear form of the equation (76) as,
where s and ψ are auxiliary functions andā = −a. Here f (x,
This reduction reduces the system (67) and (68) to the nonlocal AKNS(5) equations,
where ε 2 = −1 and ε 1 = ±1. Here we have the reverse time and the reverse space-time nonlocal AKNS(5) equations.
The Hirota bilinear forms of the equations (81) obtained by Type 1, are given by
where s and ψ are auxiliary functions, g ε = g(ε 1 x, −t 5 ), and f (x,
By this reduction the system (67) and (68) reduces to the nonlocal complex AKNS(5) equation,
Here we have three nonlocal complex AKNS(5) equations; the reverse space (ε 1 , ε 2 ) = (−1, 1), the reverse time (ε 1 , ε 2 ) = (1, −1), and the reverse space-time (ε 1 , ε 2 ) = (−1, −1) nonlocal equations.
By Type 1 that is by using h(x, t 5 ) = kḡ(ε 1 x, ε 2 t 5 ) = kḡ ε and f (x, t 5 ) =f (ε 1 x, ε 2 t 5 ) on (69)-(75) we get Hirota bilinear forms of the equations (86) as
where s and ψ are auxiliary functions, andāε 2 = −a.
B. AKNS(N) system for N = 6
For N = 6, the system (1) gives the AKNS(6) system
Letting p = g f and q = h f in (91) and (92) gives the Hirota bilinear form of this system as
where s, µ 1 , µ 2 , τ , ν 1 , and ν 2 are auxiliary functions.
a. Local reductions for AKNS(6) system a.i. q(x, t 6 ) = kp(x, t 6 ), k is a real constant.
When we apply the reduction q(x, t 6 ) = kp(x, t 6 ) to the AKNS(6) system (91) and (92) it reduces to the local equation
By using Type 1 approach on (93)-(101) we get the Hirota bilinear form of this reduced local equation as
where s, ψ 1 , and ψ 2 are auxiliary functions.
a.ii. q(x, t 6 ) = kp(x, t 6 ), k is a real constant.
This system reduces to the following equation under q(x, t 6 ) = kp(x, t 6 ) consistently,
Here a =ā. Using Type 1 approach on (93)-(101) gives the Hirota bilinear form of the reduced local AKNS(6) equation as
b. Nonlocal reductions for the AKNS(6) system b.i. q(x, t 6 ) = kp(ε 1 x, ε 2 t 6 ) = kp ε , ε 2 1 = ε 2 2 = 1, k is a real constant.
When we apply this nonlocal reduction to the system (91) and (92), we get ε 1 = ε 2 = −1 and it reduces to the reverse space-time nonlocal AKNS(6) equation,
where p ε = p(−x, −t 6 ).
By Type 1, we take h(x, t 6 ) = kg(−x, −t 6 ) = kg ε and f (x, t 6 ) = f (−x, −t 6 ). Therefore we get the Hirota bilinear form of the equation (114) as
Under this reduction the system (91) and (92) reduces to the reduced nonlocal complex AKNS(6) equation consistently,
where a =āε 1 ε 2 . Here we have three nonlocal equations; the reverse space, the reverse time, and the reverse space-time nonlocal complex AKNS(6) equations.
By Type 1 we get the Hirota bilinear forms of the nonlocal equations expressed by (120) as
where s, ψ 1 , and ψ 2 are auxiliary functions, a =āε 1 ε 2 ,ḡ ε =ḡ(ε 1 x, ε 2 t 6 ), and f (x, t 6 ) = f (ε 1 x, ε 2 t 6 ).
Reductions, recursion operator, bilinearization, and soliton solutions by Hirota method
In studying the AKNS system we encounter four different operations. AKNS(N) system has two coupled nonlinear equations of order N + 1. Reduction is a process which decreases the number of dependent variables to one in a consistent way. Recursion operator increases the order of the differential equations by one. Bilinearization is a process to put the given equation, if possible, in the Hirota bilinear form. Finally, the last process is obtaining the soliton solutions of the equations by using the Hirota method. In this section we investigate how these operations commute.
Reductions and Solutions
We consider first the Hirota method to find the soliton solutions and reductions. Consider the following diagram. Hirota M.
Reduction

Figure 2: Relations between reductions and solutions
Here AKNS red (N) is the reduced equation obtained from the AKNS(N) system (1) by applying a reduction. We analyze this diagram by following two paths. Path 1 is the one starting from the bilinear form of AKNS(N) system, followed by obtaining solutions of this system via Hirota method then finalized by getting solutions of the AKNS red (N) equation by applying local and nonlocal reductions. Path 2 also starts from the bilinear form of the AKNS(N) system. But the next step here is applying reduction to get the Hirota bilinear form of the reduced equation AKNS red (N). The reduction is done by using Type 1 approach that has been introduced in [7] and [15] . Then we use Hirota method on this bilinear form of the reduced equation to obtain solutions of the AKNS red (N) equation. Here the question is that whether we reach to the same solutions by following these two paths or not. In other words, is the above diagram commutative?
Through Path 1, one can use both Type 1 and Type 2 approaches [7] , [8] , [15] while finding soliton solutions of the AKNS red (N) equation via Hirota method. These two approaches give different solutions. Clearly, through Path 2 we can only use Type 1 since we reduce the Hirota bilinear form of AKNS(N) system to the Hirota bilinear form of AKNS red (N) according to Type 1 approach.
We obtain same solutions through both Path 1 and Path 2 if we apply Type 1 approach i.e. the diagram in Figure 2 is commutative if we use Type 1. We note that if we apply Type 1 approach, we get trivial solution for the nonlocal AKNS(2N) or AKNS(2N + 1) equations reduced by q(x, t) = kp(−x, −t) through each path for any N.
Reductions and Bilinearization
We consider now the relation between the bilinearization and the reductions. Consider the following diagram. Here we show that this diagram is commutative for N = 1, 2, 3. Note that 
1) N = 1 case:
For N = 1 we have the AKNS(1) system that is the coupled NLS system (3) and (4). Now we will follow two paths in the Figure 3 separately.
Local reduction (a) q(x, t) = kp(x, t), k is a real constant. There is no such local reduction in both paths. If we use it we get a = 0.
Local reduction (b) q(x, t) = kp(x, t), k is a real constant.
Path 1. If we let p = g f and q = h f in (3) and (4) we get the Hirota bilinear form of the AKNS(1) system as (5)- (7) . Apply now the local reduction q(x, t) = kp(x, t) to the Hirota bilinear form. Let us use Type 1 approach. This means h = kḡ and f =f . Then we get the reduced the Hirota bilinear form as
whereā = −a and f =f .
Path 2. We now first apply the reduction to the AKNS(1) system and obtain the reduced local equation
whereā = −a. Letting p = g f gives the same Hirota bilinear form of the reduced equation given in (126) and (127) with f =f .
Nonlocal reduction (a) q(x, t) = kp(ε 1 x, ε 2 t) = kp ε , ε 2 1 = ε 2 2 = 1, k is a real constant.
Path 1.
We first obtain the Hirota bilinear form of the AKNS(1) system (5)-(7) by taking p = g f and q = h f and then use the nonlocal reduction q(x, t) = kp(ε 1 x, ε 2 t) = kp ε . This gives h = kg ε and f = f ε if we use Type 1 approach. Then the Hirota bilinear form reduces to
where ε 2 = −1 and f (x, t) = f (ε 1 x, −t).
Path 2. First apply the nonlocal reduction to the AKNS(1) system. We have the reduced nonlocal equation
with the constraint ε 2 = −1. Letting p = g f and p ε = g ε f ε gives the same Hirota bilinear form (129) and (130) as in Path 1 where f (x, t) = f (ε 1 x, −t).
Path 1. After obtaining the Hirota bilinear form of the AKNS(1) system we use the nonlocal reduction q(x, t) = kp(ε 1 x, ε 2 t) = kp ε giving h = kḡ ε and f =f ε by Type 1 approach. Hence the Hirota bilinear form reduces to
where a = −āε 2 and f (x, t) =f (ε 1 x, ε 2 t).
Path 2. Applying this nonlocal reduction to the AKNS(1) system yields the reduced nonlocal equation
with the constraint a = −āε 2 . If we take p = g f andp ε =ḡ ε f ε we have the same Hirota bilinear form (132) and (133) as in Path 1 where f (x, t) =f (ε 1 x, ε 2 t).
2) N = 2 case:
For N = 2 we have the AKNS(2) system that is the coupled mKdV system (8) and (9) . Now we will analyze the Figure 3 .
Local reduction (a) q(x, t) = kp(x, t), k is a real constant. Path 1. We first obtain the Hirota bilinear form of the AKNS(2) system as (10)-(12) by letting p = g f and q = h f . Then we use the reduction q(x, t) = kp(x, t) which gives h = kg. Hence the Hirota bilinear form (10)-(12) reduces to
without any constraint.
Path 2. We reduce the system to the following local reduced equation:
If we let p = g f we get the same Hirota bilinear form (135)-(136) for the above reduced equation.
Path 1. After obtaining the Hirota bilinear form of the AKNS(2) system by taking p = g f and q = h f as (10)-(12), we apply the local reduction q(x, t) = kp(x, t). We have h = kḡ and f =f . Then we get the reduced Hirota bilinear form as
whereā = a and f =f .
Path 2. We first reduce the AKNS(2) system by using this reduction. We get
whereā = a. We then let p = g f and obtain the same Hirota bilinear form (138) and (139) as in Path 1 for the reduced local equation with f =f .
Path 1. Apply the reduction q(x, t) = kp(ε 1 x, ε 2 t) = kp ε to the Hirota bilinear form of the AKNS(2) system (10)-(12) by taking h = kg ε and f = f ε . The Hirota bilinear form reduces to the following bilinear form consistently:
Path 2. Reduce the AKNS(2) system by this reduction. We only have the following reduced nonlocal equation
consistently. Now let p = g f . We obtain the same Hirota bilinear form (141) and (142) as in Path 1 with f (x, t) = f (−x, −t).
Nonlocal reduction (b) q(x, t) = kp(ε 1 x, ε 2 t) = kp ε , ε 2 1 = ε 2 2 = 1, k is a real constant.
Path 1. We use the reduction q(x, t) = kp(ε 1 x, ε 2 t) = kp ε on the Hirota bilinear form (10)- (12) by taking h = kḡ ε and f =f ε . The Hirota bilinear form reduces to
consistently if a =āε 1 ε 2 . Here f (x, t) =f (ε 1 x, ε 2 t).
Path 2. Under this reduction the AKNS(2) system reduces to
where a =āε 1 ε 2 . Take p = g f . Here again we get the same Hirota bilinear form (144) and (145) as in Path 1 with f (x, t) =f (ε 1 x, ε 2 t).
3) N = 3 case:
For N = 3 we have the AKNS(3) system (16) and (17) . Let us now follow two paths in the Figure 3 separately.
Local reduction (a) q(x, t) = kp(x, t), k is a real constant. There is no such local reduction in both paths as in the AKNS(1) case.
Local reduction (b) q(x, t) = kp(x, t), k is a real constant. Nonlocal reduction (a) q(x, t) = kp(ε 1 x, ε 2 t) = kp ε , ε 2 1 = ε 2 2 = 1, k is a real constant.
Path 1. When we apply this reduction to the Hirota bilinear form of AKNS(3) system (18)- (22) we get the reduced Hirota bilinear form (31)-(33) with a = −aε 2 i.e. ε 2 = −1, ε 1 = ±1.
Here f (x, t) = f (ε 1 x, −t).
Path 2. First apply the nonlocal reduction to the AKNS(3) system. We get the reduced nonlocal equation (28) where ε 2 = −1, ε 1 = ±1. Hence we have two types of nonlocal reduced equations here. Taking p = g f yields the same Hirota bilinear forms expressed by (31)-(33) for the nonlocal reduced equations as in the Path 1. Here also f (x, t) = f (ε 1 x, −t).
Path 1. After obtaining the Hirota bilinear form of the AKNS(3) system which is given by (18)-(22), we use the nonlocal reduction q(x, t) = kp(ε 1 x, ε 2 t) = kp ε giving h = kḡ ε and f =f ε . Hence the Hirota bilinear form reduces to (38)- (40) . Here a = −āε 2 and f (x, t) =f (ε 1 x, ε 2 t).
Path 2. When we apply this nonlocal reduction to the AKNS(3) system we get three types of reduced nonlocal equations represented by (34) where a = −āε 2 . If we take p = g f we have the same Hirota bilinear form (38)-(40) as in Path 1. Here f (x, t) =f (ε 1 x, ε 2 t).
Reductions and Hierarchy
The third commutativity diagram is for the reductions and the hierarchy. Here R is the recursion operator (2), R red is the same operator with a reduction applied, and AKNS red (N) is the AKNS(N) system (1) with a reduction applied.
Here the question is whether the above diagram is commutative or not. In other words by starting from AKNS(N) system and following two different paths we will check whether we reach to the same system AKNS red (N + 1) consistently or not. We begin with the case N = 1 and check also N = 2, 3 cases by considering all reductions -two local and two nonlocal reductions.
1) N = 1 case:
For N = 1 we have the AKNS(1) system (3) and (4). Now we will follow two paths in the Figure 4 separately.
Local reduction (a) q(x, t) = kp(x, t), k is a real constant.
Path 1. First, apply the recursion operator to AKNS(1) system. We get the AKNS(2) system (8) and (9) . Now use the local reduction q(x, t) = kp(x, t) yielding
Here we have a consistent system without any additional condition.
Path 2. Firstly, use the local reduction q(x, t) = kp(x, t) on the AKNS(1) system (3) and (4). We have
Notice that the above equality is satisfied if and only if a = 0. Hence it is not possible to get the same system (147) obtained from the Path 1. Thus the diagram given in Figure 4 is not commutative when N = 1 for the local reduction (a).
Path 1. Previously, we obtain the system (8) and (9) by applying the recursion operator to AKNS(1) system. When we use the local reduction q(x, t) = kp(x, t) we get
For consistency we must have a =ā.
Path 2. We first use the local reduction q(x, t) = kp(x, t) on the AKNS(1) system (3) and (4). We have
Note that the above equality is satisfied if a = −ā which contradicts to the condition a =ā for nonzero a, obtained for Path 1. Therefore it is not possible to get the same system (149) obtained in Path 1. Hence the diagram given in Figure 4 is not commutative when N = 1 for the local reduction (b).
Path 1. The first step has been already done in (8) and (9) . Now we use the nonlocal reduction (a) on (8) and (9), and get
This system is consistent if a = aε 1 ε 2 that is ε 1 = ε 2 = −1.
Path 2. Let us use the nonlocal reduction q = kp ε on the AKNS(1) system (3) and (4). We have
(152)
The above system is valid if a = −aε 2 that is ε 2 = −1. Now we apply the reduced recursion operator to (152). We get
The above equality is satisfied if a = aε 1 ε 2 i.e. ε 1 = ε 2 = −1. Since we get the same systems in both Path 1 and Path 2 without any contradiction in constraints, we conclude that the diagram given Figure 4 is commutative when N = 1 for the nonlocal reduction (a) with ε 1 = ε 2 = −1.
Path 1. Use the system (8) and (9) obtained by applying recursion operator to (3) and (4). We apply the nonlocal reduction (b) on the system (8) and (9) and get
This system is consistent if a =āε 1 ε 2 .
Path 2. Firstly, apply the nonlocal reduction q = kp ε to the AKNS(1) system (3) and (4) . We have
(156)
The above system is consistent if a = −āε 2 . Now we apply the reduced recursion operator to (156) and obtain
The above equality is satisfied if a =āε 1 ε 2 . If we combine this constraint with the condition a = −āε 2 obtained previously we can conclude that the diagram given Figure 4 is commutative when N = 1 for the nonlocal reduction (b) with a = −āε 2 and ε 1 = −1.
2) N = 2 case:
For N = 2 we get the AKNS(2) system that is coupled mKdV system (8) and (9). Now we will follow two paths in the Figure 4 separately.
Path 1. As a first step we apply the recursion operator (2) to the AKNS(2) system (8) and (9) , and obtain AKNS(3) system
Now apply the local reduction (a) to the above system. We get
This equality is valid only if a = 0. Therefore there is not such a consistent local reduction.
Path 2. Use first the reduction on the AKNS(2) system (8) and (9) . We have
This system is consistent without any condition. As a second step, we apply the reduced recursion operator to the above system and get again the system (160) which is valid only if a = 0. Hence in either path we do not have a consistent local reduction (a).
Path 1. Previously we have obtained AKNS(3) system (159). Now we apply the local reduction (b) to that system and get
This system is consistent if a = −ā.
Path 2. We use first the reduction on (8) and (9), and we have
which is valid if a =ā. If we also apply the reduced recursion operator to that system and we again obtain the system (162) which is valid only if a = −ā. These two conditions on a yields a = 0. Therefore the results obtained from Path 1 and Path 2 do not coincide. Hence the diagram given in Figure 4 is not commutative when N = 2 for the local reduction (b).
Path 1. After obtaining the AKNS(3) system (159), we apply the nonlocal reduction (a) to that system. We get
(164) This equality is valid if a = −aε 2 that is ε 2 = −1.
Path 2. At first use the nonlocal reduction (a) on AKNS(2) system (8) and (9) , and get
(165)
The above system is consistent if a = aε 1 ε 2 yielding ε 1 = ε 2 = −1. In addition to that if we also apply the reduced recursion operator to this system we get (164) which is valid if a = −aε 2 i.e. ε 2 = −1. Since we get the same systems in both Path 1 and Path 2 without any contradiction in constraints, we conclude that the diagram given Figure 4 is commutative when N = 2 for the nonlocal reduction (a) with ε 1 = ε 2 = −1.
Path 1. After obtaining the AKNS(3) system (159), we apply the nonlocal reduction (b) to that system. We have
This system is consistent if a = −āε 2 .
Path 2. We first use the nonlocal reduction (b) on AKNS(2) system (8) and (9), and obtain
(167)
The above system is consistent if a =āε 1 ε 2 . After that we apply the reduced recursion operator to this system and we get (166) which is valid if a = −āε 2 . If we combine this constraint with the condition a =āε 1 ε 2 obtained previously we can conclude that the diagram given Figure 4 is commutative when N = 1 for the nonlocal reduction (b) with a = −āε 2 and ε 1 = −1.
3) N = 3 case:
For N = 3 we have the AKNS(3) system (16) and (17). Now we will follow two paths in the Figure 1 separately.
Path 1. We apply the recursion operator (2) to the AKNS(3) system (16) and (17) and obtain AKNS(4) system (41) and (42) . When we use the local reduction (a) on the above system we get
This system is consistent without any condition.
Path 2. We apply first the reduction on the AKNS(3) system (16) and (17), and have
Obviously, the above equality is satisfied only when a = 0. However if we apply the reduced recursion operator to the above system we get (168) as in Path 1. But since the first step of Path 2 gives a system which is not consistent we can conclude that the diagram given in Figure  4 is not commutative when N = 3 for the local reduction (a) which is similar to the case when N = 1.
Path 1. Use the AKNS(4) system (41) and (42) , and apply the local reduction (b) to that system. We This system is consistent if a =ā.
Path 2. At first use the reduction on (16) and (17) . We have a p t kp t = −p xxxx + 6kpp 2
which is valid if a = −ā. Then we apply the reduced recursion operator to that system and we again obtain the system (170) which is consistent if a =ā. These two conditions on the constant a yields a = 0. Therefore the results obtained from Path 1 and Path 2 do not coincide. Hence the diagram given in Figure 4 is not commutative when N = 3 for the local reduction (b) as in the case N = 1.
Path 1. After obtaining the AKNS(4) system (41) and (42), applying the nonlocal reduction (a) to that system gives
(172) This system is consistent if a = aε 1 ε 2 i.e. ε 1 = ε 2 = −1.
Path 2. At first use the nonlocal reduction (a) on AKNS(3) system (16) and (17) , and get a p t kp ε t = −p xxxx + 6kp ε p 2 x + 4kpp x p ε x + 8kpp ε p xx + 2kp 2 p ε xx − 6k 2 p 3 (p ε ) 2 +kp ε xxxx − 6k 2 p(p ε x ) 2 − 4k 2 p ε p ε x p x − 8k 2 pp ε p ε xx − 2k 2 (p ε ) 2 p xx + 6k 3 (p ε ) 3 p 2 .
(173) This system is consistent if a = −aε 2 yielding ε 2 = −1. When we apply the reduced recursion operator to the above system we get the same system (172) which is valid if ε 1 = ε 2 = −1. Hence we conclude that the diagram given Figure 4 is commutative when N = 3 for the nonlocal reduction (a) with ε 1 = ε 2 = −1.
Path 1. We apply the nonlocal reduction (b) to the AKNS(4) system (41) and (42) . We have (174) This system is consistent if a =āε 1 ε 2 . Path 2. Firstly, we use the nonlocal reduction (b) on AKNS(3) system (16) and (17) , and get a p t kp ε t = −p xxxx + 6kp ε p 2 x + 4kpp xp ε x + 8kpp ε p xx + 2kp 2pε xx − 6k 2 p 3 (p ε ) 2 kp ε xxxx − 6k 2 p(p ε x ) 2 − 4k 2pεpε
x p x − 8k 2 pp εpε xx − 2k 2 (p ε ) 2 p xx + 6k 3 (p ε ) 3 p 2 .
(175) The above system is consistent if a = −āε 2 . When we apply the reduced recursion operator to that system we get again the system (174) which is consistent if a =āε 1 ε 2 . If we combine both of these constraints and consider also Path 1, we conclude that the diagram given by Figure 4 is commutative when N = 3 for the nonlocal reduction (b) with a = −āε 2 and ε 1 = −1.
Conclusion
In this work we considered the AKNS(N) hierarchy for N = 3, 4, 5, 6. We gave the Hirota bilinear forms of these systems. The Hirota bilinear forms of these systems are different then the ones for AKNS(1) and AKNS(2) systems. They are indeed inhomogeneous and hard to obtain from the recurrence relation given previously. We presented the local and nonlocal reductions of the AKNS(3), AKNS(4), AKNS(5), and AKNS(6) systems. We gave also the Hirota bilinear forms of the reduced local and nonlocal equations.
In studying Hirota bilinearization and reduction of the AKNS(N) systems we have analyzed commutativity diagrams of the operations involved in. These are recursion operator, reduction of the systems, and Hirota bilinearization. All these diagrams turn out to be compatible under certain conditions.
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