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Abstract
It is proved that, if n is sufﬁciently large compared with d, then the smallest number of edges in a 2-connected graph with n
vertices and diameter at most d is exactly (dn − 2d − 1)/(d − 1).
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1. Introduction
In this paper we consider ﬁnite undirected simple graphs. LetF(n, d) denote the set of 2-connected graphs with n
vertices and diameter at most d, and let f (n, d) denote the minimum number of edges taken over all graphs inF(n, d).
This number has been investigated previously. In particular, Bollobás ([2], see also [3, pp. 188, 194]) proved that
f (n, d)/n → d/(d − 1) as n → ∞. There was an attempt to ﬁnd the exact value of f (n, d) in [5], but unfortunately
the proof of the relevant theorem was wrong. In [1] the present author considered the basic ideas and methods in solving
this problem. In this paper, we shall ﬁnd the value of f (n, d) exactly, provided that n is sufﬁciently large compared
with d. To explain what we mean by “sufﬁciently large”, deﬁne
h1(d) = 1 + (3d − 1)((3d − 2)
d/2 − 1)
3d − 3 , h2(d) = 1 +
(2d − 1)((2d − 2)d/2 − 1)
2d − 3 , (1.1)
and note that these are integers. (Throughout the paper, the letters d, k, l,m, n, p, q denote only integers.) In this paper
we will prove the following theorem.
Theorem 1.
f (n, d) =
⌈
dn − 2d − 1
d − 1
⌉
if d is odd and nz1 or if d is even and nz2, where
z1 = 2(d − 1)h1(d) − (2d − 3)(d + 2), z2 = 3(d − 1)h2(d) − (3d − 4)(d + 2).
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For convenience, deﬁne g(n, d) = (dn − 2d − 1)/(d − 1), so that Theorem 1 asserts that f (n, d) = g(n, d).
To see that f (n, d)g(n, d) whenever nd + 3, write n − d − 2 = k(d − 1) + l where 1 ld − 1, so that
dn−2d −1= (n−1+ k)(d −1)+ l and g(n, d)=n+ k. Let the graph G be the union of a path of length d +1 with
k paths of length d and one path of length l + 1, all of these k + 2 paths having the same pair of endvertices but being
otherwise disjoint. (The length of a path is the number of edges in it.) Then it is easy to see that G is a 2-connected
graph with diameter at most d (in fact, with diameter exactly d if n2d + 1). Moreover, the number of vertices in G is
2 + d + k(d − 1) + l = n,
and the number m of edges is
(d + 1) + kd + (l + 1) = n + k = g(n, d).
It follows that f (n, d)g(n, d).
Caccetta [4] has shown in that f (n, d) = g(n, d) if d4. Note that, since m is an integer, mg(n, d) if and
only if mg(n, d). In order to prove Theorem 1, it therefore sufﬁces to prove the following result.
Theorem 2. Let d5 and let G be a 2-connected graph with n vertices, m edges and diameter at most d, where nz1
if d is odd and nz2 if d is even. Then mg(n, d).
In Section 2 we give some corollaries of Theorem 1. The rest of the paper is devoted to a proof of Theorem 2. We
shall assume throughout the proof that G is a graph satisfying the hypotheses of Theorem 2 but not the conclusion, so
that
m<g(n, d) = dn − 2d − 1
d − 1 . (1.2)
The graphGwill have vertex-setV (G) and edge-setE(G). The distance between two vertices v andwwill be denoted by
d(v,w), and ifW is a set of vertices then the distance between v andW is deﬁned to be d(v,W)=min{d(v,w) : w ∈ W }.
2. Corollaries of Theorem 1
The following result, proved by Bollobás [2], follows immediately from Theorem 1.
Corollary 1.
lim
n→∞
f (n, d)
n
= d
d − 1 . (2.1)
LetF(n, d, d ′) be the set of graphs with n vertices and diameter at most d such that the deletion of any vertex always
results in a graph with diameter at most d ′, and let f (n, d, d ′) be the smallest number of edges taken over all graphs
inF(n, d, d ′). (In the terminology of Bollobás [3, p. 181], this would be written as f (n, d, d ′, 1).)
Corollary 2. If n max{z1, z2} and d ′2d − 1, then f (n, d, d ′) = f (n, d).
Proof. It is easy to see that the graph G ∈F(n, d) described after Theorem 1, which has g(n, d) edges, belongs to
the setF(n, d, 2d − 1). It follows that, if d ′2d − 1, then
f (n, d)f (n, d, d ′)f (n, d, 2d − 1)g(n, d).
Since f (n, d) = g(n, d) if n max{z1, z2}, the result follows. 
It follows from Corollaries 1 and 2 that limn→∞f (n, d, d ′)/n = d/(d − 1) if d ′2d − 1. We can improve this
marginally, as follows.
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Corollary 3. If d ′2d − 2 then
lim
n→∞
f (n, d, d ′)
n
= d
d − 1 .
Proof. We show ﬁrst that f (n, d, 2d − 2)< dn/(d − 1). Write n − 2 = k(d − 1) + l, where 1 ld − 1, so that
(n−2)/(d−1)=k+1. LetG be the union of k paths of length d and one path of length l+1, these k+1 paths all having
the same pair of endvertices but being otherwise disjoint. It is easy to see thatG ∈F(n, d, 2d−2) provided that n2d,
and |E(G)|= kd + l+1=n−2+ k+1=(n−2)d/(d −1)<dn/(d −1). Thus f (n, d)f (n, d, d ′)< dn/(d −1)
if n2d, and the result follows from this and (2.1). 
3. Charging and threads
A thread is a path in G whose interior vertices all have degree 2 in G. (The endvertices may or may not have degree
2.) An l-thread is a thread of length l.
Our main tool in the proof of Theorem 2 is the charging method. We start by assigning charge 2 to each edge of G.
Each edge vw then gives its charge to its endvertices, an amount vvw to v and an amount wvw to w, where vvw0,
wvw0 and vvw + wvw = 2. We can think of this process as discharging the edges or, more appropriately, as charging
the vertices.
The conditional degree of a vertex v ∈ V (G) is deﬁned to be deg′(v) =∑w∈N(v)vvw, where N(v) is the set of
neighbours of v. If vvw =1 for every edge vw, then deg′(v)=deg(v) for every vertex v; in any case,
∑
v∈V (G)deg′(v)=∑
v∈V (G) deg(v) = 2m.
We shall use the following scheme several times, each time with different choices of G1, G2, V0 and pmax. In each
case, G1 and G2 will be subgraphs of G and V0 will be a separating set of vertices such that
G = G1 ∪ G2, V (G1) ∩ V (G2) = V0, E(G1) ∩ E(G2) = ∅. (3.1)
Each graphGi will have ni vertices andmi edges (i=1, 2), and n0 will denote |V0|. Typically, we shall use the charging
method in G2 to ﬁnd a lower bound for m2, and we shall use other methods to ﬁnd a lower bound for m1; for example,
if G1 is connected then we have the obvious lower bound m1n1 − 1.
For positive integer p, Vp will denote the set of vertices of G2 at distance p from V0. In each case pmax will be
deﬁned to be sufﬁciently large so that V (G2) is the union of the sets Vp (0ppmax), but some of these sets could
conceivably be empty.
To avoid double subscripts, write q =pmax.A special vertex is a vertex of degree 2 in Vq . A special thread is a thread
T : vpvp+1 . . . vq such that vi ∈ Vi for each i, vq is a special vertex, 0pq − 1, and if p> 0 then deg(vp)3. We
say that T starts at vp, ends at vq , has ﬁrst edge vpvp+1 and has ﬁnal edge vq−1vq . If z is a special vertex then each
edge between Vq−1 and z is the ﬁnal edge of exactly one special thread, and so exactly one or two special threads end
at z. A weak vertex is a special vertex that is the endvertex of exactly one special thread, whose starting vertex is in V0.
A vertex v is happy if after the process of charging vertices we get deg′(v)2d/(d − 1).
We shall now use these ideas to prove the nonexistence of long threads in our graph G.
Lemma 3.1. There is no l-thread in G with ld + 1.
Proof. Suppose there is. Then G contains a (d + 1)-thread T, with endvertices u and w, say. Take G1 =T , V0 ={u,w}
and pmax = d/2. Then G2 is determined by (3.1), and every vertex of G2 is within distance pmax of V0, since G has
diameter at most d. (Consider the centre vertex of T if d is odd, and two centre vertices if d is even.) The charging rules
in G2 are as follows.
Rule 1:An edge xy with x ∈ Vp and y ∈ Vp+1 (0ppmax −1) contributes charge 2p/(d −1)< 1 towards deg′(x)
and charge 2(d − p − 1)/(d − 1)> 1 towards deg′(y).
Rule 2:An edge xy with x ∈ Vp and y ∈ Vp (0ppmax) contributes charge 1 towards each of deg′(x) and deg′(y).
Suppose v ∈ V (G2)\V0, say v ∈ Vp (1ppmax). Then v receives charge 2(d − p)/(d − 1) from an edge xv
with x ∈ Vp−1, and since G is 2-connected there is one (if deg(v) = 2) or at least two further edges (if deg(v)3)
incident with v which must contribute at least 2p/(d − 1) towards deg′(v) provided p<pmax or deg(v)3 or d
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is odd. For these vertices we get deg′(v)2d/(d − 1), but for a special vertex z if d is even it is possible that
deg′(z) = (2d − 1)/(d − 1)< 2d/(d − 1). We therefore make a modiﬁcation to the charging rules, as follows.
Rule 3: Suppose that d is even and vpvp+1 . . . vq is a special thread, where 1pq − 1, so that deg(vp)3 and
the edge vpvp+1 contributes charge 2p/(d − 1) to deg′(vp) by Rule 1. Then vp gives half of this charge to vq .
As a result of this rule, vp receives 2(d − p)/(d − 1) from an edge xvp with x ∈ Vp−1 and a total of at least
2p/(d −1) from two or more further edges. Note that a vertex v in Vq must be at distance q =d/2 from both vertices of
V0 (otherwise G would have diameter greater than d). So if there is exactly one special thread vpvp+1 . . . vq = z ending
at z, then p1 and deg′(z)(2d − 1)/(d − 1) + p/(d − 1)2d/(d − 1). If there are two special threads ending at z
then z has two edges going to Vp−1 and deg′(z)d/(d − 1) + d/(d − 1) = 2d/(d − 1).
We have proved that deg′(v)2d/(d − 1) for every vertex v ∈ V (G2)\V0, and clearly deg′(v)0 if v ∈ V0. Now,
n1 = d + 2 and |V (G2)\V0| = n − n1 = n − d − 2. It follows that 2m2 =∑v∈V (G2)deg′(v)2d(n − d − 2)/(d − 1).
Also m1 = d + 1, and so
m = m1 + m2d + 1 + d(n − d − 2)
d − 1 =
dn − 2d − 1
d − 1 . (3.2)
This contradicts (1.2), and so Lemma 3.1 is proved. 
Lemma 3.2. There is no d-thread in G.
Proof. It is convenient to divide the proof into two parts depending on the parity of d.
The ﬁrst part is dedicated to the case of odd d.
Suppose that G contains a d-thread and d is odd. Let G1 be the subgraph of G induced by the vertices of all the
d-threads and let V0 be the set of endvertices of the d-threads. Then G2 is determined by (3.1), and every vertex of G2
is within distance pmax = q = (d + 1)/2 of V0. Note that edges joining two vertices of V0 belong to G1, not G2.
Let us show that
m2
d|V (G2)\V0|
d − 1 =
d(n2 − n0)
d − 1 . (3.3)
In order to prove (3.3), we wish to deﬁne charging rules in G2 so that deg′(v)2d/(d − 1) for each vertex v ∈
V (G2)\V0. If we use exactly the charging Rules 1 and 2 of Lemma 3.1, then we can deduce this for each vertex in
Vp (1pq − 1), and also that deg′(v)3> 2d/(d − 1) for a nonspecial vertex v ∈ Vq ; but for a special vertex z
we have deg′(z) = 2< 2d/(d − 1). We therefore make a modiﬁcation to the charging rules, as follows. Suppose that
vpvp+1 . . . vq is a special thread, where 1pq − 1, so that deg(vp)3 and the edge vpvp+1 contributes charge
2p/(d − 1) to deg′(vp) by Rule 1. If vp has a unique neighbour in Vp−1, then vp gives half of this charge to vq , and if
vp has two or more neighbours in Vp−1, then vp gives all of this charge to vq .
Let us observe ﬁrst that vp is still happy. For if vp has a unique neighbour vp−1 ∈ Vp−1, then vp receives 2(d −
p)/(d − 1) from the edge vp−1vp and a total of at least 2p/(d − 1) from two or more further edges; and if vp
has two or more edges going to Vp−1 then vp receives at least 4(d − p)/(d − 1)> 2d/(d − 1) from them (since
p(d − 1)/2<d/2).
It remains to check that deg′(z)2d/(d − 1) for every special vertex z. Note that a vertex v in Vq is at distance
q = (d + 1)/2 from every vertex of V0, in order for v to be within distance d of the vertices that are at distance
(d − 1)/2 along the d-threads in G1. So if there is exactly one special thread vpvp+1 . . . vq = z ending at z, then
p1, and if p = 1 then v1 must have at least two neighbours in V0, so that z receives at least 2/(d − 1) from vp;
thus deg′(z)2 + 2p/(d − 1)2d/(d − 1). So suppose there are two special threads ending at z, starting at vp ∈ Vp
and at vp′ ∈ Vp′ . It is not possible that p = p′ = 0, since this would imply that G contained a (d + 1)-thread (with
endvertices vp and vp′ and middle vertex z), and this would contradict Lemma 3.1. Also, it is not possible that (say)
p = 0 and p′ = 1, since this would imply that G contained a d-thread with one endvertex in V1, whereas all endvertices
of d-threads are in V0 by deﬁnition. It follows that p+p′2, and so deg′(z)2+p/(d−1)+p′/(d−1)2d/(d−1).
It follows that deg′(v)2d/(d − 1) for every vertex v ∈ V (G2)\V0, so that(3.3) holds.
We must now ﬁnd a lower bound for m1. Let m0 be the number of edges with both ends in V0. Let V 10 be the set of
vertices u in V0 such that every d-thread with u as one endvertex has the same vertex w as its other endvertex, and let
V 20 =V0\V 10 . If T is a d-thread with endvertices u,w and T ′ is a d-thread with endvertices u′, w′, where the four vertices
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u,w, u′, w′ are distinct except for the possibility that w=w′, then by considering vertices at distance (d−1)/2 along T
and along T ′ we see that u is adjacent to u′. It follows from this thatV 20 induces a complete subgraph ofG, and that every
vertex u of V 10 is adjacent to every vertex of V0 except for (possibly) the other endvertex of a d-thread with endvertex u.
Thusm0n0(n0−1)/2−|V 10 |/2=n0(n0−2)/2 ifV 20 =∅, andm0n0(n0−1)/2−|V 10 |(n0−1)(n0−2)/2 otherwise.
The remaining edges andvertices ofG1 are the edges and interior vertices ofd-paths, and som1−m0=(n1−n0)d/(d−1).
Combining these results with (3.3) and using the fact that n − n0 = (n1 − n0) + (n2 − n0), we ﬁnd that
m = m0 + (m1 − m0) + m2 12 (n0 − 1)(n0 − 2) +
d(n1 − n0)
d − 1 +
d(n2 − n0)
d − 1
 1
2
(n0 − 1)(n0 − 2) + d(n − n0)
d − 1
= dn − 2d − 1 +
1
2 ((n0 − 2)d − n0)(n0 − 3)
d − 1
 dn − 2d − 1
d − 1 , (3.4)
with equality if and only if n0 = 3. This contradicts (1.2), and this contradiction completes the proof of Lemma 3.2 for
odd d.
Let us proceed to the proof of the ﬁnal part of Lemma 3.2 for even d.
We deﬁne G1 and G2 as before. Now every vertex of G2 is within distance pmax = q = d/2 of V0. Note that if we
apply the same charging rules in G2 as in the ﬁrst part of the proof we obtain deg′(v)2d/(d − 1) for the following
vertices: (1) v ∈ Vp(1pq − 1); (2) a nonspecial vertex v ∈ Vq ; (3) a special vertex v ∈ Vq belonging to exactly
one special thread T provided that T starts at vp, p1; (4) a special vertex v ∈ Vq belonging to two special threads.
Thus deg′(v)2d/(d − 1) unless v is a week vertex, in which case deg′(v)=(2d − 1)/(d − 1)< 2d/(d − 1).
Besides the rules used in the ﬁrst part of the proof we make the following additional charging rule:
For each weak vertex v with neighbour v′ ∈ Vq , v′ gives 1/(d − 1) to v.
As a result of this rule, deg′(v) = 2d/(d − 1) as required. We must check that v′ is still happy.
If v′ has degree k3, then deg′(v′)d/(d − 1) + (k − 1)(d − 2)/(d − 1)> 2d/(d − 1). If, however, v′ is special
then the thread vpvp+1 . . . vq = v′ is such that p2, since otherwise G would contain either a (d + 1)-thread contrary
to Lemma 3.1 or a d-thread with one endvertex in V1, whereas all endvertices of d-thread are in V0 by deﬁnition.
Therefore, deg′(v′) = d/(d − 1) + (d − 2)/(d − 1) + p/(d − 1)2d/(d − 1).
It follows that deg′(v)2d/(d − 1) for every vertex v ∈ V (G2)\V0 so that (3.3) holds. It is easy to check that a
lower bound for m0 and m1 remains the same as in the case of odd d. So we can use (3.4) also for even d and get again
the contradiction with (1.2). Hence, we completely proved that there is no d-thread in G. 
Lemma 3.3. There is no (d − 1)-thread with an endvertex of degree 3 if d is even.
Proof. SupposeG contains a (d−1)-threadTwith endvertices u,w, where deg(w)=3, and let u1, u2 be the neighbours
of w that are not interior vertices of T, where possibly u1 = u. Let V0 = {u, u1, u2}, V (G1) = V (T ) ∪ {u1, u2} and
E(G1)=E(T )∪{wu1, wu2}, so that d +1n1d +2 and m1d +1. G2 is determined by (3.1), and |V (G2)\V0|=
n − n1n − d − 2. Every vertex of G2 is within distance d/2 of V0, so that we can deﬁne pmax = d/2. Applying the
same rules used in the part of the proof of Lemma 3.2 for even d we obtain (3.3), so that m2d(n − d − 2)/(d − 1).
Now (3.2) follows, which contradicts (1.2), and this contradiction completes the proof of Lemma 3.3. 
It is convenient to divide the remainder of the proof into two cases depending on the parity of d.
4. The proof for odd d
To complete the proof for odd d, we will distinguish two cases.
Case 1: There is a vertex u in G such that every vertex within distance (d − 1)/2 of u has degree at most 3d − 1.
(The signiﬁcance of the bound 3d − 1 will become apparent in Case 2.)
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We use the scheme described in the previous section. Let V0 consist of all vertices of G at distance exactly (d + 1)/2
from u, and let G1 be the subgraph of G induced by all vertices distant at most (d +1)/2 from u. Then G2 is determined
by (3.1), and every vertex of G2 is within distance pmax = (d − 1)/2 of V0. Note that there are at most 3d − 1 vertices
of G1 at distance 1 from u, at most (3d − 1)(3d − 2) vertices at distance 2, and in general at most (3d − 1)(3d − 2)i−1
at distance i (0 i(d + 1)/2). Thus
n11 +
(d+1)/2∑
i=1
(3d − 1)(3d − 2)i−1 = h1(d), (4.1)
where h1(d) is deﬁned in (1.1).
Claim 4.1. m2(2d − 1)(n − n1)/(2d − 3).
Proof. Since |V (G2)\V0| = n − n1, in order to prove the claim it sufﬁces to redistribute charge in G2 so that
deg′(v)(4d − 2)/(2d − 3) for each vertex v ∈ V (G2)\V0. It is convenient to do this by means of three initial
rules followed later by an additional rule. The initial rules are as follows.
Rule 1: An edge xy with x ∈ Vp and y ∈ Vp+1 (0ppmax − 1) contributes charge 4p/(2d − 3)< 1 towards
deg′(x) and charge (4d − 4p − 6)/(2d − 3)> 1 towards deg′(y).
Rule 2: Suppose that vpvp+1 . . . vq is a special thread, where 1pq − 1, so that deg(vp)3 and the edge vpvp+1
contributes charge 4p/(2d − 3) to deg′(vp) by Rule 1. Then vp gives half of this charge to vq .
Rule 3:An edge xy with x ∈ Vp and y ∈ Vp (0ppmax) contributes charge 1 towards each of deg′(x) and deg′(y).
As a result of these rules, a vertex v ∈ Vp (1ppmax − 1) receives charge (4d − 4p − 2)/(2d − 3) from an
edge xv with x ∈ Vp−1. If deg(v) = 2 then v receives at least 4p/(2d − 3) from one further edge incident with v. If
deg(v)3 then v receives at least 4p/(2d−3) in total from at least two further edges incident with v (that is, it receives
at least 8p/(2d − 3) by Rule 1, and keeps at least half of it after Rule 2). In either case, deg′(v)(4d − 2)/(2d − 3)
as required.
A vertex v ∈ Vq (where q = pmax = (d − 1)/2) receives charge 2d/(2d − 3) from each edge between Vq−1 and v,
and charge 1 from each other edge. Also, if v is special and is the endvertex of a special thread starting at vp ∈ Vp,
p1, then v receives 2p/(2d − 3) from vp. Thus deg′(v)2d/(2d − 3)+ 1+ 2/(2d − 3)= (4d − 1)/(2d − 3) except
that deg′(v)= (4d − 3)/(2d − 3) if p = 0 and v is weak. Note that a weak vertex v has exactly one neighbour v′ ∈ Vq ,
and v′ is not weak, since otherwise G would contain a d-thread (with central edge vv′), contrary to Lemma 3.2. We
make the following additional charging rule:
Rule 4: For each weak vertex v with neighbour v′ ∈ Vq , v′ gives 1/(2d − 3) to v.
As a result of this rule, deg′(v) = (4d − 2)/(2d − 3) as required. We must check that v′ is still happy. Suppose v′ is
adjacent to kweakvertices.Before the application ofRule 4, deg′(v′)was at least (4d−1)/(2d−3)=(4d−2+k)/(2d−3)
if v′ is special (which implies k = 1), and at least 2d/(2d − 3) + k > (4d − 2 + k)/(2d − 3) if k2. Thus v′ is still
happy after giving k/(2d − 3) to its k weak neighbours. This completes the proof of Claim 4.1. 
Note that m1n1 − 1 since G1 is connected, and so, by Claim 4.1 and (1.2),
n1 − 1 + (2d − 1)(n − n1)2d − 3 m1 + m2 = m<
dn − 2d − 1
d − 1 .
This rearranges to
n< 2(d − 1)n1 − (2d − 3)(d + 2)
2(d − 1)h1(d) − (2d − 3)(d + 2) = z1,
since n1h1(d) by (4.1), and this contradicts the hypothesis that nz1 when d is odd. This completes the discussion
of Case 1.
Case 2: Every vertex of G is within distance (d − 1)/2 of a vertex with degree at least 3d.
In this case we obtain a lower bound for m by applying charging to the whole of G. It sufﬁces to do this in such
a way that deg′(v)2d/(d − 1) for each vertex v of G, since it will follow from this that mdn/(d − 1), contrary
to (1.2).
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Let V0 be the set of vertices of G with degree at least 3d, let pmax = (d − 1)/2, and for 1ppmax let Vp be the
set of vertices at distance p from V0.
As inCase 1,we specify three initial charging rules, followed later by an additional rule.The initial rules are as follows.
Rule 1:An edge xy with x ∈ Vp and y ∈ Vp+1 (0ppmax − 1) contributes charge (6p+ 2)/(3d − 3)< 1 towards
deg′(x) and charge (6d − 6p − 8)/(3d − 3)> 1 towards deg′(y).
Rule 2: Suppose that vpvp+1 . . . vq is a special thread, where 1pq − 1, so that deg(vp)3 and the edge vpvp+1
contributes charge (6p + 2)/(3d − 3) to deg′(vp) by Rule 1. Then vp gives half of this charge to vq .
Rule 3:An edge xy with x ∈ Vp and y ∈ Vp (0ppmax) contributes charge 1 towards each of deg′(x) and deg′(y).
If v ∈ V0, then deg(v)3d , and so v receives contributions of at least 2/(3d − 3) from at least 3d edges; thus
deg′(v)2d/(d−1). If v ∈ Vp (1ppmax −1) then v receives charge (6d−6p−2)/(3d−3) from an edge xv with
x ∈ Vp−1. If deg(v)= 2 then v receives at least (6p+ 2)/(3d − 3) from one further edge incident with v. If deg(v)3
then v receives at least (6p + 2)/(3d − 3) in total from at least two further edges incident with v (that is, it receives at
least 2(6p + 2)/(3d − 3) by Rule 1, and keeps at least half of it after Rule 2). In either case, deg′(v)2d/(d − 1) as
required.
A vertex v ∈ Vq (where q=pmax=(d−1)/2) receives charge (3d+1)/(3d−3) from each edge betweenVq−1 and v,
and charge 1 from each other edge.Also, if v is special and is the endvertex of a special thread starting at vp ∈ Vp where
p1, then v receives (3p+1)/(3d−3) from vp. Thus deg′(v)(3d+1)/(3d−3)+1+4/(3d−3)=(6d+2)/(3d−3)
except when v is a weak vertex and deg′(v)=(6d−2)/(3d−3).As in Case 1, a weak vertex v has exactly one neighbour
v′ ∈ Vq , and v′ is not weak, since otherwise G would contain a d-thread (with central edge vv′), contrary to Lemma
3.2. We make the following additional charging rule:
Rule 4: For each weak vertex v with neighbour v′ ∈ Vq , v′ gives 2/(3d − 3) to v.
As a result of this rule, deg′(v)= 2d/(d − 1) as required. We must check that v′ is still happy. Suppose v′ is adjacent
to k weak vertices. Before the application of Rule 4, deg′(v′) was at least (6d + 2)/(3d − 3) = (6d + 2k)/(3d − 3) if
v′ is special (which implies k = 1), and at least (3d + 1)/(3d − 3) + k > (6d + 2k)/(3d − 3) if k2. Thus v′ is still
happy after giving 2k/(3d − 3) to its k weak neighbours.
We have shown that deg′(v)2d/(d − 1) for every vertex v of G, and it follows from this that mdn/(d − 1),
contrary to (1.2). This contradiction completes the proof of Theorem 2 when d is odd.
5. The proof for even d
We again distinguish two cases.
Case 1: There is a vertex u in G such that every vertex within distance (d − 2)/2 of u has degree at most 2d − 1.
(The signiﬁcance of the bound 2d − 1 will become apparent in Case 2.)
Let V0 consist of all vertices of G at distance exactly d/2 from u, and let G1 be the subgraph of G induced by
all vertices distant at most d/2 from u. Then G2 is determined by (3.1), and every vertex of G2 is within distance
pmax = d/2 of V0. Exactly the same reasoning that gave rise to (4.1) now gives
n11 +
d/2∑
i=1
(2d − 1)(2d − 2)i−1 = h2(d), (5.1)
where h2(d) is deﬁned in (1.1).
Claim 5.1. m2(3d − 1)(n − n1)/(3d − 4).
Proof. Since |V (G2)\V0| = n − n1, in order to prove the claim it sufﬁces to redistribute charge in G2 so that
deg′(v)(6d − 2)/(3d − 4) for each vertex v ∈ V (G2)\V0. It is convenient to do this by means of three initial
rules followed later by an additional rule. The initial rules are as follows.
Rule 1: An edge xy with x ∈ Vp and y ∈ Vp+1 (0ppmax − 1) contributes charge 6p/(3d − 4)< 1 towards
deg′(x) and charge (6d − 6p − 8)/(3d − 4)> 1 towards deg′(y).
Rule 2: Suppose that vpvp+1 . . . vq is a special thread, where 1pq − 1, so that deg(vp)3 and the edge vpvp+1
contributes charge 6p/(3d − 4) to deg′(vp) by Rule 1. Then vp gives a proportion (deg(vp)− 2)/(deg(vp)− 1) of this
charge to vq .
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Rule 3:An edge xy with x ∈ Vp and y ∈ Vp (0ppmax) contributes charge 1 towards each of deg′(x) and deg′(y).
As a result of these rules, a vertex v ∈ Vp (1ppmax −1) receives charge (6d−6p−2)/(3d−4) from an edge xv
with x ∈ Vp−1. If deg(v)= 2 then v receives at least 6p/(3d − 4) from one further edge incident with v. If deg(v)3
then v receives at least 6p/(3d − 4) in total from deg(v) − 1 further edges incident with v (that is, it receives at least
(deg(v) − 1)6p/(3d − 4) by Rule 1, and keeps a proportion at least 1/(deg(v) − 1) of it after Rule 2). In either case,
deg′(v)(6d − 2)/(3d − 4) as required.
A vertex v ∈ Vq (where q = pmax = d/2) receives charge (3d − 2)/(3d − 4) from each edge between Vq−1 and v,
and charge 1 from each other edge, so that deg′(v)(6d − 6)/(3d − 4). If deg(v) = k + 13, then
deg′(v)(3d − 2)/(3d − 4) + k > (6d − 2 + 4k)/(3d − 4),
since we are supposing that d6 when d is even, and so v is happy even if v gives 4/(3d − 4) to each of its neighbours
in Vq . We therefore make an additional rule:
Rule 4: For each special vertex v with a nonspecial neighbour v′ ∈ Vq , v′ gives 4/(3d − 4) to v.
If, after the application of Rule 4, there is a vertex z such that deg′(z)< (6d − 2)/(3d − 4), then z is a special vertex
with no nonspecial neighbour in Vq . Note that if z is the endvertex of a special thread starting at vp ∈ Vp, then v
receives 6p(deg(vp) − 2)/((3d − 4)(deg(vp) − 1))3p/(3d − 4) from vp by Rule 2.
Suppose ﬁrst that z has no neighbour at all in Vq . Then there are two special threads ending at z, starting at vp ∈ Vp
and vp′ ∈ Vp′ , say, where w.l.o.g. pp′. It is not possible that p = p′ = 0, since this would imply that G contained
a d-thread (with endvertices vp and vp′ and middle vertex z), and this would contradict Lemma 3.2. Also, if p = 0
and p′ = 1 then deg(vp′)4, since otherwise G would contain a (d − 1)-thread with an endvertex of degree 3, again
contradicting Lemma 3.3. Thus either p +p′2, in which case z receives at least 6/(3d − 4) by Rule 2, or else p = 0,
p′ = 1 and deg(vp′)4, in which case z receives at least 4/(3d − 4) from vp′ by Rule 2. In either case,
deg′(z)(3d − 2)/(3d − 4) + 1 + 4/(3d − 4) = (6d − 2)/(3d − 4),
as required.
Suppose ﬁnally that z has a special neighbour z′ ∈ Vq . Let the special threads that end at z and at z′ start at
vp ∈ Vp and at vp′ ∈ Vp′ , respectively, where w.l.o.g. pp′. For reasons analogous to those stated in the previous
paragraph, either p + p′3 or else p + p′ = 2 and deg(vp)4 and deg(vp′)4. In the ﬁrst case z and z′ receive at
least 9/(3d − 4) between them by Rule 2, and in the second case they receive at least 8/(3d − 4) between them. So
deg′(z) + deg′(z′)2(6d − 2)/(3d − 4), and this is enough to prove Claim 5.1. 
As in Case 1 when d is odd, m1n1 − 1 since G1 is connected, and so, by Claim 5.1 and (1.2),
n1 − 1 + (3d − 1)(n − n1)3d − 4 m1 + m2 = m<
dn − 2d − 1
d − 1 .
This rearranges to
n< 3(d − 1)n1 − (3d − 4)(d + 2)
3(d − 1)h2(d) − (3d − 4)(d + 2) = z2,
since n1h2(d) by (5.1), and this contradicts the hypothesis that nz2 when d is even. This completes the discussion
of Case 1.
Case 2: Every vertex of G is within distance (d − 2)/2 of a vertex with degree at least 2d.
As in the corresponding case when d is odd, we obtain a lower bound for m by applying charging to the whole of G.
Let V0 be the set of vertices of G with degree at least 2d, let pmax = (d − 2)/2, and for 1ppmax let Vp be the set
of vertices at distance p from V0. The charging rules are as follows.
Rule 1: An edge xy with x ∈ Vp and y ∈ Vp+1 (0ppmax − 1) contributes charge (2p + 1)/(d − 1)< 1 towards
deg′(x) and charge (2d − 2p − 3)/(d − 1)> 1 towards deg′(y).
Rule 2:An edge xy with x ∈ Vp and y ∈ Vp (0ppmax) contributes charge 1 towards each of deg′(x) and deg′(y).
If v ∈ V0, then deg(v)2d , and so v receives contributions of at least 1/(d − 1) from at least 2d edges; thus
deg′(v)2d/(d − 1). If v ∈ Vp (1ppmax) then v receives charge (2d − 2p − 1)/(d − 1) from an edge xv
with x ∈ Vp−1, and at least (2p + 1)/(d − 1) from some other edge, and so again deg′(v)2d/(d − 1). Thus
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deg′(v)2d/(d − 1) for every vertex v of G, and it follows from this that mdn/(d − 1), contrary to (1.2). This
contradiction ﬁnally completes the proof of Theorem 2 and hence of Theorem 1.
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