On-orbit data are used to examine the performance of the Hubble Space Telescope optical control system. The precision, relative accuracy, and absolute accuracy of the off-axis Wavefront-Sensor measurements are evaluated and compared with design requirements. The internal stability of the sensors is better than 0.006 pm rms over five years, including launch. Random errors are estimated to be within 0.01 plm rms. Systematic errors are present in the estimates of focus, spherical, and coma aberrations, but none has been identified for astigmatism. Primary-mirror spherical aberration is believed to be the probable cause of all subspecification performances.
Introduction
The Hubble Space Telescope (HST) carries aboard the Optical Control System (OCS), the function of which is to align the Optical Telescope Assembly so that a X/20 rms on-axis wave front is achieved. The presence of the OCS was dictated by the error budgets for aligning the secondary mirror (SM) to the primary mirror (PM) on the ground, by the possibility of changes in the figure of the PM from ground to orbit, and by the need to accommodate moisture desorption of the metering truss assembly. The alignment system had to accommodate the large optical path difference (OPD) error, which could in the worst-case conditions, have been present immediately after launch, while also achieving measurement accuracies of the on-axis wave front of X/83 rms (0.0076 pm rms) in the aligned state. This was to be accomplished by the use of a Fine Guidance Sensor (FGS) for coarse alignment and an interferometric Wavefront Sensor (WFS) for fine alignment, both working in conjunction with the Actuator Control System. That part of the system that measured to final alignment (the VVS's) had to be calibrated on the ground and thereafter had to remain stable for the life of the mission.
To the extent that can be determined from a variety of on-orbit measurements, the OCS hardware and small coma and astigmatism alignment state with just eight SM tilt and/or decenter moves and within 209 days from launch. However, it took two years more to confirm this alignment, because the WFS's do not measure to the accuracy required. This inaccuracy is believed to be due to the spherical aberration (s.a.) in the PM, which in particular renders the coma component of the ground calibration invalid.
In this paper we compare the system's actual performance with prelaunch predictions on the basis of on-orbit data acquired in the course of aligning the telescope. The source and character of the system's inaccuracies are also discussed.
Design and Operation of the OCS
That portion of the alignment system used for initial on-orbit focusing (the FGS) has been described elsewhere.'-3 FGS 2 was used in the line-of-sight scan mode in which its 5 x 5 arcsec field of view was driven in a grid pattern over a star image. The rise and fall times of the resulting signal were converted to focus error by use of a lookup table derived from a model of the process. Adjustments to the SM despace position were calculated with ground software and executed with real-time commanding. The process was repeated in an intelligent search for the minimum image size.
The remainder of the alignment system is what is usually referred to as the OCS. It consists of three WFS units, each mounted in one radial bay module adjacent to an FGS, and sampling at different azimuthal field angles; an optical control electronics box mounted in the equipment section; several ground software modules run at the Space Telescope Operations Command Center; an actuator control electronics box also mounted in the equipment section; six secondary mirror actuators (SIMA's) mounted to the SM hub and acting on the SM through paired links; 24 PM actuators distributed in a rectangular grid between the PM and the reaction plate behind it.
A WFS is a white-light radial-shearing interferometer, which compares the full pupil wave front with an 8x magnified subaperture. The OPD between the two is measured by modulating the path length in one interferometer arm by means of a glass wedge and detecting the wedge position at which the white-light interferogram peaks. Because of this source of reference wave front and because of the dispersive properties of the wedge, the WFS is designed to achieve its required performance when the input wave front approaches the wave front at which calibration is performed. Forty-eight points (pixels) are sampled in a rectangular grid over the pupil by an image dissector photomultiplier tube (PMT) (camera). Zernike aberration polynomials are fitted to these so-called OPD maps, and the results from all three WFS's are combined so that they yield the telescope on-axis wave front. The Zernike polynomials used are orthonormal over the 33% obscured aperture (see Table 1 of this paper and Table 4 .2 of Ref. 4) . SIMA motions that optimize the SM position are then computed with a sensitivity matrix derived from a ray-trace model of the OTA and are uplinked by real-time command. The PM actuators have not been used to date and are not discussed here.
On-Orbit Operations
The initial defocus adjustment operation (known as Bootstrap Phase A) was executed successfully. In Fig. 1 is shown a typical response of one of the four FGS PMT's, which corresponds to 13 line profiles of the image. Interference distorts the response when the field of view is centered on the image. In Fig. 2 is shown the image size measured over a range of SM despace positions. The size was reduced from an initial 5.2 arcsec to 1.2 arsec, which corresponds to 690 [um of motion of the SM toward the PM or 16X p.-p. of defocus. The system had been designed to handle an initial 8 p.-p. of defocus and 3 p.-p. of coma combined. The SM position adopted for subsequent focusing activities was later found to be within 40 pum (1.5X p.-p. of defocus) of the position producing the minimum rms wave-front error. This was well within the dynamic range of the VVFS's. Spherical aberration had little impact on the choice of the SM position, although its effects were apparent in hindsight. The mapped images were larger than expected, particularly in FGS2, as can be seen from the fact that the intersection of the two trend lines in Fig.  2 does not yield a 1-2-arcsec image diameter.
The second stage of the alignment (Bootstrap Phase B) involved use of the WFS's, first to check their internal calibration, then to locate the target star, and finally to measure the telescope wave front. The WES's were themselves a wave-front standard under the assumption that they were accurately and stably located with respect to the PM and Science Instruments (SI's). Positional stability from ground to orbit could not be verified independently, but the stability of their internal wave-front signature could. On-orbit calibration consisted of measuring their response to an internal point source and correcting the ground calibrations that had been made with an optical telescope assembly simulator as a source. This internal source consists of a tungsten filament lamp and pinhole, introduced by command just downstream of the WFS pick-off mirror.
Locating the target star proved to be the most difficult aspect of WFS operations. The OPD dynamic range of the WFS is sufficiently small that little wave-front tilt across a pixel can be tolerated, i.e., the WFS must be pointing at the target star to within -0.1 arsec. The original operational plan was a four-step process. (1) We centered the target star centroid in the WFS's 2-arsec field of view by driving the telescope line of sight in a raster scan centered on the expected target position. (2) We pointed the telescope at this estimated position. (3) We made an abbreviated, coarse resolution, subaperture wavefront measurement to yield a wave-front tilt estimate. (4) We repointed optimally with the vector sum of the results of steps (1) and (3) and then made the desired wave-front measurement. However, early in the mission the telescope could not be pointed repeatably to better than 2 arcsec from one orbit to the next, so that this iterative process of finding the target failed to converge. We solved the problem by using a PC-based spreadsheet to calculate attitude corrections based on the first WFS observation (3) and pointing information derived from the FGS's. We then uplinked these real-time corrections before the next observation (4). Overall, it was found that, owing to scheduling and telescope constraints, such as the effect of the terminator on the solar arrays and hence on the telescope line-of-sight jitter, the WFS's were more cumbersome and time-consuming to use than had been expected. Early wave-front data from the WFS's were severely affected by the PM s.a. The wave-front error increased steeply with pupil radius, producing fringes that became so closely spaced that outer pixels sampled multiple fringes. Figure 3 illustrates the radial extent of the pixels relative to the pupil together with the wave-front error resulting from s.a. combined with focus. SM = 0 ttm corresponds to the scientific instruments' best focus. The relative height of the boxes defining the pixels differs from reasons of clarity only. The number of pixels (4 or 8) at each radius is indicated. The fringe contrast consequently diminished until the OPD values could not be reliably determined. The contours of constant OPD on these maps became irregular, frequently yielding gradients that were larger than could be physically realized and resulting in Zernike polynomial fits with large residuals and inconsistent coefficients. Fortunately we could alleviate this problem somewhat by refocusing the telescope so as to generate a positive p 2 focus term to balance the negative p 4 spherical term (see the curve in Fig. 3 labeled SM = 62 ,um); thus the wave-front gradients across the pixels were reduced. Ultimately several sets of aberration coefficients were obtained from the three WFS's. One of them, at the SM position designated as 92 jxm, is given in Table 2 .
On-Orbit Performance
A comparison of the achieved precision and accuracy of the OCS with prelaunch error budgets and predictions is shown in Table 3 . In the column labeled Single Wave Front, only values for one WFS (3) are shown. The full prelaunch prediction includes each WFS separately and the effect of averaging multiple wave-front measurements. The ground calibration value incorporates as much empirical data as possible, and as such it is the most reliable prediction. Of interest here are the categories labeled orbital operation and wave-front estimation. Their subcategories were not designed to contain systematic-only or random-only error sources. However, to first order those marked with an asterisk are the former and those without are the latter.
Two comparisons of observations with the prediction can be attempted. One is with subcategory 8 of Table 3 , the other with the combination of subcategories 1, 2, 3, and 7.
Subcategory 8 is the error in the HST on-axis wave-front estimate after we have corrected the ground calibration files based on the changes in the internal source measurement from the time of calibration to on orbit. Table 4 shows the agreement between internal source thermal-vacuum test data taken five years before launch and the on-orbit measurements. Note that this is only a measurement of the inherent stability of the internal source, i.e., the last two rows of the table refer to different quantities. Since the ground-to-orbit differences are likely to be dominated by systematic effects (for example, by launch perturbations), the correction error is likely to be similar to, or smaller than, the predicted value. However, even if the correction error were as large as the ground-to-orbit difference, it is still a sufficiently small contributor that there would be negligible impact on the overall measurement accuracy.
Opportunities also exist for estimating the precision of measurements of the HST wave front. On Table 5 the result for the D90.220 coma move is shown.
We can obtain another estimate of the precision by comparing measurements taken at different SM despace positions (see Fig. 4 and 6) . Departures of these curves from linearity and parallelism are less than 0.01 Pm rms. The random error associated with a single Zernike aberration coefficient obtained from a single on-orbit WFS measurement is therefore taken to be 0.01 ,um rms, 3-a. If, as was found in practice, the wave front can be represented by the Zernike polynomials Z 4 through Z8 and Z 11 (focus, coma, astigmatism, and spherical), each with the same coefficient error of (0.01)/3 ,um rms, the wavefront error would be 0.008 jim rms. From Table 3 the prediction for random error in the wave front is 0.0038 m rms (the root sum square of subcategories 1, 2, 3, and 7). The effect of this 0.008-pm error on the on-axis wave-front measurement error is to increase it by /, from 0.00764 to 0.0108 pm rms. Although this is a sizable increase in terms of the WFS error budget, it would in fact increase the predicted HST on-axis wave-front error by only X/1000.
With respect to absolute accuracy, the aberrations did not form a mutually consistent set, given the constraints of the HST optical design. First, average value for the spherical term (Z1 = -0.28 m rms) in Table 2 is slightly smaller than the value of -0.255 m rms obtained from phase retrieval and fabrication (fossil) data. In part this is because the focus and spherical terms are not fully orthogonal when sampled by the pixel pattern of the WFS camera; i.e., the focus setting influences the spherical estimate (see Fig. 4 ). Table 6 gives the significant elements in the cross-coupling matrix calculated for the WFS pixel locations, excluding the effects of finite pixel size. However, when the curves of Fig. 4 are projected back to the fossil record value for Z 11 , one finds that the corresponding SM position would be 0 pm. At this position the WES's measure approximately -0.6 Pm of Z 4 rather than some value that is close to zero. Thus there is some additional explana- tion for the inaccuracy in the spherical measurement, which has not been pursued to date.
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Second, and most problematic, the observed coma signature cannot be created by SM misalignments, which produce only field-independent coma.
Field-dependent coma can arise only outside the WES's from a misfigured SM. It varies in the field radially as r and is aligned purely radially. If it were the sole contributor, the WFS's, being symmetrically located round the field, should yield values of coma that lie on a circle in the Z 7 , Z 8 plane. The center of the circle must be given by the intersection of the three vectors pointing from the WFS's toward the center of the field. This center should lie at the origin of the coma plane. The WES1 and WFS3 coma should be diametrically opposed with the WFS2 coma 90 deg from these two.
Including SM misalignment, and hence fieldindependent coma, should add an identical bias to each coma value, which moves the center of the circle from the origin. As we show in Fig. 5 , the WFS coma results do not conform to this model. In addition any suggestion in the WFS data of the existence of significant field-dependent coma is not supported by other evidence. SM build records, spare SM tests, and on-orbit measurements with the Wide Field Planetary Camera and the Faint Object Camera (FOC) have established a threshold for a SM figureerror-derived coma that is considerably smaller than 0.01 plm rms.
The measured astigmatism signature, on the other hand, is self-consistent within the estimated measurement error. SM misalignments produce astigmatism that varies in the field according to This is in fact the behavior seen from Table 2 . Note that the values in the table are not all zero because the telescope had not been fully aligned at this stage.
The accuracy of the astigmatism measurement was later confirmed during an astigmatism test. Then the SM was moved to the four corners of a square defined in the Z 5 , Z 6 astigmatism plane, FOC pictures of an isolated star were taken, and we performed phase retrieval on those images to extract astigmatism coefficients. The average of these four images was predicted to be zero and was measured to be This result can be compared with WES astigmatism measurements taken at several focus positions and adjusted for the final SM move that was intended to remove this residual astigmatism (see Fig. 6 ). The two estimates agree well, given a basic noise floor of 0.01 pm in the WFS data. The observed focus signature is also consistent with the astigmatism. In Table 7 we show the optical change tables for the telescope, i.e., the wavefront error induced at various field positions for nominal perturbations to the SM in despace, decenter, and tilt. From this table it can be seen that astigmatism is produced primarily by a tilt, and that tilt also results in a focus error that is field dependent. For each WFS one can solve a pair of simultaneous equations to obtain the tilt in each axis, given the astigmatism. The three pairs of tilts can then be averaged and used with the change tables to predict the focus error at each WFS. In Table 8 we compare this prediction with the measurements after their removal from the data of a focus bias of 0.084 pum rms. The bias arises because the measurements were not made at the zero-focus position. Agreement is extremely good, considering the estimated error in the data.
Sources of Inaccuracy
At the time that the OCS was being designed, a detailed analysis was performed of the possible sources and magnitudes of both random and systematic errors. During fabrication and testing these analyses were refined on the basis of manufacturing, test, and calibration data. They are described in three PerkinElmer (Hughes Danbury) internal documents by R. Crout, D. Harris, and E. Kintner. Prime sources of inaccuracy that were considered were the ground calibration category and subcategories 5, 9, 10, 11, and 12 of Table 3 . The last five were as follows:
(1) Effects of dispersion within the WFS, in particular, within the glass wedge used to alter the optical path length in one arm of the WFS interferometer, on the estimation of the wave front (OPD) at selected points in the pupil.
(2) Effects of sampling the wave front over a finite area (i.e., pixel size effects). After establishing the fundamental inconsistency of the WFS data, we reexamined these error sources, particularly in light of the fact that s.a. was much larger than was considered originally. In addition two other possibilities not previously considered were analyzed, namely: (6) Vignetting or other ray-trace detectable effects of s.a.
(7) Diffraction effects from any WES field-stop misalignment including intensity modulation in the reimaged pupil.
We could do little to verify the accuracy of the ground calibration, other than to look for software and calibration data file errors.
Items (1), (4), (5), and (6) were found to contribute negligibly. The second was examined for its effect on the precision of the determination of an individual OPD estimate at a pixel, but possible effects on the cross-coupling matrix have not been investigated to date and may be a contributor to inaccuracy. The seventh leads to reduced precision but does not greatly affect accuracy. At the nominal design wavelength of 0.6 pm the field-stop radius is nearly 20X/D, where D is the telescope diameter. Thus for an ideal HST point spread function the truncation of the image by the field stop is of little consequence as long as it is reasonably well centered. In the presence of large s.a., however, the image is spread over several arcseconds, and the field stop does considerable spatial filtering. This is illustrated in Fig. 7 , which shows reimaged pupils for ideal and aberrated point spread functions, at one wavelength and for an unobscured pupil. Any symmetry-breaking offset of the image with respect to the field stop results in a distorted, asymmetric pupil, which degrades fringe visibility. Similarly, focus changes that alter the size of the image would enhance spatial filtering effects. We observed intensity modulations of this kind in the early phases of the WES's use when trying to locate the target star.
Only the third error source plausibly yielded large enough effects and then only for coma. A shift of 4% of the pupil radius (i.e., 280 jim) would produce 0.08 pum rms of spurious coma as a result of shearing a p 4 wave front. From Fig. 5 we can see that this is the approximate worst-case coma inaccuracy. Such a shift might arise from (1) WFS interferometer-tocamera alignment changes, caused by launch vibration, gravity release, or moisture desorption, (2) errors in setting this alignment during build, and (3) changes in radial bay module to optical telescope assembly alignment. In-tolerance misalignment could contribute, since alignment sensitivity is much greater in the presence of s.a. The error budget allocation for the first two items was 100 pm of shift or 0.03 pm of coma. A similar phenomenon within the FGS's has been modeled to account for the observed degradation of the S curves (see Ref. 5) . Although this shift hypothesis is felt to be the most likely, there is little opportunity to confirm it. An option still unexplored is to attempt to measure the interferometer-to-camera alignment on orbit with an operating mode specifically designed for the purpose.
Conclusions
Careful review of the data indicates that the HST optical alignment hardware, software, and operational methodology perform as predicted with three exceptions. They are a reduction in precision, an increased coupling between focus and spherical errors, and an unknown bias in the absolute value of the wave-front coma and spherical measurement. In particular the WFS's measure changes in the telescope alignment with a precision and relative accuracy that is close to their design requirement and are extremely stable over long periods. Primary-mirror s.a. has been identified as a cause of the first two difficulties. It produces a marked degradation in interference fringe visibility and hence degrades the error in the OPD estimate. Being large, it contributes significantly to the cross-coupling with focus inherent in the WFS design. It is hypothesized that the coma inaccuracy is also caused by the s.a. combined with a shift of the pupil with respect to the VVS camera, which leads to shearinduced coma.
There is no known method of recovering the WFS design accuracy while on orbit. However, some avenues of investigation have yet to be pursued, which might confirm the pupil-shift hypothesis and lead to a way to repair the spare unit. These might also shed light on the cause of the apparent FGS misalignments.
