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Abstract
A restrictive assumption in change point analysis is “stationarity under the null
hypothesis of no change-point”, which is crucial for asymptotic theory but not very
realistic from a practical point of view. For example, if change point analysis for
correlations is performed, it is not necessarily clear that the mean, marginal variance
or higher order moments are constant, even if there is no change in the correlation.
This paper develops change point analysis for the correlation structures under less
restrictive assumptions. In contrast to previous work, our approach does not require
that the mean, variance and fourth order joint cumulants are constant under the null
hypothesis. Moreover, we also address the problem of detecting relevant change points.
Key words: piecewise locally stationary process, change point analysis, relevant
change points, second order structure, local linear estimation
1 Introduction
Change point analysis is a well studied subject in the statistical and econometric literature.
Since the seminal work on detecting structural breaks in the mean of Page (1954) a powerful
methodology has been developed to detect various types of change points in time series (see
for example Aue and Horva´th (2013) and Jandhyala et al. (2013) for recent reviews of the
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literature). Several authors have argued that, in applications, besides the mean the detection
of changes in the variance or the correlation structure of a time series is of importance.
Typical examples include the discrimination between stages of high and low asset volatility
or the detection of changes in the parameters of an AR(p) model in order to obtain superior
forecasting procedures. Wichern et al. (1976) studied the change point problem for the
variance in a first order autoregressive model. These authors pointed out that - even if log-
return data exhibits a stationary behavior in the mean - the variability is often not constant
and as a consequence any conclusions based on the assumption of homoscedasticity could be
misleading. Abraham and Wei (1984) and Baufays and Rasson (1985) used a Bayesian and
an ML approach to find change points in AR-models. Incla´n and Tiao (1994) proposed a
nonparametric CUSUM-type test for changes in the variance of an independent identically
distributed sequence and Lee and Park (2001) derived corresponding results applicable to
linear processes (see also Chen and Gupta (1997) who used the Schwarz information criterion.
Galeano and Pen˜a (2007) and Aue et al. (2009) suggested nonparametric tests for structural
breaks in the variance matrix of a multivariate time series. There exist also several papers
discusssing change point analysis in the second order structure of a time series. For example,
Berkes et al. (2009) and Killick et al. (2013) considered the more classical problem of a change
point in a correlation at fixed lag. Davis et al. (2006) and Preuss et al. (2015) proposed
methods for detecting multiple breaks in piecewise stationary processes.
This list of references is by no means complete but an important and common feature
of the cited references and most of the literature on testing for structural breaks in the
covariance or correlation structure (at different lags) consists in the fact that the model
is formulated such that the stochastic process under the null hypothesis of “no change-
point” is stationary. This assumption is crucial to derive (asymptotic) critical values for the
corresponding testing procedures using strong approximations or invariance principles. On
the other hand this assumption drastically restricts the applicability of the methodology.
For example, Incla´n and Tiao (1994) and Aue et al. (2009) assume for the construction of
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a testing procedure for the hypothesis for change point in the variance that the mean of
the sequence under consideration does not change in time (as the variance under the null
hypothesis). A similar assumption was made by Wied et al. (2012) in the context of testing
for a constant correlation, where the authors suggested a CUSUM-type statistic for a change
in the correlation of a stationary time series if at the same time the means and variances
do not change. However, from a practical point of view, assumptions of this type are very
restrictive and there might be many situations where one is interested in a change of the
correlation even if the mean and the variances change gradually in time. In this case the
classical approach is not applicable.
The present paper is devoted to the construction of change point tests for the second-
order characteristics of a non-stationary time series, in particular changes in the lag-k cor-
relation. In Section 2 we introduce piecewise locally stationary processes as considered by
Zhou (2013) who investigated the properties of the classical CUSUM test for the mean under
non-stationarity. Section 3 is devoted to the “classical” change point problem for a (vector)
of correlations at different lags in a piecewise locally stationary process. In the simplest case
of one lag-1 autocorrelation, say ρi = Corr(Xi, Xi+1) the hypothesis can be formulated as
H0 : ρi = ρj for all i, j = 1, . . . , n versus H1 : ρi 6= ρj for some i 6= j. (1.1)
We propose a CUSUM approach based on nonparametric residuals and prove weak conver-
gence of the corresponding CUSUM statistic. It turns out that the limiting distribution
depends in a complicated way on the dependence structure of the piecewise locally station-
ary process, and for this reason a wild bootstrap approach is developed and its consistency
is proved. The methodology is very general and applicable in many situations where the
assumptions of classical tests are not satisfied. In particular, we neither assume that the
mean, variance or higher order joint cumulants of the non-stationary sequence are constant
nor that the change in the variance and the lag-k correlation occur at the same location.
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Furthermore, we show that the stochastic errors produced in the nonparametric estimation
of the mean and variance function are asymptotically negligible in the second-order CUSUM
statistic. This result is of particular interest, and non-trivial because the order of the stochas-
tic errors of the nonparametric estimates is larger than the 1/
√
n convergence rate of the
CUSUM test.
The situation is more complicated if one is interested in such sophisticated hypotheses
as precise hypotheses (see Berger and Delampady (1987)). Here (in the simplest case) one
assumes the existence of a change point k ∈ {1, . . . , n} such that
v1 = ρ1 = . . . = ρk 6= v2 = ρk+1 = . . . = ρn , (1.2)
and is interested in hypotheses of the form
H0 : ∆ := |v2 − v1| ≤ δ versus H1 : ∆ := |v2 − v1| > δ (1.3)
for some pre-specified constant δ > 0. Throughout this paper we call hypotheses of the form
(1.1) “classical” in order to distinguish these from the precise hypotheses of the form (1.3).
Although hypotheses of the form (1.3) have been discussed in other fields (see Chow and Liu
(1992) and McBride (1999)) the problem of testing precise hypotheses has only recently been
considered by Dette and Wied (2016) in the context of change point analysis. These authors
point out that in many cases a modification of the statistical analysis might not be necessary
if a change point has been identified but the difference between the parameters before and
after the change-point is rather small. In particular, inference might be robust under “small”
changes of the parameters and changing decisions (such as trading strategies or modifying
a manufacturing process) are expensive and should therefore only be performed if changes
have serious consequences. Testing a hypothesis of the form (1.3) to detect a structural
break also avoids the consistency problem mentioned in Berkson (1938): any test will detect
negligible changes in the parameter if the sample size is sufficiently large. Dette and Wied
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(2016) call the hypotheses of the form (1.3) hypotheses of a non-relevant (null hypothesis)
and relevant change point (alternative) and, according to their argumentation, only relevant
change points should be detected, because one has to distinguish scientific from statistical
significance.
Although the testing problem in the form (1.3) is appealing, the construction of corre-
sponding tests faces several mathematical challenges. In particular, even under the null hy-
pothesis of a non-relevant change point one has to deal with the problem of non-stationarity.
For example, Dette and Wied (2016) developed a CUSUM-type test for the hypotheses in
(1.3) which is only applicable under the assumption that the time series before and after the
change point is strictly stationary. In the context of change point analysis for correlations
this means that the mean and the variances of the process have to be constant before and
after the change point. From a practical point of view this assumption seems to be very
strong and not very realistic.
Section 4 is devoted to the problem of testing the hypothesis of a non-relevant change
in the several correlations at different lags. We use the CUSUM approach proposed in Dette
and Wied (2016) to obtain a test for the hypothesis (1.3) and its analogue in the case of
lag-k correlations. Asymptotic normality of a corresponding L2-type statistic is established
and a wild bootstrap method is developed that addresses the particular structure of the
hypotheses in relevant change point analysis. To our best knowledge resampling procedures
for this type of change point analysis in non-stationary nonparametric problems have not
been considered in the literature. The finite sample properties of the new procedures are
investigated by means of a simulation study in Section 5. In Section 6 we analyze the
USD/CAD exchange rate series and illustrate the usefulness of the proposed methodology
in identifying second order change points in modeling volatilities. All proofs and technical
details are deferred to an online supplement (see also Dette et al. (2015)).
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2 Piecewise locally stationary processes
We start writing some notations of frequent use. For an l-dimensional (random) vector
v = (v1, ..., vl), l ≥ 1, let |v| = (
∑l
i=1 v
2
i )
1/2. A random vector V is said to be in Lq ,
q > 0, if E(|V|q) < ∞. In this case write ‖V‖q = (E|V|q)1/q, and ‖V‖ = ‖V‖2. The
symbol
D−→ means weak convergence of real-valued random variables (convergence in dis-
tribution). For any interval I ⊂ R and nonnegative integer q let Cq(I) be the set of q
times continuously differentiable functions f : I → R and C(I) = C0(I). Let {εi}i∈Z
denote a sequence of independent identically distributed (i.i.d.) random variables and de-
note by Fi = σ(..., ε0, ..., εi−1εi) the sigma field generated by {εj|j ≤ i}. We define the
sigma field F (j)i = σ(..., εj−1ε′jεj+1..., εi), where {ε′i}i∈Z is an independent copy of {εi}i∈Z,
and F∗i = F (0)i for short. For any real number a, write bac be the largest integer which
≤ a. Let 1(·) be the indicator function, sign(·) be the usual sign function, such that
sign(x) = 1(x ≥ 0) − 1(x < 0). Define 0/0 = 1. Let a ∧ b denote min(a, b) for a, b ∈ R.
Through out the paper we consider the case that type I error α ≤ 0.05. We discuss auto-
correlation in the rest of the paper, and use the term “correlation” for “autocorrelation” for
short. Our method can be applied to cross correlation without further difficulty.
We consider the model
Yi = µ(ti) + ei, i = 1, . . . , n, (2.1)
where (for the sake of simplicity) ti = i/n (i = 1, . . . , n) and µ(·) is a smooth function.
Formally {Yi}ni=1 is a triangular array of random variables but we do not reflect this fact
in our notation. Change point problems for this model have found considerable attention
in the recent literature, where most of the work refers to problems of detecting changes of
the mean in the situation of centered and independent identically distributed (i.i.d.) errors
(even assumed to be Gaussian in some cases) (see Mu¨ller (1992) for an early reference and
Mallik et al. (2011) and Mallik et al. (2013) for more recent references). Vogt and Dette
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(2015) proposed a generalized CUSUM approach to detect gradual changes in model (2.1)
using a different concept of local stationarity (see Vogt (2012)).
In the present paper we consider non-stationary processes of the form (2.1) and are interested
in identifying abrupt changes in the correlations. More precisely we consider an error process
{ei}ni=1 in (2.1) that is piecewise locally stationary (PLS) with r breaks for some r ∈ N.
Formally, we use a definition for a PLS process and the concept of “physical dependence
measure for PLS” that is given in Zhou (2013).
Definition 2.1.
(1) The sequence {ei}ni=1 is called PLS with r break points if there exist constants 0 = b0 <
b1 < ... < br < br+1 = 1 and nonlinear filters G0, G1, ..., Gr, such that
ei = ei(ti),where ei(t) = Gj(t,Fi), if bj < ti ≤ bj+1
where Fi = σ(..., ε0, ..., εi−1εi), and {εi}i∈Z is a sequence of i.i.d. random variables.
(2) Assume that max1≤i≤n ‖ei‖p < ∞ for some p ≥ 1. Then for k > 0, define the kth
physical dependence measure in Lp-norm as
δp(k) = max
0≤i≤r
sup
bi<t≤bi+1
‖Gi(t,Fk)−Gi(t,F∗k )‖p,
where δp(k) = 0 if k < 0.
The PLS process is a natural non-stationary extension of many well known statistical
processes, with the dependence measure easy to calculate.
Example 2.1. (PLS linear process) For {εi}i∈Z take Fi = σ({εj|j ≤ i}), and consider the
process
Gj(t,Fi) =
∞∑
s=0
aj,s(t)εi−s bj < t ≤ bj+1 0 ≤ j ≤ r, (2.2)
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where 0 = b0 < b1 < ... < br+1 = 1 are unknown break points, aj,s(t) for bj < t ≤ bj+1 0 ≤
j ≤ r, s ∈ Z are Lipchitz continuous functions. Straightforward calculations show that
δp(k) = O(max0≤j≤r supbj<t≤bj+1 |aj,k(t)|) provided ‖ε0‖p <∞. Model (2.2) is a time-varying
MA process with possible abrupt changes. For smooth time-varying MA process, it could be
shown, for example in Zhang and Wu (2012) that it well-approximates the locally stationary
autoregressive processes that have been studied extensively in the literature (see for example
Dahlhaus (1997) among others).
Example 2.2. (PLS nonlinear process) For {εi}i∈Z take Fi = σ({εj|j ≤ i}) and consider
the process
Gj(t,Fi) = Rj(t, Gj(t,Fi−1), εi), bj < t ≤ bj+1 0 ≤ j ≤ r, (2.3)
where 0 = b0 < b1 < ... < br+1 = 1 are unknown break points. Many important nonlinear
time series have the form Xi = R(Xi−1εi). Typical examples include (G)ARCH models (see
Engle (1982) Bollerslev (1986)), threshold models (see Tong (1990)) and bilinear models. It
can be shown similarly to Zhou and Wu (2009) that, under some mild conditions, δp(k) =
O(χk) for some χ ∈ (0, 1), and that χ can be evaluated as
χ := max
0≤j≤r
sup
t∈(bj ,bj+1]
sup
x6=y
‖Rj(t, x, ε0)−Rj(t, y, ε0)‖p
|x− y| . (2.4)
For our asymptotic analysis we list some conditions.
(A1) The process {ei}ni=1 is PLS and piecewise stochastic Lipschitz continuous with r break
points: there exists a constant C > 0 such that, for all i ∈ {0, . . . , r} and all t, s ∈
(bi, bi+1],
‖Gi(t,F0)−Gi(s,F0)‖ι ≤ C|t− s|
holds for ι ≥ 8. In addition, E[ei] = 0 for all 1 ≤ i ≤ n, and there is a variance function
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σ2(·) : [0, 1]→ R+, such that σ2i := σ2(ti) = Var(ei), for i = 1, . . . , n.
(A2) The second derivative µ¨(·) of the function µ(·) in model (2.1) exists and is Lipschitz
continuous on the interval [0, 1].
(A3) max0≤i≤r supt∈(bi,bi+1] ‖Gi(t,F0)‖ι <∞ for some ι ≥ 8.
(A4) δι(k) = O(χ
k) for some χ ∈ (0, 1) and some ι ≥ 8.
Remark 2.1.
a) The bound of max1≤i≤n ‖ei‖p in Definition 2.1 does not depend on n. This simplifies
the assumptions and the proofs in the subsequent discussion. It is also possible to develop
corresponding results for an n-dependent bound with added complications in the technical
arguments.
b) For the sake of brevity we use the condition ι ≥ 8 in (A3) and (A4). Using additional
technical arguments it can be shown that our methodology is still valid for innovations with
a heavier tail (see also Section 5 for some simulation results with heavy-tailed distributions).
c) The process {e2i }ni=1 of squared errors is also PLS. Simple calculations show that {e2i }ni=1
satisfies the assumptions (A1), (A3), (A4) with ι ≥ 4.
3 Tests for changes in correlations
Suppose that we observe data {Yi}ni=1 according to model (2.1) where the process {ei}ni=1
is PLS and µ(·) is an unknown deterministic trend. We are interested in testing nonpara-
metrically the “classical” hypothesis of a change point in the correlations. The important
difference to previous work on this subject (see for example Incla´n and Tiao (1994) or Aue
et al. (2009)) is that in general the process is NOT assumed to be stationary under the null
hypothesis of no change point. This means - for example - that the approach proposed here
can be used to test the hypotheses (1.1) where the mean is not constant. The price for
this type of flexibility is that critical values of the asymptotic distribution of the CUSUM
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statistic are not directly available. For this we develop a bootstrap CUSUM-type test for the
“classical” hypotheses of a change point in correlations based on residuals from a local linear
fit. For the definition of the local linear estimator we assume that the corresponding kernel
function, say K, is symmetric with support [−1, 1] satisfying ∫ K(x)dx = 1, and define for
b > 0 the function Kb(·) = K( ·b). We assume that K ∈ C2([−1, 1]). and, for convenience, we
set ei = 0, eˆi = 0 if i > n, where n is the sample size.
Consider the problem of testing whether there are changes in correlations ρi,k := Corr(Yi, Yi+k)
for some pre-specified lag-k’s, with
H0 : ρi,k = ρj,k = ρk for all i, j = 1, . . . , n, k = r1, . . . , rl (3.1)
H1 : There exists 1 ≤ s ≤ l and i 6= j such that ρi,rs 6= ρj,rs (3.2)
where the integers r1 < r2 < · · · < rl define the lags of interest. A test for the classical
hypothesis for stationary processes can be derived by similar arguments as given in Wied
et al. (2012) under the additional assumption that the mean and variance are not chang-
ing. However, statistical inference regarding changes the correlation structure in a locally
stationary framework (including non constant mean or variance) requires estimates of the
mean and variances. For this purpose consider the CUSUM statistic
Tˆn = max
1≤i≤n
∣∣∣Sˆi − in Sˆn∣∣∣, (3.3)
where Sˆi = (Sˆ
(r1)
i , ..., Sˆ
(rl)
i ), Sˆ
(j)
i =
∑i
s=1
eˆseˆs+j
σˆ2(ts)
, eˆs = Ys − µˆbn(ts), eˆs+j = Ys+j − µˆbn(ts+j),
and µˆbn(·) is the local linear estimator of the function µ(·) with bandwidth bn,
(µˆbn(t), ˆ˙µbn(t)) = argmin
β0,β1
n∑
i=1
(
Yi − β0 − β1(ti − t)
)2
Kbn(ti − t) (3.4)
(see Fan and Gijbels (1996)).
We allow the variance to possibly have a structural break at a point, say t˜v that need not
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coincide with the location of the change point in any of the lag-k correlations. We assume
that σ¨2(·) is Lipschitz continuous on the intervals (0, t˜v) and (t˜v, 1) and that there exists a
constant ζ > 0, such that t˜v ∈ [ζ, 1− ζ]. We define an estimator, say t∗n, of the change point
t˜v in the variance by
t∗n = argmax
bnζc≤i≤n−bnζc+1
|M(i)|/n, (3.5)
where
M(i) = 1
L
( i∑
j=i−L+1
eˆ2j −
i+L−1∑
j=i
eˆ2j
)
(3.6)
and L ∈ N is a regularization parameter that increases with n. The maximum in (3.5) is
not taken over the full range 1 ≤ i ≤ n, as recommended in Andrews (1993) (see also Qu
(2008)). We estimate σ2(ti) by σˆ
2(ti) = σˆ
2
cn,bn
(ti, nt
∗
n), where for k = 1, . . . , n
σˆ2cn,bn(t, k) = σˆ
2
cn,bn(t, k−)1(t ≤ k/n) + σˆ2cn,bn(t, k+)1(t > k/n)
and
(σˆ2cn,bn(t, k−), ̂˙σ2cn,bn(t, k−)) = argmin
β0,β1
k∑
i=1
(eˆ2i − β0 − β1(ti − t))2Kcn(ti − t),
(σˆ2cn,bn(t, k+),
̂˙
σ2cn,bn(t, k+)) = argmin
β0,β1
n∑
i=k+1
(eˆ2i − β0 − β1(ti − t))2Kcn(ti − t). (3.7)
We take the (non-observable) analogue of Sˆ
(j)
i to be
S
(j)
i =
i∑
s=1
W (j)s , (3.8)
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where W
(j)
s =
eses+j
σ(ts)σ(ts+j)
, and consider the random variable
Tn = max
1≤i≤n−rl
∣∣∣Si − inSn∣∣∣, (3.9)
where Si = (S
(r1)
i , ..., S
(rl)
i ). It is easy to see that W
(j)
i is Fi+j measurable and that the
process (W
(j)
i )
n−j
i=1 is PLS. Moreover, {W (k)i k = r1, ..., rl}1≤i≤n−rl can be modeled by an l-
dimensional PLS process. Take q as the number of break points, 0 = v0 < v1 < ... < vq+1 = 1
as the corresponding locations of the breaks, and H as the corresponding nonlinear filters,
(W
(r1)
i ...W
(rl)
i )
T = Hj(ti,Fi+rl) if vj < ti ≤ vj+1, 0 ≤ j ≤ q.
The following result shows that t∗n is a consistent estimate of t˜v; its proof can be found
in Section A.1 of the online supplement.
Lemma 3.1. Assume that nb6n → 0, nb3n →∞ and that (A1) - (A4) are satisfied with ι > 8.
Suppose that the variance function is twice differentiable on the intervals (0, t˜v) and (t˜v, 1),
such that the second derivative σ¨2(·) is Lipschitz continuous (here t˜v is the location of the
change point of the variance such that ζ ≤ t˜v ≤ 1 − ζ). Then the estimator t∗n defined in
(3.5) satisfies t∗n − t˜v = op(n−(1−4/ι) log n).
Remark 3.1. The rate of convergence of the estimator t∗n is arbitrarily close to the optimal
rate n−1 subject to a logarithmic factor if (A1) and (A4) hold for any ι > 0.
The rates of convergence of the estimators (3.4) and (3.7) are of the order n−2/5 under
suitable bandwidth conditions. Thus, a naive plug-in argument of µˆ(ti) does not lead to the
crucial result that
|Tˆn − Tn| = op(
√
n), (3.10)
that is required for constructing the hypothesis testing procedure. In the Appendix we
demonstrate that the estimate (3.10) is in fact valid using delicate arguments to overcome
the slow rate of convergence of the non-parametric fit. Then the weak convergence of the
statistic Tˆn/
√
n follows from the weak convergence of Tn/
√
n, which can be established under
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an additional assumption.
(A5) The long run variance function
κ2(t) =
∞∑
k=−∞
cov(Hi(t,Fk),Hi(t,F0)) ∈ Rl×l if t ∈ (vi, vi+1] 0 ≤ i ≤ q, (3.11)
and κ2(0) := limt↓0 λmin(κ2(t)) exists with inft∈[0,1] λmin(κ2(t)) > 0, where for any
positive semi-definite matrix A, λmin(A) denotes the minimal eigenvalue of matrix A.
The proof of the following result is deferred to the online appendix.
Theorem 3.1. Assume that bn → 0, cn/bn → 0, cnb−2n → ∞, nc4n → 0, nb6nc−1/2n → 0,
nb4nc
1/2
n → ∞ and suppose that (A1) - (A5) are satisfied with ι ≥ 8. Assume that the
variance σ2(t) > 0. Suppose that one of the the following conditions is satisfied.
(i) σ2(·) is twice differentiable on [0,1] and the second derivative σ¨2(·) is Lipschitz contin-
uous.
(ii) σ2(·) has one abrupt change point t˜v ∈ [ζ, 1− ζ], and on the intervals [0, t˜v) and (t˜v, 1],
σ2(t) is twice differentiable and the second derivative σ¨2(·) is Lipschitz continuous.
Then under the null hypothesis (3.1) we have
1√
n
Tˆn
D−→ K1 := sup
t∈(0,1)
|U(t)− tU(1)|, (3.12)
where {U(t)}t∈[0,1] is a zero mean l−dimensional Gaussian process with covariance function
γ(t, s) =
∫ min(t,s)
0
κ2(r)dr. (3.13)
As a consequence of Theorem 3.1 we obtain - in principle - an asymptotic level α test for
the hypothesis (1.1) by rejecting H0, whenever
1√
n
Tˆn > q1−α where q1−α is the (1−α)-quantile
of the distribution of the random variable K1 in (3.12). However, under non-stationarity
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(more precisely under the PLS assumption), the function κ2(t) defined in (3.11) and, as a
consequence, the covariance structure of the Gaussian process {U(t)− tU(1)}t∈[0,1] involves
the complicated dependence structure of the data generating process.
Due to the PLS structure, the covariance structure of the Gaussian process U(·) and the
quantiles of the limiting distribution in Theorem 3.1 are hard to estimate. As an alternative,
a data-driven critical value will be derived using a wild bootstrap method to mimic the
distributional properties of the Gaussian process U(·). Following Zhou (2013) we define for
a fixed window size, say m, the quantities
Φˆi,m =
1√
m(n−m+ 1)
i∑
j=1
(
Sˆj,m − m
n
Sˆn
)
Rj, i = 1, ..., n−m+ 1, (3.14)
where Sˆj,m = (S
(r1)
j,m ..., S
(rl)
j,m)
T , Sˆn = Sˆ1,n, Sˆ
(k)
j,m =
∑j+m−1
r=j
eˆr eˆr+k
σˆ2(tr)
, and {Ri}i∈Z is a sequence of
i.i.d standard normal distributed random variables independent of {εi}i∈Z.
Theorem 3.2. If the conditions of Theorem 3.1 are satisfied and, for m → ∞, assume
m/
√
n→ 0, √m(c2n + ( 1√ncn + b2n + 1√nbn )c−1/4n ) log n→ 0 (conditional on Fn in probability)
Mn = max
m+1≤i≤n−m+1
∣∣∣Φˆi,m − i
n−m+ 1Φˆn−m+1,m
∣∣∣ D−→ K1,
where the random variable K1 is defined in (3.12).
Theorem 3.2 provides an asymptotic level α test for the hypothesis of constant correlations
in model (2.1) with critical values obtained by resampling. The proof is deferred to the
online supplement. The details of generating the critical values and performing the test are
summarized in an algorithm.
Algorithm 3.1.
[1] Calculate the statistic Tˆn at (3.3).
[2] Generate B conditionally i.i.d copies {Φˆ(r)i,m}n−m+1i=1 (r = 1, . . . , B) of the random variables
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{Φˆi,m}n−m+1i=1 defined in (3.14) and calculate
Mr = max
m+1≤i≤n−m+1
∣∣∣Φˆ(r)i,m − in−m+ 1Φˆ(r)n−m+1,m∣∣∣.
[3] If M(1) ≤M(2) ≤ ... ≤M(B) denote the order statistics of M1, . . . ,MB, null hypothesis of
constant correlations is rejected at level α when
Tˆn/
√
n > MbB(1−α)c. (3.15)
The p-value of this test is given by 1− B∗
B
, where B∗ = max{r : M(r) ≤ Tˆn/
√
n}.
Remark 3.2.
(1) If the sequence bn is of order n
−1/5 and m is of order n1/3, then the bandwidth conditions
of Theorem 3.2 hold if the sequence cn is of order n
−β, where β ∈ (1
4
2
5
).
(2) It follows by similar arguments as in the proof of Theorem 2, Proposition 3 of Zhou
(2013) and Lemma B.1 and Lemma B.2 in the online supplement, that the bootstrap test
(3.15) is consistent. For 1 ≤ s ≤ l, write ρrs(ti) = ρi,rs , ρ(·) = (ρr1(·), ...ρrl(·))T . It can be
shown that the bootstrap is able to detect local alternatives of the form ρ(·) = ρ0+n−1/2f(·),
where f(·) is a nonconstant piecewise Lipschitz continuous l−dimensional vector function.
4 Relevant changes of correlations
After a change point has been detected and localized a modification of the statistical analysis
is necessary, one that addresses the different features of the data generating process before
and after the change point. Dette and Wied (2016) pointed out that, in many cases, such a
modification might not be necessary if the difference between the parameters before and after
the change point is rather small. Inference might be robust with respect to small changes
of the correlation structure, but changing decisions (such as trading strategies or modifying
a manufacturing process) might be very expensive and only be performed if changes would
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have serious consequences. Here we investigate the hypothesis (1.3) of a non-relevant change
point for correlations in a general non-stationary context under the assumption of PLS.
Consider model (2.1) and suppose that there exist time points tk ∈ (0, 1), k = r1, ..., rl,
such that
ρ
(k)
1 = ρ1,k = ... = ρbntkc,k ρ
(k)
2 = ρbntkc+1,k = ... = ρn,k.
We are interested in testing the hypotheses
H0 : |ρ(k)1 − ρ(k)2 | ≤ δk for all k = r1, . . . , rl (4.1)
H1 : There exists a lag k ∈ {r1, . . . , rl} such that |ρ(k)1 − ρ(k)2 | > δk, (4.2)
where δr1 . . . , δrl are given thresholds. Problems of this type have recently been discussed in
Dette and Wied (2016) under assumptions that are not practically tenable. In the PLS frame-
work, these assumptions will be relaxed. However, under these more general assumptions,
the construction of a test and the investigation of its asymptotic properties is substantially
more difficult, as described in the following paragraphs.
We denote by, for 1 ≤ s ≤ l, ∆rs = ρ(rs)2 − ρ(rs)1 the (unknown) difference before and
after the change point and assume here that, under the null hypothesis of a non-relevant
change in the correlations, the variance function σ2(·) has either no jumps or has a jump
at a point, say t˜v, that need not coincide with any of the change point tk in the correlation
structure. We define the CUSUM process, for k = r1, ..., rl, by
Vˆ(k)n (s) =
1
n
bnsc∑
j=1
eˆj eˆj+k
σˆ2(tj)
− bnsc
n
n∑
j=1
eˆj eˆj+k
σˆ2(tj)
(4.3)
where eˆi = Yi − µˆbn(ti) denotes the nonparametric residuals from the local linear fit while
using the convention that eˆi = 0 for i > n. The estimator for the change point of the
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correlation structure at lag-k is taken to be
tˆ(k)n = argmax
1≤m≤n
(Vˆ(k)n (m/n))2/n. (4.4)
The statistic tˆ
(k)
n depends on the estimator t∗n for the change point in the variance as defined
in (3.5). The estimator is consistent (a proof can be found in the online supplement.)
Lemma 4.1. Suppose that one of the following conditions holds.
(i) Conditions of Lemma 3.1 are satisfied.
(ii) σ2(·) is twice differentiable on [0, 1] and the second derivative σ¨2(·) is Lipschitz contin-
uous.
In addition, suppose the conditions for the bandwidths bn and cn of Theorem 3.1 hold. Then
for any k = rs, 1 ≤ s ≤ l, the estimate tˆ(k)n of the change point in the correlation structure
at lag-k defined by (4.4) satisfies
tˆ(k)n
D−→ T (k)max if |∆k| = 0 (4.5)
|tˆ(k)n − tk| = Op(n−υ), if |∆k| > 0 (4.6)
for some υ ∈ (1/2, 2/3), where T (k)max is a [0, 1]-valued random variable.
The test for the hypothesis of a non-relevant change is based on the statistic
Tˆ (k),rn =
3
(tˆ
(k)
n )2(1− tˆ(k)n )2
∫ 1
0
(Vˆ(k)n (s))2ds, (4.7)
where the the process {Vˆ(k)n (s), 0 ≤ s ≤ 1} is defined in (4.3). We show that Tˆ (rs),rn is a
consistent estimator of ∆2rs = (ρ
(rs)
1 − ρ(rs)2 )2 for s = 1, . . . , l, and provide its asymptotic
distribution.
Theorem 4.1. Assume that the conditions for the bandwidths bn and cn of Theorem 3.1
hold and that (A1) - (A4) are satisfied with ι ≥ 16.
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(i) If ∆k 6= 0 for k = r1, ..., rl, then
{√
n
Tˆ
(rs),r
n −∆2rs
|∆rs|
}l
s=1
D−→ Z := {Z(rs) ∆rs|∆rs|
}ls=1 , (4.8)
where
Z(rs) := 6
trs
2(1− trs)2
∫ 1
0
(
U(s)(u)− uU(s)(1)) (utrs − u ∧ trs) du, (4.9)
with the process {U(u)}u∈[0,1] = {(U(1)(u), . . . ,U(l)(u))T}u∈[0,1] as defined in Theorem
3.1.
(ii) If ∆rs = 0 for some 1 ≤ s ≤ l, then Tˆ (rs),rn = OP (1/n), the sth coordinate of the process
on the left side of (4.8) degenerates.
A careful inspection of the proof of Theorem 4.1 shows that (4.8) remains that for any
estimator of the change point in the correlation structure that satisfies (4.5) and (4.6) (for
υ > 1/2) for any given fixed lag-k’s. Theorem 4.1 yields an asymptotic level α test for
the hypothesis (4.1) of a non-relevant change in the correlation structure by rejecting H0,
whenever
Tˆn,max := max
1≤s≤l
Tˆ
(rs),r
n − δ2rs
δrs
>
v¯1−α√
n
(4.10)
where v¯1−α denotes the (1− α)-quantile of the distribution of the random variable
max
1≤s≤l
{Z(rs) ∆rs|∆rs|
},
Z(rs) as defined in (4.9). This distribution is a maximum of l-variate centered normal
distributions with a covariance depending on the data generating process in a complicated
way, in particular on the long run variance as (3.11). We construct a bootstrap procedure
for generating the critical values with the asymptotically correct nominal level.
Recall the definition of the estimator tˆ
(k)
n of the change point in the correlation structure
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in (4.4). Consider the statistics
∆ˆ
(k)
n,1 =
1
bntˆ(k)n c
bntˆ(k)n c∑
j=1
eˆj eˆj+k
σˆ2n(tj)
, ∆ˆ
(k)
n,2 =
1
n− bntˆ(k)n c
n∑
j=bntˆ(k)n c+1
eˆj eˆj+k
σˆ2n(tj)
and take
∆ˆ(k)n = ∆ˆ
(k)
n,2 − ∆ˆ(k)n,1 (4.11)
as an estimator of the difference ∆k = ρ
(k)
2 − ρ(k)1 . We have consistency of ∆ˆ(k)n . (The proof
is deferred to the online supplement.)
Lemma 4.2. If the conditions of Theorem 4.1 hold, then
∆ˆ(k)n −∆k = Op
(
logn√
n
)
for k = r1, ..., rl.
Let
Aˆ
(k)
j =
eˆj eˆj+k
σˆ2(tj)
− ∆ˆ(k)n 1(j ≥ bntˆ(k)n c), (4.12)
and let {Rj}j∈Z be a sequence of i.i.d. standard normal distributed random variables inde-
pendent of {Fi}i∈Z. We introduce the partial sums SˆA,(k)j,m =
∑j+m−1
r=j Aˆ
(k)
r , Sˆ
A,(k)
n =
∑n
r=1 Aˆ
(k)
r
and define SˆAj,m = (Sˆ
A,(r1)
j,m ..., Sˆ
A,(rl)
j,m ), Sˆ
A
n = (Sˆ
A,(r1)
n ..., Sˆ
A,(rl)
n ),
ΦˆAi,m =
1√
m(n−m+ 1)
i∑
j=1
(
SˆAj,m −
m
n
SˆAn
)
Rj. (4.13)
Let Φˆ
A,(s)
i,m be the sth component of Φˆ
A
i,m. Then the following result is proved in Section A.3
of the online supplement.
Theorem 4.2. Suppose the conditions of Theorem 4.1 hold and that m→∞, m log n/√n→
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0,
√
m
(
c2n + (
1√
ncn
+ b2n +
1√
nbn
)c
−1/4
n
)
log n→ 0. If for 1 ≤ s ≤ l,
M r,(rs)n =
1
n
6
(tˆ
(rs)
n )2(1− tˆ(rs)n )2
∑
m+1≤i≤n−m+1
(
Φˆ
A,(s)
i,m −
i
n−m+ 1Φˆ
A,(s)
n−m+1,m
)(itˆ(rs)n
n
− i
n
∧ tˆ(rs)n
)
then (conditional on Fn in probability)
(M r,(r1)n ...,M
r,(rl)
n )
T D−→ Z˜ := {Z(rs)}ls=1 (4.14)
where the random variables {Z(rs)}ls=1 are defined in Theorem 4.1.
The bootstrap test for the hypothesis (1.3) of a non-relevant change in the correlation
structure results as follows.
Algorithm 4.1.
[1] Calculate the statistics Tˆ
(ru),r
n defined in (4.7) for u = 1, . . . , l. For given δ = (δr1 ..., δrl)
T ,
calculate Tˆn,max by (4.10).
[2] Generate B conditionally i.i.d copies {ΦˆAi,m,r}n−m+1i=1 (r = 1, 2, ..., B) of the sequence
{ΦˆAi,m}n−m+1i=1 defined in (4.13). Calculate MAr := max1≤u≤l(MA,(ru)n,r ) where, for 1 ≤ u ≤ l,
MA,(ru)n,r =
1
n
6sign(∆ˆ
(ru)
n )
(tˆ
(ru)
n )2(1− tˆ(ru)n )2
n−m+1∑
i=m+1
(
Φˆ
A,(u)
i,m,r −
i
n−m+ 1Φˆ
A,(u)
n−m+1,m,r
)(itˆ(ru)n
n
− i
n
∧ tˆ(ru)n
)
.
[3] If MA(1) ≤ MA(2) ≤ ... ≤ MA(B) denote the order statistics of MA1 , . . . ,MAB , reject the null
hypothesis (1.3) of a non-relevant change in the correlations at level α if
Tˆn,max >
MA(bB(1−α)c)√
n
. (4.15)
The p-value of this test is given by 1− B∗
B
, where B∗ = max{r : M
A
(r)√
n
≤ Tˆn,max}.
If only one lag is considered, then the term sign(∆ˆ
(ru)
n ) in the definition of M
A,(ru)
n,r can
be dropped by the symmetry of a centered Gaussian process.
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Remark 4.1. We investigate the power of the test (4.15). Let v¯rs,1−α be the (1−α)-quantile
of the distribution of the random variable max{Z(rs)sign(∆rs)}ls=1. If ∆2r1 > δ2r1 , then we
obtain from Theorem 4.1 an approximation for the power of the test (4.10) as
βn(δ,∆) := P
(
Tˆn,max >
v¯1−α√
n
)
≥ P
(
Tˆ (r1),rn > δ
2
r1
+
v¯1−αδr1√
n
)
= P
(√
n
Tˆ
(r1),r
n −∆2r1
|∆r1 |
>
√
n
δ2r1 −∆2r1
|∆r1|
+
v¯1−αδr1
|∆r1|
)
≈ 1−Ψr1
(√
n
δ2r1 −∆2r1
|∆r1 |
+
v¯1−αδr1
|∆r1|
)
, (4.16)
where Ψr1 is the distribution function of the random variable Z(r1) (in fact a centered normal
distribution). Therefore, under the alternative of a relevant change for some lag r1, ∆
2
r1
> δ2r1 ,
we have βn(δ,∆) → 1 as n → ∞, which provides the consistency of the test (4.15). Under
the null hypothesis 0 < ∆2rs ≤ δ2rs for 1 ≤ s ≤ l, we have
1− βn(δ,∆) = P
(
Tˆn,max ≤ v¯1−α√
n
)
(4.17)
= P
(
max
1≤s≤l
{∆rs
δrs
Z(rs) +√n∆
2
rs − δ2rs
δrs
}
≤ v¯1−α
)(
1 + o(1)
)
(4.18)
Consequently, if 0 < ∆2rs ≤ δ2rs (1 ≤ s ≤ l) and
if l∗ := #
{
s ∈ {1, . . . , l} | |∆rs| = δrs
}
denotes the number of coordinates where the “true” difference between the lag-rs correlations
is at the boundary of the null hypothesis, we have
lim
n→∞
βn(δ,∆)

= 0 if l∗ = 0
= α if l∗ = l
< α if 1 ≤ l∗ ≤ l − 1.
(4.19)
If there exist some lags, without loss of generality r1, . . . , rk, with ∆ri = 0 (1 ≤ i ≤ k) and
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k < l, then it follows that Tˆ
(ri),r
n = OP (1/n) for all 1 ≤ i ≤ k, and it is easy to see that a
result similar to (4.19) holds. Moreover, if ∆rs = 0 for all s = 1, . . . , l, then Tˆ
(rs),r
n = OP (1/n)
for s = 1, . . . , l and limn→∞ βn(δ,∆) = 0 (since α ≤ 0.5 and v¯1−α > 0). Summarizing these
calculations shows that the test (4.15) has, in fact, asymptotic level α.
We can also use (4.16) to investigate the power as a function of the parameter δ in the
hypothesis (1.3): for sufficiently large n the power βn(δ,∆) is approximately 1 if δ → 0 and
√
nδ → ∞, and approximately 0 if δ → ∞. Moreover, it is easy to see that all statements
mentioned in this remark hold also for the bootstrap test defined by (4.15).
Remark 4.2. In applications of the test (4.15) for a non-relevant change in the correlation,
the thresholds ∆rs are usually very small, and this can lead to a less accurate approximation
of the nominal level. Consider, for example, the univariate test for a relevant change in the
lag-1 correlation. We obtain from the proof of in Theorem 4.1 for the estimating object of
statistic defined in (4.7) the stochastic expansion (omitting the subscript)
√
n(T 2n −∆2) =
6∆
t2(1− t)2
∫
(U(s)− sU(1))(st− s ∧ t)ds
+
3√
nt2(1− t)2
∫
(U(s)− sU(1))2ds+ op(n−1/2), (4.20)
where t is the jump time in lag-1 correlation and the process {U(t)}t∈[0,1] is defined in
Theorem 3.1. The second term vanishes asymptotically. However, when ∆ is small and
the sample size is not too large, the first and second term on the right hand side of (4.20)
could be comparable in size. The bootstrap methodology proposed in this paper provides
us with a convenient way to solve this problem. We propose to replace Tˆn,max in (4.10) by
max1≤u≤l{Tˆ (ru),rn − δ2ru}, and to replace the statistic MA,(ru)n,r in step [2] of Algorithm 4.1 by
the statistic
MA,(ru)n,r =
1
n
6sign(∆ˆ
(ru)
n )δru
(tˆ
(ru)
n )2(1− tˆ(ru)n )2
n−m+1∑
i=m+1
(
Φˆ
A,(u)
i,m,r−
i
n−m+ 1Φˆ
A,(u)
n−m+1,m,r
)(itˆ(ru)n
n
− i
n
∧tˆ(ru)n
)
+NAn,ru
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where
NA,(ru)n,r =
1
n3/2
3
(tˆ
(ru)
n )2(1− tˆ(ru)n )2
n−m+1∑
i=m+1
(
Φˆ
A,(u)
i,m,r −
i
n−m+ 1Φˆ
A,(u)
n−m+1,m,r
)2
.
Remark 4.3. Straightforward calculation shows that the computational time complexity
of Algorithms 3.1 and 4.1 is O(Bn + α(n)), where n is the length of time series, α(n)
is the time cost of obtaining {eˆi}1≤i≤n and {σˆ2(ti)}1≤i≤n which depends on the particular
optimization method that users choose, and B is the number of bootstrap replications that
is mainly determined by the nominal level. As a rule of thumb, for a nominal level of 5%,
our experience shows that B = 2000 is sufficient, though we use B = 4000 and 8000 in our
simulations and data analysis, respectively.
Remark 4.4. For the change point test defined in Algorithm 3.1 the alternative hypothesis
allows for multiple change points and one could use a similar approach as in Section 5 of
Qu (2008). For the test of relevant change points defined in Algorithm 4.1 we propose to
proceed in two steps: we use Algorithm 3.1 and the binary segmentation technique to deal
with multiple change points (see Vostrikova (1981)); if this procedure identifies the potential
relevant change points 0 = t0 < t1 <, . . . < ts < ts+1 = 1, we perform a test for a relevant
change point in every two consecutive intervals (tl, tl+2] for 0 ≤ l ≤ s− 1.
Remark 4.5. The behaviour of the test statistics may not be close to the limiting dis-
tribution when the sequence is short, especially under piecewise local stationarity. As a
result, the finite performance of those tests only based on the limiting distribution may not
be satisfactory under non-stationarity. Thanks to the bootstrap procedure, our proposed
method works reasonably well and is not very sensitive to the length of the sequence. This
is also justified by the simulation results for sample sizes 300, 500, 800 in Section C.3 of the
supplementary material. As a rule of thumb, we recommend our method when the length of
sequence is larger than 300.
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Figure 1: Typical sample paths of the processes corresponding to model (I) - (IV ).
5 Finite sample properties
In this section we investigate the finite sample properties of the proposed tests by means of
a simulation study. In all examples considered we used the quadratic mean function µ(t) =
8(−(t − 0.5)2 + 0.25) and a sequence of independent identically random variables {εj}j∈Z
in the definition of the errors ei = Gj(ti,Fi) in model (2.1) where Fi = σ(. . . , ε0, . . . , εi),
if not mentioned otherwise. The dependence structures differ by choice of the nonlinear
filters Gj. The sample size was n = 500 and all results were based on 4000 simulation runs.
In each run, the critical values were generated by B = 4000 bootstrap replications. We
use the Epanechnikov kernel; We analyzed the impact of different kernel functions on the
performance of the tests and saw no substantial differences. Some of these investigations are
summarized in Section C.2 of the supplementary material.
5.1 Change point tests for correlations
We investigate properties of the tests for changes in the lag-1 and lag-2 correlations. For
this purpose we consider these models.
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(I) G(t,Fi) = H(t,Fi)
√
1− (t− 0.5)2/2, where H(t,Fi) = 0.2H(t,Fi−1) + εi.
(II,IIt) G(t,Fi) = H(t,Fi)
√
c(t)/2 for t ≤ 0.5, and G(t,Fi) = H(t,Fi)
√
d(t)/2 for t > 0.5,
where c(t) = 1− (t− 0.5)2, d(t) = 1− 1
2
sin t, and H(t,Fi) = 0.2H(t,Fi−1) + εi.
(III,IIIt) G(t,Fi) = H(t,Fi)
√
1− (t− 0.5)2/2, where H(t,Fi) = 0.1H(t,Fi−1) + εi for
t ≤ 0.5, and H(t,Fi) = 0.4H(t,Fi−1) + εi for t > 0.5.
(IV) G(t,Fi) = H(t,Fi)
√
1− (t− 0.5)2/2, where H(t,Fi) = 0.5H(t,Fi−1)+0.1H(t,Fi−2)+
εi for t ≤ 0.5, and H(t,Fi) = 0.3H(t,Fi−1) + 0.2H(t,Fi−2) + εi for t > 0.5.
For models (I) (II) (III) (IV) the innovations were εi ∼i.i.d N(0, 1), and for model (IIt) and
(IIIt) , εi ∼i.i.d t(5)/
√
5/3. Model (I) was for locally stationary processes. The variance of
the process was time-varying, but the correlation remained constant. Model (II,IIt), (III,IIIt)
and model (IV) were piecewise locally stationary processes, where the variances had an
abrupt change. Before and after the jump, the variance varied smoothly. The correlations
of model (I) and (II,IIt) were constant, while the correlations of model (III,IIIt,IV) had a
break at t = 0.5 and were used to illustrate the approximation of the nominal level of the
test for the hypothesis of a non-relevant change point, as discussed at the end of this section.
Model (IV) is a tvAR(2) model with a change in the lag-1 and lag-2 scaled AR coefficients.
Typical trajectories corresponding to these processes are depicted in Figure 1
Change point analysis on the basis of the tests proposed in Section 3 and 4 requires the
choices of two bandwidths in the local linear estimates of the mean and variance. We used a
generalized cross validation method (GCV) introduced by Zhou and Wu (2010) to select the
bandwidth for estimating the mean function. Then we applied this cross validation procedure
again to select the bandwidth for estimating the variance function. The parameters L and ζ
in the estimator (3.5) were chosen as L = b3n1/3c and ζ = 0.2, respectively. For the choice
of window size m in Section 3 and 4 we used the minimal volatility method (MV) in Zhou
(2013).
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For the nominal level we display in Table 1 the rejection probabilities of the test for
the hypothesis (3.1) of a “classical” change point, where various bandwidths bn from the
interval [0.075, 0.225] were considered. At each fixed bn, the bandwidth cn for estimating the
variance was calculated by cross validation. The last row of the table shows the simulated
rejection probabilities for the case that both bandwidths bn and cn were calculated by cross
validation. In the 1st-3rd column we display results of the test (3.15) for models I, II and IIt,
where we used lag-1 correlation. The 4th column (denoted by II
∗) corresponds to model II,
where lag-1 and lag-2 correlations were used simultaneously in the test (3.15). We observed
a reasonable approximation of the nominal level, only slightly affected by the choice of the
bandwidth bn. Moreover, generalized cross validation yielded a good approximation of the
nominal level in all cases under consideration.
In Table 2 we show corresponding results for the test (4.15) of a non-relevant change
point, where in all cases the simulated type I error was calculated for a boundary point of
the null hypothesis. Thus l∗ = l in (4.19) and, by the discussion in Remark 4.1 the nominal
level of the test should be close to α at this point. In the 1st and 2nd columns we show
the simulated type I error of the test (4.15) for a relevant change in lag-1 correlation with
δ = ∆ = 0.3 for Models III and IIIt, respectively. In the 3rd column of Table 2 we display the
simulated level of the test for the hypotheses (4.1) for a relevant change in lag-1 and lag-2
correlations for model III, where δ1 = ∆1 = 0.3 and δ2 = ∆2 = 0.15, respectively. Finally, the
4th column shows corresponding results for the locally stationary AR(2) model (IV) where
again lag-1 and lag-2 correlations were considered (here (δ1, δ2) = (∆1,∆2) = (0.18, 0.065)).
Once again, all displayed results correspond to the boundary, and at interior points of the
null hypothesis the type I error of the test (4.15) is usually smaller (see the discussion in
Remark 4.1).
Figure 2 shows the simulated rejection probabilities of the tests for the hypothesis (4.1)
of a non-relevant change in the lag-1 correlation for model III as a function of the parameter
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Table 1: Simulated Type I error of the test for the classical hypothesis (3.1) of a change
in the correlation for various bandwidths and the bandwidth calculated by generalized cross
validation (last line). Columns 1 − 3: test (3.15) based on the lag-1 correlation for Models
I, II and IIt. Column 4: test (3.15) based on lag-1 and lag-2 correlations for Model II.
model I II IIt II*
bn/α 5% 10% 5% 10% 5% 10% 5% 10%
0.075 5.625 11.6 4.375 9.6 4.825 10.025 4.725 10.35
0.1 5.2 10.8 4.3 9.775 4.9 10.925 5.325 10.675
0.125 4.025 9.35 4.05 9.275 4.075 8.875 4.425 8.95
0.15 4.575 10.075 3.75 8.4 4.35 9.75 3.95 9.45
0.175 4.1 8.675 3.85 8.75 3.65 8.4 4.175 9.05
0.2 3.725 8.6 3.575 8.15 3.525 8.225 3.825 8.35
0.225 3.925 8.675 3.2 8.025 4.025 8.65 3.95 8.625
GCV 4.275 9.625 4.575 9.425 4.25 9.475 4.75 9.8
Table 2: Simulated Type I error of the test for the hypothesis (4.1) of a relevant change
in the correlation for various bandwidths and the bandwidth calculated by generalized cross
validation (last line). Columns 1 and 2: tests based on the lag-1 correlation for Models III
and IIIt. Column 3 and 4: test based on lag-1 and lag-2 correlations for Models III and IV.
model III IIIt III* IV
bn/α 5% 10% 5% 10% 5% 10% 5% 10%
0.075 5.275 9.575 6.65 10.775 4.925 9.9 5.6 10.85
0.1 6.2 10.825 6.325 10.575 5.45 10.475 5 9.825
0.125 6.05 11.3 6.425 11.125 5 10.025 4.875 9.55
0.15 5.8 10.25 6.575 11.075 5.25 10.35 4.025 8.325
0.175 5.775 10.1 6.075 10.8 4.85 10.275 4.175 8.5
0.2 5.775 9.425 5.575 9.9 4.775 10.1 4 8.925
0.225 5.3 10.15 5.45 9.95 4.525 9.425 3.75 8.2
GCV 5.45 9.9 5.875 10.55 5.45 10.675 4.875 9.6
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δ ∈ [0, 2∆]. The significance level was chosen as 0.1. As expected the probability of rejection
decreases with δ (see also the discussion in Remark 4.1). More simulation results for
different sample sizes can be found in Section C.3 of the supplementary material.
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Figure 2: Simulated rejection probabilities of the test for lag-1 correlation as a function of
the threshold δ ∈ [0, 2∆] in the hypothesis (1.3) for Model III.
Importantly, the symmetry of the innovations do not affect the asymptotic properties
of the tests, since the rates of Gaussian approximations of partial sums from skewed random
variables are of the same order as in the symmetric case. To investigate if there exist
differences in the finite sample properties we took model II and III, with the i.i.d. Gaussian
innovations replaced by i.i.d (χ2(5) − 5)/√10 random variables. In Table 3 we display the
simulated type I error of the test (3.15) for a change point in the lag-1 correlation in model
II and of the test (4.15) for a relevant change point in the lag-1 correlation in model III.
The corresponding results for a symmetric error can be found in Tables 1 and 2; we only
observe minor differences in the approximation of the nominal level between the symmetric
and non-symmetric case.
Remark 5.1. Throughout, the bandwidth bn is assumed to be the same over the whole se-
quence. As pointed out by one referee, it might be of interest to investigate a time-dependent
bandwidth bn with respect to its potential to deal with local stationarity. Using similar ar-
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Table 3: Simulated type I error of the test (3.15) for a change point in the lag-1 correlation
in model II and of the test (4.15) for a relevant change point test in lag-1 correlation (at the
boundary point of the null) in model III with (χ2(5)−5)/√10 innovations. The last column
represents the simulated Type I error if the bandwidth is bn selected by GCV.
II
model bn 0.075 0.1 0.125 0.15 0.175 0.2 0.225 GCV
5% 4.6 4.55 3.6 2.6 2.95 3.25 2.9 4.2
10% 10.35 8.95 8.7 7.15 7.65 7.35 6.8 9.3
III
5% 4.85 5.1 4.95 6.9 5.25 6 5.35 5.4
10% 8.9 8.85 9.7 11.7 9.9 10.35 9.85 9.95
guments as in Zhou and Wu (2009) we can obtain the optimal time varying bandwidth
as
bn(t) =
∣∣∣∣ κˆ(t)σˆ(t)
∣∣∣∣ bn, (5.1)
where bn is the time invariant bandwidth obtained by the GCV method, κˆ
2 and σˆ2 are
estimates of the long run variance and the variance of the random variables ei, respectively.
It is hard to accurately estimate κ2 in a PLS model due to the unknown break points. In
the case of local stationarity, an estimate of κ2 was proposed by Zhou and Wu (2010) and
we used this method to investigate the differences between a local and global bandwidth
in the locally stationary model I. The simulated levels of the corresponding bootstrap tests
are shown in Table 4 and we observe that the performance of the procedure with a time
dependent bandwidth is quite similar to the one using a constant bandwidth.
Table 4: Simulated type I error of the test (3.15) for a change point in the lag-1 correlation
in model I using the time varying bandwidth (5.1). The last column represents the simulated
Type I error if the bandwidth is bn selected by GCV.
Model I
bn 0.075 0.1 0.125 0.15 0.175 0.2 0.225 GCV
5% 5.05 4.9 4.3 3.95 4.2 3.15 3.55 4.15
10% 10.45 9.75 9.5 9.85 8.9 7.55 8 10.7
29
5.2 Some robustness considerations
As was pointed out by a referee it might be of interest to investigate the approximation
of the nominal level if the assumption of PLS is violated. For this purpose we considered
modifications of the models II and III introduced in the previous section. Let {ηi, i ∈ Z}
denote i.i.d. standard normal distributed and {εi, i ∈ Z} denote i.i.d t-distributed random
variables with 5 degrees of freedom, normalized such that they have variance 1. We consider
the processes
(II0) Gi = Hi
√
c(i/n)/2 for i/n ≤ 0.5, and Gi = Hi
√
d(i/n)/2 for i/n > 0.5, where
c(t) = 1 − (t − 0.5)2, d(t) = 1 − 1
2
sin t and Hi = 0.2Hi−1 + εi for i/n ≤ 0.5, and
Hi = 0.2Hi−1 + ηi for i/n > 0.5.
(III0) Gi = Hi
√
1− (i/n− 0.5)2/2, where Hi = 0.1Hi−1 + εi for i/n ≤ 0.5, and Hi =
0.4Hi−1 + ηi for i/n > 0.5.
These models are not PLS in the sense of Definition 2.1. In Table 5 we show the simulated
type I error of the test (3.15) for a change point in the lag-1 correlation in model II0 and
of the test (4.15) for a relevant change point test in the lag-1 correlation in model III0. We
observe reasonable approximations of the nominal level in all cases under consideration. In
Table 5: Simulated type I error of the test (3.15) for a change point in the lag-1 correlation
in model II0 and of the test (4.15) for a relevant change point test in the lag-1 correlation
(at the boundary point of the null) in model III0. The last column represents the simulated
Type I error if the bandwidth is bn selected by GCV.
II0
bn 0.075 0.1 0.125 0.15 0.175 0.2 0.225 GCV
5% 4.45 3.9 3.8 4.15 2.9 3 2.85 3.6
10% 9.8 9.2 9.2 8.4 7 7.55 6.7 8.55
III0
5% 6.25 5.75 5.9 5.2 6.2 6.05 4.7 4.6
10% 10.15 10 10.1 9.7 11.4 10.8 8.8 8.35
fact, it follows from Zhou (2012) that model II0 and III0 can be approximated by the two
PLS models
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(II∗0 ). G(t,Fi) = H(t,Fi)
√
c(t)/2 for t ≤ 0.5, and G(t,Fi) = H(t,Fi)
√
d(t)/2 for t > 0.5,
where c(t) = 1 − (t − 0.5)2, d(t) = 1 − 1
2
sin t and H(t,Fi) = 0.2H(t,Fi−1) + εi for
t ≤ 0.5, and H(t,Fi) = 0.2H(t,Fi−1) + ηi for t > 0.5.
(III∗0 ). G(t,Fi) = H(t,Fi)
√
1− (t− 0.5)2/2, where H(t,Fi) = 0.1H(t,Fi−1) + εi for
t ≤ 0.5, and H(t,Fi) = 0.4H(t,Fi−1) + ηi for t > 0.5,
where Fi = (η−∞ε−∞..., η0, ε0, ..., ηi, εi). In summary, the proposed test procedures work
reasonably well as long as the underlying processes are not too different from PLS processes.
An important class of non-stationary processes that are not PLS and cannot be handled by
our methodology are the unit root non-stationary processes.
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Figure 3: Simulated power. Upper left panel: test for a constant lag-1 correlation defined in
(3.15) (model (I’)). Upper right panel: test for constant lags-1 and lag-2 correlation defined
in (3.15) (model (I’)). Lower left panel: test for the hypothesis of a non-relevant change in
the lag-1 correlation defined in (4.15) (model (II’)). Lower right panel: test for the hypothesis
of a non-relevant change in the lag-1 and lag-2 correlation defined in (4.15) (model (II’)).
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5.3 Power properties
In this section we investigate the power of the proposed tests in two scenarios. Let {εi}i∈Z
be i.i.d N(0,1).
(I’) G(t,Fi) = H(t,Fi)
√
c(t)/2 for t ≤ 0.5, and G(t,Fi) = H1(t,Fi)
√
c(t)/2 for t > 0.5,
where c(t) = 1 − (t − 0.5)2, H(t,Fi) = 0.2H(t,Fi−1) + εi for t ≤ 0.5, and H(t,Fi) =
(0.2− λ)H(t,Fi−1) + εi for t > 0.5.
(II’) G(t,Fi) = H(t,Fi)
√
1− (t− 0.5)2/2, where H(t,Fi) = (0.1 − λ)H(t,Fi−1) + εi for
t ≤ 0.5, and H(t,Fi) = 0.4H(t,Fi−1) + εi for t > 0.5.
Model (I’) is used to study the power of the test (3.15) for the “classical” hypothesis
of no change point in the correlation for various values of λ, where λ = 0 corresponds to
the null hypothesis of a constant correlation. In the upper panel of Figure 3 we show the
simulated power of the test for a constant lag-1 correlation while in the upper right panel
corresponding results of the test for a constant lag-1 and lag-2 correlations are displayed.
We observe a decrease in power, which can be explained by the observation, that in model
(I’) the jump size of the lag 2-correlation is |0.22 − (0.2− λ)2|, which is not monotone with
respect to λ. The power properties of the test (4.15) of a change is investigated in model
(II’). In the lower left panel of Figure 3 we display the simulated rejection probabilities for
the hypotheses of a non-relevant change in the lag-1 correlation, that is
H0 : ∆1 ≤ 0.3 versus H1 : ∆1 > 0.3,
where −0.6 ≤ λ ≤ 0 corresponds to the null hypothesis. In the lower right panel we
investigate the hypotheses for lag-1 and lag-2 correlations, that is
H0 : ∆1 ≤ 0.3 and ∆2 ≤ 0.15 versus H1 : ∆1 > 0.3 or ∆2 > 0.15,
where 0.1 − √0.31 ≤ λ ≤ 0 corresponds to the null hypothesis. We observe a decrease in
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power (note again that, the jump size of the lag 2-correlation is |0.42−(0.1−λ)2|, which is not
monotone with respect to λ). We conclude that in all cases under consideration the proposed
methodology can detect (relevant) changes in the correlation structures with reasonable size.
Remark 5.2. The power of the proposed tests depends sensitively on the choice of the
bandwidth bn. Ideally, if the errors are i.i.d or the series is strictly stationary, the optimal
bandwidth can be calculated by an Edgeworth-expansion-based method (see Gao and Gijbels
(2008)) such that the power is optimized. However, the extension of this approach to a
PLS scenario is non-trivial, and is out of the present scope but an interesting problem for
future work. In the case of a stationary null hypothesis, we have also compared the power
of our test presented with algorithms specifically designed for stationary processes. We
observed that our approach has decent power; these results are presented in Section C.1 of
the supplementary material.
6 Data Analysis
Table 6: Tests for the existence of a change point in the lag-1 and lag-2 correlations of
the USD/CAD series, respectively. v∗α denotes the critical values obtained by the bootstrap
procedure. “Whole” represents the whole period, “Before” and “After” represent the period
before and after the detected change date.
lag 1-Correlation lag 2-Correlation
Whole Before After Whole Before After
Test Stat. 1.28* 0.50 0.99 1.38** 0.40 2.74
v∗90% 1.23 0.70 1.01 1.15 0.72 3.95
v∗95% 1.36 0.78 1.12 1.3 0.80 4.70
bn 0.34 0.18 0.54 0.34 0.29 0.15
m 18 9 22 18 18 12
cn 0.13 0.24 0.19 0.13 0.14 0.34
We analyze the daily exchange rate of U.S. dollar/Canadian dollar from Nov 18th, 2011
to Jun 24th, 2016. The data can be obtained from https://www.federalreserve.gov/releases
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Figure 4: Percentage change (left panel) and the squared percentage change (right panel) of
exchange rate of USD/CAD. The line in the right panel is the fitted mean for the squared
percentage change.
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Figure 5: p-values of the bootstrap test for a relevant change in the lag-1, lag-2 and lag-(1,
2) correlations for the squared percentage change of USD/CAD for different values of the
threshold δ. The horizontal line marks the significance level 0.05.
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/h10/hist/. The series contains 1154 data points. During the period, USD/CAD has changed
drastically in the range (0.9710, 1.4592). The wide range of the exchange rate motivates us
to further investigate the robustness of the volatility of the percentage change of the series
during the period. Figure 4 shows the percentage change and squared percentage change
of the exchange rate data. The pattern of the squared percentage change of exchange rate
displays non-stationarity. For the test over the whole period, the GCV method selects
bn = 0.34 and cn = 0.3 and the MV method select m = 18. For this section, the critical
values were generated by 8000 bootstrap replications. We used the statistic (3.5) to estimate
the abrupt change points in the variance with ζ = 0.10 and L = 31, and identified a variance
change point t∗n = 795, which corresponds to Jan 15th, 2015.
Let Xt represent the squared percentage change at day t, and consider the relationship
between Xt and Xt−i, i = 1, 2, 3. We performed our test on lag 1, 2 and 3 simultaneously
to check two null hypothesis: (i) all three correlations are 0, (ii) all three correlations stay
constant during the time considered. For (ii), we use the testing procedure in Section 3.
For testing (i), we modified the test procedure in Section 3 by setting Tn in (3.9) as Tn =
max1≤i≤n |Si|. The test statistic is the corresponding quantity Tˆn that replaces the error in
Tn by the local linear residuals. The critical value was generated by the bootstrap sample
of maxm+1≤i≤n−m+1 |Φˆi,m| where Φˆi,m is defined in (3.14). For null hypothesis (i), the test
statistics was 4.05, with simulated p-Value 1.2%. For null hypothesis (ii), the test statistics
was 2.09 with simulated p-value 4.5%. Hence there is moderately strong evidence that there
are non-zero and non-constant correlations among the three lags.
We analyzed the correlation at lags 1,2,3 separately. We tested the constancy in the
lag-1 correlation for squared percentage change. The p-value for the test of no change points
in the lag-1 correlation was 7.6%. (see Table 6), and the p-value for null hypothesis (i) of
zero lag-1 correlation was 4.1%. Next we used the statistic (4.4) to identify the location of
the change point of the first order correlation and found tˆn = 397, which corresponds to Jun
18th, 2013. We investigated the existence of further changes in the lag-1 correlation before
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and after the Jun 18th, 2013 and concluded that there are no further structural breaks in the
lag-1 correlation during the two periods at 5% significance level, with the p-value 40% and
11%, respectively, for the first and second period. For the first period, the test statistic for
zero lag-1 correlation was 1.98 with p-value < 1%. For the second period, the test statistic
for zero lag-1 correlation was 2.25 with p-value 1.1%. The identified change point in the
lag-1 correlation is close to the date that USD/CAD significantly exceeded the boundary 1.
Before this date, the exchange rate was slightly fluctuating around 1, and after this point
the exchange rate increased over 1.4 and never returned to 1.
For lag-2, the testing result are also presented in Table 6. There p-value for the test of
hypothesis of zero lag-2 correlation is < 1%, while the p-value of constant lag-2 correlation
is 2.7%. The location of the jump time for the lag-2 correlation is 695 which corresponds to
Aug 25, 2014. We also investigated the lag-2 correlation before and after Aug 25, 2014. For
the hypothesis of constant lag-2 correlation, The p-values were 71% and 26% for the first
and second period, respectively. For the hypothesis of zero lag-2 correlation, the p-values
were 1% and 18% before and after the jump, respectively. The identified change point in
the lag-2 correlation is close to the date where the Crude oil price drastically decreased from
100 USD per barrel to 50 USD per barrel. The oil price has a great impact on the economy
of Canada, which is one of the decisive factors of the exchange rate.
For lag-3, the test statistic for no changes in correlation was 0.96 with p-value 43.3%.
The test statistic for zero lag-3 correlation was 1.11 with p-value 58.9%. We conclude that
correlations of the squared percentage changes concentrate in lag-1 and lag-2, with change
points existing in both lags. Interestingly, the time of change for lag-1 and 2 correlations are
different.
We further performed tests from Section 4 for relevant changes in lag-1, lag-2 correlations
separately and jointly (the trajectory we considered was δ1 = δ2) for the USD/CAD data.
The estimates of the lag-1 correlation before and after the break point were −0.056 and
0.079 while, for the lag-2 correlation, the estimates before and after the jump were 0.092
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and −0.034. The p-values of the tests for a relevant change in the lag-1/lag-2 correlation
for different values of the threshold δ are displayed in Figure 5. At 5% significance level,
we conclude that there are relevant changes with size δ = 0.032 in the lag-1 correlation,
δ = 0.024 in the lag-2 correlation, and size δ = 0.026 in lag-1 or lag-2 correlation. The
p-values of the tests for relevant changes in the lag-1 or 2 correlation for different values of
the threshold δ for the USD/CAD are displayed in Figure 5.
The correlations of the squared series are closely related to the ARCH effect. For ex-
ample, Baillie and Chung (2001) estimated the GARCH model via the autocorrelations of
the square of the process. Our method shows that the USD/CAD from late 2011-mid 2016
may not be well fitted by a simple ARCH/GARCH model due to the changes in the corre-
lation structure. Further, the negative first order correlation in the first period shows that
USD/CAD from late 2011-mid 2013 may not be well fitted by usual ARCH/GARH model,
due to their restriction of positive coefficients. Other models, for example the EGARCH
model should be considered. We have also identified very different pattern of squared per-
centage changes of USD/CAD in the three lags considered: there is weak evidence against
the null hypothesis of constant lag-1 correlation, strong evidence against constant lag-2 cor-
relation, no evidence against constant lag-3 correlation, and strong evidence against constant
lag-1, lag-2 and lag-3 correlations. We have no evidence against zero lag-3 correlation, while
we have strong evidence against the hypotheses of zero lag-1 or lag-2 correlations.
7 Supplementary Materials
The supplementary materials contains the proofs of theorems and additional simulation re-
sults.
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A Proofs of main results
In this section we provide proofs of the main results, where some of the technical details are
deferred to the Appendix [see Section B]. In the following discussion we will also make frequent
use of the projection operator Pj(·) = E(·|Fj)− E(·|Fj−1). Throughout this section the symbol
⇒ denotes weak convergence of a stochastic process in C(0, 1) with the uniform topology. The
moments of K and K2 are denoted by µl =
∫
R x
lK(x)dx and φl =
∫
R x
lK2(x)dx, respectively
for l ∈ Z. For series an and bn, denotes an  bn if an = O(bn) and bn = O(an).
A.1 Proof of Theorem 3.1, 3.2 and Lemma 3.1
We will start with an auxiliary Lemma, which will be used in the proof of Theorem 3.1.
Lemma A.1. Under conditions of Theorem 3.1, we have that for any fix lag-k,
max
1≤i≤n
|Si − Sˆi | = Op(
√
nbn + nb
3
n + b
−1
n ), (A.1)
where Si =
∑i
s=1 eiei+k, Sˆ

i =
∑i
s=1 eˆieˆi+k.
Proof. First note that
Si − Sˆi = An,i +Bn,i + Cn,i, (A.2)
where the quantities An,i, Bn,i and Cn,i are defined by
An,i = 2
i∑
j=1
ej+k
(
µˆbn(tj)− µ(tj)
)
, Cn,i = 2
i∑
j=1
ej
(
µˆbn(tj+k)− µ(tj+k)
)
,
Bn,i =
i∑
j=1
(
µ(tj)− µˆbn(tj)
)(
µ(tj+k)− µˆbn(tj+k)
)
.
Observing the estimate (B.4) in Section B.1, we have that
max
1≤i≤n
Bn,i = Op(b
−1
n + nb
4
n). (A.3)
1
By Lemma B.1 (which is proved in Section B.1) it follows that
max
bnbnc≤i≤n−bnbnc
∣∣∣An,i − 2 i∑
j=bnbnc+1
an,j − 2
bnbnc∑
j=1
ej+k(µˆbn(tj)− µ(tj))
∣∣∣ = Op(nχn),
max
n−bnbnc+1≤i≤n
∣∣∣An,i − 2 n−bnbnc∑
j=bnbnc
an,j − 2
bnbnc−1∑
j=1
ej+k(µˆbn(tj)− µ(tj))
− 2
i∑
j=n−bnbnc+1
ej+k(µˆbn(tj)− µ(tj))
∣∣∣ = Op(nχn),
where χn = b
3
n +
1
nbn
, and
an,j =
ej+k
nbn
n∑
s=1
Kbn
(s− j
n
)
es (j = 1, . . . , n). (A.4)
A further application of the estimate (B.4) in Section B.1 and the Cauchy-Schwarz inequality
gives ∥∥∥ max
1≤j≤bnbnc
∣∣∣ j∑
i=1
ej+k
(
µ(tj)− µˆbn(tj)
)∣∣∣∥∥∥
2
≤
bnbnc∑
i=1
‖ej+k‖4‖µ(tj)− µˆbn(tj)‖4
= O(
√
nbn + nb
3
n +
1
nbn
),∥∥∥ max
n−bnbnc+1≤j≤n
∣∣∣ j∑
i=n−bnbnc+1
ej+k
(
µ(tj)− µˆbn(tj)
)∣∣∣∥∥∥
2
= O(
√
nbn + nb
3
n +
1
nbn
).
This implies that
max
1≤i≤n
|An,i| ≤ maxbnbnc≤i≤n−bnbnc |A¯n,i|+Op(
√
nbn + nb
3
n +
1
nbn
), (A.5)
where A¯n,i = 2
∑i
j=bnbnc an,j and an,j is defined in (A.4).
In the following we derive an estimate for the first term on the right-hand side of (A.5). For this
purpose we consider the random variables e˜s,m = E(es|εs, ..., εs−m) and note that the sequence
(e˜s,m)
n
s=1 is m-dependent. Now define a
(m)
n,j = ej+k
∑n
s=1Kbn
(
s−j
n
)
e˜s,m/(nbn) and
A¯
(m)
n,i = 2
i∑
j=bnbnc
a
(m)
n,j ,
then a similar argument as given in the proof of Theorem 1 of Zhou (2014) shows that
max
1≤j≤n
∥∥∥ n∑
s=1
Kbn
(s− j
n
)
(e˜s,m − es)
∥∥∥
4
≤ C
√
nbnmχ
m
2
for some constant χ ∈ (0, 1). By the Cauchy-Schwartz inequality it follows that
∥∥∥ max
bnbnc≤i≤n−bnbnc
|A¯n,i − A¯(m)n,i |
∥∥∥
2
≤
∥∥∥ 2
nbn
n−bnbnc∑
j=bnbnc
|ej+k|
n∑
s=1
Kbn
(s− j
n
)
(e˜s,m − es)|
∥∥∥
2
(A.6)
= O(
√
nmχmb−1/2n ).
Write a˜
(m)
n,j = e˜j+k,m
∑n
s=1 Kbn(
s−j
n
)e˜s,m/(nbn) and A˜
(m)
n,i = 2
∑i
j=bnbnc a˜
(m)
n,j it is easy to see that∥∥∥ max
bnbnc≤i≤n−bnbnc
|A˜(m)n,i − A¯(m)n,i |
∥∥∥
2
≤ 2
nbn
n∑
j=1
‖ej+k − e˜j+k,m‖4
∥∥∥ n∑
s=1
Kbn(
s− j
n
)e˜s,m
∥∥∥
4
. (A.7)
Now an elementary calculation via Burkholder’s inequality shows
max
1≤j≤n
∥∥∥ 1
nbn
n∑
s=1
Kbn
(s− j
n
)
e˜s,m
∥∥∥
4
= O
( 1√
nbn
)
,
and by a similar argument as given in the proof of Theorem 1 of Zhou (2014) we have for some
constant χ ∈ (0, 1) the estimate max1≤j≤n ‖e˜j,m − ej‖4 = O(χm). This gives for the left-hand
side of (A.7) ∥∥∥ max
bnbnc≤i≤n−bnbnc
|A¯(m)n,i − A˜(m)n,i |
∥∥∥
2
= O(
√
n/bnχ
m),
and an application of (A.6) yields∥∥∥ max
bnbnc≤i≤n−bnbnc
|A¯n,i − A˜(m)n,i |
∥∥∥
2
= O(
√
n/bnmχ
m). (A.8)
A tedious but straightforward calculation shows that Pj−l(e˜j,me˜i,m) = 0 for l > 2m. For example,
if i ≥ j −m, then by definition, e˜j,me˜i,m is σ(εj−2m, εj−2m+1, ..., εi∨j) measurable. Consequently,
E(e˜j,me˜i,m|Fj−l) = E(e˜j,me˜i,m|Fj−l−1) = E(e˜j,me˜i,m)
if l > 2m, which gives Pj−l(e˜j,me˜i,m) = 0. The other cases i ≤ j− l− 1 and j− l ≤ i ≤ j−m− 1
are treated similarly, and details are omitted for the sake of brevity. Observing Pj−l(e˜j,me˜i,m) = 0
for l > 2m we obtain∥∥∥ max
bnbnc≤i≤n−bnbnc
|A˜(m)n,i − EA˜(m)n,i |
∥∥∥
2
≤ 2
2m∑
l=0
∥∥∥ max
bnbnc≤i≤n−bnbnc
|
i∑
j=bnbnc
Pj−la˜(m)n,j |
∥∥∥
2
. (A.9)
Similar arguments as given in the proof of Theorem 1 in Wu (2005) show
‖Pj−la˜(m)n,j ‖2 ≤
M
n
∥∥∥e˜j+k,m n∑
s=1
e˜s,mKbn
(s− j
n
)
− e˜(j−l)j+k,m
n∑
s=1
e˜(j−l)s,m Kbn
(s− j
n
)∥∥∥
2
,
3
and by the triangle inequality it follows that
‖Pj−la˜(m)n,j ‖2 ≤M(Z1,j + Z2,j),
where the terms Z1,j and Z2,j are defined by
Z1,j =
1
nbn
∥∥∥e˜j+k,m n∑
s=1
Kbn
(s− j
n
)[
e˜(j−l)s,m − e˜s,m
]∥∥∥
2
,
Z2,j =
1
nbn
∥∥∥[e˜(j−l)j+k,m − e˜j+k,m] n∑
s=1
Kbn
(s− j
n
)
e˜(j−l)s,m
∥∥∥
2
,
e˜
(j)
s,m = E(e(j)s |εs−m, . . . , ε′j, . . . , εs) for s−m ≤ j ≤ s, e(j)s = Gl(ts,F (j)s ) for bl < ts ≤ bl+1 and we
use the convention e˜
(j)
s,m = e˜s,m for j < s −m or j > s. Elementary calculations show that for
l ≥ 0 ∥∥∥ n∑
s=1
Kbn(
s− j
n
)e˜(j−l)s,m
∥∥∥
4
= O(
√
nbn), 1 ≤ j ≤ n,
while by definition ‖e˜(j−l)j,m − e˜j,m‖4 = 0 for l > m. On the other hand, if 1 ≤ j ≤ n, 0 ≤ l ≤ m,
we have by Assumption (A4)
‖e˜(j−l)j+k,m − e˜j+k,m‖4 ≤Mχl+k,
which gives Z2,j = O(
χl√
nbn
). Observing that e˜
(j−l)
s,m − e˜s,m = 0 if s ≥ j− l+m+ 1 or s ≤ j− l− 1,
it is easy to see that Z1,j = O(
m
nbn
). It now follows from Doob’s inequality
∥∥∥ max
bnbnc≤i≤n−bnbnc
|
i∑
j=bnbnc
Pj−la˜(m)n,j |
∥∥∥
2
= O
(√
n
( χl√
nbn
+
m
nbn
))
,
and we obtain from (A.9) that∥∥∥ max
bnbnc≤i≤n−bnbnc
|A˜(m)n,i − EA˜(m)n,i |
∥∥∥
2
= O
( m2
n1/2bn
+ (bn)
−1/2
)
. (A.10)
Finally, similar arguments as given in the proof of Lemma 5 in Zhou and Wu (2010) show
max
bnbnc≤i≤n−bnbnc
E[A˜(m)n,i ] = O
( n∑
i=1
n∑
j=1
χ|i−j|/(nbn)
)
= O(b−1n ).
Observing (A.5), (A.8) and (A.10) and takingm = M log n for a sufficiently large constantM > 0
yields max1≤i≤n |An,i| = Op(
√
nbn+nb
3
n+b
−1
n ). Similarly max1≤i≤n |Cn,i| = Op(
√
nbn+nb
3
n+b
−1
n ).
Consequently, the assertion (A.1) follows from (A.2), (A.3) and these two estimates.
4
A.1.1 Proof of Lemma 3.1
Define N (i) = 1
L
(∑i
j=i−L+1 e
2
j−
∑i+L−1
j=i e
2
j
)
and recall the definition ofM(i) in (3.6). By similar
arguments as given in the proof of Lemma B.3 (note that ι > 8) we have ‖M(i) − N (i)‖4 =
b2n +
1√
nbn
, and Proposition B.1 yields
max
L≤i≤n−L+1
|M(i)−N (i)| = Op
(
n1/4b2n +
1
n1/4b
1/2
n
)
. (A.11)
Consider the case that i ∈ B := {i : |ti − t˜v| > 2L}. Then by our assumption on the variance
function, there exists a large constant C, such that |EN (i)| ≤ CL/n for L ≤ i ≤ n−L+1, i ∈ B.
By Lemma B.3 and Lemma B.4 it now follows ‖N (i)−EN (i)‖ι/2 ≤ CL−1/2 (L ≤ i ≤ n−L+ 1,
i ∈ B), which gives
max
L≤i≤n−L+1,i∈B
|N (i)| = Op(L−1/2n2/ι + L/n).
Combining this estimate with (A.11) yields
max
L≤i≤n−L+1,i∈B
|M(i)| = Op
(
L−1/2n2/ι + L/n+ n1/4b2n +
1
n1/4b
1/2
n
)
.
Similarly, we can show that M(bnt˜vc) = σ(t+v ) − σ(t−v ) + Op
(
n1/4b2n +
1
n1/4b
1/2
n
+ L−1/2 + L/n
)
.
Let L = bn4/ι log log nc. The choice of L implies that
lim
n→∞
P
(
|M(bnt˜vc)| > max
L≤i≤n−L+1,i∈B
|M(i)|
)
= 1,
which completes the proof of Lemma 3.1. 
A.1.2 Proof of Theorem 3.1
We restrict ourselves to the case of a variance function with 1 abrupt change point. The situation
that the variance changes smoothly with time could be shown similarly and easier, with the fact
that t∗n ∈ [ζ, 1− ζ]. Recall that for any fixed lag-k, S(k)i =
∑i
j=1 W
(k)
j , Sˆ
(k)
i =
∑i
j=1 Wˆ
(k)
j where
W
(k)
j =
eiei+k
σ(ti)σ(ti+k)
, Wˆ
(k)
j =
eˆieˆi+k
σˆ2(ti)
, T
(k)
n,i = |S(k)i −
i
n
S(k)n |,
We will show the estimate
max
1≤i≤n−k
|Sˆ(k)i − S(k)i | = Op(nc2n + nb3nc−1/4n + b−1n c−1n + n1−υ
′
), (A.12)
5
which implies max1≤i≤n−k |Tˆ (k)n,i − T (k)n,i | = Op(nc2n + nb3nc−1/4n + b−1n c−1n + n1−υ′), where υ′ is a
constant which satisfies υ′ ∈ (1
2
, 1− 4
ι
). Define
Tn = max
1≤i≤n−rl
|(Tˆ (r1)n,i , . . . , Tˆ (rl)n,i )T |,
then it follows from Section 5 in Zhou (2013) that Tn/
√
n converges weakly to the distribution
of the random variable K1 defined in Theorem 3.1. By our choice of the bandwidth bn we have
nc2n + nb
3
nc
−1/4
n + b−1n c
−1
n +n
1−υ′ = o(
√
n), and the assertion of Theorem 3.1 follows from (A.12).
For the sake of simplicity we omit in the subscripts cn, bn in the variance estimator σˆcn,bn and
the superscript k in the definition Sˆ
(k)
i , S
(k)
i the proof of the estimate (A.12). With the notation
S˜i =
eiei+k
σ2(ti)
we obtain
max
1≤j≤n
∣∣∣Sj − S˜j∣∣∣ ≤ max
1≤j≤n
j∑
i=1
|eiei+k| · |σ(ti)− σ(ti+k)|
σ2(ti)σ(ti+k)
= Op(1), (A.13)
where we have used the fact that the variance function is Lipschitz continuous before and after
tv. Let S¯j =
∑j
i=1
eˆieˆi+k
σ2(ti)
, where the estimate σˆ2(ti) has been replaced by the “true” variance
σ2(ti). By Lemma A.1, it can be seen that by similar argument,
max
1≤j≤n
∣∣∣S¯j − S˜j∣∣∣ = Op(√nbn + nb3n + b−1n ). (A.14)
Define
Λj := (Sˆj − S¯j) =
j∑
i=1
eˆieˆi+k(−σˆ2(ti) + σ2(ti))
σˆ2(ti)σ2(ti)
,
then our next goal is to estimate max1≤j≤n |Λj|. For this purpose we consider the random variable
Λ¯j :=
j∑
i=1
eˆieˆi+k(−σˆ2(ti) + σ2(ti))
σ4(ti)
=
j∑
i=1,ti 6∈[t˜v−n−υ′ ,t˜v+n−υ′ ]
eˆieˆi+k(−σˆ2(ti) + σ2(ti))
σ4(ti)
+Op(n
1−υ′)
(here the estimator in the denominator has been replaced by the true variance function, and the
remaining order is due to Lemma B.3), and obtain
max
1≤j≤n
|Λj − Λ¯j| ≤
n∑
i=1
|eˆieˆi+k|(σˆ2(ti)− σ2(ti))2
σˆ2(ti)σ4(ti)
1(ti 6∈ [t˜v − n−υ′ , t˜v + n−υ′ ]) +Op(n1−υ′). (A.15)
For the expectation of the right-hand side it follows
E
[ n∑
i=1
|eˆieˆi+k|(σˆ2(ti)− σ2(ti))2
σˆ2(ti)σ4(ti)
1(ti 6∈ [t˜v − n−υ′ , t˜v + n−υ′ ]
]
) (A.16)
≤ C
n∑
i=1
‖eˆi‖4‖eˆi+k‖4‖(σˆ2(ti)− σ2(ti))2‖21(ti 6∈ [t˜v − n−υ′ , t˜v + n−υ′ ]).
6
By Lemma B.3 of Section B.1, we have that
‖µˆbn(t)− µ(t)‖4 = O
(
b2n +
1√
nbn
)
, (A.17)
which implies ‖eˆi‖4 ≤ C. On the other hand, Corollary B.2 in Section B.1 shows
max
1≤i≤n
‖(σˆ2(ti)− σ2(ti))21(ti 6∈ [t˜v − n−υ′ , t˜v + n−υ′ ])‖2 = O
(
b4n +
1
nbn
+ c4n +
1
ncn
)
,
and we obtain from (A.15), (A.16) and Proposition B.1 in Section B.2 the estimate
max
1≤j≤n
|Λj| ≤ max
1≤j≤n
|Λ¯j|+ max
1≤j≤n
|Λj − Λ¯j| (A.18)
= max
1≤j≤n
|Λ¯j|+Op(nb4n + b−1n + nc4n + c−1n ).
Now the remaining problem is to derive an appropriate estimate for the quantity max1≤j≤n |Λ¯j|.
For this purpose note that Λ¯j = λ¯j,1 + λ¯j,2 +Op(n
1−υ′), where
λ¯j,1 =
j∑
i=1
(eˆieˆi+k − eiei+k)(σ2(ti)− σˆ2(ti))
σ4(ti)
1(ti 6∈ [t˜v − n−υ′ , t˜v + n−υ′ ]),
λ¯s,j,2 =
j∑
i=s
eiei+k(σ
2(ti)− σˆ2(ti))
σ4(ti)
1(ti 6∈ [t˜v − n−υ′ , t˜v + n−υ′ ]).
and λ¯j,2 = λ¯1,j,2 and Ai = {ti 6∈ [t˜v − n−υ′ , t˜v + n−υ′ ]} for short. By Lemma B.1, Corollary B.2
of Section B.1 and the estimate (A.17) it is easy to see that
E
[
max
1≤j≤n
|λ¯j,1|
]
≤
n∑
i=1
‖eˆieˆi+k − eiei+k‖2
σ4(ti)
‖σ2(ti)− σˆ2(ti)‖21(Ai) = O(pin), (A.19)
E
[
max
1≤j≤bnbn+ncnc
|λ¯j,2|
]
≤
bnbn+ncnc∑
i=1
‖eiei+k‖2
σ4(ti)
‖σ2(ti)− σˆ2(ti)‖21(Ai) = O(pin), (A.20)
max
n−bnbn+ncnc≤j≤n
|λ¯j,2| ≤ |λ¯n−bnbn+ncnc−1,2|+
n∑
i=n−bnbn+ncnc
|eiei+k|
σ4(ti)
|σ2(ti)− σˆ2(ti)|
≤ max
bnbn+ncnc=s≤j≤n−bnbn+ncnc−1
|λ¯s,j,2|
+
bnbn+ncnc∑
i=1
|eiei+k|
σ4(ti)
|σ2(ti)− σˆ2(ti)|+
n∑
i=n−bnbn+ncnc
|eiei+k|
σ4(ti)
|σ2(ti)− σˆ2(ti)|
= max
bnbn+ncnc=s≤j≤n−bnbn+ncnc−1
|λ¯s,j,2|+Op(pin). (A.21)
7
where the constants pin and pin are given by pin = nb
2
nc
2
n +
√
n
cn
b2n +
√
n
bn
c2n +
1√
bncn
, pin =
(nbn + ncn)(b
2
n + c
2
n +
1√
nbn
+ 1√
ncn
), respectively.
In order to prove a corresponding estimate for the remaining term
max
bnbn+ncnc=s≤j≤n−bnbn+ncnc−1
|λ¯s,j,2|
in (A.21) we study the asymptotic behavior of the quantity σˆ2(t)− σ2(t). By similar arguments
as given above, we have that
max
bnbn+ncnc=s≤j≤n−bnbn+ncnc−1
|λ¯s,j,2| ≤ max
bnbn+ncnc=s≤j≤bnt˜v−n1−υ′−nbn−ncnc
|λ¯s,j,2|
+ max
bnt˜v+n1−υ′+nbn+ncnc=s≤j≤n−bnbn+ncnc
|λ¯j,2|+Op(pin + n1−υ′)
and by Corollary B.1 in Section B.1 it easily follows that
sup
t∈Tn
∣∣∣σˆ2(t)− σ2(t)− µ2σ¨2(t)c2n
2
− 1
ncn
n∑
i=1
Kcn(ti − t)(eˆ2i − E(e2i ))
∣∣∣ = O(c3n + 1ncn
)
, (A.22)
where Tn = [cn, t˜v − cn − n−υ′ ] ∪ [t˜v + cn + n−υ′ , 1− cn]. We now consider the decomposition
n∑
i=1
Kcn(ti − t)
(
eˆ2i − E(e2i )− (e2i − E(e2i ))
)
=
n∑
i=1
Kcn(ti − t)Qi,
where Qi = Q1,i +Q2,i, Q1,i = 2ei[µ(ti)− µˆ(ti)], Q2,i = [µ(ti)− µˆ(ti)]2. By Lemma B.1 in Section
B.1 we obtain
sup
bnbnc≤i≤n−bnbnc
∣∣∣µˆbn(ti)− µ(ti)− µ2µ¨(ti)2 b2n − 1nbn
n∑
j=1
ejKbn(tj − ti)
∣∣∣ = O(b3n + 1nbn ).
The triangle inequality and Proposition B.1 in Section B.2 imply∥∥∥ sup
t∈T′′n
∣∣∣ n∑
i=1
Kcn(ti − t)
[
Q1,i − 2ei
nbn
n∑
j=1
ejKbn(ti − tj)− µ2µ¨(ti)b2nei
]∣∣∣∥∥∥
4
= O(nb3nc
3/4
n + b
−1
n c
3/4
n ),
(A.23)
where we use the notation T′′n = [bn + cn, t˜v − bn − cn − n−υ′ ] ∪ [t˜v + bn + cn + n−υ′ , 1− bn − cn].
Similar arguments as given in the calculation of maxbnbnc≤i≤n−bnbnc |An,i| in the proof of (A.1)
and the summation by parts formula show∥∥∥ sup
t∈T′′n
2
nbn
∣∣∣ n∑
i=1
Kcn(ti − t)ei
n∑
j=1
ejKbn(ti − tj)
∣∣∣∥∥∥
2
= O(b−1n ),
∥∥∥ sup
t∈T′′n
∣∣∣ n∑
i=1
Kcn(ti − t)µ2µ¨(ti)b2nei
∣∣∣∥∥∥
2
= O(n1/2b2n),
8
and (A.23) gives
∥∥ supt∈T′′n ∣∣∑ni=1 Kbn(ti − t)Q1,i∣∣∥∥2 = O(nb3nc3/4n + b−1n + n1/2b2n). On the other
hand, note that ∥∥∥ sup
t∈T′′n
∣∣∣ n∑
i=1
Kcn(ti − t)Q2,i
∣∣∣∥∥∥
2
≤ Rn,1 +Rn,2
where
Rn,1 =
∥∥∥ sup
t∈T′′n
∣∣∣ n∑
i=1
Kcn(ti − t)
( 1
nbn
n∑
j=1
ejKbn(ti − tj) +
µ2µ¨(ti)
2
b2n
)2∣∣∣∥∥∥
2
Rn,2 =
∥∥∥ sup
t∈T′′n
∣∣∣ n∑
i=1
Kcn(ti − t)
(
µ(ti)− µˆ(ti) + 1
nbn
n∑
j=1
ejKbn(ti − tj) +
µ2µ¨(ti)
2
b2n
)
×
(
µ(ti)− µˆ(ti)− 1
nbn
n∑
j=1
ejKbn(ti − tj)−
µ2µ¨(ti)
2
b2n
)∣∣∣∥∥∥
2
.
Proposition B.1 in Section B.2 and similar calculations as given in the proof of (A.1) show that
Rn,1 = O
(
ncnc
−1/2
n (
1
nbn
+ b4n)
)
= O(c1/2n b
−1
n + nc
1/2
n b
4
n),
while a further application of Lemma B.1 in Section B.1 yields
Rn,2 = O
(nb3ncn√
nbn
c−1/2n + nb
5
nc
1/2
n
)
= O(
√
nb5/2n c
1/2
n + nb
5
nc
1/2
n ). (A.24)
Consequently, combining the arguments in (A.22)-(A.24), it follows that∥∥∥ sup
t∈T′′n
∣∣∣σˆ2(t)− σ2(t)− µ2σ¨2(t)c2n
2
− 1
ncn
n∑
i=1
Kbn(ti − t)
(
e2i − E(e2i )
)∣∣∣∥∥∥
2
= O(p¯in), (A.25)
where
p¯in = c
3
n +
1
ncn
+ b3nc
−1/4
n +
1
nbncn
+
b2n√
ncn
+ c−1/2n b
−1
n n
−1 + c−1/2n b
4
n + b
5/2
n (ncn)
−1/2 + b5nc
−1/2
n .
Let
Tn,1 = [bnbn + ncnc, nt˜v − n1−υ′ − nbn − ncnc] ∩ Z,
Tn,2 = [nt˜v + n
1−υ′ + nbn + ncnc, n− bnbn + ncnc] ∩ Z,
defining W˜i =
eiei+k
σ2(ti)
and Z ′i = e
2
i − Ee2i , then it follows from (A.25) that
E
(
max
bnbn+ncnc=s,j∈Tn,1
∣∣∣λ¯s,j,2 + j∑
i=bnbn+ncnc
W˜i(
∑n
j=1Kcn(tj − ti)Z ′i + µ2σ¨2(ti)nc3n/2)
σ2(ti)ncn
∣∣∣) ≤
∑
i∈Tn,1
1
σ4(ti)
‖eiei+k‖2
∥∥∥σˆ2(ti)− σ2(ti)− 1
ncn
n∑
j=1
Kcn(tj − ti)Z ′i − µ2σ¨2(ti)c2n/2
∥∥∥
2
= O(np¯in).
(A.26)
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By the Cauchy-Schwarz inequality we obtain ‖W˜i − W˜ (m)i ‖4 = O(χ|i−m|), ‖Z ′i − Z ′(m)i ‖4 =
O(χ|i−m|), where Z ′(m)i = (e
(m)
i )
2 − E(e(m)i )2, W˜ (m)i =
e
(m)
i e
(m)
i+k
σ(ti)2
, and
e
(m)
i = Gj(ti,F (m)i ), if bj < ti ≤ bj+1.
Hence, with similar arguments as given in the proof of Lemma 5 of Zhou and Wu (2010) we get
max
j∈Tn,1
E
[ j∑
i=bnbn+ncnc
W˜i
∑n
j=1Kcn(tj − ti)Z ′j
σ2(ti)ncn
]
= O(c−1n ).
Then by a similar m-dependent approximating technique as given in the proof of (A.1) we get
max
j∈Tn,1
∣∣∣ j∑
i=bnbn+ncnc
1
σ2(ti)ncn
n∑
j=1
W˜iKcn(tj − ti)Z ′j − E[W˜iKcn(tj − ti)Z ′j]
∣∣∣ = Op(c−1n ).
Similarly, and more easily one obtains
max
j∈Tn,1
∣∣∣ j∑
i=1
eiei+kµ2σ¨2(ti)c
2
n/(2σ
4(ti))
∣∣∣ = Op(nc2n). (A.27)
Hence, it follows from (A.26) and (A.27) that
max
j∈Tn,1
|λ¯j,2| = Op(np¯in + nc2n).
Similarly,
max
j∈Tn,2
|λ¯j,2| = Op(np¯in + nc2n),
which implies, observing (A.19) - (A.21),
max
1≤j≤n
|Λ¯j| = Op(pin + pin + np¯in + nc2n).
Combining this result with the estimates (A.13), (A.14) and (A.18), and by our choice of the
bandwidths, we have that
max
1≤j≤n
∣∣∣ j∑
i=1
(Wˆi −Wi)
∣∣∣=Op(nc2n + nb3nc−1/4n + b−1n c−1n + n1−υ′),
which establishes the estimate (A.12) and completes the proof of Theorem 3.1. 
10
A.1.3 Proof of Theorem 3.2
We proof the theorem when there is an abrupt change of variance at t˜v. The case that there
is no abrupt change in variance is similar and easier. Recall that Wˆ
(k)
i =
eˆieˆi+k
σˆ2(ti)
and W˜
(k)
i =
eiei+k
σ(ti)σ(ti+k)
and W
(k)
i =
eiei+k
σ2(ti)
. We consider the corresponding partial sums S
(k)
j,m =
∑j+m−1
r=j W
(k)
r ,
S˜
(k)
j,m =
∑j+m−1
r=j W˜
(k)
r and Sˆ
(k)
j,m =
∑j+m−1
r=j Wˆ
(k)
r and define S
(k)
n =
∑n
r=1W
(k)
r , S˜
(k)
n =
∑n
r=1 W˜
(k)
r ,
Sˆ
(k)
n =
∑n
r=1 Wˆ
(k)
r . Recall the definition of Φˆi,m in (3.14) and Sˆj,m = (S
(r1)
j,m , ..., S
(rl)
j,m)
T , Sˆn = Sˆ1,n.
Similarly, we define Sj,m, Sn, S˜j,m and S˜n and the linear interpolation on the interval [0, 1] by
Φˆm,n(t) = Φˆbntc,m + (nt− bntc)(Φˆbntc+1,m − Φˆbntc,m). (A.28)
The assertion follows from the continuous mapping theorem if the weak convergence
{Φˆm,n(t)}t∈[0,1] ⇒ {U(t)}t∈[0,1]
conditional on Fn can be established. For a proof of this statement define (Φi,m, Φm,n(t)) and
(Φ˜i,m, Φ˜m,n(t)) by replacing (Sˆj,m, Sˆn) in the definition of Φˆi,m and Φˆm,n(t) with (Sj,m,Sn) and
(S˜j,m, S˜n), respectively. Note that similar arguments as given in the proof of Theorem 3 in Zhou
(2013) show that {Φ˜m,n(t)}t∈[0,1] ⇒ {U(t)}t∈[0,1]. The assertion of Theorem 3.2 then follows
from the estimate
sup
t∈[0,1]
∣∣Φ˜m,n(t)− Φˆm,n(t)∣∣ = Op( m√
n
+
√
m
nυ′/2
+
√
mδn
)
, (A.29)
where δn =
(
c2n+(
1√
ncn
+b2n+
1√
nbn
)c
−1/4
n
)
log n. In order to prove (A.29) let C denote a sufficiently
large constant, which may vary from line to line in the following calculations, and consider the
event
An =
{
sup
t∈[0,1]
|µˆbn(t)− µ(t)| ≤ C
log n√
nbnb
1/4
n
+ Cb2n log n
}
,
Bn =
{
sup
t∈[0,tv−n−υ′ ]∪[tv+n−υ′ ,1]
|σˆ2(t)− σ2(t)| ≤ C
(
c2n + (
1√
ncn
+ b2n +
1√
nbn
)c−1/4n
)
log n
}
,
where υ′ ∈ (1
2
, 1−4
ι
). By Lemma B.3 and Corollary B.1 of Section B.1, we have that limn→∞ P(An∩
Bn) = 1. Then it is easy to see that
‖Φn,m − Φ˜n,m‖ = O(m
1/2
n
+
1√
n
) = O(
m√
n
+
√
m
nυ′/2
+
√
mδn).
Write En = An ∩ Bn. On the other hand, for 1 ≤ j ≤ n −m + 1 and any fix lag-ki, 1 ≤ i ≤ l,
the estimate (omit the supscript for short)
E[(Sj,m − Sˆj,m)21(En)] = E
{ j+m−1∑
r=j
( eˆieˆi+k
σˆ2(ti)
− eiei+k
σ2(ti)
)
1(En)
}2
= O(m2δ2n)
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for j 6∈ [bnt˜v − n1−υ′c −m− 1, bnt˜v + n1−υ′c+m+ 1], and
E[(Sj,m − Sˆj,m)21(En)] ≤ Cm2, for j ∈ [bnt˜v − n1−υ
′c −m− 1, bnt˜v + n1−υ′c+m+ 1]
Similarly,
E[(Sn − Sˆn)21(En)] = O(m2 + n2−2υ
′
+ n2δ2n).
Note that
‖Φn,m − Φˆn,m‖22 =
1
m(n−m+ 1)
l∑
s=1
n−m+1∑
i=1
(
S
(rs)
j,m − Sˆ(rs)j,m −
m
n
(S(rs)n − Sˆ(rs)n )
)2
= O(mδ2n +
m2
n
+
m
nυ′
).
An application of Doob’s inequality and Proposition B.3 in Section B.2 finally yields
max
1≤i≤n−m+1
|Φi,m − Φˆi,m| = Op
( m√
n
+
√
m
nυ′/2
+
√
mδn
)
,
max
1≤i≤n−m+1
|Φ˜i,m −Φi,m| = Op
( m√
n
+
√
m
nυ′/2
+
√
mδn
)
.
The estimate (A.29) now follows from this result and definition (A.28) and an application of
triangle inequality, which completes the proof of Theorem 3.2. 
A.2 Proof of Lemma 4.1 - 4.2
In order to simplify the notation define G
(k)
n (m) = S
(k)
m − mn S(k)n , Gˆ(k)n (m) = Sˆ(k)m − mn Sˆ(k)n ,
where as before, S
(k)
m =
∑m
i=1
eiei+k
σ(ti)σ(ti+k)
, Sˆ
(k)
m =
∑m
i=1
eˆieˆi+k
σˆ2(ti)
, Then it is easy to see that the
estimator tˆ
(k)
n of the change point in the correlation function defined in (4.4) can be represented
as tˆ
(k)
n = 1n argmax1≤m≤n(Gˆ
(k)
n (m))2.
A.2.1 Proof of Lemma 4.1
We fix a lag-rs for some 1 ≤ s ≤ l. Recall that under the null hypothesis (4.1), we have ρu,rs = ρrs1
for u ≤ bntrsc and ρu,rs = ρrs1 + ∆rs = ρ(rs)2 for u > bntrsc, where ∆rs is an unknown (without
loss of generality) positive constant. We omit the superscript and subscript rs in this proof. A
simple calculation shows that
fn(m) := EGn(m) = n(m(n)t(n)−m(n) ∧ t(n))∆, (A.30)
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where we used the notation m(n) = m/n and t(n) = bntc/n. By Proposition 5 of Zhou (2013),
on a possibly richer probability space, there exist i.i.d standard normal variables, say {Vi}i∈Z,
such that
max
1≤i≤n
∣∣∣Si − E(Si)− i∑
j=1
κs(tj)Vj
∣∣∣ = op(n1/4 log n), (A.31)
where κs is the sth diagonal element of κ, which is defined in assumption (A5). Define Ξj =∑j
i=1 κs(ti)Vi. By the arguments given in the proof of Theorem 3.1, we have
max
1≤m≤n
|Gn(m)− Gˆn(m)| = Op(%n), (A.32)
where %n = nc
2
n + nb
3
nc
−1/4
n + b−1n c
−1
n +n
1−υ′ and υ′ ∈ (1
2
, 1− 4
ι
). Now a similar reasoning as given
in the proof of Lemma 5 of Zhou and Wu (2010) and assumptions (A3) (A4) and (A5) yield
that there exists a constant C such that κ2s(t) ≤ C for all t ∈ [0, 1]. Then it is easy to see that
‖Ξn‖22 = O(n). By Doob’s inequality, we have that
max
1≤j≤n
|Ξj| = Op(
√
n), (A.33)
and observing (A.31) we obtain
max
1≤m≤n
∣∣G2n(m)− Gˆ2n(m)∣∣ = max
1≤m≤n
|Gn(m) + Gˆn(m)||Gn(m)− Gˆn(m)| = Op(n%n).
Define Vˆn(m) = Gˆ
2
n(m) − Gˆ2n(bntc), note that Vˆn(bntc) = 0 and consider a constant β ∈ (12 , 23),
such that n1−β/%n → ∞. By the choices of bn and cn, there exists qualified β. Observing the
definition (A.30) and the estimate (A.31), it follows that
max
1≤m≤n
∣∣∣G2n(m)− (fn(m) + Ξm − mn Ξn)2∣∣∣ = Op(n5/4 log n). (A.34)
By (A.33), we have max1≤m≤n(Ξm − mn Ξn)2 = Op(n), and together with (A.32) and (A.34) this
yields
max
m∈Mn
Vˆn(m) = max
m∈Mn
[
G2n(m)−G2n(bntc)
]
+Op(nρn) = max
m∈Mn
{
f 2n(m)− f 2n(bntc)
+ 2(fn(m)− fn(bntc))Ξm + 2fn(bntc)(Ξm − Ξbntc)
− 2m
n
fn(m)Ξn + 2
bntc
n
fn(bntc)Ξn
}
+Op(n%n + n
5/4 log n), (A.35)
where the maxima are taken over the set
Mn = {m | bntc − bn1−β/2c ≤ m ≤ bntc − bn1−βc|}.
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Observing the definition of fn(m) in (A.30) we have for some positive constant C,
max
m∈Mn
(f 2n(m)− f 2n(bntc)) ≤ −Cn2−β,
and (A.33) implies
max
m∈Mn
(fn(m)− fn(bntc))Ξm = Op(n3/2−β/2 log n),
max
m∈Mn
(m
n
fn(m)− bntc
n
fn(bntc)
)
Ξn = Op(n
3/2−β/2 log n).
Using the representation Ξm−Ξbntc =
∑bntc
i=m+1 σ(ti)Vi and similar arguments as in the derivation
of (A.33) yields
max
m∈Mn
(Ξm − Ξbntc) = Op(n1/2(1−β/2) log n).
Consequently,
max
m∈Mn
fn(bntc)[Ξm − Ξbntc] = Op(n3/2−β/4 log n). (A.36)
By our choice of β, it now follows from (A.35) - (A.36) that
P
(
lim sup
n→∞
max
m∈M(n)
Vˆn(m) = −∞
)
= 1. (A.37)
On the other hand, similar arguments give the estimates
max
1≤m≤bntc−bn1−β/2c
[f 2n(m)− f 2n(bntc)] ≤ −Cn2−β/2,
max
1≤m≤bntc−bn1−β/2c
fn(bntc)[Ξm − Ξbntc] = Op(n3/2 log n),
max
1≤m≤bntc−bn1−β/2c
[
m
n
fn(m)− bntc
n
fn(bntc)]Ξn = Op(n3/2 log n),
max
1≤m≤bntc−bn1−β/2c
[fn(m)− fn(bntc)]Ξm = Op(n3/2 log n),
and by our choice of β we obtain
P(lim sup
n→∞
max
1≤m≤bntc−bn1−β/2c
Vˆn(m) = −∞) = 1.
Combined with (A.37) this gives
P(lim sup
n→∞
max
1≤m≤bntc−bn1−βc
Vˆn(m) = −∞) = 1,
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and it can be shown by similar arguments that
P(lim sup
n→∞
max
bntc+bn1−βc≤m≤n
Vˆn(m) = −∞) = 1.
Consequently, it follows that
lim
n→∞
P(|ntˆn − bntc| ≤ n1−β) = 1,
which proves (4.6) of Lemma 4.1. In the case where the variance has no jump at time t, the
result (4.5) follows from the fact that for any lag-rs, Gˆ
(rs)
n (m)/
√
n converges weakly to some Gaus-
sian process {U(s)(u) − uU(s)(1)}u∈[0,1], which implies tˆ(rs)n D−→ T˜ (rs) = argmaxu∈(0,1) |U(s)(u) −
uU(s)(1)|, where the Gaussian process {U(s)(u)}u∈[0,1] is the sth entry of the vector Gaussian
process {U(t)}t∈[0,1] which is defined in Theorem 3.1.
A.2.2 Proof of Lemma 4.2
We fix a lag-rs for some 1 ≤ s ≤ l and then omit the superscript/subscript rs. Recall the
definition of (3.8), the notation Wj = W
(rs)
j =
ejej+rs
σ(tj)σ(tj+rs )
, and denote the change point by
t = trs . Finally define
∆n,1 =
bntc∑
j=1
Wj , ∆n,2 =
1
n− bntc
n∑
j=bntc+1
Wj (A.38)
We first consider the situation of (4.6) in the main article, that is |∆| > 0. From the proof of
Theorem 3.1 we have that
∆n,1 − E[∆n,1] = Op
( 1√
n
)
, ∆n,2 − E[∆n,2] = Op
( 1√
n
)
.
Since ∆ = ρ2 − ρ1 = E[∆n,2]− E[∆n,1] we have ∆n := ∆n,2 −∆n,1 = ∆ +Op(1/
√
n).
In order to prove this estimate we introduce the notation An = {|tˆn− t| ≤ C√n}. Then by Lemma
4.1, we have that limn→∞ P(An) = 1. This yields
(∆n,1 − ∆ˆn,1)I(An) = I(An)(An +Bn + Cn),
where
An =
bntc∑
j=1
Wj
bntc −
bntˆnc∑
j=1
Wj
bntc , Bn =
bntˆnc∑
j=1
( Wj
bntc −
Wˆj
bntc
)
, (A.39)
Cn =
bntˆnc∑
j=1
( Wˆj
bntc −
Wˆj
bntˆnc
)
.
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It is easy to see that I(An)An = Op( 1√n). Using the same arguments as in the proof of Theorem
3.1, we obtain I(An)Bn = op(
√
n/n) = op(1/
√
n) and
I(An) · Cn = I(An)
bntˆnc∑
j=1
Wˆj
bntˆnc − bntc
bntcbntˆnc
≤ C · I(An)
bntˆnc∑
j=1
Wˆj
1
n
√
n
= C · I(An)
( bntˆnc∑
j=1
Wj + op(
√
n)
) 1
n
√
n
= CI(An) ·
( bntc∑
j=1
Wj +
bntˆnc∑
j=bntc+1
WjI(t ≤ tˆn)−
bntc∑
j=bntˆnc+1
WjI(t > tˆn) + op(
√
n)
) 1
n
√
n
= Op
( 1√
n
)
. (A.40)
Combining (A.39) - (A.40) and using Proposition B.3 in Section B.2 shows ∆n,1−∆ˆn,1 = Op
(
1√
n
)
.
Similarly, we have ∆n,2 − ∆ˆn,2 = Op( 1√n), and the assertion of the lemma follows when |∆| > 0.
For the case that |∆| = 0, define the following two functions of u, 0 ≤ u ≤ 1,
∆ˆn,1(u) =
1
bnuc
bnuc∑
j=1
eˆj eˆj+k
σˆ2n(tj)
, ∆ˆn,2(u) =
1
n− bnuc
n∑
j=bnuc+1
eˆj eˆj+k
σˆ2n(tj)
.
Then using Doob’s inequality and similar arguments to that in Theorem 3.1, we have that
max
1
logn
≤u≤1− 1
logn
∣∣∣∆ˆn,1(u)∣∣∣ = Op( log n√
n
)
, max
1
logn
≤u≤1− 1
logn
∣∣∣∆ˆn,2(u)∣∣∣ = Op( log n√
n
)
. (A.41)
Recall the definition of T˜ = argmaxx∈(0,1) |U(x) − xU(1)| in the proof of Lemma 4.1, where
U(x) := U(rs)(x) for short. Write U˜(x) = U(x) − xU(1), Wn = [0, 1logn ] ∪ [1 − 1logn , 1], W¯n =
[ 1
logn
, 1− 1
logn
]. Then by observing the variance structure, we can see that
lim
n→∞
P
{
max
x∈Wn
U˜(x) ≥ max
x∈W¯n
U˜(x)
}
= 0,
which shows that the event W˜n := {tˆn ∈ W¯n} satisfies that limn→∞ P(W˜n) = 1. By (A.41) and
Proposition B.3, we have that
∆ˆn,1 = Op
( log n√
n
)
, ∆ˆn,2 = Op
( log n√
n
)
, (A.42)
which finishes the proof.
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A.3 Proof of Theorem 4.1 and 4.2
A.3.1 Proof of Theorem 4.1
We consider the non-observable analogue
T (k),rn =
3
tk
2(1− tk)2
∫ 1
0
(U (k)n )
2(s)ds.
of the statistic Tˆ
(k),r
n defined in (4.7), where the process U
(k)
n is given by
U (k)n (s) =
1
n
bnsc∑
j=1
ejej+k
σ(tj)σ(tj+k)
− s
n
n∑
j=1
ejej+k
σ(tj)σ(tj+k)
.
It follows from the proof of Theorem 3.1 and Lemma 4.1 that, for any fixed lag-rk (1 ≤ k ≤ l),
we have that
{√n(U (rk)n (u) + (u ∧ t− ut)∆rk)}u∈[0,1],k∈[1,l]∩Z ⇒ {U(k)(u)− uU(k)(1)}u∈[0,1],k∈[1,l]∩Z, (A.43)
whenever ∆rk 6= 0. The continuous mapping theorem, elementary calculations, and the identity
3
∫ 1
0
[st− s∧ t]2ds = t2(1− t)2 imply {√n(T (rk),rn −∆2rk)}k∈[1,l]∩Z
D−→ {Z(rk)(∆rs)}k∈[1,l]∩Z, where
the random variable Z(rk) is defined in Theorem 4.1. By the proof of Theorem 3.1, we have that
for 1 ≤ k ≤ l, and constant υ′ satisfies υ′ ∈ (1
2
, 1− 4
ι
)
sup
0≤s≤1
n|U (rk)n (s)− Vˆ(rk)n (s)| = Op(nc2n + nb3nc−1/4n + b−1n c−1n + n1−υ
′
),
From (A.43) it follows that
∫ 1
0
|U (rk)n (s)|ds = Op(1). Consequently, we have that for 1 ≤ k ≤ l,
n1/2
∫ 1
0
[(U (rk))2n(s)− (Vˆ(rk))2n(s)]ds ≤
sup
0≤s≤1
n1/2|U (rk)n (s)− Vˆ(rk)n (s)|
∫ 1
0
|U (rk)n (s) + Uˆ (rk)n (s)|ds
≤ 2n1/2 sup
0≤s≤1
|U (rk)n (s)− Vˆ(rk)n (s)|
∫ 1
0
|U (rk)n (s)|ds+ n1/2 sup
0≤s≤1
|U (rk)n (s)− Vˆ(rk)n (s)|2
= Op(n
1/2c2n + n
1/2b3nc
−1/4
n + n
−1/2b−1n c
−1
n + n
1/2−υ′),
which completes the proof. 
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A.3.2 Proof of Theorem 4.2
For lag-k, recall the definition of ∆ˆ
(k)
n , Aˆ
(k)
j , Φˆ
A,(k)
i,m in (4.11), (4.12), (4.13) and define
A
(k)
j =
ejej+k
σ(tj)σ(tj+k)
−∆k1(j ≥ bntkc),
Φ
A,(k)
i,m =
1√
m(n−m+ 1)
n−m+1∑
j=1
(S
A,(k)
j,m −
m
n
SA,(k)n )Rj,
where S
A,(k)
j,m =
∑j+m−1
r=j A
(k)
r , S
A,(k)
n =
∑n
r=1A
(k)
r . We introduce the processes
ΦA,(k)m,n (s) = Φ
A,(k)
bnsc,m + (ns− bnsc)(ΦA,(k)bnsc+1,m − ΦA,(k)bnsc,m),
ΦˆA,(k)m,n (s) = Φˆ
A,(k)
bnsc,m + (ns− bnsc)(ΦˆA,(k)bnsc+1,m − ΦˆA,(k)bnsc,m).
and note that by Zhou (2013), {ΦAm,n(s)}s∈[0,1] ⇒{U(s)}s∈[0,1] conditional on Fn, where ΦAm,n(s) =
(Φ
A,(r1)
m,n (s), ...,Φ
A,(rl)
m,n (s))T . The assertion of Theorem 4.2 is therefore a consequence of the esti-
mate
max
1≤u≤l
sup
s∈(0,1)
|ΦA,(ru)m,n (s)− ΦˆA,(ru)m,n (s)| = Op
( m√
n
+
(
m log n√
n
)1/2
+
√
mδn
)
, (A.44)
To see this, note that for any fixed lag-ru (1 ≤ u ≤ l)
1
m(n−m+ 1)
n−m+1∑
j=1
(Sˆ
A,(ru)
j,m − SA,(ru)j,m )2 ≤ 2(I + II),
where
I =
1
m(n−m+ 1)
n−m+1∑
j=1
( j+m−1∑
r=j
erer+ru
σ(tr)σ(tr+ru)
− eˆreˆr+ru
σˆ2(tr)
)2
,
II =
1
m(n−m+ 1)
n−m+1∑
j=1
( j+m−1∑
r=j
(
∆ru1 (r ≥ bntruc)− ∆ˆ(ru)n 1
(
r ≥ bntˆ(ru)n c
)))2
≤ 2(II1 + II2),
II1 =
1
m(n−m+ 1)
n−m+1∑
j=1
( j+m−1∑
r=j
(
∆ru − ∆ˆ(ru)n
)
1
(
r ≥ bntˆ(ru)n c
) )2
,
II2 =
1
m(n−m+ 1)
n−m+1∑
j=1
( j+m−1∑
r=j
∆ru
(
1 (r ≥ bntruc)− 1
(
r ≥ bntˆ(ru)n c
)) )2
.
By the proof of Theorem 3.2, we have I = Op(mδ
2
n +
m2
n
+ m
nυ′ ), where υ
′ and δn is defined in
the proof of Theorem 3.2. First consider the case that ∆ru > 0. Similarly by Lemma 4.2 and
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Proposition B.3, II1 = Op(
m log2 n
n
). LetWn = {|tˆ(ru)n − tru| ≤ n−α′} for some α′ ∈ (1/2, υ′). Then
limn→∞ P(Wn) = 1 and an application of Proposition B.3 shows that II2 = Op(m logn√n ). So
1
m(n−m+ 1)
n−m+1∑
j=1
(Sˆ
A,(ru)
j,m − SA,(ru)j,m )2 = Op
(
mδ2n +
m2
n
+
m log n√
n
)
,
Similarly
m
n2(n−m+ 1)
n−m+1∑
j=1
(SˆA,(ru)n − SA,(ru)n )2 = Op
(
mδ2n +
m2
n
+
m log n√
n
)
,
By a similar argument as given in the proof of Theorem 3.2 and an application of Doob’s
inequality we can show
sup
s∈(0,1)
|ΦA,(ru)m,n (s)− ΦˆA,(ru)m,n (s)| = Op
( m√
n
+
(m log n√
n
)1/2
+
√
mδn
)
, (A.45)
When ∆ru = 0 it follows from (A.42) that II = Op(
m log2 n
n
). Similarly (A.45) holds. Thus (A.44)
holds, which finishes the proof. 
A.4 Proof of Algorithm 4.1
Proof. For any lag-rs, if ∆rs = 0, then the type 1 error is protected since Tˆ
(rs),r
n = OP (1/n) and
M
r,(r1)
n is symmetric. Otherwise, the algorithm is valid in view of Lemma 4.2 and Proposition
B.3. 
B More technical details
B.1 Uniform bounds for nonparametric estimates
The following two lemmas provide uniform bounds for the estimate µˆbn in the interior Tn =
[bn, 1− bn] and at the boundary T′n = [0, bn) ∪ (1− bn, 1] of the interval [0, 1].
Lemma B.1. If assumptions (A1)-(A3) are satisfied and bn → 0, nbn →∞, we have
sup
t∈Tn
∣∣∣µˆbn(t)− µ(t)− µ2µ¨(t)2 b2n − 1nbn
n∑
i=1
eiKbn(t1 − t)
∣∣∣ = O(b3n + 1nbn ),
where Tn = [bn, 1− bn].
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Proof. With the notations
Sn,l(t) =
1
nbn
n∑
i=1
(ti − t
bn
)l
Kbn(ti − t),
Rn,l(t) =
1
nbn
n∑
i=1
Yi
(ti − t
bn
)l
Kbn(ti − t),
(l = 0, 1, ...) we obtain the representation[
µˆbn(t)
bn ˆ˙µbn(t)
]
=
[
Sn,0(t) Sn,1(t)
Sn,1(t) Sn,2(t)
]−1 [
Rn,0(t)
Rn,1(t)
]
=: S−1n (t)Rn(t), (B.1)
for the local linear estimate µ˜bn , where the last identity defines the 2 × 2 matrix Sn(t) and the
vector Rn(t) in an obvious manner. By elementary calculation and a Taylor expansion we have
Sn(t)
[
µˆbn(t)− µ(t)
bn(ˆ˙µbn(t)− µ˙(t))
]
=
[
1
nbn
∑n
i=1 eiKbn(ti − t) + 12 µ¨(t)µ2b2n
1
nbn
∑n
i=1 eiKbn(ti − t)( ti−tbn )
]
+O(b3n +
1
nbn
)
uniformly with respect to t ∈ Tn. Note that Sn,0(t) = 1+O( 1nbn ) and Sn,1(t) = O( 1nbn ), uniformly
with respect to t ∈ Tn, which yields
sup
t∈Tn
∣∣∣µˆbn(t)− µ(t)− µ2µ¨(t)2 b2n − 1nbn
n∑
i=1
eiKbn(ti − t)
∣∣∣ = O(b3n + 1nbn ).
Therefore the lemma follows from the definition of the estimate µˆbn in (3.4). 
Lemma B.2. Assume that the conditions of Lemma B.1 hold, then
sup
t∈T′n
∣∣∣c(t)(µˆbn(t)− µ(t))− 1nbn
n∑
i=1
[
ν2,bn(t)− ν1,bn(t)
(ti − t
bn
)]
eiKbn(ti − t)+
b2n
2
µ¨(t)(ν22,bn(t)− ν1,bn(t)ν3,bn(t))
∣∣∣ = O(b3n + 1nbn ),
where T′n = [0, bn)∪ (1− bn, 1], νj,bn(t) =
∫ (1−t)/bn
−t/bn x
jK(x)dx and c(t) = ν0,bn(t)ν2,bn(t)− ν21,bn(t).
Proof. For any t ∈ [0, bn) ∪ (1− bn, 1], using (B.1), we obtain
Sn(t)
[
µˆbn(t)− µ(t)
bn(ˆ˙µbn(t)− µ˙(t))
]
=
[
1
nbn
∑n
i=1[Yi − µ(t)− µ˙(t)(ti − t)]Kbn(ti − t)
1
nbn
∑n
i=1[Yi − µ(t)− µ˙(t)(ti − t)]Kbn(ti − t)( ti−tbn )
]
+O(
1
nbn
),
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and a Taylor expansion yields
Sn(t)
[
µˆbn(t)− µ(t)
bn(ˆ˙µbn(t)− µ˙(t))
]
=
[
1
nbn
∑n
i=1 eiKbn(ti − t) + b
2
n
2
ν2,bn(t)µ¨(t)
1
nbn
∑n
i=1 eiKbn(ti − t)( ti−tbn ) +
b2n
2
ν3,bn(t)µ¨(t)
]
+O(b3n +
1
nbn
)
(B.2)
uniformly with respect to t ∈ [0, bn) ∪ (1− bn, 1]. On the other hand, uniformly with respect to
t ∈ [0, bn) ∪ (1− bn, 1], we have that
Sn(t) =
[
ν0,bn(t) ν1,bn(t)
ν1,bn(t) ν2,bn(t)
]
+O(
1
nbn
). (B.3)
Therefore, combining (B.2) and (B.3), it follows that
c(t)(µˆbn(t)− µ(t)) =
1
nbn
n∑
i=1
[
ν2,bn(t)− ν1,bn(t)
(ti − t
bn
)]
eiKbn(ti − t)+
b2n
2
µ¨(t)
(
ν22,bn(t)− ν1,bn(t)ν3,bn(t)
)
+O
(
b3n +
1
nbn
)
uniformly with respect to t ∈ [0, bn) ∪ (1− bn, 1]. 
The next lemma concerns the order of deviations of µˆbn from µ in the ‖ · ‖4-norm.
Lemma B.3. Assume that assumptions (A1)-(A4) are satisfied and that nb3n → ∞, nb6n → 0,
then
sup
t∈[0,1]
‖µˆbn(t)− µ(t)‖4 = O(b2n + (nbn)−1/2), (B.4)∥∥∥ sup
t∈[0,1]
|µˆbn(t)− µ(t)|
∥∥∥
4
= O(b2n + (nbn)
−1/2b−1/4n ). (B.5)
Proof. Observing the stochastic expansion in Lemma B.1 we first evaluate ‖∑ni=1 eiKbn(ti− t)‖4
and ‖ ∂
∂t
∑n
i=1 eiKbn(ti − t)‖4. Recalling the definition of projection operator Pi we note that∥∥∥ n∑
i=1
eiKbn(ti − t)
∥∥∥
4
≤
∞∑
k=0
∥∥∥ n∑
i=1
Pi−keiKbn(ti − t)
∥∥∥
4
.
Since for each k, Pi−keiKbn(ti− t), 1 ≤ i ≤ n is a martingale difference sequence, it follows from
Burkholder’s inequality∥∥∥ n∑
i=1
Pi−keiKbn(ti − t)
∥∥∥2
4
≤ C
n∑
i=1
‖(Pi−keiKbn(ti − t))‖24,
21
and condition (A4) implies ‖∑ni=1Pi−keiKbn(ti − t)‖4 = O(√nbnχk), uniformly with respect to
t ∈ [0, 1]. This yields
sup
t∈[0,1]
∥∥∥ n∑
i=1
eiKbn(ti − t)
∥∥∥
4
= O(
√
nbn). (B.6)
Similar arguments show supt∈[0,1] ‖ ∂∂t
∑n
i=1 eiKbn(ti− t)‖4 = O(
√
nbnb
−1
n ). By Proposition B.1 in
Section B.2 it follows that
‖ sup
t∈[0,1]
|
n∑
i=1
eiKbn(ti − t)/(nbn)|‖4 = O((nbn)−1/2b−1/4n ), (B.7)
and by Lemma B.1 we obtain∥∥∥ sup
t∈Tn
∣∣∣(µˆbn(t)− µ(t))2 − ( 1nbn
n∑
i=1
eiKbn(ti − t) +
µ2µ¨(t)
2
b2n
)2∣∣∣∥∥∥
2
= O
( χn√
nbnb
1/4
n
+ χ2n
)
, (B.8)
where χn = b
3
n +
1
nbn
. Hence
‖ sup
t∈Tn
(µˆbn(t)− µ(t))2‖2 = O(
1
nb
3/2
n
+ b4n).
By similar arguments and Lemma B.2 it follows that
‖ sup
t∈T′n
(µˆbn(t)− µ(t))2‖2 = O(
1
nb
3/2
n
+ b4n),
and a combination of the last two estimates gives (B.5). On the other hand, Lemma B.1, (B.6)
and similar but easier arguments as given in the derivation of (B.8) show that
sup
t∈T′n
‖(µˆbn(t)− µ(t))2‖2 = O((
1√
nbn
+ b2n)
2),
which proves the remaining estimate (B.4). 
The following results give a uniform bound for the p-mean of σˆ2(t) − σ2(t), where σˆ2(·) is the
variance estimator defined above (3.7) in the main article.
Lemma B.4. Suppose that Assumptions (A1)-(A4) are satisfied, cn → 0, ncn →∞, and i) The
variance function σ2 is strictly positive, twice differentiable with a Lipschitz continuous second
derivative σ¨2. Then the estimate σˆ2(t, k) = σˆ2cn,bn(t, k) defined above (3.7) in the main artilce
satisfies
max
k∈[bnζc,n−bnζc]
sup
t∈Tk,n
∣∣∣σˆ2(t, k)− σ2(t)− µ2σ¨2(t)c2n
2
− 1
ncn
n∑
i=1
(eˆ2i − Ee2i )Kcn(ti − t)
∣∣∣ = O(c3n + 1ncn
)
,
(B.9)
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max
k∈[bnζc,n−bnζc]
sup
t∈T′k−,n
∣∣∣c(t, k−)(σˆ2(t, k)− σ2(t)− 1
ncn
n∑
i=1
[
ν2,cn(t, k−)− ν1,cn(t, k−)
(ti − t
cn
)]
×[eˆ2i − E(e2i )]Kcn(ti − t) +
c2n
2
σ¨2(t)(ν22,cn(t, k−)− ν1,cn(t, k−)ν3,cn(t, k−))
∣∣∣ = O(c3n + 1ncn
)
,
(B.10)
max
k∈[bnζc,n−bnζc]
sup
t∈T′k+,n
∣∣∣c(t, k+)(σˆ2(t, k)− σ2(t)− 1
ncn
n∑
i=1
[
ν2,cn(t, k+)− ν1,cn(t, k+)
(ti − t
cn
)]
×[eˆ2i − E(e2i )]Kcn(ti − t) +
c2n
2
σ¨2(t)(ν22,cn(t, k+)− ν1,cn(t, k+)ν3,cn(t, k+))
∣∣∣ = O(c3n + 1ncn
)
,
(B.11)
where
Tk,n = [cn, tk − cn] ∪ [tk + cn, 1− cn], T′k−,n = [0, cn) ∪ (tk − cn, tk),
T′k+,n = [tk, tk + cn) ∪ (1− cn, 1],
νj,cn(t, k−) =
∫ (tk−t)/cn
−t/cn
xjK(x)dx,
νj,cn(t, k+) =
∫ (1−t)/cn
(tk−t)/cn
xjK(x)dx, c(t, k+) = ν0,cn(t, k+)ν2,cn(t, k+)− ν21,cn(t, k+),
c(t, k−) = ν0,cn(t, k−)ν2,cn(t, k−)− ν21,cn(t, k−).
(ii) If there is an abrupt change of variance happened at time tv, then a similar result of (B.9)
holds as follows:
max
k∈[bnζc,bnt˜vc]
sup
t∈Tk,−
t˜v,n
∣∣∣σˆ2(t, k)− σ2(t)− µ2σ¨2(t)c2n
2
− 1
ncn
n∑
i=1
(eˆ2i − Ee2i )Kcn(ti − t)
∣∣∣ = O(c3n + 1ncn
)
,
max
k∈[bnt˜v+1c,bn−nζc]
sup
t∈Tk,+
t˜v,n
∣∣∣σˆ2(t, k)− σ2(t)− µ2σ¨2(t)c2n
2
− 1
ncn
n∑
i=1
(eˆ2i − Ee2i )Kcn(ti − t)
∣∣∣ = O(c3n + 1ncn
)
,
where Tk,−
t˜v ,n
= [cn, tk − cn] ∪ [t˜v + cn, 1 − cn], Tk,+t˜v ,n = [cn, t˜v − cn] ∪ [tk + cn, 1 − cn]. The similar
results hold for (B.10) and (B.11), with t ∈ [0, cn] ∪ [tk − cn, tk] uniformly for tk ≤ t˜v and
t ∈ [tk, tk + cn] ∪ [1− cn, 1] uniformly for tk ≥ t˜v,respectively.
Proof. For a proof of part (i) we only show (B.11). The remaining results can be proved similarly.
For any k ∈ [bnζc, n−bnζc] and t ∈ T′k+,n, following the argument given in the proof of Lemma
B.1, we have that
Sn(t, k+)
[
(σˆ2(t, k+)− σ2(t))
cn(ˆ˙σ
2(t, k+)− σ˙2(t))
]
=
[
1
ncn
∑n
i=1(eˆ
2
i − σ2(t)− σ˙2(t)(ti − t))Kcn(ti − t)
1
ncn
∑n
i=1(eˆ
2
i − σ2(t)− σ˙2(t)(ti − t))( ti−tcn )Kcn(ti − t)
]
,
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where Sn(t, k+) is defined as follows:
Sn(t, k+) =
[
ν0,cn(t, k+) ν1,cn(t, k+)
ν1,cn(t, k+) ν2,cn(t, k+)
]
+O(
1
ncn
).
The lemma now follows by the same arguments as given in the proof of Lemma B.1 and Lemma
B.2, and the fact that the remaining order in the notations O(·) is independent of k.
Part (ii) can be shown similarly to (i) observing the definition of σˆ2(t), the conditions on the
bandwidths cn and bn and the fact that σ
2(t) varies smoothly before and after t˜v. 
Corollary B.1. Suppose that the conditions of Lemma B.4 hold. Let υ′ ∈ (1
2
, 1− 4
ι
) where ι is
defined in condition (A3) and condition (A4). Recall that σˆ2(t) = σˆ2(t, bnt∗nc). Let k∗ = bnt∗nc,
k˜ = bnt˜vc
(i) If the variance changes smoothly in the interval (0, 1), then
sup
t∈[cn,t∗n−cn]∪[t∗n+cn,1−cn]
∣∣∣σˆ2(t)− σ2(t)− µ2σ¨2(t)c2n
2
− 1
ncn
n∑
i=1
(eˆ2i − Ee2i )Kcn(ti − t)
∣∣∣ = O(c3n + 1ncn
)
,
(B.12)
sup
t∈[0,cn)∪(t∗n−cn,t∗n]
∣∣∣c(t, k∗−)(σˆ2(t)− σ2(t)− 1
ncn
n∑
i=1
[
ν2,cn(t, k
∗−)− ν1,cn(t, k∗−)
(ti − t
cn
)]
× [eˆ2i − E(e2i )]Kcn(ti − t) +
c2n
2
σ¨2(t)(ν22,cn(t, k
∗−)− ν1,cn(t, k∗−)ν3,cn(t, k∗−))
∣∣∣ = O(c3n + 1ncn
)
,
(B.13)
sup
t∈(t∗n,tn+cn)∪(1−cn,1]
∣∣∣c(t, k∗+)(σˆ2(t)− σ2(t)− 1
ncn
n∑
i=1
[
ν2,cn(t, k
∗+)− ν1,cn(t, k∗+)
(ti − t
cn
)]
× [eˆ2i − E(e2i )]Kcn(ti − t) +
c2n
2
σ¨2(t)(ν22,cn(t, k
∗+)− ν1,cn(t, k∗+)ν3,cn(t, k∗+))
∣∣∣ = O(c3n + 1ncn
)
.
(B.14)
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(ii) If the variance has an abrupt change point, then
sup
t∈[cn,t˜v−cn−n−υ′ ]∪[t˜v+cn+n−υ′ ,1−cn]
∣∣∣σˆ2(t)− σ2(t)− µ2σ¨2(t)c2n
2
− 1
ncn
n∑
i=1
(eˆ2i − Ee2i )Kcn(ti − t)
∣∣∣
= O
(
c3n +
1
ncn
)
,
sup
t∈[0,cn)∪(tv−cn−n−υ′ ,tv−n−υ′ ]
∣∣∣c(t, k∗−)(σˆ2(t)− σ2(t)− 1
ncn
n∑
i=1
[
ν2,cn(t, k
∗−)− ν1,cn(t, k∗−)
(ti − t
cn
)]
× [eˆ2i − E(e2i )]Kcn(ti − t) +
c2n
2
σ¨2(t)(ν22,cn(t, k
∗−)− ν1,cn(t, k∗−)ν3,cn(t, k∗−))
∣∣∣ = O(c3n + 1ncn
)
.
sup
t∈[t˜v+n−υ′ ,t˜v+cn+n−υ′ )∪(1−cn,1]
∣∣∣c(t, k∗+)(σˆ2(t)− σ2(t)− 1
ncn
n∑
i=1
[
ν2,cn(t, k
∗+)− ν1,cn(t, k∗+)
(ti − t
cn
)]
× [eˆ2i − E(e2i )]Kcn(ti − t) +
c2n
2
σ¨2(t)(ν22,cn(t, k
∗+)− ν1,cn(t, k∗+)ν3,cn(t, k∗+))
∣∣∣ = O(c3n + 1ncn
)
.
sup
t∈(t˜v−n−υ′ ,t˜v+n−υ′ )
|σˆ2(t)− σ2(t)| = Op(1).
Proof. Part (i) follows directly from Lemma B.4. Part (ii) follows from Lemma B.4 and the fact
that t˜v − t∗n = op(n−υ′). 
Corollary B.2. Suppose that the conditions of Lemma B.4 hold with ι ≥ 8.
(i) If there is no abrupt change in variance, then
sup
t∈[0,1]
‖σˆ2(t)− σ2(t)‖4 = O
(
c2n +
1√
ncn
+ b2n +
1√
nbn
)
, (B.15)∥∥∥ sup
t∈(0,1)
|σˆ2(t)− σ2(t)|
∥∥∥
4
= O
(
c2n +
( 1√
ncn
+ b2n +
1√
nbn
)
c−1/4n
)
. (B.16)
(ii) If there is an abrupt change in variance, then
sup
t∈[0,tv−n−υ′ ]∪[tv+n−υ′ ,1]
‖σˆ2(t)− σ2(t)‖4 = O
(
c2n +
1√
ncn
+ b2n +
1√
nbn
)
,∥∥∥ sup
t∈[0,tv−n−υ′ ]∪[tv+n−υ′ ,1]
|σˆ2(t)− σ2(t)|
∥∥∥
4
= O
(
c2n +
( 1√
ncn
+ b2n +
1√
nbn
)
c−1/4n
)
,
where υ′ ∈ (1
2
, 1− 4
ι
) for ι defined in (A3) and (A4).
Proof. By Corollary B.1 (i), when there is no abrupt changes in variance, we have that
sup
t∈[0,1]
‖σˆ2(t)− σ2(t)‖4 ≤ sup
t∈[0,1]
‖(g1(t,Fi))‖4 + sup
t∈[0,cn]∪[t∗n−cn,t∗n]
‖(g2(t,Fi))‖4 (B.17)
+ sup
t∈[t∗n,t∗n+cn]∪[1−cn,1]
‖(g3(t,Fi))‖4
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sup
t∈[0,1]
|σˆ2(t)− σ2(t)| ≤ sup
t∈[0,1]
(g1(t,Fi)) + sup
t∈[0,cn]∪[t∗n−cn,t∗n]
(g2(t,Fi)) (B.18)
+ sup
t∈[t∗n,t∗n+cn]∪[1−cn,1]
(g3(t,Fi))
where gi(t,Fi), i = 1, 2, 3 is the approximation terms of (B.12)–(B.14), respectively. Noting that
sup
t∈[0,1]
∥∥∥ 1
ncn
n∑
i=1
(e2i − Ee2i )Kcn(ti − t)
∥∥∥
4
= O
( 1√
ncn
)
.
By the proof of Lemma B.3, we obtain (note that ι ≥ 8)
sup
t∈[0,1]
‖µˆbn(t)− µ(t)‖8 = O
(
b2n +
1√
nbn
)
,
which yields (note that eˆi = ei + µ(ti)− µˆbn(ti))
sup
t∈[0,1]
∥∥∥ 1
ncn
n∑
i=1
(e2i − eˆ2i )Kcn(ti − t)
∥∥∥
4
= O
(
b2n +
1√
nbn
)
.
Combining with (B.17), we have shown (B.15).
Recalling for j = 0, 1, 2, 3, νj,cn(t, k+) =
∫ (1−t)/cn
(tk−t)/cn x
jK(x)dx := ν˜j,cn(t, tk), then elementary
calculations shows that
∂
∂t
ν˜j,cn(t, tk) = O(c
−1
n ),
∂
∂tk
ν˜j,cn(t, tk) = O(c
−1
n ),
∂2
∂t∂tk
ν˜j,cn(t, tk) = O(c
−2
n ).
Similar results hold for νj,cn(t, k−).Then (B.16) follows from (B.18) and Proposition B.2.
ii) follows from similarly arguments and the assertion ii) of Corollary B.1. 
Corollary B.3. Suppose the conditions of Lemma B.4 hold, with ι ≥ 8. Then∥∥∥ sup
t∈(0,1)
|σˆ2(t)− σ2(t)|
∥∥∥
4
= O
(
c2n +
( 1√
ncn
+ b2n +
1√
nbn
)
c−1/4n
)
.
Proof: The lemma follows from Proposition B.1 in Section B.2, the triangle inequality and simple
calculations. Note that the first assumption of Proposition B.1 is satisfied by the arguments
in Corollary B.2. The second assumption regarding the derivative can be shown by similar
arguments as given in (B.6) and (B.7). 
B.2 Three additional technical results
Proposition B.1. Let {Υn(t)}t∈[0,1] be a sequence of stochastic processes with differentiable
paths. Assume that for some p ≥ 1 and any t ∈ [0, 1], ‖Υn(t)‖p = O(mn), ‖Υ˙n(t)‖p = O(ln),
where mn, ln are sequences of real numbers, mn = O(ln), then∥∥∥ sup
t∈[0,1]
|Υn(t)|
∥∥∥
p
= O
(
mn
(mn
ln
)− 1
p
)
.
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In particular, if p = 2, we have ‖ supt∈[0,1] |Υn(t)|‖2 = O(
√
mnln).
Proof. For a sequence bn define b˜n = bbn−1c and let τi = ibn, i = 1, 2, ..., b˜n and τi = 1 for
i = b˜n + 1. Then by the triangle inequality, we have
sup
t∈(0,1)
|Υn(t)| ≤ max
0≤i≤b˜n+1
|Υn(τi)|+ max
1≤i≤b˜n+1
Zin,
where Zin = supτi−bn<t<τi |Υn(t)−Υn(τi)|. Observing the inequalities
‖Zin‖p ≤
∥∥∥∫ τi
τi−bn
|Υ˙(t)|dt
∥∥∥
p
≤
∫ τi
τi−bn
‖Υ˙n(t)‖pdt = O(bnln)
and max1≤i≤b˜n+1 Z
p
in ≤
∑b˜n+1
i=1 Z
p
in, we have∥∥∥ max
1≤i≤b˜n+1
Zin
∥∥∥
p
= O((lpnb
(p−1)
n )
1/p) = O(lnb
(p−1)/p
n ).
Similarly, we obtain the estimate ‖max0≤i≤b˜n+1 |Υn(ti)|‖p = Op(b
−1/p
n mn), and picking bn =
mn/ln proves the assertion. 
Proposition B.2. Let {Υn(x, y)}x,y∈[0,1] be a sequence of stochastic processes with differentiable
paths. Assume that for some p ≥ 1 and any x, y ∈ [0, 1], ‖Υn(x, y)‖p = O(mn), ‖ ∂∂xΥn(x, y)‖p =
O(l1,n), ‖ ∂∂yΥn(x, y)‖p = O(l2,n), ‖ ∂
2
∂x∂y
Υn(x, y)‖p = O(l3,n) where mn, ln are sequences of real
numbers, mn = O(ln), let cn → 0. If l1,n  l2,n, then∥∥∥ sup
x∈[0,1],y∈[(x−cn)∨0,(x+cn)∧1]
|Υn(x, y)|
∥∥∥
p
= O(mn(c
′
n)
−2/pc1/pn ),
where c′n =
l1,n
l3,n
+ mn
l1,n
+
(
mn
l3,n
)1/2
.
Proof. For a sequence bn define b˜n = bbn−1c and let τi = ibn, i = 1, 2, ..., b˜n and τi = 1 for
i = b˜n + 1. Then by the triangle inequality, we have
sup
t∈(0,1)
|Υn(t)| ≤ max
0≤i≤b˜n+1,0∨(i−bcn/bnc)≤j≤(i+bcn/bnc)∧1
|Υn(τi, τj)|
+ max
0≤i≤b˜n+1,0∨(i−bcn/bnc)≤j≤(i+bcn/bnc)∧1
Zi,j,
where Zi,j = supτi−bn<t1<τi,τj−bn<t2<τj |Υn(t1, t2)−Υn(τi, τj)|. Observing the inequalities
‖Zi,j‖p ≤
∫ τi
τi−bn
‖ ∂
∂x
Υn(x, y)‖pdx+
∫ τi
τi−bn
‖ ∂
∂y
Υn(x, y)‖pdy+∫ τi
τi−bn
∫ τi
τi−bn
‖ ∂
2
∂x∂y
Υn(x, y)‖pdxdy = O(b2nl3,n + bnl1,n + bnl2,n) (B.19)
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and max0≤i≤b˜n+1,0∨(i−bcn/bnc)≤j≤(i+bcn/bnc)∧1 Z
p
ij ≤
∑b˜n+1
i=1
∑(i+bcn/bnc)∧1
j=0∨(i−bcn/bnc) Z
p
i,j, we have∥∥∥ max
1≤i≤b˜n+1
Zin
∥∥∥
p
= O(l1,nb
(p−1)/p
n (
cn
bn
)1/p + l2,nb
(p−1)/p
n (
cn
bn
)1/p + l3,nb
(2p−1)/p
n (
cn
bn
)1/p).
Similarly, we obtain the estimate
‖ max
0≤i≤b˜n+1,0≤j≤b˜n+1
|Υn(ti, tj)|‖p = Op(b−2/pn c1/pn mn),
and picking bn = c
′
n proves the assertion. 
Proposition B.3. Suppose An are sets such that P(An)→ 0 as n→∞, and XnI(A¯n) = Op(1).
Then Xn = Op(1).
Proof. For any  > 0, let N be a large constant such that P(An) ≤ /2 for n ≥ N , and M be a
large constant such that P(|Xn|I(A¯n) ≥M/2) ≤ /2 for n ≥ N . Then
P(|Xn| ≥M) ≤ P(|Xn|I(An) ≥M/2) + P(|Xn|I(A¯n) ≥M/2)
≤ P(An) + P(|Xn|I(A¯n) ≥M/2) ≤ 
for all n ≥ N . 
C Additional Simulation Result
C.1 Simulation Results under Stationarity
We consider
(I∗) G(t,Fi) = H(t,Fi)
√
c(t)/2 for t ≤ 0.5, and G(t,Fi) = H1(t,Fi)
√
c(t)/2 for t > 0.5,
where c(t) = 1 − (t − 0.5)2, H(t,Fi) = 0.2H(t,Fi−1) + εi for t ≤ 0.5, H1(t,Fi) = (0.2 −
λ)H1(t,Fi−1) + εi for t > 0.5 and random variables {εi, i ∈ Z} are i.i.d. N(0, 1).
We use Algorithm 3.1 in page 13 of the main article to test change points in the lag-1 correlation
of model I∗, and compare the results with the following algorithm C.1 tailored to model I∗ under
the stationary assumption.
Let B(t) be a standard Brownian motion and κ2 be the long run variance of eiei+1
σ2
. Note that
under stationarity, the variance σ2(t) and long run variance κ2(t) are now time invariant.
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Algorithm C.1.
[1] Calculate the statistic Tˆn defined in (3.3) of the main article with
eˆieˆi+1
σˆ2(ti)
replaced by Lˆi :=
eˆieˆi+1
σˆ2
, where eˆi is obtained by local linear estimation with bandwidth selected by GCV , and
σˆ2 =
∑n
i=1 eˆ
2
i
n
.
[2] Estimate the long run variance by κˆ2 =
∑n−m
i=m+1 Qˆ
2
i /((2m+ 1)(n− 2m)), Qˆi =
∑m
j=−m(Lˆi −∑n
i=1 Lˆi/n) where m is selected by GCV .
[3] Reject the null hypothesis at nominal level α if
Tˆn/
√
n > κˆM1−α, (C.20)
where M1−α is the (1− α)th quantile of the max0≤t≤1 |B(t)− tB(1)|.
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Figure C.1: Power comparison of change point tests in the lag-1 correlation of model I∗. Blue
line: simulated power of Algorithm 3.1 defined in the main article; red line: simulated power of
Algorithm C.1.
The simulated results are presented in Figure C.1. It shows that our method has decent power.
It is slighter more powerful than Algorithm C.1 designed for stationary processes.
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Table C.1: Simulated type I error of the test (3.15) for a change point in the lag-1 correlation for
model II and of the test (4.15) for a relevant change in the lag-1 correlation for model III using
a Biweight kernel (at the boundary point of the null). The last column represents the simulated
Type I error if the bandwidth is bn selected by GCV.
II
bn 0.075 0.1 0.125 0.15 0.175 0.2 0.225 GCV
5% 4.5 5.4 4.4 4.25 3.25 2.65 3.55 3.6
10% 10.6 10.75 9.6 9.6 9.4 7.5 8.4 8.9
III
5% 6.1 5.85 5.95 6.2 6.3 4.95 6.05 5.5
10% 10.6 10.2 10.45 10.55 11.65 9.1 10.5 9.4
C.2 The Impact of Different Kernel Functions
Under piecewise local stationarity, Lemma B.1 in the supplementary material and Proposition
5 of Zhou (2013) imply that for a given kernel function K, the optimal bandwidth is given by
boptimaln =
(
φ0
∫ 1
0
κ˜2(t)dt
µ22
∫ 1
0
|µ′′(t)|dt
)1/5
n1/5,
where κ˜2(t) is the long run variance of ei, µ2 =
∫
x2K(x)dx and φ0 =
∫
K2(x)dx. Fan and
Yao (2003) pointed out that the performance of procedures with bandwidth is not very sensitive
with respect to the choice of different kernel functions. We have confirmed these observations
in further simulations. Exemplarily we show in Table C.1 the simulated type I error of the test
(3.15) for a change point in the lag-1 correlation for model II and of the test (4.15) for a relevant
change in the lag-1 correlation for model III using a Biweight kernel instead of the Epanechnikov
kernel (for this kernel the corresponding results can be found in Table 1 of the main document).
We do not observe any significant differences between the results obtained for the two different
kernels and the simulated type I error rates are quite close to their nominal levels.
C.3 Performance under Different Sample Sizes
In this section we investigate the performance of the new tests for different sample sizes in more
detail. In Table C.2 and C.3 we display the simualted type I error of the test (3.15) for a change
point in the lag-1 correlation for model II and of the test (4.15) for a relevant change in the lag-1
30
Table C.2: Simulated Type I error of the test (3.15) for a change point in the lag-1 correlation
for model II and the sample sizes 300 and 800. The last column represents the simulated Type I
error if the bandwidth is bn selected by GCV.
300
bn 0.075 0.1 0.125 0.15 0.175 0.2 0.225 GCV
5% 4.95 4.5 4.4 4.45 3.8 4.1 3.6 5.25
10% 11.25 10.65 10.15 10.5 8.6 9.5 8.8 10.3
800
5% 3.9 3.25 4.5 3.8 4.4 3.6 3.4 4.6
10% 9.3 9.3 9.6 9.2 9.1 8.95 7.55 9.95
Table C.3: Simulated Type I error of the test (4.15) for a relevant change in the lag-1 correlation
(at the boundary point of the null) for model III and the sample sizes 300 and 800. The last
column represents the simulated Type I error if the bandwidth is bn selected by GCV.
300
bn 0.075 0.1 0.125 0.15 0.175 0.2 0.225 GCV
5% 5.2 6.4 6.25 5.35 5.7 4.55 5.05 4.95
10% 11.2 11.3 11.4 9.9 11.05 9.05 9.4 9.65
800
5% 5.7 5.7 6.75 5.6 6.7 4.9 4.9 5.45
10% 10.8 10.35 10.8 9.8 10.85 8.45 8.7 10.65
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correlation (at the boundary point of the null) for model III and the sample sizes 300 and 800,
respectively. Again we observe a reasonable approximation of the nominal level.
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