Population models are increasingly being considered as a tool for pesticide risk assessment in order to evaluate how potential effects act on the population level and population recovery. While the importance and difficulties of such models have been discussed by various authors during the past decade, mainly with a focus on how to describe or develop such models, several biological and methodological aspects have never been addressed so far, which are relevant for the application of models in risk assessment. These include a critical review of our knowledge of a species, the use of field data by taking methodological constraints into account, how to include uncertainty in model validation or how to measure effects. Although these aspects will be critical for the acceptance of population models by authorities, most of them apply not only to population models, but also to standard risk assessment. In the present article, we give practical recommendations for addressing these questions in population level risk assessments.
Introduction
During the last decade, several attempts were made to introduce population modelling in pesticide risk assessment by either the academia or the industry [1] [2] [3] [4] [5] [6] . The main advantage of using population models in risk assessments is seen in reaching a higher realism and ecological relevance. Most recently, the European Union [EU]-funded project CREAM [7] was initiated, aiming at the application of population models in chemical risk assessment. This project includes a variety of subprojects ranging from aquatic organisms to polar bears. Despite these attempts to use or establish population models in pesticide risk assessment, the acceptance of such models is still limited in Europe. This is due to two main issues: the complexity of the models and a lack of trust in the models or scenarios. Population models are necessarily complex because they must include all aspects which are relevant for the development of populations, i.e. reproduction, survival and further factors. Even if the simulation of each of these factors may be easy to understand (e.g. the simulation of survival, which may be as simple as throwing a dice), the combination of various factors makes the models more complex. However, in reality, it's not the model which is complex, but it's the biology and ecology which are complex, and the model has to reproduce this complexity. Still, due to this complexity, it is extremely important to explain how a model works and what it represents. This does not only imply a detailed technical description of how the model works mechanistically (model type or description of processes in the model) and how it was parameterized, but also covers important assumptions used for the model, a description of what the model actually reflects (representativeness) and an evaluation of the realism of the model (validation) and applied scenarios.
While the advantages of using models and how to develop and describe them have been addressed in several previous studies [2, 8, 9] , several aspects which are extremely relevant for the application of population models in pesticide risk assessment have never or marginally been addressed [5] . These include an assessment of our biological knowledge of a species, the critical review of the quality of the data which are used for parameterisation or validating models or the question on how to assess for which purpose a model can be applied (representativeness of a model and scenario selection). In the following sections, we discuss these aspects which we consider relevant and important for applying population models in pesticide risk assessment. We specifically focus on the view and the needs of risk assessors.
Technical description of models
A major obstacle in the application and acceptance of population models is the communication of the methodology and the complexity of the models. Although parts of population models, e.g. the simulation of developmental stages or the simulation of survival, may be rather easy to understand, the existence and interaction of many such 'modules' make models more difficult to explain. Therefore, a clear description of the applied models is one important prerequisite to make models understandable to risk assessors who have no expertise in modelling. In the past, a few attempts were made to harmonise the way of technically describing population models. Grimm et al. [8] proposed an Overview, Design concepts, Detail [ODD] protocol to describe population models, including submodels and general principles of a model. Later, Schmolke et al. [9] developed the Transparent and Comprehensive Ecological [TRACE] model documentation framework, which extends the idea of ODD to documenting not only a model, but the entire process of formulating, implementing, parameterising, testing and using a model (the so-called 'modelling cycle', [10] ). Schmolke et al. [9] suggested to use TRACE as the basis for 'good modelling practise' for models which are to be used for environmental decision making. The proposed description of models following ODD or TRACE has a focus on the technical part of the model and includes aspects such as the purpose of a model, scales or input parameters. Topping et al. [11] proposed that a model description should include a structured description of the object-oriented computer programme code. Accordingly, his proposal for a model description, which partly overlaps with Grimm's ODD protocol [8] , includes a description of programming classes and functions according to methods used in information science.
A concise and standardised way to technically describe models would facilitate the application and review of models in risk assessment. However, apart from how a model functions, which parameters have been applied or what purpose a model has, a number of other aspects are relevant for evaluating if a model is suitable and realistic, including also a critical review regarding the biology of the species and available field data.
Complexity

High versus low complexity
From a naïve perspective, one might think that a model which includes all the various processes acting in natural populations, from physiological mechanisms of individual animals or behavioural responses to population level responses, would produce the most realistic population model since all these processes exist in nature. Apart from the fact that such a model would be extremely complex (high model complexity is often regarded a main obstacle of using population models in risk assessment [12] ), such a 'meta-model' would usually go hand-in-hand with increased uncertainty [10] . Again, it has to be acknowledged that this phenomenon is not restricted to population models only but applies to any analysis based on several parameters, including standard risk assessments. Of course a minimum number of parameters (or processes) are necessary to produce a realistic model. For example, survival rates are needed in practically all population models since without these parameters, modelling of population dynamics or recovery would not be possible. The increase of model complexity up to a certain degree usually makes a model more realistic and increases performance. However, including more parameters will often also increase the overall uncertainty of a model, especially if parameters cannot be estimated reliably, e. g. due to the lack of studies [13] . Hence, at a certain degree of complexity, the performance (i.e. the accurate representation of population dynamics) of the model will decrease again [14] . For a risk assessor, this implies that with increasing complexity, the chance increases that uncertain data (e.g. incidental information) or mechanisms have to be used in a model and that the model hence produces a prediction with a higher uncertainty. Consequently, an optimal model includes those parameters, which are really needed to simulate the population development, but excludes all parameters or processes which either have no significant influence on the model or which are not reliable. For example, when considering food ingestion, it might be more adequate to use measured food ingestion rates rather than to include an additional submodel for simulating food ingestion. Such a submodel may be based on the metabolic rate of an animal (normally measured in the laboratory), extrapolating this rate to free ranging animals, estimating the diet composition (which will vary over seasons and habitats), food energy content (which won't be available for some food items), modelling plant growth during the seasons (if the food includes plants), etc. Such an approach may inevitably make it necessary to use data from incidental observations or to make assumptions on parameters for which no information is available.
Coping with uncertainty
Parameters taken from the field for use in a population model include some degree of variability and uncertainty resulting from methodological constraints or limited knowledge. While the need of estimating uncertainty and variability was recognised early in the advent of population ecology [15] [16] [17] , these factors are not commonly addressed explicitly in population models (for exceptions, see the study of Clark [18] ). It is important to acknowledge that different types of uncertainty have to be dealt with, such as uncertainty due to sample size and geographical, spatial or other types of variation. The easiest source of uncertainty is the uncertainty caused by sample size. Sample size effects can be addressed by confidence intervals if a sufficient number of single measurements are available. Approaches for addressing this type of uncertainty are discussed in detail in the study of Hart [19] . Often, however, it will be difficult to distinguish between natural variability and uncertainty. For example, if litter size in 10 litters obtained from a field study ranges from four to six pups, we don't know how much this range is influenced by uncertainty due to the small sample size (for larger samples, sample size effects can however be addressed, e.g. by subdividing the sample, bootstrapping or other methods). Often, when only mean values (and standard deviations) or ranges are reported, only a qualitative comparison of the values from different studies is possible, which can, however, also help to evaluate the reliability of the used data (especially if samples sizes are available). A qualitative analysis of uncertainty can be sufficient; see for instance the approach in chapter 6.8 of the Guidance document for risk assessment for birds and mammals [20] . It is better to try to cover all sources of uncertainty instead of reporting one uncertainty in detail but neglecting others (however, in some cases, it may be impossible to address some sources of uncertainty due to the lack of appropriate data). In Table 1 , two examples of data sets are shown. In the first example, a very detailed data set would enable a rather exact estimation of uncertainty due to sample size, while in the second example, much less detailed data is available. However, since data from different studies are listed, uncertainty due to spatial or temporal variation can be addressed too.
Remarkably, when addressing uncertainty in a population model, a high uncertainty of a parameter does not necessarily result also in a high uncertainty of the output of the model, since some parameters have little influence on the model output while others have a strong impact. A sensitivity analysis can clearly show for which parameters additional information would be worthwhile to decrease the uncertainty of the model.
Realism and validation
Models should be validated in order to show that they produce a realistic output. Although true validation in a strict sense is never possible [21] , i.e. it can never be shown that a model produces correct results for all possible situations, we here use the term 'validation' as a method which shows that a model produces a realistic prediction for a variety of situations by comparing model results with observational data [22, 23] .
Even without knowing all technical details of a model, one can get a first impression of the realism of a model by comparing how it performs in comparison to nature. If a model reproduces all important aspects of the behaviour of natural populations (especially those driving population dynamics and recovery), one can be confident that the model is realistic or at least, that a model reflects our current knowledge of a species, which will always be limited.
Validation of population models has received little or almost no attention in the past [24] . A recent review by Schmokle et al. [25] reported that even today only 3% of models are validated using independent data. Examples of model validation can be found in the studies of Wang and Grimm [26] and Preuss et al. [27] and Table 1 Examples of how to address uncertainty for different datasets Confidence intervals can be calculated after recreation of the original sample underlying the data, and variability can be estimated based on the data distribution (or calculation of a standard deviation)
Only uncertainty due to sample size is included; uncertainty due to study location, climate or other factors is not included Only qualitative analysis of uncertainty is possible. However, the standard deviation from the study of Tomé et al. [71] and the ranges from Glutz von Blotzheim [69] indicate that an average clutch size between 3 and 4 is realistic. Data from Portugal indicate that smaller clutch sizes might be observed in southern Europe
Variability and uncertainty due to sample size cannot be distinguished in detail, but sample sizes and comparable ranges indicate that data are reliable. Since data from several studies and years are shown, uncertainty due to study location and temporal variability can be estimated at least qualitatively regarding models that were partially validated in the review of Schmokle et al. [25] .
Parameters for validation
While a number of authors have focussed on parameter estimation (e.g. Grimm and Railsback [10] , Jakeman et al. [13] , Rykiel [22] ), only few have discussed which parameters need to be included in validation and how validation shall be done in detail (for example, see the study of Bart [28] ). Since the aim of population models in pesticide risk assessment is a realistic representation of the population development of a species under concern, the most logical approach is to validate all aspects of a model which have a significant influence on the simulation of the population development. For the development of a population for an organism with a rather simple biology, it may be sufficient to address survival (including predation) and reproduction, which are the single most important factors for the development of a population. For many species, also the spatial behaviour (such as dispersal or home range behaviour), population dynamics and habitat preference will be crucial. For instance, dispersal may be a key element for the recolonisation of habitats. This does not necessarily mean the recolonisation of habitats, which are depleted because of effects by pesticides, but it may also include recolonisation of fields which have been abandoned by animals after harvest.
The validation of each of these factors will usually include several parameters, i.e. when validating reproduction in a Daphnia model, one might compare the fraction of animals with eggs, the proportion and the timing of sexually and parthenogenetically reproducing animals, the formation of ephippia and even further parameters [27] . Also, indirect comparisons are possible, for example, a comparison of the age distribution in a model with the age distribution from the field. Evidently, only those parameters are suitable for validation, which are not implicitly defined in a model. If survival is taken from the field and set to this value in the model, then it is useless to try to validate this value. However, many parameters in a model are not implicitly defined but are the result from the interaction of other parameters in the model and the model structure [10, 28, 29] . For example, in the shrew model in the study of Wang and Grimm [26] , one of the factors which was validated was the fraction of lactating or pregnant females (grouped together because in the literature, only data for 'lactating or pregnant females' were available for validation). This parameter was not implicitly set in the model, but it resulted indirectly from the age of sexual maturity of females, gestation length, lactation length, sex ratio at birth and other parameters. Evidently, if one of these parameters was unrealistic, also the fraction of lactating and pregnant females would show an unrealistic result. Therefore, an efficient way of validating is to focus on parameters which depend on many other parameters (and the model structure). This indirect approach of validation is also known as 'pattern oriented modelling' [30, 31] , 'indirect' [29] or 'secondary predictions' [28] .
When performing a validation analysis of a population model, uncertainty should be addressed as discussed above in more detail to address the question to which extent methodological bias, sample size effects or other factors may cause uncertainty of the parameters used for model parameterisation (and consequently the model predictions) or validation. This can be done using either a quantitative or qualitative approach. While the model output can easily be quantified, the data with which the model results are compared for validation may not be available in sufficient detail to make a quantitative comparison possible. However, a qualitative tabular comparison (model prediction vs. field data) of the output of the model and the values observed in the field may also be appropriate, e.g. addressing uncertainty by showing ranges, means plus standard deviations, confidence intervals or percentiles from different studies and comparing such values with the results from the model.
In Table 2 , several parameters are listed which might be used for validation of population models. Implicit parameters are not included. The regulatory important group of terrestrial non-target arthropods is not listed since the possibilities of validation depend very much on the species and their specific features (e.g. developmental stages, modes of dispersal). Population dynamics refer to intra-and inter-annual population fluctuations. Apart from the parameters listed in Table 2 , also population genetics can be a tool for validation since the population genetic composition of a population (allele frequencies, formation of genetically distinct local subgroups or subpopulations) is the result of reproduction, survival and dispersal. Strong population fluctuations with marked bottlenecks at some times of the year may, for example, lead to a reduced genetic variability. However, dispersal may help to maintain genetic variability and to produce genetically homogeneous populations. Remarkably, for many species, especially mammals and birds, genetic studies are available, and population genetics has a long history in species conservation, where it is considered a very useful tool [32] . Technically, it is not difficult to include such information in a population model and has been done in some models [33] .
Limited knowledge about a species
In most cases, our knowledge about the ecology of a species is limited. Even in the best studied species, there will always be a lack of knowledge, and it is unrealistic to assume that we will ever know every aspect which may have an influence on the population dynamics or recovery potential of any given species. However, this lack of knowledge is nothing which is specific for population models, but it is equally affecting any other higher tier risk assessments, which are based on field studies or the literature. Even a large-scale field study with many plots may have a limited representativeness and statistical power (for example, see the study of Wang and Riffel [34] ). Also, when compiling information from the literature for a particular parameter for use in a risk assessment, it will remain uncertain how representative the values are. Hence, the limited knowledge of the ecology of a species affects not only the realism of model simulations, but also of higher tier risk assessments or the use of field studies in risk assessment. Therefore, for a detailed evaluation of a population model, it may be worth compiling the overall ecology of a species in detail in order to identify possible areas where the lack of knowledge may be problematic. This will also help to understand how realistic a population model is. The lack of knowledge can potentially be a major source of uncertainty; therefore, the potential impact this uncertainty could have on the output of the model needs to be considered.
In some cases, not all data needed for a model may be available, for example, data for a specific geographical region. Hence, a model might, for example, need to be based on data on reproduction from the UK, survival rates from France and habitat preference from Scandinavia. Some data might even be taken from the laboratory, which may sometimes not be easily extrapolated to the field situation [35] . The mixture of data from various origins does not necessarily mean that such a model is unrealistic. However, it should explicitly be discussed if there is evidence that this mixture of data may cause unrealistic model simulations. If field data show that there is no evidence of any geographical trend for a given parameter, then mixing data from different geographic regions may not be problematic. In some cases, it may even be necessary to use data from another species than the modelled one. If a specific behaviour is observed in several related species, then it may be reasonable to assume that this behaviour will also be shown by the modelled species. For example, in several mice and voles [36] , 'exploratory excursions' are observed, i.e. short movements outside the home range of an animal with the aim to explore neighbouring habitats. Such excursions are not reported for the common vole (Microtus arvalis); however, since exploratory excursions are common in small mammals, it might be reasonable to assume that they also exist in common voles. This might reduce the vole's susceptibility to herbicides since this behaviour would facilitate movements from areas in which herbicides were applied to areas providing more food.
Taking account of field or lab methodology
When evaluating the realism of a model or performing a validation, a detailed look at the applied methodology for obtaining the data used for parameterisation or validation of a model is required. For example, in birds or mammals, survival rates and population densities are often calculated based on minimum number alive [MNA] . Using this method, animals are captured or trapped in regular intervals, and when an animal is not observed anymore (until the end of the study), it is assumed that this animal has died. However, animals which are not trapped may just have been lucky to miss all traps or may have dispersed. Hence, survival rates based on MNAs are always considerably underestimated.
Other capture-recapture methods [CRM] are based on probabilities and include the probability of being captured and of dispersal [37] [38] [39] . These methods result in much more accurate estimates of both population size and survival rates. In a study by Höller [40] , in which survival rates were calculated with both the MNA method and the CRM, survival rates based on MNA were almost 20% lower than the survival rates based on a CRM. Markedly lower survival rates calculated from MNA compared to rates calculated with a CRM are also reported by Pollock et al. [37] . This demonstrated that field methodology can have a considerable influence on the parameterisation and validation of a population model. Also, other methodological issues may have a pronounced influence on the results from a laboratory or field study and, hence, also on either the parameterisation or validation of a population model. For example, the size of a trapping grid in a mammal field study may considerably influence population dynamics [41] . The smaller the observed group of animals is, the stronger the stochastic effects will be [42] . For example, in a mammal field survey with a small trapping grid of 100 m 2 , covering much less than a home range size of a wood mouse, only very few animals will be captured. Consequently, the death of a single individual may have already a dramatic effect on the 'observed population'. Hence, rather strong population dynamics will be observed in this study, even though the seemingly dramatic fluctuations are only due to a small trapping grid. In a study with a larger trapping grid, however, much less pronounced fluctuations of population size will be observed since the death or birth of single individuals has a much smaller effect. In addition, trap type, trap density and study duration may influence trapping success [43, 44] .
Similarly, the size of a water body or tank in which aquatic organisms are kept during a laboratory or semifield study determines the amount of population fluctuations which will be found, and it has also been shown [45] that besides carrying capacity, also population growth rate and extinction risk depend on the size of artificial water bodies. Hence, the size of tanks or water bodies needs to be taken into account when using data for validation or parameterisation of a model.
Trapping methods used for arthropods may also include a considerable uncertainty, for example, arthropods being collected using pitfall, yellow sticky or pheromone traps [46] . Other examples are dispersal distances reported for mammals but also for insects. Reported dispersal distances are often limited by the size of the study area. For example, Kölliker-Ott et al. [47] reported dispersal distances in the parasitoid Trichogramma brassicae of at most at approximately 8 m. However, no traps were located further away than 8 m.
All these examples stress the importance to carefully consider the methodology used for obtaining field or laboratory data before using them for validation. Without this, a reliable validation is very difficult.
Factors facilitating recovery
The main reason why natural populations can recover is that several mechanisms exist, which help to stabilise populations. Recovery of populations can be caused by various, very different biological mechanisms including intrinsic population recovery, e.g. by increased reproduction or reduced mortality, and recolonisation [48] [49] [50] .
Each of these factors can be regulated in a rather complex, density dependent way. For example, in mammals, reproduction may be reduced at high density by either reduced litter size, resorption of embryos, complete loss of litters or delayed implantation [51] . When density is low, the absence of all these effects may lead to a rapid increase of population size. However, for a particular species, not all of these processes may be known to occur. One may, for example, have detailed information of survival rates at different densities, indicating that at higher densities, survival is reduced. However, regarding other processes, there may be observations indicating that litters are resorbed at high density, but without giving sufficient detail for including this in a model. Consequently, the model may produce a more conservative output, i.e. underestimate the ability to recover, since one of the existent 'stabilising' factors would not be included.
In order to evaluate if a model is conservative or realistic, it might help to list all known processes which may act as regulatory mechanisms facilitating recovery and to indicate which of these processes are included in the model and which are not. Then, it is easy to see if real populations can presumably recover more or less easily as the modelled populations. Major processes which may act as regulatory mechanisms in several taxonomic groups are summarised in Table 3 . Such processes will facilitate recovery after impacts by agricultural practise, pesticide application or other impacts.
Representativeness
For risk assessors, a technical description of a model and the knowledge that the model produces a realistic output are not sufficient. They also have to know what a model represents. The representativeness of population models for use in risk assessment has so far received little or no focus, although it is crucial to know if a model represents the behaviour of aquatic organisms in, for example, a small artificial water tank in the laboratory or the aquatic populations in a ditch on the side of a field. Similarly, if a model of a bird species was based on data from Germany, the model might or might not be representative for the UK. The description of what a model represents is important since parameters in nature vary geographically or depend on habitat type. For example, in several birds, clutch size varies considerably depending on many different factors, such as habitat type, altitude or food availability [52] ; the onset and length of the breeding season may vary according to latitude and climate conditions [52] or the existence and magnitude of population cycles (e.g. in voles, the presence of cycles seems to depend on the geographical location of populations, specifically latitude, [53] ). Also, population parameters, such as population growth rates, can differ considerably between different natural populations [18] .
For population models of aquatic organisms, it is crucial to know what a model represents too. Williams et al. [54] and Meester et al. [55] have shown that different types of water bodies (e.g. ponds, streams, etc.) may show a remarkably different species composition and abundance in both plant and invertebrate species. Additionally, Williams et al. [54] have also even found a considerable variation between different water bodies of the same type (e.g. ponds) and identified several factors which influence species diversity, such as shading, seasonality, altitude, water depth and several other factors.
Without the knowledge about such types of variations in nature, one might apply a model inappropriately for a situation which the model may not realistically reproduce. Therefore, it is important to describe which situation a model represents and what a model is actually able to reproduce. In addition, it may be worth to state if there is evidence for any type of variability which is not included in the model. For example, one might construct a model using survival rates from Poland and validating the model based on population dynamics in Germany. If there is no evidence for a geographical variation of survival rates or population dynamics, such an approach may result in a realistic model. However, if there is evidence that population density is much higher in one country than in the other (this is the case, e.g. in the Grey Partridge with an almost ten times larger breeding population in Poland compared to that in Germany, [56] ) a model may not be adequate for Germany or Poland. For risk assessors, it might therefore be helpful to systematically describe for all major areas, i.e. survival, reproduction, etc., where data were taken from, what they are representative for and if there is any evidence for geographical or other variation. If variation is present but not included in a model, it might be helpful to state if this will result in a more or less conservative estimation of, for example, recovery. A (shortened) example of how the representativeness of a model could be described is shown in Table 4 . In real applications of 
Scenarios and protection goals
Scenarios describe the environment which is considered in simulations with a population model, e.g. a specific landscape with a given landscape structure or the dimensions and the location of a surface water body which are considered for modelling aquatic organisms. Also, the timing of the application of a pesticide can be considered as being part of a scenario. For population-level risk assessments, it is evidently impossible to consider every possible landscape or environment for simulations in a population model. Therefore, the most practical way would be to run simulations for a few selected 'scenarios', which function as surrogates for the entire agricultural area. A pragmatic approach as used in the evaluation of the environmental fate of pesticides could be to produce a set of scenarios which aim to cover 90% of the agricultural area in the EU [57, 58] .
The selection of such scenarios is critical since, for example, landscape structure may have an important influence on the occurrence of species and also on recovery. For example, Wang and Grimm [5] have demonstrated for the common shrew (Sorex aranaeus) that in a landscape with hedges, recovery is considerably faster than recovery in a landscape without hedges. Also, the timing of application had a remarkable influence on shrew populations: while populations always recovered after repeated application of a hypothetical pesticide in spring, populations became extinct when the pesticide was applied in summer. Also, Galic et al. [59] analysed the effects of landscape structure on invertebrate populations and found that size and connectivity of habitat patches (source habitats) influenced the recovery of neighbouring depleted areas by immigrating individuals in a model population.
In principle, the selection of scenarios is a question of the protection goal and concerns the questions 'what shall be protected' and 'how protective' the assessment should be. The European Food Safety Authority [EFSA] [60] have proposed to define protection goals based on an 'ecosystem service concept', in which the 'benefit' of a group of animals for society is assessed (e.g. genetic resources, education and inspiration, aesthetic values). Subsequently, the EFSA [60] proposed to define protection goals by the ecological entity (e.g. individual or population), by the attribute (e.g. lethality or abundance) and by three types of scale: magnitude of impact, spatial scale of impact and temporal scale of impact. For vertebrates, the proposed protection goals are, for instance, 'no decline in biodiversity' and 'negligible effects on population structure'. The focus on the protection on the population level may seem to be a clearly defined goal [61] . However, the term 'population' is still not clearly defined in present guidelines. Clarification would be necessary since the definition of what a population is in biology is as controversial as the species definition, and different views exist, depending on the focus on ecology, genetics or evolution [62] [63] [64] . The term population is sometimes even used interchangeably with species [64] . The most common definition, which is based on the definition by Mayr [65] , is that animals in a population interbreed at the same time and have a level of genetic similarity. Apart from the issue to define a population, which could be solved by population genetics, another question is where to protect the animals. EFSA [60] proposes to focus on the (edge-of) field or landscape (depending on the home range of a species). One option could be to protect animals in their typical habitats, e.g. to protect wood mice in landscapes with forests, fields and hedges, the habitats where they typically occur [66] ; and hares in open landscapes predominated by large fields [67] . That would imply that wood mice would not be considered in risk assessments for landscapes with a low proportion of forests or hedges.
On the other hand, if a few wood mice would live in such unfavourable habitats, their small 'stock' (to avoid the word population) would evidently be more susceptible to effects by agricultural practise or pesticides. However, the few animals living in such areas might or might not represent a noticeable fraction of the overall wood mouse population and might possibly disperse to more adequate areas whenever available. This demonstrates the controversy when discussing protection goals. A practical solution might be to protect 'typical' or 'permanent' occurrences only, excluding temporary occurrences of a species.
Endpoints and measurement of effects
Only few studies have focussed on the question how population-level effects or recovery may be measured in a population model [61] . The easiest way may be to assess population size before and after a pesticide application and to evaluate if any differences are observed. If reduced population size is observed after a pesticide application, then one might measure the time needed until the 'normal' population size is reached to estimate the time until recovery. However, it has been rarely investigated how to evaluate if a normal population size is reached after an effect or if population size is the most suitable 'endpoint' for population-level risk assessment. A systematic comparison of possible endpoints (population density and population growth rate) for use in population-level risk assessments has been published by Wang and Grimm [5, 46] (but see also the book of Barnthouse et al. [61] for a discussion of further endpoints). The authors applied a population model for the common shrew (S. aranaeus) and showed that growth rate was only temporarily affected when applying an additional mortality on the populations (simulating the impact by a hypothetical pesticide), i.e. population growth rate was reduced only at the time of the impact. However, after application, population growth rate did not differ from the growth rate in control simulations, suggesting a very fast recovery. In contrast, when focussing on population density as an endpoint to measure population-level effects, simulated treatment populations differed significantly from control populations until several months after treatment. These results demonstrated that population density was a much more sensitive endpoint for population level risk assessments. Population size or density is also the ecologically most reasonable parameter since it's the number of animals which provides food for predators, reduces food resources (plant parts, seeds, etc.) or disperses seeds. In contrary, population growth rate does not have a direct influence on any of these factors. Apart from the selection of endpoints, it has to be defined how to detect effects in a population model or more specifically, how to decide if an effect exists or not. In common field trials, the presence of an effect is currently determined based on a statistical evaluation ('is the survival in the treatment significantly lower than that in the control'). A statistical evaluation of experimental trials is the only reasonable way since sample size is usually limited, and one has to know if a difference between the control and the treatment is caused by a real effect or by sample size effect. In population models, however, the number of simulations can be increased with relatively little effort. Therefore, even the smallest differences could be detected with a high number of simulations by a statistical test. Whether minute differences of population size are biologically relevant is debatable. One practical approach to make model simulations comparable to field studies could be to limit the number of simulations to a sample size which is comparable to the one of field studies (for example, see the study of Wang and Grimm [5] ). Alternative approaches would be to use an accepted threshold or trigger for defining effects or recovery. Recovery could then be assumed if the population density consistently reaches, for example, 95% of the density of the control simulations. While the use of a threshold may seem to be an easy and straightforward approach, the amount of effect being acceptable will vary for each species. Therefore, the use of a statistical test using a number of simulations which are comparable to field studies may be the better choice. However, since the performance of a statistical test depends largely on sample size [34] , the choice of the number or simulations used would be a choice of which magnitude of effect one wishes to detect.
Conclusions
Population models can provide a useful tool in risk assessment. However, for creating confidence in such models and to make them applicable for risk assessors, several issues should be addressed starting with a detailed technical description of the model, an evaluation of the realism of a model (validation), the description of what a model represents and which scenarios are considered in a final population-level risk assessment. For covering all these aspects, a thorough knowledge of the wildlife ecology and methodology is essential. However, even after a thorough validation and an evaluation of the representativeness of a model, some degree of uncertainty regarding the prediction will always remain since population models are and will always be based on a limited amount of knowledge. However, the same applies for virtually any risk assessment or field study. Also, higher tier risk assessments are typically based on a limited set of data from the literature, and usually much less literature is reviewed for a risk assessment (depending on what is refined) than for a population model. In a best case, a population model may even reflect all our current knowledge of a species. Also, when performing field studies for answering a specific risk-related question, there is uncertainty. Usually, a study is conducted over a limited time period in a specific geographical area with a limited number of plots. Hence, there is an uncertainty if results from this study are representative for other areas or years (with different population densities, weather conditions or food abundance). In addition, sample size and the number of plots or replicates can cause a considerable amount of uncertainty. Compared to higher tier risk assessments or field studies, population models do also offer the advantage that they are flexible. Instead of focusing on a single field study, they could be used to run several different scenarios, which reflect the conditions in different geographical areas or landscape structures. Also, the detectability of effects can easily be increased by running more simulations (sample size) or increasing the plot or landscape area that is simulated. The final questions which cannot be solved by modelling ecologists but only by risk assessors is the definition of adequate scenarios, acceptable levels of recovery and the measurement of population-level effects.
