In order to exploit the potential intrinsic low-dimensional structure of the high-dimensional data from the manifold learning perspective, we propose a global graph embedding with globality-preserving property, which requires that samples should be mapped close to their low-dimensional class representation data distribution centers in the embedding space. Then we propose a novel local and global graph embedding auto-encoder(LGAE) to capture the geometric structure of data, its cost function have three terms, a reconstruction loss to reproduce the input data based on the learned representation, a local graph embedding regularization to enforce mapping the neighboring samples close together in the embedding space, a global embedding regularization to enforce mapping samples close to their low-dimensional class representation distribution centers. Thus in the learning process, our LGAE can map samples from same class close together in the embedding space, as well as reduce the scatter within-class and increase the margin between-class, it will also detect the local and global intrinsic geometric structure of data and discover the latent discriminant information in the embedding space. We build stacked LGAE for classification tasks and conduct comprehensive experiments on several benchmark datasets, the results confirm that our proposed framework can learn discriminative representation, speed up the network convergence process, and significantly improve the classification performance.
I. INTRODUCTION
The past decades have witnessed the great development of deep learning algorithms, the main idea of the deep learning methods is to automatically learn high-level abstractions of data by using deep architectures composed of multiple nonlinear transformations. Deep learning techniques have demonstrated powerful representation learning capability and achieved remarkable successes in various applications, including computer vision [6] , [7] , object detection [8] , [9] , natural language processing [10] , [11] , speech recognition [12] , [13] , automatic control [37] .
As one of the most representative deep learning approaches, auto-encoder [1] - [4] is utilized for learning representations by minimizing the reconstruction error between the input and the reconstructed output. An auto-encoder is The associate editor coordinating the review of this manuscript and approving it for publication was Yanzheng Zhu . a special neural network where the input and the output are the same. It consists of an encoder that projects the input to a representation layer, and a decoder that maps the representation back to reconstruct the input. As a result, autoencoder learns a simple identity function to extract some underlying explanatory factor of data. Auto-encoder can be used in two ways in analysis tasks: 1) low dimensional representation learning [14] , [15] ; 2) pre-training layer-wise and initialization for a stacked auto-encoder [1] . Recently, various variants of auto-encoder have been brought up, sparse autoencoder (SpAE) [2] introduced the KL sparsity divergence regularization to penalize the expected activation of hidden units to learn sparse representations. Denoising auto-encoder (DAE) [3] intentionally trained a network that can reconstruct the clean input from the corrupted version of it, which not only avoids simple identity mapping but also discover more robust representation under different types of noises. Contractive auto-encoder (CAE) [4] added a Frobenius norm of the Jacobean matrix of the hidden representation to extract robust features to slight changes of input. Higher version of contractive auto-encoder [5] regularized the norm of the Hessian matrix of the hidden representation to favor smooth manifold.
The motivations of auto-encoder and its variants above are on learning underlying explanatory representations of data, they are widely used for detect important structure in the input patterns. Their reconstruction criterions aim at learning representations to reproduce every detail in the original data, it is not natural to incorporate label information into these models during pre-training phase, they can seldom learn discriminative representations. Therefore, the learned representations by traditional auto-encoders are suitable for applications related to unsupervised reconstruction, but they may not be optimal for classification.
In an attempt to extract class specific representations, some discriminative auto-encoders have also been proposed in recent years, a popular technique is manifold learning, which exploits and preserves the local neighborhood structures of data in the embedding space. Laplacian auto-encoder(LAE) [16] and graph regularized auto-encoder (GAE) [17] added a Laplacian regularization penalty to enhance the locality preserving property of learned representations for data points on the manifold. Compact and discriminative stacked auto-encoder (CDSAE) [18] imposed a local fisher discriminant regularization to constrain similar features within class and dissimilar features for different classes. LAE, GAE, and CDSAE only introduce the locality preserving graph embedding into auto-encoder, they may not fully consider the global geometrical structure and discriminative information of data. There are some other auto-encoders aim at discovering the latent discriminant information. Large margin auto-encoders (LMAE) [19] boosted the discriminability by enforcing different class samples to be large marginally distributed in hidden feature space, it uses large-margin K-nearest neighbors to select the neighbors, which is not computational efficiency when the data representation dimensions are very high. Supervised COSMOS auto-encoder [20] incorporated cosine similarity and mahalanobis distance for reconstruction, along with mutual information based penalty term for learning discriminative features. However, its objective loss has several coefficients to balance different terms, so it may be sensitive to parameters. Group sparse auto-encoder (GSAE) [21] incorporated a group L21-norm to learn class-specific features, but the group L21-norm sparse regularization cannot fully capture the latent discriminant information. Class representative auto-encoder [22] aimed at learning discriminant feature by reducing intra-class variations and increasing inter-class variations. Smooth auto-encoder [23] learned robust and discriminative representation of data sample to reconstruct its local neighbors, but it is not reasonable when sample's local neighbors are from different classes. Nousi et al. [24] proposed a new family of discriminant auto-encoders, which reconstruct the input data from translation of data sample.
Understanding the potential intrinsic low-dimensional structure of the high-dimensional data is an essential preprocessing step for a number of further data analysis processes, such as feature analysis, pattern classification, and visualization. In the paper, we proposed a global graph embedding to project samples close to their low-dimensional class representation distribution centers in the embedding space. In order to learn discriminative low-dimensional feature space built upon auto-encoder from the manifold learning perspective, we incorporate the traditional local graph embedding regularization and our global embedding regularization into the auto-encoder, and propose a novel method termed as local and global graph embedding auto-encoder (LGAE). Thus, in the learning process, the local graph embedding regularization can enforce mapping the neighboring samples close together, and the global embedding regularization can enforce mapping samples close to their low-dimensional class representation distribution centers in the embedding space. So, our method can provide an effective way to discover both the local and global geometrical manifold structures, increase intra-class compactness and the inter-class separability. With the LGAE as a basic component, we build stacked LGAE to learn discriminative features specifically for the task of classification. The comprehensive experimental results on several benchmark datasets confirm that our proposed framework can learn more discriminative representation, and significantly improve the performance for classification.
The rest of the paper is organized as follows. We provide related works about the graph regularized auto-encoder in Section II. The proposed algorithm is described in Section III. Experimental results for evaluating the performance of the proposed approach are described in Section IV. Finally, conclusions are drawn in Section V.
II. RELATED WORKS
As we all known, raw data samples are considered lie in a low-dimensional manifold embedding space. The graph embedding [25] , [26] seeks to capture discriminative information or preserve some geometric similarity of the data, and learn meaningful low-dimensional representation of the raw data points [33] , [35] . It is based on the manifold assumption that nearby neighbors should share similar properties, and similar sample points in original space should be also similar in the transformation space. Many manifold learning algorithms can be derived from the graph embedding framework, such as local linear embedding (LLE) [27] , locality preserving projection (LPP) [28] , [35] , and Laplacian eigenmap [29] . The graph embedding emphasizes the importance of local geometrical structure in data set, and aims at preserving local neighborhood connection strengths of samples. The localities of data are always measured by the local distance similarities between samples [36] , so the graph embedding generally attempt to discover low-dimensional local manifolds via constructing informative k-nearest neighbor graphs.
Inspired by the graph embedding framework, researchers have dedicated to develop auto-encoder algorithms to learn representation that well capture and preserve both geometrical and discriminant structure of data with locality-preserving property completely from the manifold learning perspective. Graph regularized auto-encoder (GAE) [17] added a graph regularization as an additional cost to reconstruction cost as follow:
where, N is the number of samples, λ is the weight coefficient of graph regularization, x i is the reconstruction output of GAE with respect to data sample x i . w ij is the similarity between samples x i and x j , f (x i ) and f (x j ) are the corresponding representations.
Laplacian auto-encoder [16] derived first-order and higher order regularization to preserve locality for data on the continuous manifold. The first-order LAE has the similar form with GAE:
The higher order LAE (LAE+H) can be written as:
where, J f (x) denotes the Jacobian matrix of hidden representation at x, β is the regularization parameter.
Nousi et al. [24] proposed a new family of discriminant auto-encoders. They pointed out that the graph preserving criterion can be expanded for the auto-encoder's reconstruction targets, instead of the low dimensional representation. They only changed the desired output of the auto-encoder, in comparison to the standard auto-encoder's goal of minimizing
, the goal of discriminant auto-encoder is to minimize:
is new target shifting sample of x i with graph preserving criterion. For k = 0, as stated, x (k) i = x i is just the reconstruction target of standard auto-encoder. Many sample shifting methods with graph embedding are proposed, such as shifting sample towards class centers, the nearest neighbors that belong to the same class, and the cluster centers. Shifting sample away from rival class centers, nearest neighbors that belong to rival classes.
III. PROPOSED METHOD A. THE LOCAL AND GLOBAL GRAPH EMBEDDING
The graph embedding framework learns low-dimensional representation for data points on the manifold with localitypreserving property, which require that neighboring points with short geodesic distances should be mapped close together in the embedding space. So it emphasizes the importance of local geometrical structure in data set. But samples are from different distributions, for some samples, their neighboring samples may be not from same distribution, so it is not reasonable to map them close together in the embedding space. Even though their neighboring samples are from same distribution, but the transformation representations may have big scatter within class in the embedding space. We should also consider the globality-preserving property, we define it as that samples should be mapped close to their low-dimensional class representation distribution centers in the embedding space. Next, we give the detail definition the proposed new global graph embedding.
For a general classification problem, suppose that
N is the number of samples. The samples are assumed to be divided into C classes, and the class label of the sample x i is assumed to be c i ∈ {1, 2, . . . , C}.
Definition 1 (The Local Graph Embedding): From the perspective of graph, the data X can be represented by a undirected weighted graph G = (X, W) with edges weight W. The local graph embedding is a mapping f : x → f (x) ∈ R d * such that d * < d and the f preserves some proximity measure of data samples defined on G.
The local graph embedding introduces the undirected weighted intrinsic graph G = (X, W) to preserve local geometrical structure of the data, the vertex set X are the data samples, the edge w ij , i, j = 1, . . . , N is weight connection between the node i and j, so W measures similarities between pairs of samples, and it is a symmetric matrix. If two data points x i and x j are close in the intrinsic geometry of the data distribution, then as the low-dimensional representations of these two points, f (x i ) and f (x j ) are also close to each other. So the local graph-preserving criterion is given as follows:
B is a constraint matrix used to avoid trivial solutions and is usually diagonal for scale normalization, and tr(·) is the trace operator. The local graph embedding seeks to find the optimal low dimensional representation and tries to preserve the connection between data samples.
Definition 2 (The Global Graph Embedding): For data X from C distributions, suppose that the mean vector µ k (x), k = 1, 2, . . . C is the distribution center corresponding to class k, and X = [µ 1 (x), µ 2 (x), . . . , µ C (x)] is the distribution center dataset. Let G = ((X, X), V) denotes a undirected weighted graph defined on vertex sets X and X with edges weight V. The global embedding is a mapping f : x → f (x) ∈ R d * such that d * < d and the f preserves some proximity measure of data samples with the distribution centers defined on G.
The global graph embedding introduces an undirected weighted intrinsic graph G = ((X, X), V) to preserve the global geometrical structure of the data, the vertexes are the data samples X and the distribution centers X, the edge v ij , i = 1, 2, . . . , N , j = 1, 2, . . . C is the weight connection between the data sample x i and distribution center µ j (x), so V measures similarities between data samples and distribution centers. If data point x i is close to the intrinsic geometry of the data distribution center µ j (x), then as the low-dimensional representations of x i , f (x i ) is also close to the low-dimensional representations data distribution center µ j (f (x)), so the global graph-preserving criterion is given as follows:
where, µ j (f (x)), k = 1, 2, . . . C is the representation distribution center corresponding to class j, B is a constraint matrix. The global graph embedding seeks to find the optimal low dimensional representation, which tries to preserve the connection between data samples and distribution centers. The global graph embedding can map the representation data of same class close to representation distribution center. Therefore, it will increase inter-class variations and reduce intra-class variations.
B. PROPOSED DISCRIMINATIVE AUTO-ENCODER WITH LOCAL AND GLOBAL GRAPH EMBEDDING
Taking into account the local graph-preserving property and global graph-preserving property, we propose a local and global graph embedding auto-encoder (LGAE). LGAE consists of two parameterized deterministic functions named encoder and decoder. The encoder map input x to the latent representation space h for representation learning:
where W e and b e are the parameters of encoder.
The decoder attempts to map the latent representation h to output x for reconstruction the input:
where W d is a tied weight matrix, i.e. W d = W T e , b d is the bias vector.
We consider the following objective function for learning LGAE:
where, loss r is the reconstruction loss, loss l is the local graph embedding regularization, and loss g is the global graph embedding regularization. 1) Reconstruction loss: it can capture underlying explanatory factors for the observed input and preserve important information. It can be denoted as:
2) Local graph embedding regularization: it tries to capture the local geometric information by mapping neighboring samples close together on the manifold. It is defined as:
where, L = D − W, D is a diagonal matrix with the element
. . , f (x N )} is the hidden representation of X.
3) Global graph embedding regularization: it tries to capture the global geometric information by mapping samples close to their class representation distribution centers.
where, V row is a diagonal matrix with the element v row
, µ 2 (f (x)), . . . , µ C (f (x))} is the representation distribution center dataset. VOLUME 8, 2020 Thus, the objective cost function of our proposed LGAE can be denoted as:
We notice that there are three terms in the objective function, but all of the parameters can be updated simultaneously with gradient decent based algorithms [30] , e.g. stochastic gradient descent (SGD), adaptive moment estimation (Adam). The learning procedure of LGAE is summarized in Algorithm 1.
Algorithm 1 LGAE Input:
Training data set X, learning rate η, Penalty coefficient λ 1 , and λ 2 . Output:
Network parameters. 1. Initialize parameters of network; 2.Repeat Feedforward pass: 3. Feed a mini-batch of data X (i) to the network, and compute the hidden layer activations as well as the outputs; 4. Select the neighbors set of each sample for X (i) , compute the local adjacency matrix W and local graph the embedding regularization; 5. Compute the class distribution centers for X (i) , compute the global adjacency matrix V and the global graph embedding regularization; Backward pass: 6. Compute objective function; 7. Optimize objective function by gradient decent based algorithms; 8. Continue Step 3 and Step 7 until the algorithm converges.
end
To handle complex problems, we extend the LGAE to a multilayer network called stacked LGAE(SLGAE). We adapt the layer-wise pre-training procedure to get the parameters of each encoder and used them as initial weights of the whole network for fine-tuning. The stacked LGAE framework is shown in Figure 1 . 
IV. EXPERIMENTS AND RESULTS

A. EXPERIMENTAL SETUP 1) DATASET SUMMARIZATION
In order to evaluate the performance of our method, we carry out extensive experiments on various datasets, including 10 UCI datasets, and 3 image datasets. The 10 UCI datasets are from the UCI machine-learning repository [32] . The image recognition datasets consist of 3 well-known image datasets: Mnist, Fashion-Mnist, and NORB. 1) Mnist dataset is a gray-scale handwriting digit image dataset of 0∼9, each class has 7000 images, 6000 images per class are used for training while the remaining 1000 of them are used for testing, so it consists of 60000 training gray-scale images, and 10000 test gray-scale images. Each image is of size 28×28 pixels, and can be represented by a vector of size 28 * 28 = 784.
2) Fashion-Mnist is a dataset of 10 fashion products: t-shirt, trouser, pullover, dress, coat, sandals, shirt, sneaker, bag, ankle boots. Each product has 70000 images, 6000 images per class are used for training and the remaining 1000 images are used for testing, so there are 60000 training images and 10000 test images. Each image is of size 28×28 pixels in gray scale and can be represented by a vector of size 28×28 = 784.
3) NORB is the NYU Object Recognition Benchmark dataset from five generic categories: four-legged animals, human figures, airplanes, trucks, and cars, it contains both 24300 stereo images for training and testing. each belonging to the 5 generic categories with different viewpoints and various lighting conditions, such as 3D pose and lighting. Each image is 32 ×32 pixels and has two channels. We resize the image down to 20×20 pixels to speed up the progress of the experiments. Each image is represented by a vector of size 20×20×2 = 800. Table 1 gives a brief description for the databases. 
2) COMPARISON METHODS
In order to evaluate the effectiveness of our SLGAE, we provide performance comparisons with many state-of-the-art methods, they are: 1) Stacked auto-encoder (SAE) [1] ; 2) Stacked sparse auto-encoder (SSpAE) [2] with KL divergence regularization, the sparsity parameter ρ is set as 0.05, and sparsity penalty coefficient β = 0.1;
3) Stacked denoising auto-encoder (SDAE) [3] . We added mask noise, and the corruption rate is 15% for SDAE networks; 4) Stcked contractive auto-encoders (SCAE) [4] ; 5) Stacked Laplacian auto-encoder (SLAE) [11] .
3) IMPLEMENTATION DETAILS
We implement all the models using TensorFlow framework and run on a single Nvidia GTX 1080Ti GPU. All hidden layers are activated by ReLU nonlinearity function. All methods share the same network architecture for each dataset. The network comprises several hidden layers for representation learning and a softmax layer on the top for classification. On UCI dataset, we set only 2 hidden layers, on image datasets, we set 3 hidden layers to learn high level abstraction representations, the specific networks are shown in table 2. We employ the Adam algorithm for optimization with minibatch size of 256. Each layer is pre-trained for 100 epochs with learning rate of 0.001, and in supervised fine-tuning stage, the networks are trained for 100 epochs with learning rate of 0.0005. 
B. RESULTS AND DISCUSSIONS 1) CLASSIFICATION EXPERIMENTS
For our method, there are two regularization terms, the local graph embedding regularization loss l , and the global graph embedding regularization loss g . The performance of our method mainly relies on the design of the local adjacency graph W, and the global adjacency graph V. In the construction of W, we need to determinate the neighboring samples, and then calculate the similarities between samples. In the construction V, we need to calculate the distribution centers, and then calculate the similarities between samples and the distribution centers. There are two methods can be employed for neighboring samples selection: 1) K-nearest neighbors (KNN), it selects neighbors in an unsupervised manner;
2) Same-class neighbors, it selects neighbors in a supervised manner.
There are also two similarity weights calculation methods: 1) Gaussian kernels weights The similarity of neighboring samples is defined using Gaussian kernels with the bandwidth parameter σ :
2) Same weights Neighboring samples have same similarity weights:
where, denote x j ∈ N (x i ), if x j is neighbor of x i . In practice, it is very time-consuming to use KNN to determinate the neighbors, and Gaussian kernels to calculate the similarity weights when the data representation dimensions are very high. So in this paper, we use same-class neighbors method to select the neighboring samples, and the same weights method for the construction of V and W. For LAE, we use same strategy. When training the network with a mini-batch data, we treat the same class samples as the neighboring samples, mean vector of same class samples as distribution center. For our method, the regularization parameters λ 1 and λ 2 are set by searching the grid of [0.00001, 0.0001, 0.001, 0.01]. For LAE, the regularization parameters λ are chosen from the range [0.00001, 0.0001, 0.001, 0.01].
We conduct experiments with different parameters on UCI datasets, the test classification results of our method SLGAE and SLAE on datasets Sat_image, DNA, Segemtation, and Isolete are shown in Table 2 -6.
As we can see from the tables, although parameters have relatively small impact for different datasets, but better parameters can still achieve very excellent performance than others parameters. By analyzing the best performances of those two methods, we can draw the conclusion that with the best parameters, our method SLGAE can achieve better tests classification accuracy than SLAE, so SLGAE is superior than SLAE, and parameter selection is still important to achieve better performance.
With the optimal parameters, we train all the models, and draw the test classification performances curves of different methods for the DNA and Segmentation dataset in Figure 2 and SCAE, so we choose curves of SDAE as a representative curve. The curves show that after pre-training layer-wise and initialization for the stacked auto-encoder, our model SLGAE has higher performance and the learning performance increases significantly and converges faster after a few epochs of training. So our method has a better initialization state, which indicates that our SLGAE indeed learn more discriminative information than other competitors. Better initialization state for the stacked auto-encoder network will speed up the network convergence, avoid falling into local minimum locations in the training process of the neural network, and guide the network converge towards a better performance faster.
To have a qualitative evaluation of different methods, we train models on all datasets with the optimal parameters. We repeated the testing procedure 10 times for 10 UCI all datasets and 5 times for other 3 image datasets, then the average test accuracy and standard deviation of test samples are calculated for comparisons. Table 7 presents comparison results of the proposed model with other state-of-the-art methods on benchmark datasets. The bold values in the text indicate the best results. Compared with baseline model SAE, SSpAE encourage sparisity on hidden layer activation, so it can avoid over-fitting and achieve higher accuracy. SDAE and SCAE can learn more robust feature and achieve slightly improvement of the test accuracy compared with baseline SAE. It can be observed that the performance of proposed SLGAE model has significant improvement. The proposed approach yields improvements around 1-2% compared with baseline model SAE, it is interesting to note that SLGAE also have improvements compared with SLAE considerably, on most datasets there are around more than 0.5% improvements. SAE, SSpAE, SDAE and SCAE are pre-trained without using any label information, so the learned representations are not optimal for the nature of the supervised tasks. While SLAE and SLGAE incorporate the data graph information to learn representative and discriminate features, so they can achieve higher accuracy. The results reveal that our method has superior merit in capturing complex geometric structure than SLAE, the locality and globality preserving property seems to contain much more discriminative information, and better preserve the intrinsic manifold geometry. The preserved local and global geometric structure give rise to the better classification performance and more discriminative embedding space.
2) VISUALIZATION EXPERIMENTS
In order to visualize the learned representations, we can project them into a 2D space to visualize the embedding latent representations generated from different approaches. The representation visualization performance is also an indicator of the quality of the representations. We trained the first auto-encoder network and adapt t-Distributed Stochastic Neighbor Embedding (t-SNE) [31] to produce representation visualization on 2D space. The results on Segmentation dataset of different approaches are shown in Figure 4 .
In the figures, each dot indicates a sample, the colors of the points correspond to the class labels. As we can see, the data points of different classes overlap seriously derived from SAE, SpAE, CAE and DAE, but points form LAE and LGAE are more distinctive than other four methods. It is suggested that samples representations from class 2, 3 and 4 are very difficult to distinguish, but they are separated with a larger margin by our LGAE compared with LAE. The samples representations of class 1 are mapped closer together by our LGAE, while they are scattered for other methods. Comparing with other variants of auto-encoder, our method can use the discriminative information to better visualize the differences between different classes. The visualization results indicate that the neighboring samples for our method are projected to similar hidden representations as nearly as possible and the samples are closer to class distribution centers in the embedding space, meanwhile the samples from different categories are separated by a large margin. Therefore, our method provides more separable representation in the 2D embedding space than the other methods. SAE, SpAE, CAE and DAE are trained in an unsupervised manner, the learned representations may not discriminate for the classification. Compared with LAE, our proposed global graph embedding can enforce the representations of same class closer to representation distribution center, thus it will reduce intra-class variations and increasing inter-class variations. So the LGAE provides an effective means to discover the nonlinear local and global geometrical manifold structures, increase intra-class compactness and the inter-class separability, which gives rise to the more discriminative embedding space and the better visualization quality.
V. CONCLUSION
To detect important structure in the input patterns, in this paper, we proposed a global graph embedding to project samples close to their low-dimensional class representation data distribution centers in the embedding space. We build LGAE with local and global graph embedding regularization to learn discriminative features. Those two regularizations can map neighboring samples close together, and map samples close to their class representation distribution centers in the embedding space. So LGAE can discover the nonlinear local and global geometrical manifold structure. The stacked LGAE for classification experimental results on several benchmark datasets confirm that our proposed framework can learn discriminative representation, guide the network converge towards a significantly better performance faster.
However, our method has two regularization terms, the penalty coefficients are important to achieve better performance, so we should pay more attention on penalty coefficients selection in practice, which may be trivial and time-consuming. But incorporating the globality and locality preserving graph embedding into auto-encoder is useful for discover discriminative representation, so it may be worth investigating in the future: 1) incorporate our globality and locality preserving graph embedding into other variants of auto-encoder to improve the performance, such as SpAE, DAE and CAE. 2) introduce other kinds of graph embedding techniques [33] [34] [35] [36] into auto-encoder to well capture the underlying manifold structure of data.
