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Abstract
This project studies the sensitivity of model output statistics (or MOS) in numerical
weather prediction to lead times and parameters. In order to study MOS in an ideal-
ized setting, I use the simplified Lorenz system of differential equations as the physical
model to explore the sensitivity of linear MOS in this non-linear system. MOS finds a
statistical relationship between imperfect model variables and true variables using lin-
ear regression. The effect on the forecast error of lead time and parameter perturbation
are investigated.
Thesis Supervisor: Kerry Andrew Emanuel, PhD
Title: Breene M. Kerr Professor of Atmospheric Science
1 Introduction
This project seeks to investigate what affects model output statistics (or MOS) in numer-
ical weather prediction. There are two major types of error associated with prediction:
initial condition error and model error. This project focuses specifically on model error.
The full numerical weather forecasting model used by the National Weather Service is quite
complex, and the goal is to study MOS in a much more ideal setting. Hence this project
uses the simplified Lorenz system of differential equations as the physical model of study.
Specifically, this project utilizes linear MOS on the non-linear Lorenz system to study MOS
behavior.
Model output statistics have long been a part of numerical weather forecasting. For
example, among other variables, the National Weather Service Techniques Development
Laboratory (TDL) uses MOS in its statistical quantitative precipitation forecast[l]. They
relate historical data to the output from numerical weather prediction models. The pre-
dictors that best explain the variance of the predictand are used in the MOS process[l].
For short-range forecasts, one of the predictors is often the most recent observation[3]. In
predicting wind speed, for example, the predictors might be the observed 1000 millibar
geostrophic wind speed, observed surface wind speed, and forecasted components of the
wind velocity[2]. Predicting the maximum temperature might involve the 1000 millibar
temperature and wind speed, humidity, precipitation amount, and forecasted temperature
as predictors. In the simplified Lorenz system, however, the predictors are only the three
forecasted variables because they are observed directly.
2 Lorenz Equations
The Lorenz system used in this project was derived in 1963 by MIT professor Edward
N. Lorenz from simplified equations for convection in the atmosphere[5]. The differential
equations have the following form
dX  = Pr (Y - X) (la)dt
dY
= -XZ + rX - Y (lb)dt
dZ
= XY - bZ (Ic)dt
The variables are X - the intensity of convective motion, Y - the temperature difference
between ascending and descending currents, and Z - the difference of the vertical temper-
ature profile from being linear[5]. The parameters are Pr, the Prandtl number, which is
a nondimensional ratio of the system's kinematic viscosity to its thermal viscosity, r, the
Rayleigh number, which is a nondimensional number associated with free convection, and
b which serves to relax the system back to the background state. Lorenz found that above
a critical value of r, the system exhibits chaotic behavior[5].
Chaos in a deterministic system like the Lorenz system is marked by sensitive depen-
dence on initial conditions (SDIC)[6]. This means that small perturbations in the initial
conditions can lead to marked differences in the solution later in time. Lorenz noted this
behavior in his 1963 paper on chaotic dynamics[5]. This project focuses on error in the
model itself, and the effects of accounting for error using model output statistics (MOS).
3 MOS
Model output statistics is a method used in numerical weather prediction in order to correct
for the fact that a physical model is never perfect. In this study, the Lorenz system with no
parameter perturbation is denoted as the "truth," and any Lorenz system with a slightly
perturbed parameter is the "model." That is, the truth is given by
dXt
= Pr (Yt - xt) (2a)
dt
d = -XtZt + rXt 
- Yt (2b)dt
dtd = XY - bZ (2c)
and the "model" is given by
dXmdXm = Pr (Ym - Xm) (3a)
dYm
d = -XmZm + r 'Xm - Ym (3b)
dtdZmdt = XmYm - bZm (3c)
where the subscript t denotes the truth and the subscript m denotes the model. The true
system and imperfect model are equivalent except for the parameter r, so therefore r , r'.
MOS attempts to account for the imperfect model by finding a statistical relationship
between the value of the forecasted variables in the imperfect model, or predictors, and
the value of the true variable that is being forecasted, or the predictand[2]. In linear MOS,
one uses linear regression to find the relationship. This amounts to finding Xt as a linear
function of the model variables Xm, Ym, and Zm, Yt as a linear function of Xm, Ym, and
Zm, and Zt as a linear function of Xm, Ym, and Zm. That is,
Xt = a + bXm + cYm + dZm
Yt = e + f Xm + gYm + hZm
Zt = i + jXm + kYm + lZm
This is equivalent to Ea = b where
(4a)
(4b)
(4c)
1 Xm Ym Zm 0 0 0 0 0 0 0 0
E = 0 0 0 0 1 X m  Ym Zm 0 0 0 0
0 0 0 0 0 0 0 0 1 Xm Ym Zm
a=(a b c d e f g h i j kl) T  b= Yt
Since there are twelve unknowns and three equations, this matrix equation is underde-
termined. The problem can be overdetermined by repeating this process with the solution
from many initial conditions 1 to n. Hence now the equation is Ea ~ b and the matrices
are
Xmi
0
0
Xm 2
0
0
Ymi
0
0
Ym2
0
0
Zmi
0
0
Zm2
0
0
0
Xmi
0
0
Xm 2
0
0
Yml
0
0
Ym2
0
0
Zml
0
0
Zm 2
0
0
0
Xmi
0
0
Xm 2
0
0
Ym1
0
0
Ym2
0
0
Zmi
0
0
Zm2
Xmnn Ymn Zmn 0
0 0 0 1
0 0 0 0
0
Xmn
0
0 0 0
Ymn Zmn 0
0 0 1
0
0
Xmn
0 0
0 0
Ymn Zmn
Ytl Ztl Xt 2 Yt2 Zt 2 .
The matrix equation can be solved in the least-squares sense, where one is trying to min-
imize the square of the error using the objective function J = (ka - )T ( - b
By taking the partial of J with respect to a and setting it to zero, one finds that the
least-squares solution is & = (ETET) 1  T [7 ] . Throughout this paper, the least-squares
solution is referred to as the weighting matrix a.
b= ( Xtl Xtn Yn Ztn )T
4 MOS Forecasting Method
In this project, the true parameters were Pr = 10, r = 30, and b = 3. In the imperfect
model, only the parameter r was perturbed. The linear regression was accomplished in the
following way. First, the initial condition X = 2, Y = 1, Z = 6 was arbitrarily chosen. The
true trajectory was found using the ode45 function in Matlab, for t = 0 to t = 1000 with
a time increment of 0.01. Enough time was allowed to pass for the solution to tend to the
attractor. The linear regression matrix equation was overdetermined by choosing many
more than four initial conditions along the attractor as predictors. These initial conditions
were time-stepped using the imperfect model, again using ode45 with a time increment of
0.01, and the true solutions with the same lead time were used as verifiers to solve for the
linear best fit.
For the Lorenz system, in order to find a proper window for the lead time such that
MOS is effective, the raw model error versus lead time must be analyzed. If the raw error
is too small, the application of MOS is uninteresting because any MOS improvement will
be quite small. For lead times near and after saturation, the application of MOS is unin-
teresting because MOS can be no more effective. Figure 1 is a plot of the norm of the raw
model error versus lead time, averaged over a number of imperfect models, ranging from
an arbitrary parameter perturbation from truth of 2 to -2.
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Figure 1: Norm of the model error versus lead time.
As expected, the error grows with lead time until saturation is reached, after which
the error levels off. Saturation occurs when the error is on the order of the diameter of
the attractor[6]. In this figure, the saturation value (again, averaged over many imperfect
models) is about 20. Error reaches saturation by about t = 12 so an appropriate window
to apply MOS is for lead times less than 12.
Now that a proper lead time window has been chosen, one can also quantify how pa-
rameter perturbation affects raw error. If the parameter departure from truth is too small,
the raw error will be too small for MOS to be effective. Figure 2 is a plot of the norm
of the raw model error versus parameter perturbation for a lead time of 4. Parameter
perturbation from truth ranges from -1.9 to 1.9.
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Figure 2: Model error versus parameter perturbation.
Also as expected, the error grows as the imperfect model parameter moves further from
the true value. The raw error is roughly (though not exactly) symmetric around the true
value of the parameter. For a parameter perturbation of 1.5, the raw error is large enough
for MOS to be effective, so a 1.5 parameter perturbation will be chosen.
Since only one regression matrix is calculated for every lead time, enough predictors must
be used to capture the behavior of the entire attractor. The regression coefficients converge
after about 10,000 initial conditions used in regression. Figure 3 shows the 10,000 initial
conditions used to solve for the best fit of predictors to verifiers.
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Figure 3: Spread of the 10,000 initial conditions used in regression.
Most of the attractor is covered by the initial conditions used.
5 MOS Forecast Error
The first goal of this project is to investigate the MOS forecast error. In traditional MOS,
one weighting matrix is calculated per lead time, and then applied to many forecasts from
many initial states. Because of the nature of the system of equations, different initial
conditions behave differently even with the same lead time (due to sensitive dependence
on initial conditions). Therefore, one would expect the MOS forecast error to vary for
different initial states. The distribution of MOS forecast error is important to study.
Figures 4 through 6 are histograms of the distribution of X, Y, and Z (respectively) MOS
forecast error. The error is divided into twenty equally sized bins from a sample of 1000
forecasts with a lead time of 4.
__ __
Distribution of MOS x error
,100
90
80
70
60 -
50-
40-
30 -
20 -
0 -
-20
Figure 4: Distribution of MOS forecast X error.
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Figure 5: Distribution of MOS forecast Y error.
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Figure 6: Distribution of MOS forecast Z error.
The distributions of X, Y, and Z MOS error look fairly normally distributed. Therefore,
one would expect the absolute error, which is the square root of the sum of the squares of
the X, Y, and Z errors, to be roughly chi-squared. Figures 7 through 9 are histograms of
the distribution of the absolute MOS forecast error of 1000 forecasts with lead times of 2,
5, and 8 (respectively).
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Figure 7: Distribution of absolute MOS forecast error, lead time of 2.
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Figure 8: Distribution of absolute MOS forecast error, lead time of 5.
Dtbution of absolute MOS error, lead Ume of 8
2 4 6 8 10 12 14 18 18 20
bin number
Figure 9: Distribution of absolute MOS forecast error, lead time of 8.
The absolute MOS forecast errors are roughly chi-squared distributed, with three de-
grees of freedom. Figure 10 plots the distribution of absolute MOS forecast error of 1000
forecasts with lead times 2 and 8 simultaneously so that they can be compared. The lead
times 2 and 8 were chosen because 2 is a small lead time while 8 is close to saturation.
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Figure 10: Distribution of absolute MOS forecast error, lead time of 2 and 8.
The distribution is more spread out for longer lead times (i.e. the distribution has a
longer tail for longer lead times).
6 MOS Forecast Error Versus Lead Time
This section investigates the average MOS forecast error versus lead time. As one can see
from the previous section, the MOS forecast error varies greatly on the initial state being
forecasted. However, one can analyze the average forecast error for insight. Figure 11
shows the mean MOS forecast error, along with the mean raw forecast error, versus lead
time. Lead time is varied from t = 1 to t = 11 in increments of 1. The mean was calculated
from a sample of 10,000 forecasts, which was enough for the mean to converge. The solid
line is the MOS forecast error, while the dashed line is the raw forecast error.1- ~.-8--'
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line is the MOS forecast error, while the dashed line is the raw forecast error.
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Figure 11: Mean absolute MOS forecast error and raw forecast error versus lead time.
As previously noted, the raw forecast error increases as lead time increases up to satu-
ration, after which the error no longer grows. The MOS forecast error has the same type of
behavior. The absolute MOS error grows faster than the raw error; that is, MOS forecast
error reaches saturation sooner than the raw forecast error. It is also important to note
that MOS forecast error has a smaller saturation value.
The MOS forecast can now be compared to the raw forecast to quantify MOS improvement.
Define the MOS forecast effectiveness (MOSeffec) as a function of the mean raw forecast
error (RAWerr) and the mean MOS forecast error (MOSerr).
MOSeffec = 100 * (RAWerr - MOSerr)/RAWerr (5)
Another way to look at this is that the effectiveness represents the improvement of the
MOS forecast over the raw forecast. If the norm of the MOS forecast error was zero, then
the effectiveness would be 100 percent, meaning the MOS forecast would be 100 percent
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better than a raw forecast. Figure 12 shows the average MOS forecast effectiveness versus
lead time. Again, lead time was varied from t = 1 to t = 11 in increments of 1.
Figure 12: Average MOS percent effectiveness versus lead time.
The effectiveness of the MOS forecast increases as lead time increases up to a point,
when both raw error and MOS error have reached saturation, after which the MOS forecast
can be no more effective. For small lead times, MOS on average only improves the raw
forecast less than ten percent, while for larger lead times, MOS on average improves the
raw forecast over thirty percent.
It is also useful to study the elements of the least-squares solution. The least-squares
solution is a matrix with 12 elements; however, this project only studies three "main" ele-
ments a (2), a (7) and a (12). These are the parts of Xt described by X,, Yt described by
Y,,, and Zt described by Z,,. If the model were perfect, these elements would be equal to
1, because X, would perfectly describe Xt, Y, would perfectly describe Yt, and Z, would
perfectly describe Zt. Hence this project studies variation of the main elements from 1.
1
Figures 13 is an example of one of the three main elements of the weighting matrix as
a function of lead time. a (2), the part of Xt described by Xm, was arbitrarily chosen.
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Figure 13: Alpha 2 versus lead time.
Each main element of the least-squares solution matrix starts near 1 for very small
lead times, since there isn't much time for the model to diverge from the truth. The
elements decrease as lead time increases, as each model forecast explains less and less of
its corresponding true value (i.e. Xm explains less of Xt). Eventually, the main elements
converge to zero.
7 MOS Forecast Versus Parameter Perturbation
This section investigates the average MOS forecast error versus parameter perturbation.
Figure 14 shows the mean MOS forecast error, along with the mean raw forecast error,
_ _ ____ _ __
versus parameter perturbation from truth. Parameter perturbation was varied from -1.9
to 1.9, and the mean was calculated from a sample of 10,000 forecasts. The lead time was
4. The solid line is the MOS forecast error, while the dashed line is the raw forecast error.
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Figure 14: Mean MOS forecast error and raw error versus parameter perturbation.
As noted earlier, the raw forecast error increases as parameter perturbation increases.
The MOS forecast error also increases as parameter perturbation increases, until it reaches
saturation where the error levels off. The MOS forecast does not increase nearly as fast as
the raw forecast error with respect to parameter perturbation.
Once again the MOS forecast can be compared to the raw forecast. Figure 15 is the
MOS forecast effectiveness (defined above) versus parameter perturbation. Again, param-
eter perturbation was varied from -1.9 to 1.9, and the lead time was 4, taken from 10,000
forecasts.
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Figure 15: Average MOS percent effectiveness versus parameter perturbation.
The effectiveness of the MOS forecast increases as parameter perturbation increases.
For small parameter perturbations, the MOS forecast is less than ten percent effective,
while for larger perturbations, the MOS forecast is about thirty percent effective.
It is again insightful to study the three main elements of the regression matrix. Fig-
ure 16 is a plot of one of the three main elements of the weighting matrix as a function of
parameter perturbation. a (12), the part of of Zt described by Zm, was arbitrarily chosen.
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Figure 16: Alpha 12 versus parameter perturbation.
Just as with lead time, the main elements of the weighting matrix decrease as parameter
perturbation increases, which makes sense because the model diverges further from the
truth as parameter perturbation increases.
8 Conclusion
This project has studied the application of model output statistics on the simplified Lorenz
system. MOS involves the statistical relation of predictors to predictands in order to de-
crease forecast error. The MOS predictors in this project were the forecasted variables of
the Lorenz system from one imperfect model. The forecast error of each variable turned
out to be fairly normally distributed, and therefore the absolute forecast error mostly fol-
lowed a chi-squared distribution with three degrees of freedom. The absolute forecast error
distribution had a longer tail for longer lead times.
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The average forecast error was investigated. The average MOS forecast error, like the
raw error, increased as parameter perturbation and lead time increased, though in both
cases increased slower than the raw error. The effectiveness of MOS in the studied window
increased with lead time and parameter perturbation up to about thirty percent. MOS had
the same window of effectiveness for lead time and parameter disturbance because near
saturation, on average MOS only adjusts for the large-scale drift of the imperfect model.
9 Further Study
It would be interesting to see if MOS could be improved on. One possible way for this
to happen might be to try to correct for model bias at each time step, instead of post-
processing at the end of the forecast time. Another might be to include other predictors. It
would also be interesting to study the application of non-linear regression instead of linear
regression.
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Appendix A: Sample code for MOS forecast error versus lead time.
function mosg
[ttruth,ytruth]=ode45(@lorenz, [0:.01:1000], [2,1,6]);
y ltruth=ytruth(:, 1);
y2truth=ytruth(:,2);
y3truth=ytruth(:,3);
for n=1:20
for i= 1:10000
[t,y]=solvelorenz(1.5, 0, yltruth(1000+2*i),y2truth(1000+2*i),y3truth(1000+2*i),n);
yl=y(:,l);
y2-y(:,2);
y3-y(:,3);
matrix(3*(i-l1 )+1,1 )=1;
matrix(3 *(i-1)+1,2)-y 1 (length(y 1));
matrix(3 *(i- 1 )+1 ,3)=y2(length(y2));
matrix(3*(i-1)+1,4)=y3(length(y3));
matrix(3*(i-1)+1,5)=0;
matrix(3*(i-1)+1,6)=0;
matrix(3*(i-1)+1,7)=0;
matrix(3 *(i- 1)+1,8)=0;
matrix(3*(i-1)+1,9)=0;
matrix(3 *(i-1)+,10)=0;
matrix(3*(i-1)+,11 )=0;
matrix(3*(i-1)+1,12)=0;
matrix(3*(i-1)+2,1)=0;
matrix(3 *(i-1)+2,2)=0;
matrix(3*(i-1)+2,3)=0;
matrix(3*(i- 1)+2,4)=0;
matrix(3 *(i-1)+2,5)= ;
matrix(3 *(i- 1)+2,6)=y l(length(y 1));
matrix(3 *(i-1)+2,7)=y2(length(y2));
matrix(3 *(i- 1)+2,8)=y3(length(y3));
matrix(3 *(i-1)+2,9)=0;
matrix(3 *(i- 1)+2, 10)=0;
matrix(3*(i- 1)+2,11 )=0;
matrix(3 *(i- 1)+2,12)=0;
matrix(3 *(i-1)+3,1)=0;
matrix(3*(i-1)+3,2)=0;
matrix(3*(i-1)+3,3)=0;
matrix(3*(i-1)+3,4)=0;
matrix(3*(i-1)+3,5)=0;
matrix(3*(i- 1 )+3,6)=0;
matrix(3 *(i-1)+3,7)=0;
matrix(3*(i-1)+3,8)=0;
matrix(3*(i-1)+3,9)=1;
matrix(3*(i- 1)+3,10)=y l (length(y 1));
matrix(3*(i-1)+3,11)=y2(length(y2));
matrix(3 *(i-1)+3,12)=y3(length(y3));
[tt,yt]=solvelorenz(0, 0, yl truth(1000+2*i),y2truth(1000+2*i),y3truth(1000+2*i),n);
ylt=yt(:, );
y2t=yt(:,2);
y3t-yt(:,3);
matrix2(3*(i-1)+1l,1)=y It(length(y It));
matrix2(3 *(i-1)+2,1 )=y2t(length(y2t));
matrix2(3*(i- 1)+3,1 )=y3t(length(y3t));
end
weights2=inv(transpose(matrix)*matrix)*transpose(matrix)*matrix2;
forj=l:10000
[tnew,ynew]=solvelorenz(1.5, 0, y 1ltruth(1001+2*j),y2truth(1001 +2*j),y3truth(1001 +2*j),n);
ylnew=ynew(:, 1);
y2new=ynew(:,2);
y3new=ynew(:,3);
x(1,1)=1;
x(1,2)=y 1 new(length(y 1 new));
x(1,3)=y2new(length(y2new));
x(1,4)=y3new(length(y3new));
x(1,5)=0;
x(1,6)=0;
x(1,7)=0;
x(1,8)=0;
x(1,9)=0;
x(1,10)=0;
x(1,1 1)=0;
x(1,12)=0;
x(2,1)=0;
x(2,2)=0;
x(2,3)=0;
x(2,4)=0;
x(2,5)=1;
x(2,6)=y 1 new(length(y 1 new));
x(2,7)=y2new(length(y2new));
x(2,8)=y3new(length(y3new));
x(2,9)=0;
x(2,10)=0;
x(2,11)=0;
x(2,12)=0;
x(3,1)=0;
x(3,2)=0;
x(3,3)=0;
x(3,4)=0;
x(3,5)=0;
x(3,6)=0;
x(3,7)=0;
x(3,8)=0;
x(3,9)=1;
x(3,1 0)=y 1 new(length(y 1 new));
x(3,11 )-=y2new(length(y2new));
x(3,12)=y3new(length(y3 new));
ans3(1)=y 1 new(length(y 1 new));
ans3(2)=y2new(length(y 1 new));
ans3(3)=y3new(length(y 1 new));
ans =x*weights2;
[tt,yt]=solvelorenz(0, 0, y ltruth( 1001 +2*j),y2truth( 1001 +2*j),y3truth( 101 +2*j),n);
y lt=yt(:, 1);
y2t=yt(:,2);
y3t=yt(:,3);
ans2(1)=y I t(length(y 1t));
ans2(2)=y2t(length(y2t));
ans2(3)=y3t(length(y3t));
xerror=abs(ans2(1)-ansl(1,1));
yerror=abs(ans2(2)-ans 1(2,1));
zerror=abs(ans2(3)-ans 1(3,1));
norm(j)=sqrt(xerrorA2+yerror^2+zerror^2);
xerror2=abs(ans2(1)-ans3(1));
yerror2=abs(ans2(2)-ans3(2));
zerror2=abs(ans2(3)-ans3(3));
norm2(j)=sqrt(xerror2^2+yerror2A2+zerror2^2);
end
m(n)=mean(norm);
m2(n)=mean(norm2);
m3(n)= 100*(m2(n)-m(n))/m2(n);
n
end
figure
hold on
plot(m,'-')
plot(m2, '--')
hold off
figure
plot(m3)
end
function [t,y]=solvelorenz(a, q, icx, icy, icz,n)
[t,y]=ode45(@lorenz5, [0:.01:n], [icx,icy,icz]);
function dy = lorenz5(t,y)
dy = zeros(3,1);
P = 10.0; %Prandtl number
r = 30+a; %ratio of Rayleigh number to critical Rayleigh number
b = 8/3+q; %a constant
dy(1) = P*(y(2) - y(1));
dy(2) = -y(1)*y(3) + r*y(1) - y(2);
dy(3) = y(1)*y(2) - b*y(3);
end
end
function dy = lorenz(t,y)
dy = zeros(3,1);
P =10.0; %Pran
r =30; %ratio
b = 8/3; %a con
dy(1) = P*(y(2) - y(1));
dy(2) = -y(1)*y(3) + r*y(1) - y(2);
dy(3) = y(1)*y(2) - b*y(3);
dtl number
of Rayleigh number to critical Rayleighnumber
stant
