We are interested in the evolution of a compressible fluid under its self-generated gravitational field. Assuming here Gowdy symmetry, we investigate the algebraic structure of the Euler equations satisfied by the mass density and velocity field. We exhibit several functionals that provide us with a uniform control on weak solutions in suitable Sobolev norms or in bounded variation. These functionals allow us to study the local regularity and nonlinear stability properties of weakly regular fluid flows governed by the Euler-Gowdy system under consideration. In particular for the Gowdy equations, we prove that a spurious matter field arises under weak convergence, and we establish the nonlinear stability of weak solutions.
Introduction
first independently from the fluid equations. We return in Section 4 to the Euler-Gowdy system: first, by considering spatially homogeneous solutions we observe that (even weak) solutions are not necessarily defined for "all" times; then we present our functional for the Euler-Gowdy system and the corresponding a priori bound for weak solutions. In Section 5 we show that our functional can be used to control a suitable distance between two Gowdy solutions (whereas this issue for fluids is more involved and is postponed to [14] ). We end our investigation with several alternative classes of (Sobolev, bounded variation) regularity in Section 6. For completeness we summarize the derivation of the Euler-Gowdy model in Appendix A.
The Euler-Gowdy system

The nonlinear hyperbolic system of interest
With the above motivations in mind, we assume Gowdy symmetry and detail here the resulting Euler-Gowdy system (cf. [19] or Appendix A for a derivation). The unknowns are fluid variables (ρ, v) and geometric variables (U, A, a, ν) depending upon a time coordinate denoted by t 0 and a space coordinate θ ∈ T 1 = [0, 1] (the one-torus, i.e. with the standard periodic boundary condition). We denote partial derivatives with respect to the variables t and θ using subscripts: ( ) t and ( ) θ . The speed of sound k ∈ [0, 1], normalized by the speed of light, is a prescribed constant.
The Euler equations for a relativistic fluid with mass density ρ = ρ(t, θ) 0 and normalized velocity v = v(t, θ) ∈ (−1, 1) read On the other hand, the unknowns U = U(t, θ) ∈ R and A = A(t, θ) ∈ R are determined from the second-order nonlinear wave equations -referred to below as the essential Gowdy equations- together with an ordinary differential equation for the coefficient a = a(t, θ) > 0:
Furthermore, the full model of interest contains an additional unknown ν = ν(t, θ) ∈ R whose evolution is decoupled from the above system, i.e. supplemented with the constraints
This completes the description of the Euler-Gowdy system, as we call it here. We refer to (2.1)-(2.3)-(2.4) as the "essential Euler-Gowdy equations", which suggest us to solve first for the fluid unknowns ρ, v and the coefficients U, A, a. Next, we find the unknown ν from the remaining equation (2.5), while (2.6) can be treated as constraints that can be "propagated" and need to be checked on the initial data only.
We emphasize that the right-hand sides of the equations (2.1) generalize the standard Euler equations for relativistic fluids, a system that has been studied extensively in, for instance, Smoller and Temple [26] and Makino and Ukai [22] . Namely, this is clear if, in (2.1), we formally replace both the coefficient a and the variable coefficient t by 1.
Two energy functionals
The system under consideration admits two functionals E 1 (t) ≔ 
These density functions e and e + T obey balance laws of energy. Those 
we also have similar equations associated with E 2 :
(e + T) t + a( f + M) θ = − 1 t 2 e + T + (3k 2 + 1) ρ 4a ,
(2.11)
Both functionals turn out to enjoy monotonicity properties (i.e. to be non-increasing or non-decreasing depending on the sign of t), as is clear from For weak solutions, all of the above equations should be understood in the sense of distributions. We are interested in the initial value problem with data prescribed at some constant time t 0 0 and it is natural to distinguish the cases t ≷ 0. Later in Section 4.3 we will see that the coefficient a > 0 may blow up in finite time, so that (weak) solutions may exist only on a bounded interval of time. By imposing that the initial data have finite energy, we now arrive at the following result.
Proposition 2.1 (Energy functionals for the Euler-Gowdy system). Consider weak solutions to the Euler-Gowdy system and denote by t max the maximal time of existence within which the function a remains positive and locally bounded.
• For solutions defined within a time domain [t 0 , t max ) ⊂ [t 0 , +∞) corresponding to the initial value problem with initial data prescribed at a time t 0 > 0, both energy functionals E 1 and E 2 are non-increasing within the time interval [t 0 , t max ).
• 
and, in particular, the total mass density of the fluid is uniformly controlled within [t 0 , t max ).
Remark 2.2. Concerning (2.11), we observe that
so that the first equation in (2.11) admits the alternative form
This identity allows us to also control the L 1 norm of the function 1/a.
The structure of the Gowdy equations
We consider first the Gowdy equations (2.3) and (2.4), which we find it convenient to rewrite in terms of the new unknowns
We obtain the two coupled wave equations 17) in which the function a is determined from the fluid density ρ by the ordinary differential equation
Denoting by a 0 the value of a at some initial time t 0 0, we can write
(2.23)
For sufficiently smooth solutions, the equation (2.23) is a consequence of (2.17)-(2.21), yet it will play a role in controlling the H 1 norm of P, Q. For the second equation in (2.21) to lead to a function λ defined on the torus T 1 , the following condition is required:
However, if it holds at some "initial" time then it remains true for all times, as follows by integrating the second equation in (2.11), i.e.
This is true for all smooth solutions to (2.17), as well as for all weak solutions (in the sense below). Throughout, the condition (2.24) is always assumed to hold. For clarity in the presentation, we study first the case where a is a constant which we normalize to be a ≡ 1. To define a concept of weak solutions, we investigate the following Gowdy equations with unknowns (P, Q, λ)
and 2) coupled to the two constraint equations
3)
The evolution of the coefficient λ is thus determined by solving the wave equations (3.2), but λ can also be recovered from the constraint equations (3.3) (cf. Remark 3.4 below). We refer to the two equations (3.1) as the essential Gowdy equations. It is worth observing that the above system provides a solution to the Euler-Gowdy system when the mass density is chosen to vanish identically, while the velocity can be arbitrary. In particular, in view of (2.18), the function a then is constant in time and by introducing a change of variable in the variable θ (only) one can reduce the problem to a constant function a.
We use a standard notation for Lebesgue and Sobolev spaces, such as H 1 (functions with square-integrable derivatives), W 1,1 (functions with integrable derivatives), etc. First of all, we need to introduce a notion of initial data set. The Gowdy equations can solved in both forward and backward time directions, so without loss of generality we solve from a positive initial time.
Definition 3.1. Consider the Gowdy equations (3.1) and (3.2) and fix some time t 0 > 0. A set of
Furthermore, a set of functions (P, Q,
Gowdy initial data set if (3.4) holds together with
which implies λ 0 ∈ L 1 (T 1 ) and λ ∈ W 1,1 (T 1 ).
By Sobolev's embedding theorem, all of our initial data and solutions are in L ∞ loc , so that the terms e 2P and e 2P are locally bounded functions (and in fact Hölder continuous functions). We then introduce a notion of solution at the same level of weak regularity.
Definition 3.2.
Consider the Gowdy equations (3.1). Given any interval of time I ⊂ (0, +∞), a pair of functions (P, Q) defined on I × T 1 and satisfying 
is called a H Finally, we state a notion of solution to the initial value problem, when an initial condition is prescribed: 
Furthermore, a weak solution (P, Q, λ) to the Gowdy equations (defined for t ∈ I = [t 0 , t 1 )) is said to assume the prescribed initial data set (P, Q, P 0 , Q 0 , λ, λ 0 ) if (3.9) holds together with
We emphasize that Definition 3.2 only requires that the solution have L ∞ regularity in time, which does not allow to define the trace at t = t 0 in a pointwise sense and this is why we have introduced an average in time in Definition 3.3. However, by using the wave equations 5 satisfied by P, Q, λ, we can deduce the additional regularity
3 The left-hand sides of (3.1) are distributions in H −1 , while the right-hand sides of (3.1) are integrable functions on T 1 . (Recall that P, Q are known to be bounded.) 4 From now on, P(t 0 ) stands for P(t 0 , ·), etc. 5 The desired regularity follows from the equation satisfied by the energy (cf. Section 3.4).
so that the integrands in (3.9) are in fact continuous in t, and the initial conditions hold in the stronger sense: lim
From (3.12) it is then immediate that 
First-order formulation of the essential Gowdy equations
By definition, the essential Gowdy equations are the two equations (3.1). Sufficiently smooth solutions of this subsystem determine the full dynamics of the solutions, so it is natural to investigate this subsystem first. For any solution, the following identities hold 15) in which the possible choices of the functions f, g are parametrized by three scalars c 0 , c 1 , c 2 , that is,
(Obviously, 1 + c 2 Q should not vanish.) In particular, we can write 
with a coefficient
which we refer to as the first-order variables. The "non-local" coefficient Ω is determined by integration of Φ from some initial time t 0 (with θ ∈ (0, 1)):
yielding us an expression for Ω 2 = R − Q 2 . We have arrived at the following. 22) in which the "non-local" coefficient Ω is given by the integral formulas (3.21).
Corollary 3.6. The essential Gowdy equations take the form of a first-order hyperbolic system of four conservation laws
Our first-order formulation determines the full evolution of the Gowdy solutions. In contrast to it, all previous studies in the literature on Gowdy symmetry were based on the non-conservative equations (3.1). Some remarks are in order:
• The second and fourth equations in (3.22) are trivial compatibility relations, but are necessary to "close" the system. For consistency, it is also required that
which do hold for all times provided they hold at some initial time t 0 .
• In agreement with Definition 3.2, we consider weak solutions to (3.22) 
The coefficient Ω ∈ L ∞ (I, H 1 (T 1 )) is then more regular, and we may expect to handle (3.22) by techniques of analysis for linear hyperbolic systems with non-constant coefficient, although the coefficient Ω 2 is actually determined from an integral expression in the main unknowns. A further reduction will be presented later in Section 6. 
(3.25)
The quadratic formulation of the Gowdy equations
Before we proceed further, we introduce an alternative formulation of the Gowdy equations, which also puts some light on their structure. Unlike our first-order formulation, this second formulation is not based on conservation laws but has the advantage of involving quadratic nonlinearities only. We introduce the new dependent variables
and we obtain the following structure of the essential equations
On the other hand, for the equations satisfied by λ, we find
The set of equations (3.27) and (3.28) with unknown
is referred to as the quadratic formulation of Gowdy equations, and Ψ is referred to 6 as the quadratic variable.
Clearly, seeking for H 1 -W 1,1 weak solutions P, Q, λ in the sense of Definition 3.2 is equivalent to seeking for L 2 -L 1 weak solutions to (3.27) and (3.28) such that
Our formulation of the Gowdy equations involves only quadratic expressions and we are able here to eliminate the factor e 2P that appears in the original formulation. In the following section, we will also give an energy functional that is fully quadratic in Ψ.
A weighted energy functional for Gowdy solutions
The energy functional. The weak regularity conditions we imposed are natural in order to give a meaning to the Einstein equations, but the same functional spaces arise with a natural "energy" functional associated with this system. If P, Q is an arbitrary weak solution to the essential Gowdy equations (3.17), then it also satisfies the energy identity
in which the energy density, energy flux, and the energy dissipation are defined, respectively, by
0,
It is convenient also to define
and express the energy identity as
The following observation is immediate, but provides us with an essential property of the Gowdy equations.
Proposition 3.9 (Convexity of the energy of the Gowdy equations). The energy density E(Ψ) is a (uniformly) convex function of the quadratic variable
The Gowdy energy functional at time t ∈ I, defined as
is nothing but the L 2 norm of the quadratic variable Ψ. It also is equivalent to the L 2 norm of the first-order variable Φ. We have
with constants that depend only on the sup-norm of (P, Q), itself controlled by its norm in
. More precisely, we have the following:
• In the forward time direction, the total energy is controlled by integrating (3.31) which yields the folowing L 2 estimate:
(3.37)
• In order to advance in the backward time direction, we must use the weighted version (3.34) and we obtain
Hence, the L 2 norm of both the quadratic and the first-order variables of any solution to the Gowdy equations is bounded for compact time interval, once it is assumed to be bounded on any initial hypersurface of constant time. The statement in the quadratic variables, of course, is particularly simple and our quadratic variables are particularly convenient in order to address global issues on the behavior of weak solutions.
The weighted energy functional. We now observe that a variant of the basic energy functional can be introduced which have even stronger dissipation properties and therefore provide us with an additional integrability property for the solutions. We start by considering the functional
In view of (3.3), we have the identity
which relates together the two functionals
The integrability property. Next, in order to compute the second-order derivative of the functional, from (3.31) we deduce the weighted energy identity
so, in other words,
in which we observe that the term N(Ψ) 2 (defined now) has indeed a non-negative sign, since
(3.43) Hence, we find that the evolution of the rescaled energy is given by
which leads us to
in which all but the term involving N are already controlled from the fundamental energy functional; cf. (3.37)-(3.38). We have thus reached the following conclusion.
Theorem 3.10 (Integrability property of Gowdy solutions). Weak solutions to the Gowdy equations satisfies the additional space-time integrability property
which also implies
Yet another functional. The weighted measure e λ/4 dθ we use here is natural, since it arises geometrically and allows us to interpret our functionals as geometric objects. However, any strictly convex weight λ → ω(λ) 0 with bounded first-order derivative could also be used instead of e λ/4 . We introduce
while (3.42) generalizes to any ω and any real α:
Therefore, we obtain
We summarize our conclusion as follows.
Proposition 3.11 (A convexity property).
The functional V ω (t) satisfies the convexity property 
The Euler equations in Gowdy symmetry
Spatially homogeneous solutions
In contrast with solutions to the Gowdy equations (with a constant), solutions to the EulerGowdy system need not be defined for all values of the time variable t. We explain this fact by considering first the special class of spatially homogeneous solutions whose velocity component vanishes identically (v = 0). They are characterized by the equations
where, in agreement with our earlier notation,
This first-order differential system in ρ, a, U t , A t admits a conserved energy, i.e.
which turns out to play an essential role in the global behavior of this dynamical system. Namely, let us fix some time t 0 < 0. A direct analysis of (4.1) leads us to the following conclusion: when E 1 (t 0 ) > 0 the solution exists on the whole interval [t 0 , 0), while when E 1 (t 0 ) = 0 the evolution depends upon the value of the initial fluid density. Our analysis is conveniently performed in terms of the normalized density
and with respect to the rescaled time
In terms of the unknowns (a, m) regarded as unknown functions of the variable τ, the last two equations in (4.1) take the form
. We find that spatially homogeneous solutions to the Euler-Gowdy system are classified as follows:
(A) If E 1 (t 0 ) 0, then the function a and, consequently, tU t , A t , m remain globally bounded up to the time t = 0 and, moreover, m → 0 as t → 0.
Depending upon the initial value m 0 = m(t 0 ), three cases may arise:
(i) When m 0 < 1, the function a remains bounded while m → 0 as t → 0.
(ii) When m 0 = 1, the rescaled density m = 1 is constant while a = a 0
(iii) When m 0 > 1, both the function a and the rescaled density m blow up at some non-vanishing critical time t max ∈ (t 0 , 0).
This shows that solutions to the Euler-Gowdy system may be defined on a bounded interval of (areal) time. We only need an argument for the case (A): we observe that a linear combination of the two equations in (4.6) gives us
so that studying (4.6) is actually equivalent to studying the blow-up problem for the scalar equation
. This polynomial P(a) is positive in an interval (0, a + ) containing a 0 , with P(a + ) = 0. As τ increases, the solution a = a(τ) increases and near the value a + the equation behaves like da dτ ≃ P ′ (a + ) (a + − a), and the solution is globally defined in τ.
Weak solutions to the Euler-Gowdy system
We define our notion of initial data and weak solution for the Euler-Gowdy system as follows, by imposing that solutions have a finite energy which we now define. For simplicity in the presentation, the coefficients a and 1/a are taken to be locally bounded functions (this is not necessary). 10) in which
is called a Euler-Gowdy initial data set if, in addition,
Observe that, under the conditions given in the above definition, we deduce
Recall that we are interested in solutions defined in a time interval I = [t 0 , t max ) included either in (−∞, 0) or in (0, +∞).
Definition 4.2. Given any interval I = [t 0 , t max ), a set of measurable functions (ρ, v, a, U, A, ν)
defined on I × T 1 and satisfying ρ 0, v ∈ (−1, 1), and a > 0 with Under the conditions in the above definition, we can deduce that the equations (2.5) and (2.6) hold for some function ν such that
Furthermore, we are interested in the initial value problem with the following prescribed initial condition (understood again in the distributional sense):
The same remark as made in (3.11)-(3.13) applies here.
A space-time integrability property for fluids
The results in Section 3.4 are now extended to the Euler-Gowdy system. A major difference is that, in the Gowdy equations, the function a is no longer constant but is defined from the mass density ρ of the fluid. Moreover, we must also take into account terms involving the mass energy density and the velocity and, interestingly, we conclude with a bound on both the fluid and the geometric variables. We focus here on a priori estimates satisfied by weak solutions, while the existence theory will be the subject of [14] . As already explained, solutions are defined only on an interval of the form I = [t 0 , t max ) where t 0 can be negative or positive. Consider the functional
We motivate our definition by observing that, using (2.6) and the definitions of e, S and T, 18) and this motivates us to also propose the following weighted energy functional for the Euler-Gowdy system, where α is a real parameter fixed later:
The integrability property. In view of (2.11), we compute
with
where we used (4.17) and the following consequence of (2.6) and (2.9):
In other words, we have found
Let us point out that for large enough α the lower-order term (namely, the last line) is positive since e e 0 and T ρ/a > 0. This positivity is not essential: without it the lower-order terms could also be controlled (on any compact interval of time) by the integrand of our functional.
The key inequality that we will show next is
First, all four terms in product
are squares; in (4.23) we simply dropped the (nonnegative) cross terms. Second, e ± f 0 and
To finish deriving (4.23), we evaluate
As far as the integrability is concerned, our basic energy bounds show that the shift of U t by 1 2t can be suppressed, by writing for instance (wth Cauchy-Schwarz inequality)
. Similarly to our analysis of the Gowdy equation, we thus reach the following conclusion. From now on we focus on the case a = 1 and postpone the analysis of the coupling to the fluid equations. However, we emphasize that all of the results we establish here have an analogue for the Euler-Gowdy system. The arguments of proof are significantly more involved and are the subject of [14] . We are interested in analyzing sequences of Gowdy solutions (P n , Q n ) that remain uniformly bounded in the H 1 norm and establishing stability and instability statements. We emphasize that the instability result below can be turned into a stability statement once the initial data set is taken into account. (See Section 6.) Recall that a sequence of functions f n : T 1 → R which are uniformly bounded in the L 2 norm are said to converge weakly in L 2 toward some limit f ∞ if, for every function ϕ ∈ L 2 (T 1 ), Proof of 1. Under the bound (5.2) and by a standard diagonal argument, we can extract a subsequence of (P n , Q n ) such that
In addition, the bound on the time derivative implies that this convergence holds at all times:
We also have
Next, we observe that our first-order formulation (3.18) , that is,
involves only products of weakly converging functions by strongly converging functions in the L 2 (I × T 1 ) topology. Such products are stable under weak convergence and we obtain
We thus deduce that
so that the essential Gowdy equations hold in the limit.
Proof of 2.
Consider the full set of Einstein equations. The sequence of coefficients λ n computed from (P n , Q n ) is bounded in W 1,1 and, therefore, converges to a function of bounded variation, which we denote by λ ∞ , so
From the constraint equations
we can solely conclude that
(5.10)
The right-hand sides of these two equations converge to bounded measures and, in particular need not coincide with the expressions computed from (P ∞ , Q ∞ ). • Nonlinear stability. If (P, Q, λ) and (P ′ , Q ′ , λ ′ ) are two H 1 -W 1,1 weak solutions defined for all t ∈ I, then the following inequality holds 11) in terms of the "distance"
The nonlinear stability of H
(5.12)
Here, t 0 ∈ I is any chosen initial time and the implied constant is uniform on every compact interval of time and depends upon the H 1 -W 1,1 norm of the solutions.
The following corollary is an immediate consequence of (5.11). The weak stability property below should be compared with the weak instability property that we pointed out in Theorem 5.1.
Corollary 5.3 (Convergence property for weakly regular Gowdy spacetimes).
With the notation in Theorem 5.2, any sequence (P n , Q n , λ n ) of H 1 -W 1,1 weak solutions which satisfies the uniform energy bound (5.2) and converges strongly on a hypersurface of constant time t 0 ∈ I = (0, +∞), enjoys the following properties:
• The whole sequence (P n , Q n , λ n ) converges strongly in H 1 -W 1,1 at all times t ∈ I toward some
• In particular, the energy density λ n t and the energy flux density λ n x converge strongly in L ∞ loc (I, L 1 (T 1 )) toward a unique limit λ ∞ t and λ ∞ x .
• Consequently,
Remark 5.4. As we will show in Step 2 of the proof of Theorem 5.2, solutions to the Gowdy equations also enjoy the following additional regularity (for any interval [t 1 , t 2 ] ⊂ I):
sup θ 0 ∈T 1 P t , P θ , Q t , Q θ (·, θ 0 ) L 2 (t 1 ,t 2 ) (P θ , P t , Q θ , Q t ) L 2 (T 1 ) .
Proof of Theorem 5.2
Step 1. We proceed with a density argument on the initial data and show the existence and uniqueness of the weak solutions by relying on the nonlinear stability statement (5.11) -which we will establish next for sufficiently regular solutions.
• On one hand, from any sufficiently regular initial data set (P, Q, P 0 , Q 0 ) prescribed at a time t = t 0 ∈ I, elementary arguments for 1 + 1 nonlinear wave equations yield the existence of a classical solution P, Q (say of class C 2 ) defined in small interval of time (at least).
• On the other hand, any weakly regular initial data P, Q ∈ H 1 (T 1 ) and P 0 , Q 0 ∈ L 2 (T 1 ) can be approximated by smooth functions P n , Q n , P n 0 , Q n 0 such that the following strong convergence property holds (at the initial time only):
The energy balance law provides us with a uniform control of the energy of the solutions (P n , Q n ), that is, (5.2) holds on every compact time interval [t 1 , t 2 ] ⊂ I. From this sequence (P n , Q n ), we extract a subsequence that is weakly converging to some limit denoted by (P, Q):
We claim that, in fact, 
which shows that the sequence is Cauchy in the L 2 norm. This completes the argument of the existence of the weak solution; the uniqueness follows from the nonlinear stability inequality and the uniqueness of classical solutions. The classical solutions are also known to be defined for the whole range of time and this property carries over to weak solutions.
Step 2. The formulation in quadratic variables. For our proof of the nonlinear estimate (5.11), it is convenient to rely on the quadratic formulation we proposed in Section 3.3. Given two Gowdy solutions Ψ = (P 0 , P 1 , S 0 , S 1 , λ 0 , λ 1 ) and
, λ 0 , λ 1 ) expressed in quadratic variables, we focus on the "essential variables" ψ, ψ ′ defined by
It is not difficult to check that what we need to prove is the following inequality in the L 2 norm:
Recall that we already have
We will use later the following observation. By extending the solution ψ by periodicity to all θ ∈ R and integrating the second equation of (3.28), namely 19) over the triangular domain
for any given θ 0 with θ 1 ≔ θ 0 + (t 1 − t 0 ), we obtain
The first two terms are controlled by the energy of ψ, by observing that |λ 1 | λ 0 and by deriving a completely similar identity from the energy equation
over the (larger) domain
Consequently, θ 0 → t 1 t 0 λ 0 (t, θ 0 ) dθ is also bounded by the initial energy, that is, we have proven the L 2 time-integral estimates (for both solutions ψ, ψ ′ ):
Step 3. The energy functional for two solutions. From the Gowdy equations, it is straightforward to derive the following energy identity involving the two solutions under consideration: 25) in which
and, after a tedious calculation and setting P 0 ≔ (P 0 + P ′ 0 )/2, etc.,
We restrict attention to any given compact interval [t 0 , t 1 ] ⊂ I and we integrate (5.25) over the torus T 1 . The energy norm of ψ, ψ ′ is already controlled, and therefore with implied constants depending upon t 0 and t 1 we arrive at
28) in which we have used (5.26a)-(5.26b) to bound the cubic terms. Finally, we set
so that on any compact interval [t 0 , t 1 ] we obtain the inequality
The implied constant depends upon t 0 , t 1 , and the energy of the solutions. We are going to derive variants of the inequality (5.30) that incorporate a weight depending upon ψ = (ψ + ψ ′ )/2, and this will control the space-time integral of the null expressions N(ψ, ψ − ψ ′ ) and N(ψ ′ , ψ − ψ ′ ). At the end of our argument, we will have established that the null terms are controlled by the initial data Step 4. The functional for two solutions. Given κ > 0, we define a functional associated with two solutions by
where λ ≔ (λ + λ ′ )/2. This generalises the functional V(t) of Section 3.4 that is associated to a single solution. We also introduce weighted energy and null forms in analogy to (5.29):
Finally, from (5.25) we obtain 35) where we used the observation that
Integrating over T 1 , then using the inequalities (5.26) satisfied by M, gives
This correctly reduces to (5.30) for κ = 0.
Step 5. Integration of (5.37). We can now integrate (5.37) over an interval [t 0 , t] and, with a sufficiently large constant c * > 0 (independent of κ), obtain
which on a compact interval of time is equivalent to saying
One consequence is that for large enough κ
Using this back into (5.38) we obtain
Now, since λ is bounded, A κ and A are equivalent up to κ-dependent constants. We conclude that
with κ-dependent constants.
6 Weak convergence and solutions with bounded variation
Gowdy solutions with H 1 -BV regularity
In the present section, we propose several additional notions of solutions. For simplicity in the presentation we focus on the Gowdy equations and postpone to [14] the generalization to the Euler-Gowdy system. Our standpoint is as follows: in a first stage, we formulate a broad notion of solution to the evolution part of the Gowdy equations and we establish an existence and stability result for the initial value problem; in a second stage of our analysis, we can take Gowdy's constraint equations into account and determine the regularity or integrability required on the initial data set. While this strategy by itself does not lead to a new existence result, it has the definite advantage that it separates the existence and the regularity issues. Consider the equations (3.1)-(3.2) with unknowns P, Q, λ. As we are going to show, the concept of solutions presented now arises when considering limits of a sequence of H 1 -W 1,1 weak solutions. We use the notation BV(T 1 ) for the space of functions with bounded variation on T 1 , that is, functions whose distributional derivative is a bounded measure, and we denote by M(T 1 ) the space of bounded measures on T 1 . In the following definition, the initial data set and the solutions need not satisfy the constraints (3.3), and we revisit the treatment of the equation satisfied by λ. For convenience, we work here with the new unknown
which in view of (3.2) satisfies
In the following definition the left-hand side of this equation will involve the first-order derivatives of the measures µ t and µ θ . So, we now study the system
Definition 6.1. Consider Gowdy's evolution equations (6.3) for the unknown coefficients P, Q, µ.
• A set of functions (P,
• A triple of functions (P, Q, µ) defined on I × T 1 (I ⊂ (0, +∞) being an interval) and satisfying Initial data are required to hold in the distributional sense only, but from the equations themselves we can deduce that they are achieved in a much stronger sense. (We omit the details.) The arguments of proof we presented earlier can be generalized to solve the initial value problem at the H 1 -BV level of regularity. Namely, the treatment of the variables P, Q is the same as before since both functions are in H 1 . On the other hand, it is sufficient to observe that the equation (6.2) satisfied by µ has a linear principal part while the right-hand side belongs to L 1 loc (I × T 1 ) and is known once P, Q, have been determined from the first two equations in (6.3). By setting x ± ≔ (θ ± t)/2 we can rewrite (6.2) in the form
which can then be explicitly integrated along characteristics. It thus follows that, given initial data µ, µ 0 at some t 0 ∈ I, the equation (6.6) admits a solution µ satisfying the regularity (6.5) and the prescribed initial condition. Of course, by our integrability property, the right-hand side of (6.2) satisfies
, but we do not need this property in the present argument.
Our main motivation for introducing the above definition comes from considering limits of Gowdy solutions. In the following statement, we consider a sequence of weak solutions but, obviously, our result also applies to a sequence of smooth solutions. While we already remarked that the Einstein equations are not stable under weak convergence, we can now determine the equations satisfied at the limit. The essential Einstein equations are indeed stable, but the constraint equations are not stable and a new contribution arises which is determined by solving a wave equation.
Theorem 6.2 (Sequences of weakly converging sequences of Gowdy solutions)
. Consider a sequence (P n , Q n , µ n ) of H 1 -W 1,1 weak solutions to the full set of Gowdy equations satisfying the energy bound (5.2). Then, for a subsequence at least, (P n , Q n , µ n ) converges to a limit (P ∞ , Q ∞ , µ ∞ ) which is a H 1 -BV solution
Moreover, Gowdy's constraint equations are no longer satisfied in the limit n → +∞ and, instead, one has The scalar field φ represents the "matter generated" from a weakly converging sequence of vacuum solutions. Theorem 6.2 is consistent with our earlier nonlinear stability theorem which treated a sequence of initial data sets converging in the strong sense: in this case, the spurious matter terms φ and φ t vanish at the initial time and our wave equation (6.9) implies that φ vanishes identically at all time.
Proof. Step 1. The Sobolev compactness embedding theorem shows that the sequence (P n , Q n ) ∈ H 1 subconverge in the H 1 norm, while Helly's theorem implies that the sequence µ n ∈ W 1,1 sub-converges almost everywhere and weakly-star in measure toward some limit µ ∞ . We prove next that null forms are stable under weak convergence, which immediately tells us that the equations (6.7) hold in the limit.
First, we observe that 10) in which P n is uniformly bounded in the H 1 norm while A n is bounded in L 1 . So, extracting a subsequence if necessary we can assume that P n ⇀ P ∞ weakly in H 1 while A n → A ∞ in the sense of bounded measures. Obviously, we have
which multiplied by P ∞ gives
On the other hand, we can also multiply (6.10) by P n and obtain
Recalling that products of strongly convergent terms by weakly convergent terms are stable, we obtain
By comparing (6.11) and (6.12), we conclude that the null form
converges in the sense of distributions. Similarly, multiplying instead by Q ∞ and by Q n gives a proof that P t Q t − P θ Q θ is stable under weak convergence. Repeating the argument for
shows that (Q t ) 2 − (Q θ ) 2 is also stable under weak convergence.
Step 2. Next, we establish the energy equations for P ∞ , Q ∞ , i.e.
(6.13) and
We observe that the right-hand side of the equations satisfied by (P ∞ , Q ∞ ) belong to L 2 loc (in space and time) thanks to our integrability property. We have
and we have sufficient regularity for the chain rule to apply.
Step 3. In order to analyze the constraint equation, we introduce the two measures
(6.16)
In both right-hand sides, the first term is an integrable function while the second term is solely a measure (obtained as the limit of L 1 functions). With this notation, from the constraint equations satisfied by (P n , Q n , µ n ) we thus have immediately
Combining the dual energy equation (6.14) with the compatibility relation (µ ∞
and therefore there exists a potential, denoted by φ, such that
This function has bounded variation in space and Einstein's contraint equations hold in the generalized form (6.8) . In turn, the energy equation (6.13) translates to
Hence, by comparing with the third equation in (6.7) and using (6.17), we find the wave equation (6.9) for φ.
Gowdy solutions with bounded variation
This section provides an even weaker notion of solution to Gowdy's evolution equations in P, Q. Now, we assume that both functions may be discontinuous and we develop a novel theory of weak solutions in the class of functions with bounded variation -the weakest class of regularity in which these equations make sense. We recall that bounded variation solutions to the Einstein equations were first constructed in spherical symmetry [4] and plane symmetry [2] . We thus consider the system (6.3), which we put in our conservative form (3.17), therefore
We use Volpert's product [27] (see (6.29) below) in order to give a meaning to the products of a BV function by a measure.
Definition 6.4. Consider the Gowdy solutions with unknowns P, Q,:
• A set of functions (P, Q, P 0 , Q 0 ) defined on T 1 is called a BV initial data set for Gowdy's evolution equations if
• A pair of functions (P, Q) defined on I × T 1 (I being an interval) satisfying 
below).
The notations C 0 and C 0 c stand for the set of continuous functions and the set of compactly supported continuous functions, respectively.
As before, a solution assumes the prescribed initial data set at some time t 0 ∈ I if in the sense of distributions 
Before proceeding with the analysis in the BV class, we transform the Gowdy equations to a new first-order form. This allows us to make an interesting contact with the theory of first-order hyperbolic systems in nonconservative form.
Consider the first two equations in the system (6.18). Recall our first-order formulation (3.22) of these equations in terms of R ≔ e −2P + Q 2 and of Ω 2 ≔ R − Q 2 = e −2P > 0, 24) together with the algebraic constraint R − Q 2 > 0. We observe that T 1 tΩ −2 R t dθ ≕ a and T 1 tΩ −2 Q t dθ ≕ b are constants in time and we define the functions (periodic on T 1 ) 
The system (6.27) admits constant wave speeds ±1 (with double multiplicity), together with a full basis of eigenvectors, as is clear from
This first-order hyperbolic system is linearly degenerate in the sense of Lax [12, 13] . Furthermore, it is genuinely non-conservative in the sense that it cannot be transformed to a system of four conservation laws of the form f (R, A, Q, B) t + h(R, A, Q, B) θ = 0. In (6.27), it is necessary to restrict attention to the range of R, Q for which the coefficients Ω(R, Q) 2 and Ω(R, Q) −2 remains bounded and non-vanishing. This requires us to guarantee, in our existence argument, that R − Q 2 remains bounded below away from zero. This is precisely the restriction on P that we have in Theorem 6.5.
We now proceed with the analysis of the Cauchy problem for the system (6.27). As mentioned earlier, we use the notion of Volpert's product to define our notion of weak solution. We are interested in functions that, for all times, have bounded variation in space; such functions admit at most countably many points of jump discontinuity. Given two functions u = u(t, θ) and v = v(t, θ) and a smooth function g = g(u), we define the product of the BV function g(u) by the measure ∂ θ v (and similarly for ∂ t v) as the measure g(u)∂ θ v obtained by extending the definition of g(u), for each time t, to a function defined at every point θ and specifically we set
in which u ± (t, θ) denote the left-and right-hand limit of the function θ → u(t, θ). Let us state our definition of weak solution. Then, we establish Theorem 6.5 as a direct corollary of Glimm's theorem [8] (providing uniform BV bound for a sequence of approximate solutions to the Cauchy problem) and P. LeFloch-T.-P.Liu's theorem [17] . The latter uses in an essential way the property of pointwise convergence enjoyed by the Glimm scheme and proves that Glimm's approximate solutions converge strongly to a weak solution. We observe that these standard arguments assume that the initial data have sufficiently small total variation. However, since our system has constant wave speed, it is not difficult to revisit the total variation estimate and L 1 stability argument (for instance, presented in [16] ) in order to establish these properties without any restriction on the size of the total variation of the initial data (and solutions).
A Derivation of the Euler-Gowdy system The Gowdy solutions
Let us discuss first vacuum solutions [9] . We are interested in spacetimes (M, g) with T 2 symmetry on T 3 , that is, (3 + 1)-dimensional Lorentzian manifolds with topology I × T 3 (where I is an interval) admitting the Lie group T 2 as an isometry group acting on the spatial leaves We always tacitly assume that the spacetimes under consideration are not flat, that is, do not have identically vanishing curvature. We then express the metric g in the so-called areal coordinates denoted by (t, θ, x 2 , x 3 ), i.e., the time function t is chosen to coincide with the area R of the orbits of T 2 -symmetry. The existence of this time function is guaranteed (locally at least) by observing that the vector ∇R is necessarily timelike, so that the slices of constant time t = R are spacelike hypersurfaces. More precisely, this is true and this choice of coordinates is possible if only if the spacetime is not flat, as assumed above. and is determined by three metric coefficients P, Q, λ, which depend on the two independent variables t, θ. The time variable t belongs to an interval I ⊂ R and the variables θ, x 2 , x 3 range over the torus T 1 ≃ [0, 1] (with periodic boundary conditions). The coordinates t, θ parameterize the quotient manifold M/T 2 . The vectors ∂/∂x 2 and ∂/∂x 3 are the Killing fields of the spacetime and x 2 , x 3 are coordinates on the toroidal orbits of symmetry T 2 . By construction, the square of the area of the two-dimensional spacelike orbits of symmetry is det te P te P Q te P Q te P Q 2 + te −P = t 2 .
The Euler-Gowdy system
Consider next the evolution of a compressible fluid in Gowdy symmetry [19] . We are interested in four-dimensional Lorentzian manifolds (M, g) satisfying the Einstein equations G αβ = T αβ , where T αβ denotes the stress-energy tensor of the fluid and G αβ ≔ R αβ − (R/2)g αβ denotes the Einstein curvature tensor describing the geometry of the spacetime. Here, R αβ and R denote the Ricci and scalar curvatures, which must for our purposes be understood in a weak sense [18] . The energy-momentum tensor of a perfect fluid is T αβ = (µ + p) u α u β + p g αβ , where µ 0 is the rest mass-energy density of the fluid and u α denotes its unit, timelike velocity vector. We assume the linear equation of state p = k 2 µ, where k ∈ [0, 1] represents the sound speed in the fluid and does not exceed the speed of light (normalized to unity). The Bianchi identities for the geometry imply ∇ α T α β = 0, which are the Euler equations describing the evolution of the fluid.
We again assume T 2 symmetry on T 3 . We recall that, while the "twist constants" are indeed constant for T 2 -symmetric vacuum spacetimes, they are no longer constant in T 2 -symmetric matter spacetimes, but satisfy evolution equations of their own. Our interest here is in Gowdy-symmetric spacetimes which, by definition, have vanishing "twist constants".
In order to formulate the initial value problem for the Euler-Gowdy system, we prescribe an initial data set on a spacelike hypersurface H whose topology is the 3-torus T 3 . The initial data are said to be Gowdy-symmetric if they are invariant under the action of the Lie group T 2 and have vanishing twist constants; cf. the previous subsection. We consider spacetimes (M, g) that admit a foliation by a time function t : M → I ∈ R, where I is an interval. More precisely, M = t∈I H t , where each H t is a compact spacelike Cauchy hypersurface diffeomorphic to the initial hypersurface H and g αβ ∂ α t is a future-oriented timelike vector field. In Gowdy symmetry, it is natural to foliate the spacetime by the area function. Its gradient ∇t is a timelike vector field, so this is always possible as already pointed out in the previous subsection, except if the spacetime is vacuum and flat. Either ∇t or −∇t can be chosen to determine the time-orientation of M. Since discontinuous solutions of Euler equations are time-irreversible, the spacetime is (uniquely) defined only in the future of the initial hypersurface.
In areal coordinates, the metric reads It is convenient also to define ν and ρ as rescalings of η and µ:
ν ≔ η + ln a, ρ ≔ e 2(ν−U) µ = a 2 e 2(η−U) µ.
(A.5)
After some tedious calculations [19] (see also the summary given in [11, Section 2.1]), we find that ∇ α T αβ = 0 gives the two Euler equations (2.1) while the evolution and constraint equations for the geometry are (2.3)-(2.6).
