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SOME REMARKS ON TSALLIS RELATIVE OPERATOR ENTROPY
SHIGERU FURUICHI AND HAMID REZA MORADI
Abstract. This paper intends to give some new estimates for Tsallis relative operator en-
tropy Tv (A|B) =
A♮vB−A
v
. Let A and B be two positive invertible operators with the spectra
contained in the interval J ⊂ (0,∞). We prove for any v ∈ [−1, 0) ∪ (0, 1],
(lnv t)A+ (A♮vB + tA♮v−1B) ≤ Tv (A|B) ≤ (lnv s)A+ s
v−1 (B − sA)
where s, t ∈ J . Especially, the upper bound for Tsallis relative operator entropy is a non-trivial
new result. Meanwhile, some related and new results are also established. In particular, the
monotonicity for Tsallis relative operator entropy is improved.
Furthermore, we introduce the exponential type relative operator entropies which are spe-
cial cases of the perspective and we give inequalities among them and usual relative operator
entropies.
1. Introduction and Preliminaries
Let B (H) be the algebra of all (bounded linear) operators on a complex Hilbert space H.
An operator A on H is said to be positive (in symbol: A ≥ 0) if 〈Ax, x〉 ≥ 0 for all x ∈ H.
We write A > 0 if A is positive and invertible. For self-adjoint operators A and B, we write
A ≥ B if A−B is positive, i.e., 〈Ax, x〉 ≥ 〈Bx, x〉 for all x ∈ H. We call it the usual order. In
particular, for some scalars m and M , we write m ≤ A ≤ M if m 〈x, x〉 ≤ 〈Ax, x〉 ≤ M 〈x, x〉
for all x ∈ H. The spectrum of A is denoted by Sp (A). A linear map Φ : B (H) → B (H) is
positive if Φ (A) ≥ 0 whenever A ≥ 0. It is said to be unital if Φ (I) = I.
In [5], for A, B > 0, relative operator entropy was defined by
S (A|B) = A
1
2 ln
(
A−
1
2BA−
1
2
)
A
1
2 .
For A, B > 0, the Tsallis relative operator entropy is defined as follows (see [13])
Tv (A|B) =
A♮vB − A
v
= A
1
2 lnv
(
A−
1
2BA−
1
2
)
A
1
2 , (v ∈ [−1, 0) ∪ (0, 1]) ,
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2 Some remarks on Tsallis relative operator entropy
where lnv(x) :=
xv−1
v
is v-logarithmic function defined for x > 0 with 0 6= v ∈ R and
A♯vB = A
1
2
(
A−
1
2BA−
1
2
)v
A
1
2
is the weighted geometric mean for v ∈ [0, 1]. Here we use the similar symbol A♮vB =
A
1
2
(
A−
1
2BA−
1
2
)v
A
1
2 for any v ∈ R. We remark that
T0 (A|B) = lim
v→0
Tv (A|B) = S (A|B) ,
since lim
v→0
lnv t = ln t for t > 0.
It is known that [9]:
A− AB−1A ≤ S (A|B) ≤ B − A and A− AB−1A ≤ Tv (A|B) ≤ B − A.
Regarding the concavity of f : [m,M ]→ R, we have
(1.1)
M − t
M −m
f (m) +
t−m
M −m
f (M) ≤ f (t) for t ∈ [m,M ] .
Since the function lnv (t) =
tv−1
v
on t > 0 is concave for the case v ≤ 1, we have
(1.2)
lnvm
M −m
(MA−B) +
lnvM
M −m
(B −mA) ≤ Tv(A|B)
whenever mA ≤ B ≤MA for some scalars 0 < m < M and positive invertible operators A,B.
For the limit of v → 0, (1.2) implies
(1.3)
lnm
M −m
(MA−B) +
lnM
M −m
(B −mA) ≤ S (A|B) .
Motivated by the inequality (1.3), Dragomir [2] established some upper and lower bounds
for the quantity
S (A|B)−
lnm
M −m
(MA− B)−
lnM
M −m
(B −mA) .
In this note, we present some inequalities for Tsallis relative operator entropy, which are
refinements and generalizations of some results obtained by Furuichi et al. [9]. Some related and
new inequalities, related to the information monotonicity of Tsallis relative operator entropy,
are also established. We also give some alternative bounds for the recent result by Dragomir
[2].
2. Main Results
At this point, for the reader’s convenience, we define the following two abbreviations:
(2.1) ξ (t) = 1 +
2
t−m
M−m (t−m) (M − t)M
t−M
M−m
(M +m)
t+M−2m
M−m
and ψ (t) = 1 +
(t−m) (M − t)M
t−M
M−m
2m
t+M−2m
M−m
where t ∈ [m,M ] with 0 < m ≤M .
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Theorem 2.1. Let A,B ∈ B (H) be two positive invertible operators satisfying mA ≤ B ≤MA
for some scalars 0 < m < M . Then
0 ≤ A
1
2 ln ξ
(
A−
1
2BA−
1
2
)
A
1
2
≤ S (A|B)−
lnm
M −m
(MA− B)−
lnM
M −m
(B −mA)
≤ A
1
2 lnψ
(
A−
1
2BA−
1
2
)
A
1
2 .
Proof. In the previous paper (see the estimate (2.6) in [7]), the authors stated that if 0 < b ≤ a
and v ∈ [0, 1], then
mv
(
b
a
)
a1−vbv ≤ (1− v) a+ vb ≤Mv
(
b
a
)
a1−vbv,
where
mv
(
b
a
)
= 1 +
2vv (1− v) (a− b)2
a1−v(a+ b)1+v
and Mv
(
b
a
)
= 1 +
v (1− v) (a− b)2
2a1−vb1+v
.
Assume that t ∈ [m,M ] with 0 < m ≤M . Choosing a =M , b = m and v = t−m
M−m
, we get
ξ (t)M
t−m
M−mm
M−t
M−m ≤ t ≤ ψ (t)M
t−m
M−mm
M−t
M−m
where ξ (t) and ψ (t) are defined as in (2.1). By taking the logarithm we obtain
ln ξ (t) ≤ ln t−
lnm
M −m
(M − t)−
lnM
M −m
(t−m) ≤ lnψ (t) .
Now, by setting t = A−
1
2BA−
1
2 and then multiplying both sides by A
1
2 we deduce the desired
result. 
Remark 2.1. Dragomir in [2, Theorem 2] has proved the following inequalities
0 ≤ K
(
M
m
)(
1
2
A−
1
M −m
A
1
2
∣∣∣∣A− 12
(
B −
M +m
2
A
)
A−
1
2
∣∣∣∣A 12
)
≤ S (A|B)−
lnm
M −m
(MA− B)−
lnM
M −m
(B −mA)
≤ K
(
M
m
)(
1
2
A +
1
M −m
A
1
2
∣∣∣∣A− 12
(
B −
M +m
2
A
)
A−
1
2
∣∣∣∣A 12
)
.
To compare Theorem 2.1 and Dragomir’s result, it is sufficient to compare the following in-
equalities for 0 < x ≤ 1:
(2.2) mv (x) x
v ≤ (1− v) + vx ≤Mv (x) x
v
where
(2.3) mv (x) = 1 +
2vv (1− v) (x− 1)2
(x+ 1)v+1
and Mv (x) = 1 +
v (1− v) (x− 1)2
2xv+1
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and
Kr (x) xv ≤ (1− v) + vx ≤ KR (x) xv,
where v ∈ [0, 1], r = min {v, 1− v}, R = max {v, 1− v} and K (x) = (x+1)
2
4x
. As we mentioned
in [7, Proposition 3.1], there is no ordering between Kr (x) and mv (x) (and also between K
r (x)
and Mv (x)). Therefore we conclude that Theorem 2.1 is not a trivial result.
It seems worthwhile to point out the following remark.
Remark 2.2. Let v ∈ (0, 1]. As we mentioned in [12, Remark 1], for x ≥ 1 we have
0 ≤ 1−
1
x
≤
(
x+ 1
2
)v−1
(x− 1) ≤
xv − 1
v
≤
(
xv−1 + 1
2
)
(x− 1) ≤ x− 1.
It follows from (2.2) that
(2.4) 1−
1
x
≤
1
Mv (x)
(
1− v
v
+ x
)
−
1
v
≤
xv − 1
v
≤
1
mv (x)
(
1− v
v
+ x
)
−
1
v
≤ x− 1 < 0,
where 0 < x ≤ 1 and 0 < v ≤ 1.
Actually, the first inequality in (2.4) is equivalent to the inequality
v(x− 1)2g(v, x) ≥ 0, g(v, x) ≡ 2xv+1 − (1− v) {(1 + v)x− v}
so that we have only to prove g(v, x) ≥ 0 for 0 < v ≤ 1 and 0 < x ≤ 1.
Since dg(v,x)
dx
= (1 + v)(2xv − 1 + v) and d
2g(v,x)
dx2
= 2v(1 + v)xv−1 ≥ 0, we have minimum value
of the function g(v, x) when x =
(
1−v
2
)1/v
and it is calculated as
g
(
v,
(
1− v
2
)1/v)
= v(1− v)
{
1−
(
1− v
2
)1/v}
≥ 0.
The second and third inequalities in (2.4) are straightforward from (2.2). The forth inequality
in (2.4) is equivalent to the inequality for x > 0 and 0 < v ≤ 1,
(mv(x)− 1)
mv(x)
(
(1− v) + vx
v
)
≥ 0
by simple calculations.
Remark 2.3. We know that (see [11, Remark 2.11]) if x > 0 and v /∈ [0, 1], then
(2.5) (1− v) + vx ≤ xv.
The function fv (t) =
v(1−v)(t−1)
tv+1
is convex for all t > 0 and v ∈ [−1, 0]. This follows from the
following fact
f
′′
v (t) =
v (v + 1) (1− v) (v (x− 1)− 2)
xv+3
≥ 0.
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Using the Hermite-Hadamard inequality, one can get
fv
(
1 + x
2
)
≤
1
1− x
∫ 1
x
fv (t) dt ≤
fv (1) + fv (x)
2
for each 0 < x ≤ 1 and v ∈ [−1, 0]. The above inequality entails that
(2.6) Mv (x) ≤
(1− v) + vx
xv
≤ mv (x)
where Mv (x) and mv (x) are defined as in (2.3).
Notice that for 0 < x ≤ 1 and v ∈ [−1, 0], the functions mv (x) and Mv (x) are increasing
and 0 < Mv (x) ≤ mv (x) ≤ 1 (similar to that of [7, Proposition 2.4], so we omit details). Thus,
inequality (2.6) provides a refinement and a reverse for the inequality (2.5).
Theorem 2.2. Let A,B ∈ B (H) be two positive invertible operators such that Sp (A) , Sp (B) ⊆
J ⊂ (0,∞). Then
(lnv t)A+ (A♮vB − tA♮v−1B) ≤ Tv (A|B) ≤ (lnv s)A + s
v−1 (B − sA) ,
for any s, t ∈ J and v ∈ [−1, 0) ∪ (0, 1].
Proof. The differentiable function f is concave on J if, for any s ∈ J , the tangent line through
(s, f (s)) is above the graph of f . That is
f (t) ≤ f (s) + f ′ (s) (t− s) .
Of course, the function f (x) = lnv x (v ∈ [−1, 0) ∪ (0, 1]) is differentiable and concave so
(2.7) lnv t ≤ lnv s+ s
v−1 (t− s) ,
for any s ∈ J .
Applying functional calculus for the positive operator A−
1
2BA−
1
2 , we get
lnv
(
A−
1
2BA−
1
2
)
≤ (lnv s)I + s
v−1
(
A−
1
2BA−
1
2 − sI
)
.
for any s ∈ J . By multiplying both sides by A
1
2 we deduce the second inequality.
On the other hand, from inequality (2.7), we get
(lnv t)I ≤ lnv
(
A−
1
2BA−
1
2
)
+ t
(
A−
1
2BA−
1
2
)v−1
−
(
A−
1
2BA−
1
2
)v
.
Multiplying A
1
2 from both sides, we have the first inequality. 
Remark 2.4. In [9, Theorem 3.6], Furuichi et.al. obtained the following inequality:
(2.8) A♯vB −
1
α
A♮v−1B +
(
lnv
1
α
)
A ≤ Tv(A|B) ≤
1
α
B − A−
(
lnv
1
α
)
A♯vB,
for α > 0 and 0 < v ≤ 1. We see the first inequality of (2.8) is just same to one in Theorem
2.2 with t = 1
α
. However, its proof is an entirely different proof to [9, Theorem 3.6].
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The second inequalities of (2.8) and in Theorem 2.2 with s = 1
α
are different. In order to
compare these, we have to compare gv(s, t) := (lnv s)+s
v−1t−sv and hv(s, t) := st−1−(lnv s)t
v
for v ∈ [−1, 0) ∪ (0, 1] and s, t > 0. However there is no ordering between them. Actually, we
have f0.5(0.1, 1) ≃ 1.01096 and f0.5(0.1, 0.1) ≃ −0.81, where fv(s, t) := gv(s, t) − hv(s, t). In
addition our Theorem 2.2 holds for v ∈ [−1, 0) ∪ (0, 1], while the inequalities (2.8) given in [9,
Theorem 3.6] were shown for v ∈ (0, 1]. Therefore our obtained upper bound for Tv(A|B) in
Theorem 2.2 is not trivial result.
For the limit of v → 0 in Theorem 2.2 we have
(log t)A+ (A− tAB−1A) ≤ S(A|B) ≤ (log s)A+ s−1B −A.
In addition, if we take t = 1
α
and s = α in the above, then we obtain the known inequalities
(1− logα)A−
1
α
AB−1A ≤ S(A|B) ≤ (logα− 1)A+
1
α
.
Furthermore, if we put α = 1 above, then we recover
A−AB−1A ≤ S(A|B) ≤ B −A.
See [9] for these known inequalities, for example.
Extending a work of Fujii [6] for relative operator entropy, Furuichi et al. [9, Proposition 2.3]
obtained:
(2.9) Φ (Tv (A|B)) ≤ Tv (Φ (A) |Φ (B))
where Φ : B (H) → B (H) is a unital positive linear map. In the following, we try to improve
inequality (2.9), which is often called the monotonicity for Tsallis relative operator entropy.
Theorem 2.3. Let A,B ∈ B (H) be two positive invertible operators and let Φ : B (H)→ B (H)
be a unital positive linear map. Then for any v ∈ [0, 1]
Φ (Tv (A|B)) ≤
∫ 1
0
Φ ((A♯vB) ♯µA) ♯vΦ ((A♯vB) ♯µB)− Φ (A)
v
dµ
≤ Tv (Φ (A) |Φ (B)) .
Proof. First, we need the following inequality from [11, Theorem 3.1], which connects both
sides of the Ando’s inequality [1]:
(2.10) Φ (A♯vB) ≤ Φ ((A♯vB) ♯µA) ♯vΦ ((A♯vB) ♯µB) ≤ Φ (A) ♯vΦ (B)
for v, µ ∈ [0, 1]. Integrating the inequality (2.10) over µ ∈ [0, 1], we obtain
(2.11) Φ (A♯vB) ≤
∫ 1
0
Φ ((A♯vB) ♯µA) ♯vΦ ((A♯vB) ♯µB)dµ ≤ Φ (A) ♯vΦ (B) .
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By virtue of (2.11), we have
Φ (A♯vB)− Φ (A)
v
≤
∫ 1
0
Φ ((A♯vB) ♯µA) ♯vΦ ((A♯vB) ♯µB)dµ− Φ (A)
v
≤
Φ (A) ♯vΦ (B)− Φ (A)
v
.
It follows from the linearity of Φ that Φ
(
A♯vB−A
v
)
= Φ(A♯vB)−Φ(A)
v
. This completes the proof. 
We close this section by giving a complementary inequality of (2.9).
Proposition 2.1. Let A,B ∈ B (H) be two positive invertible operators such that Sp (A) , Sp (B) ⊆
J and let Φ : B (H)→ B (H) be a unital positive linear map. Then
Tv (Φ (A) |Φ (B)) ≤ Φ (Tv (A|B)) + (lnv s− lnv t) Φ (A)
+ Φ (tA♮v−1B − A♯vB) + s
v−1Φ (B − sA)
for any s, t ∈ J and v ∈ [0, 1].
Proof. It follows from the first inequality in Theorem 2.2 that
(2.12) (lnv t)Φ (A) + Φ (A♯vB − tA♮v−1B) ≤ Φ (Tv (A|B)) .
This implies
(2.13) 0 ≤ Φ (Tv (A|B))− (lnv t)Φ (A)− Φ (A♯vB − tA♮v−1B) .
On the other hand, the second inequality in Theorem 2.2 implies
(2.14) Tv (Φ (A) |Φ (B)) ≤ (lnv s)Φ (A) + s
v−1Φ (B − sA) .
Adding (2.13) to (2.14), we infer the desired inequality. 
Remark 2.5. For the limit of v → 0 in Proposition 2.1, we obtain the inequality:
S(Φ(A)|Φ(B)) ≤ Φ(S(A|B)) +
(
log
s
t
− 2
)
Φ(A) + Φ(tAB−1A− s−1B).
3. another look at Tsallis relative operator entropy
Entropies are usually defined by the use of logarithmic functions. They can be redefined
by the use of exponential functions in artificially formal. We study relative operator entropies
defined by exponential functions and give some operator inequalities for them. We here use
v-exponential function defined by expv(x) := (1+ vx)
1/v for x > 0 and v ∈ [−1, 0)∪ (0, 1]. The
function expv is the inverse of lnv, and we have limv→0 expv(x) = exp(x).
It is known that Shannon entropy is defined by logarithmic function asH(p) = −
∑n
j=1 pj log pj
for probability distribution p = (p1, · · · , pn), where pj ≥ 0 and
∑n
j=1 pj = 1. Putting
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pj = e
−sj , we can rewrite H(p) as Hexp(s) =
∑n
j=1 sje
−sj , with sj ≥ 0. For Tsallis en-
tropy Tv(p) =
∑n
j=1 pj lnv
1
pj
can be rewritten as T expv (s) =
∑n
j=1 sj exp−v(−sj) with sj ≥ 0,
by putting 1
pj
= expv(sj). Similar modifications happen for the relative entropy D(p|q) =∑n
j=1 pj(log pj− log qj) and the Tsallis relative entropy Tv(p|q) =
∑n
j=1 p
1−r
j (lnv pj− lnv qj), for
probability distribution q = (q1, · · · , qn), where qj ≥ 0 and
∑n
j=1 qj = 1. By putting actually
pj = e
−sj and qj = e
−tj , we can rewrite the relative entropy as Dexp(s|t) =
∑n
j=1(tj − sj)e
−sj .
Putting by 1
pj
= expv(sj) and
1
qj
= expv(tj), we can rewrite the Tsallis relative entropy as
Dexpv (s|t) =
∑n
j=1
{(
exp
−v(−tj )
exp
−v(−sj)
)v
tj − sj
}
exp
−v(−sj). We note that
lim
v→0
T expv (s) = H
exp(s) and lim
v→0
Dexpr (s|t) = D
exp(s|t)
as known limv→0 Tv(p) = H(p) and limv→0 Tv(p|q) = D(p|q).
As we have seen some entropies can be written by exp(x) and expv(x) without ln(x) and
lnr(x). However we give nothing for information theoretical insights for our quantities. In this
note, we just give mathematical inequalities for the relative operator entropies redefined by
exp(x) and expv(x).
We give scalar inequalities for the function expv(t) below.
Lemma 3.1. Let t > 0, then
t expv/2(t)
1−v
2 ≤ expv (t)− 1 ≤
t
2
(
1 + expv(t)
1−v) , (−1 ≤ v < 0) ,
t
2
(
1 + expv(t)
1−v) ≤ expv (t)− 1 ≤ t expv/2(t) 1−v2 , (0 < v ≤ 1) .
Proof. Consider the function fv (t) = (1 + vt)
1−v
v where t > 0 and v ∈ [−1, 0) ∪ (0, 1]. We have
that {
f ′′v (t) ≥ 0 (−1 ≤ v < 0)
f ′′v (t) ≤ 0 (0 < v ≤ 1)
.
Now using the well-known Hermite-Hadamard inequality for convex (concave) function fv (t),
we infer the desired result. 
Utilizing the definition of the v-exponential function expv(t) defined for t > 0 and v ∈
[−1, 0) ∪ (0, 1], we can define
Ev (A|B) := A
1
2 expv
(
A−
1
2BA−
1
2
)
A
1
2 ,
where A,B ∈ B (H) are two positive invertible operators. It is easy to see that limv→0expv (t) =
exp(t). So we have
(3.1) limv→0Ev (A|B) = A
1
2 exp(A−
1
2BA−
1
2 )A
1
2 =: E (A|B)
It is notable E (A|B) and Ev (A|B) are special cases for the perspective [3, 4]. Lemma 3.1
implies the following operator inequalities.
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Theorem 3.1. Let A,B ∈ B (H) be positive invertible operators. If −1 ≤ v < 0, then
BA−1Ev/2(A|B)
1−v
2 + A ≤ Ev(A|B) ≤ A+
1
2
B +
1
2
BA−1Ev(A|B)
1−v.
If 0 < v ≤ 1, then
A+
1
2
B +
1
2
BA−1Ev(A|B)
1−v ≤ Ev(A|B) ≤ BA
−1Ev/2(A|B)
1−v
2 + A.
We also have the following relations among four operators.
Theorem 3.2. Let A,B ∈ B (H) be positive invertible operators, then
(3.2) S (A|B) ≤ Tv (A|B) ≤ Ev (A|B) ≤ E (A|B) , (0 < v ≤ 1) ,
(3.3) E (A|B) ≤ Ev (A|B) ≤ Tv (A|B) ≤ S (A|B) ,
(
−1 ≤ v < 0, v 6= −
1
2
)
,
where S (A|B) and Tv (A|B) are relative operator entropy [14] and Tsallis relative operator
entropy [16], respectively.
Proof. The first inequality in (3.2) and the last inequality in (3.3) follows directly from [15,
Proposition 3.1]. We know that for each t > 0,
expv(t) ≤ exp(t), (0 < v ≤ 1) ,
exp(t) ≤ expv(t),
(
−1 ≤ v < 0, v 6= −
1
2
)
,
these gives the last and the first inequality in (2.1) and (3.3), respectively. On the other hand
for each t > 0,
lnv(t) ≤ expv(t), (0 < v ≤ 1)
expv(t) ≤ lnv(t),
(
−1 ≤ v < 0, v 6= −
1
2
)
.

Theorem 3.3. Let B ≤ C. If m−1
v
A ≤ B ≤ M−1
v
A with 0 < m < M , then
(3.4) Ev (A|B) ≤ K (m,M, v) Ev (A|C) , (v ∈ [−1, 0) ∪ (0, 1]) ,
where
K (m,M, v) ≡
(mMv −Mmv)
(v − 1) (M −m)
(
(v − 1) (Mv −mv)
v (mMv −Mmv)
)v
> 0.
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Proof. According to [17, Theorem 1.5],〈(
I + vA−
1
2BA−
1
2
) 1
v
x, x
〉
≤ K (m,M, v)
〈(
I + vA−
1
2BA−
1
2
)
x, x
〉 1
v
,
holds for any unit vector x ∈ H and v ∈ [−1, 0) ∪ (0, 1].
So we have
1
K (m,M, v)
〈(
I + vA−
1
2BA−
1
2
) 1
v
x, x
〉
≤
〈(
I + vA−
1
2BA−
1
2
)
x, x
〉 1
v
≤
〈(
I + vA−
1
2CA−
1
2
)
x, x
〉 1
v
≤
〈(
I + vA−
1
2CA−
1
2
) 1
v
x, x
〉
.
Whence (
I + vA−
1
2BA−
1
2
) 1
v
≤ K (m,M, v)
(
I + vA−
1
2CA−
1
2
) 1
v
.
Multiplying both sides by A
1
2 we deduce the desired inequality (3.4).

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