Interpreting streamflow generation mechanisms from integrated surface-subsurface flow models of a riparian wetland and catchment by Partington, D et al.
Interpreting streamflow generation mechanisms from integrated
surface-subsurface flow models of a riparian wetland and catchment
D. Partington,1 P. Brunner,2 S. Frei,3 C. T. Simmons,4 A. D. Werner,4 R. Therrien,5 H. R. Maier,1
G. C. Dandy,1 and J. H. Fleckenstein6
[1] The understanding of streamﬂow generation processes is vitally important in the
management of water resources. In the absence of the data required to achieve this,
Integrated Surface-Subsurface Hydrological Models (ISSHM) can be used to assist with the
development of this understanding. However, the standard outputs from these models only
enable elicitation of information about hydrological drivers and hydrological responses that
occur at the same time. This generally limits the applicability of ISSHMs for the purposes
of obtaining an improved understanding of streamﬂow generation processes to catchment
areas that do not exhibit signiﬁcant storage, travel times or ﬂow depletion mechanisms. In
order to overcome this limitation, a previously published Hydraulic Mixing-Cell (HMC)
method is improved so that it can be used to follow surface water derived from direct
rainfall and groundwater discharge to the stream and adjacent overland ﬂow areas. The
developed approach was applied to virtual experiments (based on the Lehstenbach
catchment in southeastern Germany), which are composed of two ISSHMs of contrasting
scales: (1) a riparian wetland of area 210 m2 and (2) a catchment of area 4.2 km2. For the
two models, analysis of modeling results for a large storm event showed complex
spatiotemporal variability in streamﬂow generation and surface water-groundwater
interaction. Further analysis with the HMC method elucidated in-stream and overland ﬂow
generation mechanisms. This study showed within a modeling framework that identiﬁcation
and quantiﬁcation of in-stream and overland ﬂow generation better informed understanding
of catchment functioning through decomposition of streamﬂow hydrographs, and analysis
of spatiotemporal variability of ﬂow generation mechanisms.
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1. Introduction
[2] Understanding streamﬂow generation and surface
water-groundwater interaction is of great importance for
the management of water resources, as highlighted in
reviews by Winter [1999], Sophocleous [2002], and more
recently Fleckenstein et al. [2010]. In the absence of rele-
vant data, distributed physics-based Integrated Surface-
Subsurface Hydrological Models (ISSHM) [see Gaukroger
and Werner, 2011; Sebben et al., 2013] represent a useful
alternative for providing insight into hydrological processes
at detailed spatiotemporal resolutions [e.g., Mirus et al.,
2011b]. This is because ISSHMs are capable of simulating
feedbacks between the surface and subsurface, including all
forms of overland ﬂow generation and reinﬁltration [Kampf
and Burges, 2007]. In addition, ISSHMs can assist with ana-
lyzing and interpreting hydrological processes and in devel-
oping conceptual understanding of catchment processes
[Ebel and Loague, 2006]. ISSHM examples include Hydro-
GeoSphere [Therrien et al., 2009], InHM [Vanderkwaak,
1999], ParFLOW [Kollet and Maxwell, 2006], CATHY
[Camporese et al., 2010], and MODHMS [HydroGeoLogic
Inc., 2006]. In recent years, studies related to understanding
streamﬂow generation and surface water-groundwater inter-
action using numerical models have become increasingly
widespread [e.g., Brunner et al., 2009; Frei et al., 2010;
Maxwell and Kollet, 2008; Park et al., 2011].
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[3] The aforementioned studies focused on processes in
small-scale synthetic systems, enabling insight to be gained
into the controls on ﬂow generation [Frei et al., 2010;
Maxwell and Kollet, 2008; Park et al., 2011] and depletion
[Brunner et al., 2009]. However, difﬁculties arise when
attempting to gain the same level of insight for larger,
catchment-scale systems. This is because in small-scale
systems, hydrological outputs at a particular place and time
are generally only affected by hydrological drivers that
occur at the same location and at the same time (i.e., by
‘‘active’’ processes [Ambroise, 2004]). However, this is not
the case for larger-scale systems, where local hydrologic
response is not only affected by local processes but also
largely by processes taking place in other locations and at
other times. This is a result of the inﬂuence of surface and
groundwater ﬂow travel times, ﬂow impediments (e.g., ri-
parian wetlands or weirs), and losses (e.g., inﬁltration or
evaporation). Consequently, hydrological drivers that occur
at a particular point in time (active processes) do not neces-
sarily end up contributing to the hydrological output at that
or a later time. As a result, when considering streamﬂow
generation processes at the catchment scale, there is a need
to distinguish between ‘‘active’’ and ‘‘contributing’’ proc-
esses [Ambroise, 2004], where contributing processes are
those that contribute to ﬂow at a particular location at a par-
ticular time, and necessarily include active processes
upstream of the point of interest. It follows therefore that
all contributing processes are derived from active proc-
esses, occurring both upstream and at the point of interest ;
however, not all active processes will become contributing
processes downstream of where they occur, due to ﬂow
depletion processes such as evapotranspiration, and inﬁltra-
tion to the subsurface. This distinction is particularly impor-
tant in catchments with relatively long travel times for
water and/or where ﬂow depletion processes are signiﬁcant.
[4] While information on active processes is provided as
standard output from ISSHMs, the same is not the case for
information on contributing processes. For example, the
lag times between individual recharge events and resulting
stream ﬂow increases are not reported. As a result, previous
studies that have used ISSHMs at the catchment scale [e.g.,
Goderniaux et al., 2009, 2011; Loague and Vanderkwaak,
2002; Ebel et al., 2008; Li et al., 2008; Shen and Phaniku-
mar, 2010; Mirus et al., 2011a; Camporese et al., 2010]
have been unable to identify and quantify the individual
contributions of various catchment processes to streamﬂow
generation processes. Although Vivoni et al. [2007] quanti-
ﬁed the contributing processes of streamﬂow generation at
the catchment scale, their model was based on a number of
simplifying assumptions that did not necessitate the distinc-
tion between active and contributing processes. In particu-
lar, they assumed that surface water ﬂows to the catchment
outlet without loss or impediment once it enters the surface
domain [see Ivanov et al., 2004]. This assumption is prob-
lematic in more complex systems where signiﬁcant frac-
tions of overland and in-stream ﬂows are depleted (e.g.,
due to reinﬁltration of overland ﬂow on the hillslope, or
losing sections along a stream) or retained in particular
parts of the catchment (e.g., due to wetlands, weirs, or other
ﬂow impediments and water storages).
[5] In order to enable ISSHMs to be used for the identiﬁ-
cation of both active and contributing streamﬂow generating
processes, it is necessary to ﬁrst classify water as it enters
the surface by the active ﬂow generation mechanism, and
then track that water on its journey through the catchment,
to the point at which the hydrograph is being measured.
Partington et al. [2011, 2012] and Li et al. [2013] achieved
this by developing and applying a Hydraulic Mixing-Cell
(HMC) method in order to identify the groundwater dis-
charge components of hydrographs for a relatively ﬂat syn-
thetic catchment that exhibited dynamic gaining and losing
reaches along the stream, and furthermore displayed clear
time lags for ﬂow from upstream areas. However, this
approach has not yet been applied to larger-scale catch-
ments, or for the identiﬁcation of overland ﬂow generation
mechanisms.
[6] In this paper, the HMC method introduced by Part-
ington et al. [2011] is modiﬁed to enable information about
active and contributing processes to be obtained as outputs
from ISSHMs. This enables the identiﬁcation and quantiﬁ-
cation of contributing in-stream and overland ﬂow genera-
tion mechanisms at larger (e.g., catchment) scales which
informs the understanding of catchment functioning. This
is particularly important as there are still difﬁculties in the
capability to conduct or scale up the measurements of
active processes that are required in order to gain an under-
standing of surface water-groundwater interactions and
streamﬂow generation at the catchment scale [Fleckenstein
et al., 2010]. The Lehstenbach catchment is used as the ba-
sis for virtual experiments with the modiﬁed HMC method.
Two models of contrasting scales are used to investigate
both in-stream and overland ﬂow generation mechanisms
within the catchment. In-stream ﬂow generation mecha-
nisms are deﬁned as those occurring on the boundaries of
the stream, i.e., direct precipitation to the stream, direct
groundwater discharge to the stream and overland ﬂow into
the stream. Overland ﬂow generation is distinguished by
rainfall runoff from the hillslope (without distinguishing
inﬁltration excess and saturation excess) and groundwater
discharge on the hillslope adjacent to the stream. Using the
HMC method, this paper aims to demonstrate the value of
quantifying in-stream and overland ﬂow generation mecha-
nisms to better understand processes at the catchment scale
within the virtual experiments by:
[7] 1. Separating ﬂow hydrographs into the constituent
in-stream and overland ﬂow generation mechanisms at the
outlet and other select points ;
[8] 2. Quantifying the spatial and temporal variability for
in-stream and overland ﬂow generation mechanisms at con-
trasting spatial (wetland 210 m2 and catchment 4.2 km2) and
temporal (days versus year) scales; and
[9] 3. Quantifying the differences between active and
contributing processes within the catchment.
2. Case Study: Lehstenbach Catchment
[10] The Lehstenbach catchment, (4.2 km2) located in
Southeastern Germany (50803500N, 11520800E, see Figure
1), has been the subject of a number of previous studies
[Lischeid et al., 2002, 2007; Frei et al., 2010]. Elevations
within the catchment vary between 877 m above sea level in
upslope areas and 690 m above sea level at the catchment’s
outlet. Average annual precipitation amounts to about
1150 mm/yr, the average annual evapotranspiration is
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approximately 600 mm/yr, and average annual runoff from
the catchment is approximately 550 mm/yr [Gerstberger,
2001]. The annual mean air temperature is approximately
5C [Gerstberger, 2001].
[11] The main regional aquifer in the Lehstenbach catch-
ment is made of regolith material (around 40 m thick) orig-
inating from the weathering of the granitic bedrock
[Lischeid et al., 2002]. Nearly one third of the catchment’s
total area can be classiﬁed as riparian wetlands, adjacent to
the major streams. These wetlands are preferentially
located in the center of the bowl-shaped catchment, where
subsurface ﬂows converge. Within the wetland areas,
groundwater levels typically ﬂuctuate within the uppermost
0.5 m of the organic peat soil. In the upslope areas, which
are mainly forested (Picea abies), groundwater levels are
generally between 5 and 10 m below the surface. Locally,
the hydraulic connectivity between the groundwater in the
riparian wetlands and the deeper regolith aquifer is re-
stricted by an up to 2 m thick basal clay layer.
[12] Previous studies of the Lehstenbach catchment indi-
cated that the dominant runoff generation processes (e.g.,
saturated overland ﬂow and shallow subsurface ﬂow) dur-
ing rainfall events take place within the wetland areas
[Lischeid et al., 2007; Frei et al., 2010]. Large areas of
these wetlands, predominantly located near the catchment’s
outlet, are characterized by a pronounced microtopography,
consisting of sequences of hollows and hummocks formed
by the wetland’s vegetation [Knorr et al. 2008]. A concep-
tual hillslope plot depicting the in-stream and overland
ﬂow generation mechanisms in the Lehstenbach catchment
is shown in Figure 2.
[13] Previous modeling by Frei et al. [2010, 2012] has
been carried out for a synthetic riparian wetland typical of
those within the Lehstenbach catchment. Frei et al. [2010]
demonstrated a hysteretic relationship between wetland
water storage and channel discharge. They concluded that
enhanced mixing between surface and subsurface water
had potential implications for the water quality within the
catchment. However, Frei et al. [2010] did not explore
mixing of rainfall and discharged groundwater at the wet-
land’s surface, which necessitates quantifying the different
overland surface ﬂow and ponding generation mechanisms.
These complex processes in the wetland suggest an analysis
of only the active mechanisms is insufﬁcient to quantify
the contributing overland ﬂow generation mechanisms. In
the present study, application of the HMC method to the
wetland model expands on the work of Frei et al. [2010]
and is used to quantify the fractions of overland ﬂow that
are generated from either rainfall running off the wetland
or groundwater discharging to the wetland. However, their
wetland model does not include the surrounding inﬂuences
of adjacent wetlands, upslope forested areas, and ground-
water ﬂows from upslope and deeper aquifers within the
catchment. To investigate the catchment-scale processes, a
model of the entire Lehstenbach catchment is developed,
allowing analysis of in-stream and overland ﬂow genera-
tion across the entire stream network and catchment, as
well as accounting for contributions to the wetlands from
deeper groundwater that originated from upslope areas.
3. Methodology
[14] The modeling investigation within the study area is
carried out at two different scales, as mentioned previously.
First, the model of a synthetic wetland typical of those in
the Lehstenbach catchment is revisited, following Frei
et al. [2010] (section 3.2.1). Second, a model of the entire
Lehstenbach catchment is developed (section 3.2.2). In-
stream and overland ﬂow generation is analyzed using an
improved HMC method detailed in section 3.3.
3.1. The Fully Integrated Modeling Platform
[15] Numerical modeling in this study uses the ISSHM
HydroGeoSphere (HGS). HGS is a fully integrated surface-
Figure 1. Location of the Lehstenbach catchment (after
Frei et al., [2010]).
Figure 2. Conceptual diagram of in-stream and overland
ﬂow generation mechanisms typical of the Lehstenbach
catchment during intense storm events. The in-stream and
overland ﬂow generation mechanisms shown are ground-
water discharge to the channel (GW-CH) and wetland
surfaces (GW-WL), direct rainfall to the channel (RF-CH)
and wetland surfaces (RF-WL), and runoff from the forest.
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subsurface ﬂow model that incorporates 3-D variably satu-
rated subsurface ﬂow using a modiﬁed form of the Richard’s
equation and 2-D surface ﬂow using the diffusion wave
approximation to the St Venant equations. Further details of
the numerical formulation of HGS can be found in Therrien
et al. [2009] and Brunner and Simmons [2012]. The surface
and subsurface are coupled using a ﬁrst-order exchange
coefﬁcient [Liggett et al., 2012]. An important characteristic
of fully integrated models such as HGS is that there is no
requirement for a priori assumptions of speciﬁc streamﬂow
generation mechanisms [Mirus et al., 2011a]. Consequently,
it is necessary to interrogate the model outputs to character-
ize the streamﬂow generation processes that are predicted by
the model.
3.2. Development of Case Study Models
3.2.1. Wetland Model Setup
[16] The wetland model setup is described by Frei et al.
[2010], and so only a brief description is presented here.
The wetland model (Figure 3) is at the plot scale (21 m 
10 m), representing a relatively ﬂat hillslope (average slope
of 0.03 m/m) made up of a sequence of hummocks and hol-
lows. The spatial structure of the microtopography is repre-
sented using geostatistical indicator simulations based on a
Markov Chain model of transition probabilities [Carle and
Fogg, 1996]. The model domain is made up of 10 layers,
with a total of 410,832 elements and 210,000 nodes, pro-
viding a ﬁne discretization of 0.1 m in the X, Y, and Z direc-
tions. The organic peat is represented as homogeneous and
isotropic with a saturated hydraulic conductivity of 0.2 m/
d, a value that is based on a previous modeling study from
the ﬁeld site [Hauck, 1999] and which is in line with values
reported for similar wetlands [Kruse et al., 2008; Schlotz-
hauer and Price, 1999]. Constitutive relationships for unsat-
urated ﬂow are assumed to follow the van Genuchten model
of the soil-water retention and relative permeability func-
tions [van Genuchten, 1980]. The parameterization of the
van Genuchten model is based on ﬁeld measurements from
similar wetlands located in Alberta, Canada [Price et al.,
2010].
[17] Frei et al. [2010] showed that the pronounced
microtopography resulted in distinct ﬂow networks in the
wetland model as shown in Figure 3b. The division of two
ﬂow networks (denoted as FN1 and FN2) and their
discharge points to the channel are shown in Figure 3b.
[18] The simulation period in this study focuses on a
large storm event (13–21 July 2001) from the 2000 to 2001
hydrological year (1 November 2000 to 31 October 2001).
The simulation starts with a recession period (i.e., no rain)
lasting 14 days. After day 14, an extended rainfall event
occurs. The rainfall event persists for 8 days leading to the
depressions on the slope ﬁlling until they spill to the adja-
cent down-slope depressions. Details of this ‘‘ﬁll and spill’’
mechanism [after Tromp-van Meerveld and McDonnell,
2006] and its inﬂuence on overland ﬂow are described in
Frei et al. [2010].
Figure 3. Geometry of the wetland segment: (a) planar reference model showing the main drainage
direction and channel location; (b) smoothed realization of the wetland’s hummocky microtopography,
with simulation results of developed overland ﬂow in the wetland [after Frei et al., 2010]; and (c) cross
section (Y¼ 5 m) of the microtopography model [after Frei et al., 2010]. The division of overland ﬂow
into two distinct ﬂow networks (denoted as FN1 and FN2) is shown by the surface ﬂow lines. The model
observation points for ﬂow in this study are denoted by the red arrows, which correspond to surface
water discharge from the wetlands to the channel from FN1 and FN2, and channel discharge at the outlet
of the model.
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3.2.2. Catchment Model Setup
[19] A digital elevation model (DEM) with a spatial re-
solution of 5 m  5 m is used to represent the bowl-shaped
topography of the catchment. Vertically, the model is dis-
cretized into two main geological units of variable thick-
ness to represent the major soil types and subsurface
geology of the Lehstenbach catchment. Within the wetland
areas, the upper surface unit (1 m thick) represents the or-
ganic peat soils. This upper unit is represented in the grid
by 10 sublayers of uniform vertical thickness equal to 0.1
m (see Table 1).
[20] For the 10 sublayers, the saturated hydraulic con-
ductivity (Ksat) decays exponentially with depth to account
for effects related to the transmissivity feedback mecha-
nism, which has been described for peat forming wetlands
[Bishop et al., 2004; Jacks and Norrström, 2004]. Values
for Ksat for the different sublayers ranged between 20 m/d
for the uppermost layer (representing fresh and less com-
pacted organic material) and 8.6  103 m/d for the basal
clay layer, which separates the wetlands from the deeper aq-
uifer (Table 1). The values for Ksat for the wetland areas are
within the range reported by Jacks and Norrström [2004],
who performed slug tests for similar wetlands located in the
Luntoma catchment in Southwestern Sweden. The lower
model unit (20–40 m thick) is represented in the grid by 10
sublayers and is used to represent the main regolith aquifer.
Similar to the wetland model, parameters for the soil-water
retention functions are applied uniformly to the upper wet-
land layers based on ﬁeld measurements from similar wet-
lands in Alberta, Canada [Price et al., 2010]. Uniform
parameters for the van Genuchten model as well as for Ksat
(0.24 m/d) of the main regolith aquifer are obtained from a
previous calibration of the model to ﬁeld observations of aq-
uifer heads and stream discharge at the catchment outlet for
the 2000–2001 hydrological year (1 November 2000 to 31
October 2001) [seeWerb, 2009].
[21] Horizontally, the model uses a triangular mesh with
variable node spacing (Figure 4). Nodal spacing in the mesh
Table 1. Surface and Subsurface Parameters Used in the Lehstenbach Catchment Modela
Parameter Value
Surface
Forest Manning’s roughness n 1.9  106 d/m1/3
Rill storage 0.5 m
Wetlands Manning’s roughness n 8.1  105 d/m1/3
Rill storage 0.1, 0.5, and 1 m
Stream Manning’s roughness n 4.0  107 d/m1/3
Rill storage 0.0 m
Surface/Subsurface Coupling Coupling length 0.1 m
Subsurface
Bottom, Middle, and Top Layer Hydraulic conductivity Ksat 0.24 m/d
Porosity 0.4
van Genuchten  2.69 m1
van Genuchten  1.45
Residual saturation r 0.1
Wetland Layers (Bottom-Top) Hydraulic conductivity Ksat 0.01, 0.02, 0.05, 0.13, 0.29, 0.68,
1.59, 3.69, 8.60, and 20.00 m/d
Porosity 0.5
van Genuchten  3.5 m1
van Genuchten  1.7
Residual saturation r 0.1
Clay Layer Hydraulic conductivity Ksat 0.86 m/d
Porosity 0.45
van Genuchten  1.55 m1
van Genuchten  1.26
Residual saturation r 0.1
Evapotranspiration
Wetlands and Forest Evaporation depth 0.5 m
Transpiration ﬁtting parameter c1 0.2
Transpiration ﬁtting parameter c2 0.5
Transpiration ﬁtting parameter c3 1.0
Wilting point 0.24
Oxic limit 1.0
Anoxic limit 1.0
Limiting saturation (minimum) 0.24
Limiting saturation (maximum) 0.4
Canopy storage parameter 1  106 m
Initial interception storage 1  106 m
Wetlands Root depth 0.8 m
Leaf area index 3.0
Field capacity 0.35
Forest Root depth 3.0 m
Leaf area index 6.5
Field capacity 0.34
aFor a detailed description of all model parameters used in HGS, see Therrien et al. [2009].
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varies between 10 m in the direct vicinity of the streams, 30
m within riparian wetlands, and 100 m for upslope areas.
Within HGS, the locations of streams develop from ﬂow
between the surface and subsurface and tend to occur at to-
pographical lows. However, the DEM used is too coarse to
resolve differences in elevation between stream channels
and the surrounding areas. Therefore, the elevations of
surface nodes which coincide with stream locations are man-
ually lowered by 1 m to correct for the smoothing of topog-
raphy in the coarse DEM. For the subsurface ﬂow domain,
the bottom and lateral model boundaries are set to no ﬂow
to represent the contact with the low-permeability granitic
bedrock and because it can be assumed that there is no
exchange of groundwater with areas located outside of the
Lehstenbach catchment. For the surface ﬂow domain, a
combination of variable rainfall, interception, and evapo-
transpiration is applied over the catchment. Interception and
evapotranspiration [Panday and Huyakorn, 2004], within
HGS, are simulated as mechanistic processes governed by
plant and climatic conditions, as described by Kristensen
and Jensen [1975] and Wigmosta et al. [1994]. At the edges
of the surface ﬂow domain, a critical depth boundary is used
to simulate surface water outﬂow from the model. Mann-
ing’s roughness coefﬁcient for the forested upslope areas is
assigned a constant value of 1.9  106 d/m1/3, representing
areas of minor ground vegetation [Shen and Julien, 1993].
The friction slope for the wetlands is set to 8.1  105 d/m1/3,
typical for high grass [Shen and Julien, 1993].
[22] Topography and land use for the Lehstenbach catch-
ment are shown in Figure 4. The arrangement of mesh
elements shown in Figure 4 is used to delineate the stream,
wetlands, and forest areas. The detailed microtopography
of the wetland model cannot be included explicitly at the
catchment scale due to computational constraints. Instead,
the rill storage concept is used [see Therrien et al., 2009],
whereby a ponding depth is speciﬁed at surface nodes
which must be reached before surface ﬂow is induced.
Spatially distributed rill storage height zones are used to
represent the microtopographically induced threshold-type
behavior of runoff generation from the wetlands. These
storage zones mimic the depression-storage characteristics
and the typical ﬁll and spill mechanisms of the wetlands’
microtopography. However, the behavior of the wetlands in
the catchment-scale model (as opposed to the wetland
model) is inﬂuenced additionally by variable groundwater
heads at the upslope boundaries, which are driven largely
by recharge originating from inﬁltration in the upslope for-
ested areas. The simulation period is the hydrological year
2000 (1 November 2000 to 31 October 2001), although a
focus is placed on the large July storm (13–21 July 2001)
simulated in the wetland model. Note that because the
whole year is simulated in the catchment model, day 0 in
the wetland model is the same as day 200 in the catchment
model. Evaluation of simulated stream discharge to the
observed discharge for the 2001–2005 hydrologic years
yields a Nash-Sutcliffe efﬁciency of 0.51, which is deemed
reasonable for this study.
3.3. HMC Method
[23] The HMC method developed by Partington et al.
[2011] allows separation of the streamﬂow hydrograph by
the in-stream ﬂow generation mechanisms (i.e., ground-
water discharge to the stream, direct rainfall to the stream,
and overland ﬂow to the stream). The HMC method works
by utilizing the spatiotemporal information of active in-
stream ﬂow generation mechanisms to obtain the contribut-
ing ﬂow generation mechanisms. The HMC method treats
each stream node in the surface domain of the model as a
mixing-cell. The method utilizes the nodal ﬂuid mass bal-
ance from the ISSHM at each model time step, to calculate
the fraction of water in each cell that derives from different
in-stream ﬂow generation mechanisms. For example, if a
cell has a water volume of 0 units at the start of the time
step and 2 units at the end of the time step, and during that
time step 1 unit of groundwater discharged into the cell and
1 unit of rainfall fell on the cell, then the fraction of
groundwater discharge and direct rainfall in the cell would
be 0.5. This becomes more complex if there is also outﬂow
from the cell, because a mixing rule must be chosen for the
mixing cells, which dictates how the fractions are calcu-
lated at the end of each time step. The HMC method uses
the ‘‘modiﬁed mixing rule,’’ which simulates a mixing re-
gime between perfect mixing and piston ﬂow [see Cam-
pana and Simpson, 1984].
[24] Each in-stream ﬂow generation mechanism is
assigned a unique fraction f. Over each time step of the
model simulation, inﬂowing water into a cell from either
the subsurface (e.g., groundwater discharge) or surface
boundary conditions (e.g., rainfall) is classiﬁed by the cor-
responding unique fraction. The sum of all fractions in
each cell, for an error-free ﬂuid mass balance, is equal to 1.
Inﬂow from adjacent cells is assigned the fractions from
the upstream cell. Partington et al. [2011] derived an equa-
tion for the fraction f for each in-stream ﬂow generation
mechanism k at time N in cell i as:
f Ni kð Þ ¼
VN1i
VNi

Xm
j¼1
Vij

N
N1
VNi
0
BBBB@
1
CCCCAf
N1
i kð Þ þ
Xn
j¼1
Vji

N
N1
f N1j kð Þ
VNi
ð1Þ
Figure 4. Model spatial discretization of the Lehstenbach
catchment and distribution of the stream, wetland, and for-
est areas (the z axis is exaggerated by a factor of 5). Model
observation points are at locations 1–6 and at the outlet.
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[25] Where there are n sources and m sinks for cell i ;
fj(k)
N1 denotes fraction k at time N1 in the neighboring
cell j, V denotes the volume with the superscript denoting
time state and subscript i denoting the cell, ij denoting vol-
ume into cell j from cell i over the time step from N1 to
N, and ji denoting volume from neighbor j into i.
[26] To achieve the aims of the current study, some limi-
tations from previous implementations of the HMC method
must be addressed. First, Partington et al. [2011, 2012] does
not consider the contributing mechanisms for overland ﬂow,
as groundwater discharge adjacent to the stream was negligi-
ble. Second, Partington et al. [2011] notes that the HMC
method was only numerically stable if the ratio of outﬂow to
storage was less than 1, and the ﬂuid mass balance conver-
gence criterion was very small (<1010 m3/s). These stabil-
ity conditions require very low convergence criterion
(<1010 m3/s) for the solution of the ﬂuid mass balance
equation, and very small time steps (<100 s), thus increasing
simulation time signiﬁcantly. Use of the HMC method in
this study expands on previous implementations by: (1)
accounting for overland ﬂow generation mechanisms in the
HMC method, (2) modifying the HMC scheme to allow
operation at subtime steps of the ISSHM ﬂow solution time
step, and (3) developing stability handling criteria for HMCs
to prevent instabilities from occurring. Addressing these lim-
itations enables the quantiﬁcation of contributing in-stream
and overland ﬂow generation mechanisms for the more com-
plex virtual experiment considered in this current study.
3.3.1. Capturing In-Stream Overland Flow
Generation Mechanisms
[27] Overland ﬂow generation mechanisms are consid-
ered by using additional HMC fractions to those used in
Partington et al. [2011, 2012]. All in-stream and overland
ﬂow generation mechanisms are delineated by surface node
deﬁnition: e.g., ‘‘stream’’ or ‘‘overland.’’ Surface nodes
may also be deﬁned as ‘‘other’’ nodes, which could be
lakes, reservoirs, upstream inﬂow boundaries, or areas for
which internal ﬂow generation may not be of interest or are
not known. In this study, forested areas are treated as
‘‘other’’ nodes. With respect to groundwater discharge and
rainfall, ﬂow generation at ‘‘other’’ nodes is not captured
explicitly. Instead, any water ﬂowing from ‘‘other’’ nodes
to a stream or overland node is assigned an ‘‘other’’ frac-
tion of 1 (i.e., fother¼ 1), i.e., without delineation of this
water into components of groundwater discharge and rain-
fall. Unless water in the surface domain at the start of a
simulation is assigned stream, overland or ‘‘other’’ frac-
tions from a previous simulation, then it is not possible to
know which ﬂow generation processes were responsible for
initial surface water. Therefore, an ‘‘initial’’ fraction is also
included; initial conditions for existing surface water in
each cell default to the ‘‘initial’’ fraction (i.e., finitial¼ 1,
and all other fractions are set to zero) unless predeﬁned
otherwise.
3.3.2. Subtimed HMC Algorithm to Ensure Stability
[28] The stability of equation (1) in the HMC method is de-
pendent on the ratio of outﬂow to storage [Partington et al.,
2011]. Stability requires that the volume of water leaving a
cell over a given time step is less than the volume in storage.
The volume leaving a cell is calculated using the ﬂuid mass
balance, accounting for small errors in the water balance (i.e.,P
fi(k)
N 6¼ 1) within each cell (for outﬂow and storage). Abso-
lute error () within cells is calculated as ¼ j1P fi(k)Nj.
The HMC ratio for each cell i is deﬁned as:
HMC ratio ið Þ ¼
Xm
j¼1
Vij

N
N1
f N1i kð Þ
VN1i
X
8k
f N1i kð Þ
ð2Þ
[29] Instability in the HMC method results when the cell
ratio is greater than 1 in any HMC. For small HMCs, the
storage volume may be quite small relative to the outﬂow.
Maintaining the HMC ratio below 1 can necessitate very
small time steps when the cell’s storage is small relative to
the ﬂow. This is problematic for long-term transient simu-
lations requiring large time steps in the ﬂow solution. As
part of the improved HMC method, a subtimed HMC
method is implemented to prevent relatively small time
steps of the HGS ﬂow solution. This implementation
removes the stability restriction (i.e., equation (2)) imposed
by the HMC method on the maximum time step for the
HGS ﬂow solution. The subtimed HMC method is applied
when the maximum HMC ratio at any of the cells is greater
than 1. It works by subdividing the ﬂuxes and storage
changes within a time step. This subdivision between time
steps N1 and N, and calculation of fractions at each sub-
time step n is done in the following way:
[30] 1. Calculate the number of subtime steps (s)
required to ensure stability based on maximum HMC ratio:
s ¼ max :HMC ratio½  þ 1 ð3Þ
where max. HMC ratio is the maximum HMC ratio.
[31] 2. Calculate the subtimed ratios (tsub) for adjusting
inﬂows, outﬂows, and storage changes at each n :
tsub
n ¼ 1= s 1ð Þ; 1  n < s
1 tsub1  s 1ð Þ; n ¼ s
 
ð4Þ
[32] 3. Calculate the changes in storage for the cells over
the whole time step:
dSi ¼ VNi  VN1i ð5Þ
[33] 4. Calculate the subtimed HMC fractions, updating
for all cells i at each substep n as follows:
f ni kð Þ ¼
Vn1i
Vni

Xm
j¼1
Vij
N
N1
 tsubn
Vni
0
BBBB@
1
CCCCAf
n1
i kð Þ
þ
Xn
j¼1
Vji
N
N1
f n1j kð Þ  tsubn
Vni
; n ¼ 1; :::; s
ð6Þ
subject to
[34]
V 0i ¼ VN1i and f 0a kð Þ ¼ f N1a kð Þ ; a ¼ i; j ð7Þ
Vni ¼ VN1i þ n  tsubn  dSi for 1  n < s ð8Þ
Vsi ¼ VNi ð9Þ
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3.3.3. Stability Constraints for Efficient Execution of
the HMCMethod
[35] The subtimed HMC scheme allows time steps in the
ﬂow solution to be as large as convergence criteria allow.
However, a very large HMC ratio (>10,000), results in a
large number of subtime steps. In terms of computational
efﬁciency, a very large HMC ratio is not desirable, particu-
larly for cells that only have very small volumes of water
storage. In near dry cells, large HMC ratios will often arise
at the onset of rainfall, groundwater discharge, or overland
ﬂow, as the outﬂow can be signiﬁcantly larger than storage.
The large HMC ratio problem tends to occur in simulating
ephemeral reaches of streams whereby particular stream
cells become dry. Similarly, this problem occurs in simulat-
ing overland ﬂow whereby the overland cells are often dry
(due to overland ﬂow only normally occurring in rainfall
events). In these cases of a large HMC ratio, particular cells
can become numerically unstable due to propagation of
errors from the ﬂuid mass balance. Fortunately, this occurs
at cells that are of little interest in a physical sense (i.e.,
where active processes take place but with relatively insig-
niﬁcant volumes of water).
[36] To address these problems and ensure stability and
computational efﬁciency, criteria are added to the method
and used to determine if each cell should be evaluated. If
any of these criteria are met, then the cell being evaluated
is reset, which means that all fractions f in the reset cell are
set equal to zero, and that the cell is assigned the reset frac-
tion (freset¼ 1). The criteria (a–e below) for a reset cell are
checked at each time step, allowing it to become active if
the reset criteria are no longer met. The reset fraction
allows the tracking of the fraction of water for which the
ﬂow generation is unknown (due to the cell being reset),
which quantiﬁes the effect of the reset fraction. Tracking of
the reset fraction highlights through inspection of calcu-
lated HMC fractions if this unknown ﬂow generation is sig-
niﬁcant. If the reset fraction of ﬂow in the streamﬂow
hydrograph is high (>1%) then each criterion can be modi-
ﬁed to bring this to a satisfactory level (<1%).The reset cri-
teria are as follows:
[37] (a) Minimum volume. Cells with relatively small
water storages are reset unless surface ﬂow is greater than
zero (1010 in this study).
[38] (b) Ponding only. Cells with no surface ﬂow are
reset if the inﬂow or outﬂow is greater than the volume of
ponded water.
[39] (c) Maximum HMC ratio. Cells with a large HMC
ratio (equation (2)) are reset (104 in this study).
[40] (d) Relative volume error too high. Cells in which
the ratio of the ‘‘absolute volume error’’ to storage is large
are reset, where the absolute volume error denotes the abso-
lute value of the error in the volumetric cell balance (2.5 in
this study).
[41] (e) Error in HMC excessive. Cells with a large abso-
lute error () are reset after updating the fractions in the cell
at each time step or subtime step (0.5 in this study).
4. Flow Generation Analyses Conducted Using
the HMCMethod
[42] The in-stream and overland ﬂow generation mecha-
nisms analyzed for the case study (see Figure 2) are:
(1) groundwater discharge to the stream channel (GW-CH),
(2) direct rainfall to the stream channel (RF-CH) and over-
land ﬂow to the stream channel. The overland ﬂow genera-
tion mechanisms analyzed are: (3) groundwater discharge
to wetland surface areas (GW-WL), (4) direct rainfall on
wetlands surface (RF-WL), and (5) overland ﬂow from for-
ested areas (Forest).
[43] The unique fractions f used in this HMC analysis
are: (1) GW-CH, (2) RF-CH, (3) GW-WL, (4) RF-WL, (5)
Forest, and also (6) initial water (Initial) and (7) reset water
(Reset). In-stream and overland ﬂow generation mecha-
nisms are determined based on surface cell type: i.e.,
stream, wetland, or forest cells. Each analysis outlined
below corresponds directly to aims 1–3. To aid the reader
through the following sections, Table 2 summarizes the
ﬂow generation mechanisms analyzed, and the correspond-
ing unique HMC fractions and fraction types.
4.1. Separating Flow Hydrographs by In-Stream and
Overland Flow Generation Mechanisms
[44] The main output from the HMC method is the val-
ues of the unique fractions f at each cell, which are used to
separate the ﬂow hydrographs by multiplying the total ﬂow
at each time step by each of the unique fractions at the cor-
responding time step. Each ﬂow hydrograph at the outlet
and selected model observation points (see Figures 3 and 4)
is made up of a collection of cells. At each cell, the surface
outﬂow is separated by the unique fractions into the corre-
sponding ﬂow generation mechanisms, and then these are
summed for each collection of cells.
4.2. Analyzing Spatiotemporal Variability of In-
Stream and Overland Flow Generation
[45] Spatial and temporal variability of in-stream and
overland ﬂow in both models is demonstrated in three
ways. First, visualization of the HMC fractions across the
model surface domain is shown in each model at different
points in time. Second, ﬂow hydrographs are shown at
select observation points within each of the models. Last,
the different ﬂow generation mechanisms driving total ﬂow
at each of the locations are summarized. The summarizing
of the ﬂow components is achieved by integrating over the
ﬂow curves for each of the ﬂow generation mechanisms, at
each selected observation point.
4.3. Analyzing Active and Contributing Processes
[46] The analysis of active and contributing processes is
carried out over the entire year-long simulation for the
catchment-scale model. In particular, the components ana-
lyzed are GW-CH, RF-CH, and wetlands surface discharge
Table 2. Considered Flow Generation Mechanisms, HMC Unique
Fractions, and HMC Fraction Types
Flow Generation Mechanism Unique Fraction Fraction Type
Groundwater discharge to the stream
channel
GW-CH In-stream
Direct rainfall to the stream channel RF-CH In-stream
Groundwater discharge to the wetlands GW-WL Overland
Direct rainfall to the wetlands RF-WL Overland
Surface ﬂow from the forest area Forest Other
Unknown Initial Initial
Reset Stability
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to the stream channel (WL-CH¼GW-WLþRF-WL).
Runoff from the forested areas to the stream channel is also
considered (Forest-CH). The active ﬂow generation proc-
esses are determined by summing the inﬂowing ﬂuxes to
the surface domain (GW-CH, RF-CH, WL-CH, and Forest-
CH) at each time step, and the contributing processes
(taken at the outlet) are determined from the HMC analysis.
A long-term ratio of contributing to active ﬂow generation
mechanisms is calculated to quantify the cumulative differ-
ence between these two.
5. Results and Discussion
5.1. Wetland Model
5.1.1. In-Stream and Overland Flow Generation
Mechanisms Driving Flow
[47] The applied rainfall and the resultant outﬂow and
corresponding ﬂow generation components are shown in
Figures 5a and 5b. From the time rainfall starts, streamﬂow
increases slightly until day 17, at which point the rainfall
rate increases signiﬁcantly. The rain falling directly on the
channel contributes to runoff immediately. The inﬁltration
across the overland area increases the subsurface head,
which in turn increases the groundwater discharge to the
channel. The rapid response of rainfall directly on the chan-
nel (RF-CH) is clearly seen to follow the pattern of the
rainfall input. During the highest rainfall period, over day
17, the groundwater discharge to the channel rises to an
apparent quasi-steady state. In the 4 days that follow, the
GW-CH component only changes slightly in relation to the
total streamﬂow. All major changes in streamﬂow between
days 17 and 22 are attributed to changes in overland ﬂow to
the stream. It can be seen in Figure 5c that at approximately
17.6 days, overland ﬂow from FN1 reaches the channel and
causes a rapid increase in streamﬂow. Figure 5d shows that
almost half a day after FN1 starts discharging to the chan-
nel, at approximately day 18, FN2 starts contributing to
streamﬂow. Whilst a greater proportion of rainfall to the
wetland surface area (RF-WL) is evident, there is also a
large component of groundwater that discharged to the wet-
land surface (GW-WL). This large component of GW-WL
in the outﬂow hydrograph appears not only to be an
Figure 5. Hyetograph, simulated outlet hydrograph, simulated FN1 hydrograph, simulated FN2 hydro-
graph, and simulated surface water storage graph for the wetland model during a large storm event. GW-
CH and RF-CH are direct groundwater discharge and rainfall to the channel. GW-WL and RF-WL repre-
sent groundwater discharge and rainfall to the surface of the wetland area, respectively. Initial represents
the initial water in the surface domain at the beginning of the simulation. The reset fraction of ﬂow was
negligible (<1  1012%) and hence is not shown.
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increase in this overland ﬂow generation mechanism at this
particular time but also a result of the mobilization of the
ponded water generated from GW-WL. The total surface
water storage across the model and also the ﬂow generation
mechanisms that created the storage are shown in Figure
5e. The ponding of water in the hollows makes up almost
100% of the surface storage (with the GW-CH and RF-CH
water being relatively insigniﬁcant). There is only a rela-
tively small variation in the total storage after day 18. A
small component of initial water is contributing to stream-
ﬂow at the outlet at day 18. The initial water is mobilized
after the hollows ﬁll and then spill toward the stream. This
shows a slow rate of turnover (>18 d) of ponded surface
water due to the time taken for the hollows to ‘‘ﬁll and
spill,’’ i.e., prior to the activation of the ﬂow networks.
5.1.2. Spatiotemporal Variability of In-Stream and
Overland Flow Generation
[48] Two snapshots of in-stream and overland ﬂow gener-
ation are shown for the wetland model, just before the rain-
fall event at the start of day14 (Figure 6), and 6 days into the
storm event at day 20 (Figure 7). The distributions of (1)
GW-WL water in the hollows and (2) GW-CH water are
shown in Figures 6 and 7. After 14 days, the rainfall event
begins and therefore there is no RF-CH or RF-WL fraction
of surface water (not shown in Figure 6). The reason that the
fraction of GW-WL water is not equal to 1 across the hum-
mocks and hollows is because of the persistence of initial
water, of which a small volume resides on the surface.
[49] The development of overland ﬂow in the wetlands is
well established at day 20. An increase in the GW-WL
component of streamﬂow is explained by the increased sub-
surface heads leading to a larger seepage face along the
bank. Close examination of the two ﬂow networks (FN1
and FN2) highlights variations in the overland ﬂow genera-
tion across the wetland. The overland ﬂow network FN1
has a slightly higher component of groundwater discharge,
whereas the ﬂow network FN2 has a slightly higher compo-
nent of rainfall, with clear spatial variation in each. The
ﬂow network FN2 has a higher rainfall-driven component
because of the larger surface area of the stored water,
which receives more rainfall. The reset of cells at the top of
the hummocks and the upper part of the stream bank is due
to the fact that these cells have no surface ﬂow to other
cells and also the inﬂow from rainfall at these cells is much
greater than the ponded water volume.
[50] Figure 8 shows a summary of the percentage of
total volume of water derived from different in-stream and
overland ﬂow generation mechanisms. This summary is
provided at the outlet and for each of the ﬂow networks
(FN1 and FN2). All volumes are determined by integrating
over the ﬂow hydrographs in Figures 5b–5d. The contribu-
tions toward total ﬂow from the two overland ﬂow net-
works are calculated to be 34% and 10% for FN1 and FN2,
respectively, making a total overland ﬂow contribution of
44% over the simulation period. The components of initial
water and reset water are insigniﬁcant (<1%). The volume
Figure 6. Wetland HMC fractions at day 14 (prestorm event). The in-stream and overland ﬂow gener-
ating mechanisms shown are: (a) groundwater discharge to the channel (GW-CH), (b) groundwater dis-
charge to the wetland surface (GW-WL). The (c) initial and (d) reset fractions are shown. A GW-WL
fraction of 0.5 denotes that 50% of the water at that cell was generated from groundwater discharging to
the wetland surface.
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attributed to cumulative error is extremely small at the out-
let (4  1016%).
[51] To summarize, HMC analysis of the wetland model
demonstrates clear spatial variability in overland ﬂow gen-
eration, as depicted in Figures 6 and 7. This variability is
clear in the discharge hydrographs of the two ﬂow networks
(Figure 5), highlighting a complex relationship between
rainfall input and runoff from the wetlands into the stream.
However, despite this spatial variability, the ﬂow networks
have similar compositions of overland ﬂow generation
components at the point of discharge into the stream, with
both FN1 and FN2 being dominated by RF-WL ﬂow gener-
ation (Figure 8). The HMC analysis shows that the RF-WL
component of ﬂow is larger by about 5% over the GW-WL
component in driving the overland ﬂow contribution at the
outlet (Figure 8). As evidenced in the Figure 5 discharge
hydrographs, the storage across the overland area shows
that the relationship between overland storage and overland
ﬂow contributions to streamﬂow at the outlet is nonlinear.
As noted in Frei et al. [2010], this nonlinear relationship is
caused by the complex nature of the ‘‘ﬁll and spill’’ mecha-
nism. As expected, the direct RF-CH component of in-
stream ﬂow generation followed the rainfall input. This is
because there are no signiﬁcant time lags or losses along
the stream and to the subsurface. Similarly, the response to
rainfall of groundwater discharge to the channel (GW-CH)
is also as expected, although it has a slower response than
the RF-CH component.
5.2. Catchment Model
[52] Three snapshots from the model simulation for the
large storm in July 2001 are examined for surface water
Figure 7. Wetland HMC fractions at day 20 (during the storm event). In-stream and overland ﬂow gen-
erating mechanisms shown are: (a) groundwater discharge to the channel, (b) groundwater discharge to
the wetland surface, (c) rainfall to the channel, (d) rainfall to the wetland. (e) The remaining initial water
and (f) the reset fraction for reset cells are also shown.
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distribution and surface-subsurface exchanges. These snap-
shots are taken just prior to the storm (day 216), at the peak
of the storm (day 218), and 2 days after the peak (day 220).
Figure 9 shows standard HGS outputs of surface saturation,
exchange ﬂux and depth distribution across the catchment
at each of these times. Figure 9a shows that saturation at
the surface boundary increases across the catchment as the
storm event progresses. The exchange ﬂux (Figure 9b)
across the catchment shows where water is exﬁltrating
from the subsurface to the surface (positive values) and
where water is inﬁltrating into the subsurface from the sur-
face (negative numbers). Prior to the storm event, there is
no exchange across the forested areas, water is being lost
from the wetlands to the subsurface, and groundwater is
discharging to the stream. At the peak of the storm, the
inﬁltration rate peaks in the forested areas, but the
inﬁltration from the wetlands decreases. The area of
groundwater discharging to the stream is slightly increased,
but not signiﬁcantly. At the cessation of the storm event,
the inﬁltration rate is varied across the forested area. In
Figure 9b, at day 220, about two thirds of the reach on the
right arm of the stream is losing (highlighted by a red
ellipse).
[53] The surface water depth distribution (Figure 9c)
across the catchment highlights the wetland areas, where
most surface ponding occurs. Excluding the stream, these
wetland areas lie at the lowest elevation in the catchment.
It is these ponded wetlands that provide the overland run-
off during the storm event. There is discharge of ground-
water at the upper part of the right arm of the stream,
however, this water is returned to the subsurface across
the losing stretch of this reach of the stream (highlighted
in Figure 9b).
5.2.1. In-Stream and Overland Flow Generation
Mechanisms Driving Flow
[54] The separated streamﬂow hydrograph at the outlet is
shown in Figure 10. In Figure 10b, the GW-CH component
of streamﬂow is seen to respond immediately to rainfall
events with no clear lag, possibly due to propagation of a
pressure wave. As rainfall ponds on the hydraulically
connected wetlands, this in turn increases the head in the
underlying aquifers. The GW-CH component of streamﬂow
is seen to make up 97% of the ﬂow in dry periods—the
GW-WL component of streamﬂow contributes a very small
amount to streamﬂow during dry periods (3%). The RF-
WL and GW-WL components of the outlet hydrograph
(Figure 10b) show that the wetlands only provide a signiﬁ-
cant component to streamﬂow during the larger storm
events (e.g., at the storm peak, day 218). After the large
storm event from day 221, the streamﬂow is supported
mainly by GW-CH discharge to the stream. Overland ﬂow
from the forested areas had a negligible contribution to
overland ﬂow in the wetlands and hence also to total
streamﬂow (<0.2%), and for this reason is not shown in the
hydrographs.
[55] The total surface water storage across the Lehsten-
bach catchment and the storage of water from different
ﬂow generation mechanisms, i.e., the mechanism by which
the water came into storage are depicted in Figure 10c.
This ﬁgure shows that much of the storage in the surface is
ponded water in the forested areas. The second largest com-
ponent of storage is rainfall stored in the wetlands. Notably,
the GW-CH and RF-CH generated surface storages are rel-
atively insigniﬁcant with respect to total storage, yet pro-
vide the largest contribution to streamﬂow. The surface
water volumes of initial, reset, and cumulative error are rel-
atively insigniﬁcant (i.e., appear as horizontal lines along
y¼ 0 in the graphs) to the ﬂow generation mechanisms and
are therefore not shown.
5.2.2. Spatiotemporal Variability of In-Stream and
Overland Flow Generation
[56] The in-stream and overland ﬂow generation calcu-
lated by the HMC method (at the same snapshot times as
in Figure 9) for the large July storm are shown in Figure
11. Prior to the storm, at day 216, the GW-CH compo-
nent of streamﬂow over the entire stream is high and
dominating. At this time, there are small patches of RF-
CH generated stream water in places where little to no
groundwater is discharging and where there is no
upstream ﬂow passing through. A portion of the wetland
areas prior to the storm show GW-WL generated surface
storage, a small portion of which is feeding into the
stream, which is more clearly apparent in the hydrograph
of Figure 10. The speckled RF-WL water existing prior
to the storm highlights areas where some ponding from
rainfall has occurred that is yet to either runoff, inﬁltrate,
or evaporate. The source of this rain is attributed to
smaller recent rainfall events (not shown). The bottom
row of Figure 11 shows the amount of reset (or
unknown) fraction across the catchment during the storm.
Areas where the reset fraction is high correspond to areas
where either no surface ﬂow is occurring or ponding is
insigniﬁcant (as deﬁned in section 3.3.3). This highlights
areas where ponding processes take place, but in such
small quantities that they are not of interest, particularly
in relation to the streamﬂow hydrograph. As noted in sec-
tion 3.3.3, any reset cell is still tracked, which means
that any surface ﬂow out of a reset cell is also tracked so
that the inﬂuence of these cells is accounted for.
[57] At the peak of the large storm, at day 218, the frac-
tion of GW-CH generation becomes diminished across the
stream as rainfall generation mechanisms become domi-
nant. The reduction of the fraction of GW-CH generation is
Figure 8. Comparison of different streamﬂow generation
mechanism contributions at the outlet, FN1 and FN2. The
initial and reset fractions and the cumulative error in the
cells were insigniﬁcant, as can be seen at the top of the
stacked columns.
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matched by an increase in fractions of RF-CH, GW-WL,
and RF-WL generation. At day 218, an increase in the
active part of the stream on the right arm (including
upstream of the losing section) is shown in the RF-CH gen-
eration. The GW-WL generation on the wetlands at the
peak of the storm is reduced. However, it is worth noting
that the GW-WL water appears in the same area as where
water has ponded, shown in the depth distribution in Figure
9. As described in the stability criteria section (section
3.3.3), surface nodes containing less than 1010 m3 of
water are excluded from analysis and are reset, which
causes the ‘‘speckled’’ effect that is seen adjacent to the
upper reaches of the stream. This effect is attributed partly
to the spatial variations in rill storage height across the wet-
lands. The small water storage at some wetland nodes
relates to those wetland nodes not being saturated and
water inﬁltrating quickly due to the high hydraulic conduc-
tivity near the surface.
[58] After the peak of the storm event, at day 220, the
GW-CH generation component starts to increase. This
increase is most apparent in the lower reaches of the stream
where the RF-CH generated streamﬂow has been mostly
ﬂushed from the stream. The RF-CH component is still
strong in small isolated areas in upstream parts of the
stream that are not ﬂowing, and instead, are ponding. The
wetlands receive more groundwater discharge after the
storm, which is reﬂected in the extent of GW-WL genera-
tion across the catchment.
[59] Analysis of the entire 2001 hydrological year
allowed comparison of the longer term ﬂow generation
across the catchment to the July large storm event. Figure
12 shows box plots of the percent contribution of each of
the ﬂow generation mechanisms across the seven model ob-
servation points depicted in Figure 4. The left plot shows
the spread for the entire hydrological year and the right
shows the spread for the large July storm (between days 17
Figure 9. (a) Simulated surface saturation, (b) exchange ﬂux, and (c) surface water depth, prior to the
storm, at the storm peak and 2 days after the storm peak. A losing section on the right arm of the stream
is highlighted in the third frame of Figure 9b. Positive values of exchange ﬂux indicate groundwater dis-
charge to the surface and negative values indicate inﬁltration of surface water to the subsurface.
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and 20). The volume of water that passed through the outlet
and locations 1–6 is determined by integrating over the
streamﬂow hydrographs for each component of ﬂow and
dividing by the total volume of streamﬂow that passed
through. Not shown are the fractions of ‘‘forest’’ (maximum
0.3%), initial (maximum 0.05%), and reset (maximum
0.41%) and the cumulative error resulting from imperfect
nodal ﬂuid mass balances over the simulation (maximum
0.9%). These components are relatively insigniﬁcant in
comparison to the four main ﬂow generation mechanisms.
This volumetric analysis indicates that the mechanisms for
ﬂow generation did not differ signiﬁcantly across the Leh-
stenbach catchment, although greater variation can be seen
across the focused period of the large July storm compared
to the entire year. However, it is worth noting that the ‘‘out-
liers’’ in the ‘‘event’’ plot correspond to observation point 1,
which contributes less than 1% of the ﬂow over this event.
[60] Comparison of the distribution of individual ﬂow
generation processes across the entire hydrological year
showed surprising uniformity across the catchment. The
similarities in ﬂow generation processes over the year-long
time scale at the seven model observation locations are pos-
sibly due to the uniformly applied rainfall events and the
simpliﬁed representation of the microtopography across the
wetlands. The distributions for the event scale show a
larger spread across the seven model observation locations,
which was also evident in the individual hydrographs. This
difference in the drivers of streamﬂow across these obser-
vation points is possibly due to timing of the activation of
WL-CH ﬂow across different areas of wetlands, and the
differences in head gradient at the stream interface driving
GW-CH ﬂow.
[61] The catchment model shows a combination of sim-
ple processes varying in space and time, which leads to a
complex culmination of in-stream and overland ﬂow gener-
ation processes at the outlet. Rain falling in the forested
areas mainly inﬁltrated and then recharged the underlying
unconﬁned aquifer, which in turn fed the adjacent down-
slope riparian wetlands and stream. Because of the ‘‘rill
storage’’ within the wetland areas, there is an aggregated
‘‘ﬁll and spill’’ mechanism that is averaged over the wet-
land areas. The rill storage provided a threshold to rainfall
inducing runoff from the wetland areas. The GW-CH
response to rainfall mimicked a dampened rainfall input.
This GW-CH component appeared more sensitive than the
GW-WL component, which contributed very little to
streamﬂow. The sensitivity of the GW-CH component is
caused by the heads in the riparian wetlands controlling
groundwater ﬂow. As the wetlands and underlying uncon-
ﬁned aquifer are connected, increases in water levels in the
wetlands from rainfall increases subsurface heads and
hence increases the discharge of groundwater to the stream
channel (i.e., GW-CH generation mechanism). Conversely,
the slower, almost ﬁltered response from the GW-WL gen-
eration mechanism is caused by: (1) the time delay in per-
colation recharging the unconﬁned aquifer from the
forested areas; then (2) the slow ﬂow of groundwater
through the unconﬁned aquifers into the wetlands; then (3)
the mobilization of ponded water in the wetlands into the
stream once the wetlands overtop into the stream.
5.2.3. Active Versus Contributing Flow Generation
Mechanisms
[62] A comparison of the active and contributing ﬂow
generation processes for GW-CH, RF-CH, and WL-CH is
shown in Figure 13. In Figure 13a, the active component of
GW-CH ﬂow is clearly seen to be higher than the contribut-
ing processes which predominantly result from losing areas
along the stream. It should be noted that the time lags in
the stream also lead to a difference between the active and
contributing components, although these are small in this
catchment and hence do not play an obvious role. Simi-
larly, in Figures 13b and 13c, a much larger ﬂux is evident
of active RF-CH and WL-CH ﬂow as opposed to the con-
tributing portion at the outlet. This ﬁgure highlights the
transient difference between the active and contributing
processes in this catchment.
[63] The long-term ratio of contributing to active ﬂow
generation processes for WL-CH (0.78), RF-CH (0.34), and
Figure 10. (a) Hyetograph, (b) separated simulated discharge hydrographs at the outlet, as well as (c)
the HMC fractions in surface-storage across the catchment. Note that simulated overland ﬂow from the
forest was negligible (<0.2%) in contributing to streamﬂow and so is not shown in Figure 10b.
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Figure 11. HMC calculated in-stream and overland ﬂow generation for the Lehstenbach catchment—
before peak (day 216), at peak (day 218), and after the peak (day 220). The ﬂow generation components
are: (a) groundwater discharge to the channel (GW-CH), (b) rainfall to the channel (RF-CH), (c) ground-
water discharge to the wetland’s surfaces (GW-WL), and (d) rainfall to the wetlands (RF-WL). The ini-
tial fractions are not shown as all initial water has been ﬂushed from the catchment. (e) The reset
fractions are shown.
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GW-CH (0.25) highlights the signiﬁcant differences between
active ﬂow generation processes across the catchment and
contributing ﬂow generation processes driving outﬂow. Fur-
thermore, the cumulative lines show how this dichotomy
develops through time. This supports the need to differenti-
ate between these active and contributing processes in inter-
preting streamﬂow hydrographs, and therefore, the need to
separate the streamﬂow hydrograph properly.
5.3. Comparison of Wetland and Catchment Models
[64] At the outlet of both models, GW-CH streamﬂow
generation was fairly consistent across storms with only
minor changes relative to the total streamﬂow hydrograph.
The GW-CH component was seen to respond immediately
to rainfall with no obvious lags in both models. Large
changes in streamﬂow at the outlets for both models can be
attributed to the overtopping of rills within the riparian wet-
lands driven by both RF-WL and GW-WL mechanisms.
However, in the catchment model, the RF-CH component
contributes signiﬁcantly to total streamﬂow during the large
storm event, which is attributable to the coarse model dis-
cretization of the stream network. This discretization does
not capture the narrow nature of the actual channels, so that
the channels in the model are wider than they are in reality.
The surface area of the stream in the model captures addi-
tional rainfall that would not usually be attributed to the
RF-CH ﬂow generation mechanism within the catchment.
Overland ﬂow from the wetlands in both models is domi-
nated by RF-WL ﬂow generation. The GW-WL component
is almost as large as the RF-WL component in the wetland
Figure 13. Comparison of active and contributing processes with respect to (a) GW-CH, (b) RF-CH,
and (c) WL-CH (where WL-CH¼RF-WLþGW-WL). Note that the contributing component is super-
imposed on top of the active component in each of these graphs, i.e., they are not stacked. The long-term
ratio of contributing to active processes is also noted in each of the plots, which highlights the average
difference between the two. The dashed and dotted lines on each plot represent, respectively, the cumula-
tive active and contributing components.
Figure 12. Box plots showing the spread of the average
in-stream and overland ﬂow generation mechanism contri-
butions for the entire year and during the large storm event,
across the seven different model observation points. The
thick black line represents the median; the box covers the
inter quartile range (IQR) bounded by the lower and upper
quartiles; the whiskers extend to the lowest and highest
data point within the fences (where the fences are 1.5 
IQR above and below the upper and lower quartiles,
respectively) ; the circles represent data above and below
the upper and lower fences, respectively.
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model; however, the GW-WL component is almost negli-
gible at the outlet of the catchment model. The difference
in the GW-WL component between the two models can be
attributed to the discretization of the wetlands. In the catch-
ment model, the threshold behavior to overland ﬂow is cap-
tured, which is evident in the wetland model, but the
catchment-scale model does not capture the enhanced
surface-subsurface mixing of the wetlands model, which
results in a lot of the RF-WL water inﬁltrating and then dis-
charging as GW-WL.
5.4. Limitations of Wetland and Catchment Models
[65] A number of assumptions were made within this
modeling that limited the representation of reality, as well
as any generalizations that can come from it. The main li-
mitation of the wetland model is that it does not replicate a
particular Lehstenbach wetland, hence there are no
observed data to compare with, meaning the model can
only be used for virtual experimentation.
[66] For the catchment-scale model, only outﬂow time
series were available for calibration. As this was the only
data used in evaluation of the model, there are likely to be
multiple parameter sets that could yield the same Nash-
Sutcliffe efﬁciency, i.e., equiﬁnality. Alternative parameter
sets with equivalent model ﬁts could potentially lead to sig-
niﬁcant differences in the spatiotemporal distribution of
ﬂow generation processes and hence inﬂuence the dynam-
ics of contributing processes at the catchment outlet. The
resulting nonuniqueness of processes elicited with the
HMC method might not be representative of the actual
processes occurring in the Lehstenbach catchment. This li-
mitation could be addressed (at least in part) by using addi-
tional hydrometric data in model calibrations to further
constrain the problem.
[67] HMC analysis shows that the response of the wet-
lands in the catchment-scale model seems to be consistent
with the understanding of wetland runoff processes and the
catchment behavior in general ; however, the effect of the
mesh discretization of the stream and wetlands in the catch-
ment model mesh on the GW-CH response and WL-CH
response still requires quantiﬁcation. Reﬁning the coarse
mesh would allow for better representation of the enhanced
surface-subsurface mixing, as exhibited in the wetlands-
scale model, which is important in consideration of biogeo-
chemical processes [Frei et al., 2012].
[68] The subsurface response is affected by the subsur-
face boundary conditions, and no ﬂow boundaries in the
subsurface prevent groundwater from ﬂowing out through
the subsurface, which leads to increased groundwater exﬁl-
tration near the outlet. Although this is generally consistent
with the understanding of subsurface ﬂows in the catch-
ment based on previous studies [Hauck, 1999; Lischeid
et al., 2002], a more thorough assessment of the effects of
the subsurface boundary conditions on catchment outﬂow
would be helpful to further reﬁne our understanding of the
system.
[69] Model simulations would likely have been inﬂu-
enced by: (1) simpliﬁcation of heterogeneity within soil
types, (2) exclusion of preferential subsurface ﬂow, and (3)
spatiotemporal resolution of rainfall and evapotranspiration
inputs (spatially uniform rather than distributed, daily
rather than hourly rainfall and ET). It is expected that addi-
tional heterogeneity (e.g., within each soil layer) would
lead to more complex stream-aquifer exchange patterns,
although it is not expected that this would signiﬁcantly alter
the catchment response. Inclusion of shallow macropores
in the forested areas of the catchment would allow rapid
inﬁltration to the upper layer of the soil ; however, this inﬁl-
trated water would be limited in recharging the aquifer due
to the soils’ saturated hydraulic conductivity below the
extent of the macropores. The spatiotemporal resolution of
the rainfall and ET could potentially have a large impact on
the catchment response, particularly where short intense
rainfall events lead to ﬂashy streamﬂow responses, which
would not be captured using the average daily rainfall. With
respect to these assumptions, it is still expected that
increased complexity of inputs would lead to at least the
same or greater spatiotemporal variation in the different ﬂow
generation mechanisms. It is not expected that increased
complexity would yield more homogeneous responses in in-
stream and overland ﬂow generation processes, although this
is clearly yet to be tested. Furthermore, the inﬂuence of sur-
face ﬂow travel times, ﬂow impediments, and ﬂow depletion
processes are still important with respect to spatiotemporal
variability of contributing ﬂow generation processes.
5.5. Evaluation of HMCMethod Implementation
[70] The subtimed scheme of the HMC method is an im-
portant improvement which allowed application to more
complex problems than those studied in Partington et al.
[2011, 2012] and Li et al. [2013]. The subtimed scheme
was necessary in both of the models, signiﬁcantly reducing
the number of ﬂow solution time steps that would have
been required with the previously developed HMC method
(by 106 in the catchment year-long simulation). The sub-
timed scheme allowed the adaptive time stepping scheme
of the ﬂow solution to perform as normal without tight
restrictions on the maximum time step. Complementary to
this improvement, the stability constraints used in the
improved HMC method were able to ensure stability of the
cells in the simulations. The reset fractions resulting from
cells that were reset when they met the criteria outlined in
section 3.3.3, highlighted areas that were of little interest
with respect to overland ﬂow generation processes. The
reduction of active cells allowed faster computation and
highlighted areas of little activity with respect to ﬂow gen-
eration processes, which is reﬂected in the spatial distribu-
tion of the reset fraction (Figures 6, 7, and 11) and in the
contributing fraction of ﬂow from reset cells.
6. Conclusions
[71] In this paper, an improved Hydraulic Mixing-Cell
(HMC) method was developed that enables both active
and contributing processes to be obtained from the outputs
of Integrated Surface-Subsurface Hydrological Models
(ISSHM), thereby enabling streamﬂow generation proc-
esses to be identiﬁed for catchments that include signiﬁcant
storage, travel times, and losses. Speciﬁcally, the following
improvements to the HMC method were made: (1) account-
ing for overland ﬂow generation mechanisms, (2) implement-
ing a subtimed scheme, and (3) implementing HMC stability
constraints.
[72] This improved HMC approach was applied to two vir-
tual experiments based on the Lestenbach catchment and a
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wetland typical of the catchment, which enabled (i) separa-
tion of simulated streamﬂow hydrographs into their constitu-
ent in-stream and overland ﬂow generation mechanisms, (ii)
quantiﬁcation of the spatial and temporal variability for
in-stream and overland ﬂow generation mechanisms at con-
trasting spatial and temporal scales, and (iii) quantiﬁcation of
the degree to which the active and contributing processes dif-
fer within the catchment model, leading to an improved
understanding of simulated streamﬂow generation processes.
The application of the HMC method in this study is a promis-
ing ﬁrst step in the reﬁnement of the method; however, as
discussed in the model limitations, the catchment model
would beneﬁt from some improvements. Further develop-
ment of the catchment model by further calibration using
additional hydrometric data will serve to improve the verac-
ity of the model for quantifying spatiotemporal variability
within the Lehstenbach catchment. Furthermore, investiga-
tion into the inﬂuence of the no ﬂow subsurface boundary
conditions used and the areal mesh discretization would also
help to make the catchment model more representative of the
Lehstenbach catchment.
[73] Further development of the HMC method is recom-
mended by greater subdivision of the rainfall driven over-
land ﬂow generation mechanisms into saturation excess
and inﬁltration excess. It would be extremely useful to also
develop an automatic deﬁnition of the stream based on ﬂow
depth, velocity, and direction. In addition, the HMC
method should be further expanded to track ﬂow in the sub-
surface, which would allow tracking of other ﬂow domains,
for example, from macropores and fractures. Extension to
the subsurface would also allow identiﬁcation of the source
areas of groundwater discharging to the surface. The inclu-
sion of time stamps to the HMC fractions would also
improve the HMC method, and allow analysis into event
and preevent water contributions.
[74] The composition of streamﬂow with respect to the
different surface runoff generating processes entails impor-
tant information on runoff processes and mechanisms dur-
ing large rainfall events and during dry periods. The
methodology presented here provides a tool to decipher
and deconvolute the integrated streamﬂow signal using nu-
merical models. This improves assessment of catchment
functioning within the ‘‘hypothetical reality’’ of the model.
This is an important aspect of the HMC method when
applied to physically distributed models that have no a pri-
ori assumption of ﬂow generation processes. Use of the
HMC method provides a necessary assessment of whether
or not a catchment model behaves in the way desired, or
more importantly, the way the catchment processes are
conceptualized. In that sense, it is useful for a ‘‘soft calibra-
tion’’ based on understanding of catchment functioning
from ﬁeld observations. This can only serve to strengthen
the relatively small arsenal of tools currently available for
analyzing catchment models.
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