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Resumen. La síntesis cuantitativa consiste en combinar los resultados de varios 
estudios experimentales con el objeto de generar nuevas piezas de 
conocimiento. Estas nuevas piezas de conocimientos serán más generales y 
fiables que los resultados obtenidos por los estudios  individuales, ya que dichas 
piezas de conocimiento están sustentadas por una mayor cantidad de evidencia 
empírica. El objetivo del presente trabajo es determinar cuáles de los modelos 
de Meta-Análisis existentes conviene aplicar en el contexto experimental que 
hoy día presenta la Ingeniería de Software Experimental.  
 
Palabras clave. Meta-Análisis. Modelo de efecto fijo. Modelo de efectos 
aleatorios. Ingeniería de Software Experimental. 
1. Introducción 
La Ingeniería en Software tiene el objetivo de guiar el proceso de construcción de 
productos software mediante la definición de métodos, técnicas y herramientas. Toda 
ingeniería debe estar basada en métodos científicos para ser considerada como tal. En 
la Ingeniería en Software generalmente no se cuenta con técnicas ni métodos que 
cuenten con una justificación científica ni un “estudio objetivo de su efectividad” [1]. 
Es necesario un marco que permita a los ingenieros poder conocer cuales son los 
mejores métodos y herramientas que se deben aplicar a través de un método científico 
y por lo tanto objetivo. Este marco en la Experimentación, como sucede en otras 
disciplinas, permite brindar información objetiva y no sólo opiniones sobre lo mejor a 
aplicar en cada etapa de un proyecto software según las circunstancias. 
Ahora bien, la experimentación dentro del campo de la Ingeniería de Software es 
costosa, por lo que se torna muy difícil, sino imposible, realizar experimentos a gran 
escala (experimentos con gran cantidad de sujetos experimentales) [2]. Esto hace que 
la única alternativa sea la de realizar experimentos reducidos, lo que acarrea el 
problema de la poca representatividad de los resultados a los que se arriba. Este 
problema podría paliarse mediante la agregación de resultados (también conocida 
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 como síntesis cuantitativa) para poder obtener conclusiones avaladas con la mayor 
evidencia empírica posibles. La síntesis cuantitativa de experimentos [3], más 
conocida como Meta-Análisis [4], consiste en combinar los resultados de varios 
estudios experimentales con el objeto de generar nuevas piezas de conocimiento. Los 
Meta-Análisis son habituales en disciplinas con una fuerte componente empírica, tales 
como la medicina, la psicología o la física y fue introducido en Ingeniería del 
Software por [5]. Este trabajo despertó el interés de muchos investigadores por 
realizar este tipo de trabajos, por ejemplo podemos citar a: [6]-[8] entre otros. El 
hecho de poder combinar los experimentos permite mejorar en gran medida la calidad 
del conocimiento empírico que se genera en Ingeniería del Software, donde analizar 
los resultados de los experimentos de manera conjunta mejora la calidad de los 
conocimientos respecto de si se los analiza individualmente como se muestran en [2]. 
Existen dos estrategias bien diferenciadas para combinar los resultados de los 
experimentos: el modelo de efecto fijo (supone que la existencia de un único resultado 
poblacional, el cual se irá estabilizando a medida que se incorporen experimentos al 
meta-análisis) y el modelo de efectos aleatorios (supone que existe un conjunto de 
variables no controladas que influyen en los resultados de los experimentos 
provocando que los resultados cambien a medida que se incorporan experimentos de 
distintas vertientes). Dado que en Ingeniería del Software los estudios experimentales 
que se incorporan a un Meta-Análisis provienen de distintos momentos (año de 
desarrollo), de diferentes lugares (donde existen distintas componentes culturales) y 
muchas veces son desarrollados por personas de diferentes perfiles (por ejemplo 
profesionales o estudiantes), a priori el modelo de efectos aleatorios sería la mejor 
opción para combinar los resultados [9]. Ahora bien algunos autores [10] indican que 
este modelo posee un alto nivel de error cuando se agregan menos de diez 
experimentos, hecho habitual en Ingeniería del Software donde a excepción del 
trabajo de  [7] que logró combinar 15 experimentos, el resto de los trabajos no llego a 
combinar más de nueve estudios [6]. Este hecho convierte al modelo de efecto fijo 
como la única alternativa para agregar experimentos en Ingeniería del Software. Este 
hecho motiva la necesidad de desarrollar un trabajo que permita determinar, para el 
contexto de Ingeniería del Software, cual es el modelo de Meta-Análisis más 
apropiado. El presente trabajo pretende establecer los niveles de fiabilidad y potencia 
estadística de cada modelo, mediante una simulación de Monte-Carlo (como se hizo 
en [8]) en el contexto experimental que hoy día presenta le Ingeniería de Software, 
para determinar cuál es el modelo mas conveniente. La estructura del articulo es la 
siguiente: en la sección 2 se describe cómo funcionan los modelos de agregación de 
Efecto Fijo y Efectos aleatorios; en la sección 3 se especifican los objetivos del 
trabajo; en la sección 4 se describe la metodología de investigación a aplicar; en la 
sección 5 se presentan los resultados de la simulación de Monte Carlo realizada; en la 
sección 6 se discuten los resultados obtenidos y, finalmente, la sección 7 avanza 
algunas conclusiones provisionales. 
2. Estado de la cuestión 
En este apartado se introducen los conceptos de meta-análisis  (sección 2.1)  y  errores  
estadísticos (sección 2.2). 
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 2.1 Meta-Análisis 
El Meta-Análisis consiste en la integración de los resultados de un conjunto de 
experimentos, previamente identificados, que analizan el desempeño de un par de 
tratamientos predefinidos con el fin de dar una estimación cuantitativa sintética de 
todos los estudios disponibles [11].  Si todos los estudios incluidos en el proceso de 
Meta-Análisis fueran igualmente precisos y utilizaran exactamente las mismas 
variables respuesta, bastaría con promediar los resultados de cada uno de ellos para 
obtener así una conclusión final [10]. Sin embargo, en la práctica no todos los 
estudios tienen la misma precisión, por ello cuando se los combine se debe asignar un 
mayor peso a los estudios que permiten obtener información más fiable. Esto se logra 
combinando los resultados mediante un promedio ponderado. Por otra parte, para 
poder solucionar los problemas vinculados a la no uniformidad de las variables 
respuesta, los métodos Meta-Analíticos expresan sus resultados mediante un índice de 
“Tamaño de Efecto”, el cual es un estimador no escalar de la relación entre una 
exposición y un efecto [11] y es aplicable a cualquier medida de  diferencia de los 
resultados de dos grupos. El método de síntesis cuantitativa para variables continuas  
(las más utilizadas en Ingeniería del Software) más utilizado es diferencias medias 
ponderadas [12]. Este método es conceptualmente sencillo: el estimador de tamaño de 
efecto (representa la tasa de mejora de un tratamiento respecto del otro en cada 
experimentos) se estima como el cociente de las diferencias entre las medias y el 
desvío estándar conjunto:  
P
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S‘s: desvío estándar del grupo experimental (E)  y 
de control (C)  
n‘s: numero de sujetos del grupo experimental (E)  
y de control (C) 
 
(2) 
Esta función (1), desarrollada por [4], fue optimizada por [12] quienes incorporaron 
un factor de corrección que aumenta la fiabilidad cuando se trabaja con pocos 
estudios (3). Convirtiendo a la nueva función en el método  de Meta-Análisis más 
difundido en la actualidad y el recomendado para ser utilizado en Ingeniería del 
Software [5].  
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YYNJd −−= )2(  d: tamaño de efecto J (N – 2):  factor de corrección 
Y‘s: media de los grupos experimental (E)  y de 
control (C)  
Sp: desvío estándar conjunto 
N: número de sujetos conjunto (nE + nC) 
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 J: factor de ajuste 
N: número de sujetos conjunto (nE + nC) 
 
(4) 
Una vez estimado el tamaño de efecto para cada estudio, puede estimarse el efecto 
global (representa la tasa de mejora de un tratamiento respecto del otro  a  nivel  gene- 
ral) aquí es donde se debe determinar qué modelo de agregación aplicar:  
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 El modelo de efectos fijo, que asume que la variación entre los resultados de los 
experimentos se debe únicamente al error experimental, pero existe un valor de efecto 
único para toda la población [12], cuya función de estimación es: 
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d*: tamaño de efecto global ∑ )(/ 2 dd ii σ : suma de los efectos individuales dividido por la 
varianza 
∑ )(/1 2 diσ : suma de la inversa varianza 
)(2 diσ : varianza total 
 
(5) 
 
El modelo de efectos aleatorios, que se base en la premisa de que la variación los 
resultados se debe no solo al error experimental, sino también a ciertas variables no 
controladas que los afecta y, por ende,  no existe un único efecto global, sino que este 
depende de los estudios que hacen parte del proceso de síntesis [12]. La función de 
estimación es: 
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Δ : efecto global ∑ iid 2/γ : sumatoria de los efectos individuales 
∑ i2/1 γ : sumatoria de la inversa de las varianzas entre-
estudios e intra-estudios 
 
(6) 
 
Como puede verse en las funciones 5 y 6 la diferencia entre ambos modelos radica en 
que para el modelo de efecto fijo no se requiere estimar la varianza entre estudios 
porque supone que esta debería anularse entre los distintos resultados, mientras que 
para el modelo de efectos aleatorios es fundamental determinar cuál es el nivel de 
variación entre los resultados (la varianza entre estudios) ya que este parámetro 
permitirá mitigar el ruido generado por las variaciones. Bajo estas condiciones, se 
dice, que si un meta-análisis incluyera experimentos con valores similares (es decir, 
no existe ruido producido por variables externas) ambos métodos deben dar igual 
resultado [10]. 
2.2 Errores estadísticos 
Existen básicamente dos tipos de errores: El error tipo I, que se define como el 
rechazo de la hipótesis nula Ho cuando ésta es verdadera, es equivalente a encontrar 
un resultado falso positivo, porque el investigador llega a la conclusión de que existe 
una diferencia entre las hipótesis cuando en realidad no existe; y el error tipo II, que 
se define como la aceptación de la hipótesis nula cuando ésta es falsa, es equivalente a 
la probabilidad de un resultado falso negativo, ya que el investigador llega a la 
conclusión de que ha sido incapaz de encontrar una diferencia que existe en la 
realidad [13]. En la práctica el error de tipo I es fijado de antemano (habitualmente 
como α=0,05) y el error de tipo II queda supeditado, en gran medida, al tamaño del 
experimento (la cantidad de sujetos que el mismo incluya) que en IS muchas veces es 
menor a lo que la teoría estadística sugiere. Este hecho, en IS, muchas veces se debe a 
la falta de presupuesto económico, tiempo, recursos humanos calificados y, porque no 
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 decirlo, falta de cultura experimental, y provoca que se asuma que dos tratamientos 
(técnicas o métodos) se comportan de igual forma cuando en realidad no lo hacen. 
3. Metodología de Investigación 
Nuestro trabajo apunta a establecer en qué condiciones es seguro aplicar cada uno de 
los modelos de efectos de Meta-Análisis en las actuales condiciones experimentales 
de la IS. Para ello, se analizará de forma conjunta como influyen la en la fiabilidad y 
potencia estadística de los modelos: la cantidad de experimentos, la cantidad de 
sujetos que los mismos poseen y la diferencia en el tamaño de efecto, mediante una 
simulación de Monte Carlo [14][15]. Tomando como base los parámetros definidos 
en [8]: 
La cantidad de sujetos por experimentos oscilará entre 4 y 20 sujetos por 
experimento, tomando como valores de referencia: 4, 8, 10, 14 y 20 sujetos. 
La cantidad de experimentos a agregar en cada meta-análisis oscilará entre 2 y 10. 
Incrementándose de dos en dos. Los tamaño de efecto poblacional (δ) a analizar son: 
bajo (0,2), medio (0,5), alto (0,8) y muy alto (1,2). En cuanto al proceso de 
simulación: la media poblacional del tratamiento de control ( cμ ) es fijada en 100 a 
efectos de cálculo y el desvío estándar en el 10%, 40% y 70% de la misma y la media 
poblacional del tratamiento experimental se estimará de la siguiente forma 
σδμ *100+=E . Se realizarán 1000 simulaciones con cada una de todas las 
combinaciones posibles de sujetos y experimentos. Los resultados vinculados a la 
fiabilidad indican el porcentaje de veces que el intervalo de confianza estimado (a un 
nivel de α = 0.05) contuvo el valor del tamaño de efecto poblacional, mientras que los 
resultados vinculados a la potencia estadística indican el porcentaje de veces que 
dicho intervalo de confianza no contuvo el valor 0. Para facilitar la compresión de los 
mismos, en las tablas finales, se resaltan las celdas en las cuales los porcentajes 
estimados superaban al valor mínimo fijado, 1 - α = 95% para la fiabilidad y 1 – β = 
80% para la potencia estadística. 
4. Resultados 
A continuación, en la tabla 1, se presenta un cuadro comparativo general del 
desempeño de los métodos analizados basado en los resultados indicados en las tabla 
3, 4 y 5 del Anexo A. Para facilitar la comprensión hemos realizado dos 
simplificaciones a los resultados detallados: En primer lugar, hemos agrupado los 
valores de los parámetros (varianza, tamaño de efecto, número de experimentos y 
número de sujetos por experimentos) conforme a si superaban o no los criterios de 
fiabilidad fijados de antemano (fiabilidad >= 95%). Para ello hemos eliminado los 
porcentajes sustituyéndolos por los símbolos “+” y “-”, queriendo indicar que el 
método se comporto de modo fiable y no fiable respectivamente. En segundo lugar, 
hemos observado que el número de experimentos no afecta a la fiabilidad de los 
métodos, sino que el factor relevante es el número de sujetos totales. Por este motivo 
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 hemos agrupado los parámetros número de experimentos y número de sujetos en uno 
solo (número de sujetos/experimento). 
Tabla 1. Comparación de la fiabilidad de los métodos de agregación 
Varianza Efecto Experimentos Sujetos / experimento Efecto fijo Efectos aleatorios 
< 8 Irrelevante + - Bajo 
>=8 Irrelevante + + 
< 8 Irrelevante + - 
>=8 < 80 + + 
Medio 
 
>=8 >= 80 + + 
< 8 Irrelevante - - 
 
 
Alta, 
media  
y baja 
Alto y 
Muy Alto >=8 Irrelevante - + 
 
Análogamente, y usando el criterio empleado en las tablas de fiabilidad, en la tabla 2, 
se presenta un cuadro comparativo general del desempeño de los métodos analizados 
basado en los resultados indicados en las tabla 6, 7 y 8 del Anexo A.  
Tabla 2. Comparación de la potencia de los métodos de agregación 
Varianza Efecto Experimentos Sujetos  / experimento Efecto fijo Efectos aleatorios 
Bajo Irrelevante Irrelevante - - 
< 8 Irrelevante - - 
>= 8 < 80 - - 
Medio 
 
>= 8 >= 80 + - 
Irrelevante < 40 - - Alto  
Irrelevante >= 40 + - 
< 8 < 32 - - 
 
 
Alta, 
media y 
baja 
 
Muy Alto 
>= 8 >= 32 + - 
5. Conclusión 
La presente simulación ha mostrado la baja potencia del modelo de efectos aleatorio 
dentro del contexto de simulación desarrollado, esto provoca en la práctica que el 
resultado final del meta-análisis hecho con este tipo de modelo tienda a dar 
diferencias no significativas en todo momento, no permitiendo de esta forma poder 
afirmar que un trata miento es mejor que otro cuando en realidad los es. Igualmente 
no pudo corroborarse lo indicado en [10] respecto a la baja fiabilidad de los resultados 
indicado por este método, ya que la fiabilidad del mismo, en general, fue superior a la 
del modelo de efecto fijo. Esto surge en principio como consecuencia directa de los 
amplios tamaños de los intevalos de confianza que el método arroja. A partir del 
presente trabajo, podemos observar que el modelo de efecto fijo se comporta mejor 
que el modelo de efectos aleatorios, presentando potencia con mas de 80 
sujetos/experimentos cuando el modelo de efecto aleatorio no posee potencia en 
ninguno de los casos analizados; y fiabilidad para todos los casos en que la varianza 
es baja o media. Si bien el actual trabajo arroja luz sobre las hipótesis de trabajo 
originales respecto de cual de los modelos es aplicable al actual contexto 
experimental de la Ingeniería de Software, es difícil que en la práctica todos los 
experimentos que se incorporan a un Meta Análisis posean la misma cantidad de 
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 sujetos experimentales, por ello se hace necesario desarrollar una trabajo de 
simulación complementario que permita determinar si agregar experimentos de 
diferentes tamaños afecta a la fiabilidad y potencia de los métodos. Es decir, se 
analizó que es lo que sucede al aplicar los dos modelos a una población con un único 
tamaño de efecto, queda pendiente como trabajo futuro realizar un análisis similar 
sobre una población que no posea un único efecto. 
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 Anexo 
Tabla 3. Fiabilidad de los métodos con α = 0.05 y desvío = 10% 
Analisis de Fiabilidad 
Mdelo de Efecto Fijo Modelo de Efecto Aleatorio Columnas: 
experimentos Filas: 
sujetos y efecto 2 4 6 8 10 2 4 6 8 10 
4 97,9 100 100 99,3 100 92,7 95,8 100 100 100 
8 100 100 100 100 100 84,9 99 100 100 100 
10 98,7 100 100 100 100 84,8 99,3 98,7 100 100 
14 87 97,8 100 100 100 88 94,4 100 99,2 100 
EF
 0
,2
 
20 95,6 100 100 100 100 99,3 100 100 100 100 
4 97,7 100 100 98,5 96,8 87,6 92 98,5 100 100 
8 100 100 98,3 98,1 98,9 74,8 90,4 98,9 100 100 
10 96,6 100 98,4 100 93 79,7 88,1 96,4 100 100 
14 85,2 96,4 100 100 97,8 89,9 84,5 92,4 97,4 100 
EF
 0
,5
 
20 94,6 100 100 100 100 98 78,9 90,1 98,5 100 
4 96,5 99,1 98,9 95 93,6 82,4 93,1 98,6 99,1 100 
8 100 98,1 96,6 93,1 94,5 71,1 83,1 93,3 97,1 98,8 
10 96,9 99,1 94,5 97,6 83,5 74,7 78,3 86,1 97,5 99 
14 86,1 92,7 91 98,3 88,7 87,5 84,5 91,8 88,7 94 
EF
 0
,8
 
20 88,8 100 100 81,6 100 98 79 85,8 96,5 96,4 
4 96,7 95,8 94,3 88,8 80,8 75 91,7 93 98,9 99,3 
8 98,9 93,9 83,4 83,5 79,7 70,1 82,7 92,1 89,3 93,3 
10 95,9 96,6 83,3 83,4 60,3 77,3 79,5 85 91,9 95,1 
14 86,2 80,3 71,5 72 57,3 86,5 83,8 95,7 91,6 98,9 
V
ar
ia
nz
a 
ba
ja
 (1
0 
%
) 
EF
 1
,2
 
20 84 90,4 83,1 58,2 51,3 99,2 90,2 95,7 93,5 98,3 
Tabla 4. Fiabilidad de los métodos con α = 0.05 y desvío = 40% 
Analisis de Fiabilidad 
Columnas: experi-
mentos Filas: 
sujetos y efecto 
Modelo de Efecto Fijo Modelo de Efecto Aleatorio 
 2 4 6 8 10 2 4 6 8 10 
4 97,4 100 100 98,4 100 93,2 95,3 100 100 100 
8 100 100 100 100 100 85,2 99,1 100 100 100 
10 98,4 100 100 100 100 84,2 98,9 98,9 100 100 
14 86,4 96,9 100 100 100 89 94,1 100 98,7 100 
EF
 0
,2
 
20 95 100 100 100 100 99,5 100 100 100 100 
4 97,8 100 100 99,5 95,6 88,1 93,3 98,4 100 100 
8 100 100 99,2 98,2 98,4 77,5 89,9 98,9 100 100 
10 97,7 100 99,1 100 92,1 74,7 89,5 96,6 100 100 
14 86,4 96,8 100 100 98,6 91,3 83,5 92,9 96,9 100 
EF
 0
,5
 
20 93,2 100 100 100 100 98,5 78,2 88,9 97,7 100 
4 95,5 98,8 98,8 95,9 94,5 85,2 94,3 99 98,6 100 
8 100 98,3 96,6 94,8 92,3 73,4 86,1 91 97,9 98,6 
10 97,2 98,1 92,9 96,2 84,1 73,6 77,5 89,3 97,8 98,7 
14 85,9 92,7 89 97,7 87,8 91,7 82,8 91,5 89,6 94,7 
EF
 0
,8
 
20 88,8 100 100 83,2 100 98,1 79,4 89 96,7 96,8 
4 95,8 95,4 95 87,1 80,7 77,3 91,4 94,4 98,1 99,6 
8 98,5 94,9 83 84,6 82,8 69 84 92 89,1 93,4 
10 96,8 96,3 83 82,2 59 78 79,6 77,8 92,1 95,8 
14 84,1 79,5 70,8 73,2 52,3 85 82,3 94,1 92,5 99,5 
V
ar
ia
nz
a 
m
ed
ia
 (4
0 
%
) 
EF
 1
,2
 
20 84,8 91,7 84,3 59 51,3 99,2 89,4 97 93,6 98,1 
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 Tabla 5. Fiabilidad de los métodos con α = 0.05 y desvío = 70% 
Analisis de Fiabilidad 
Mdelo de Efecto Fijo Modelo de Efecto Aleatorio Columnas: 
experimentos Filas: 
sujetos y efecto 2 4 6 8 10 2 4 6 8 10 
4 98,4 100 100 99,7 100 91,1 96,5 100 100 100 
8 100 100 100 100 100 87 98,8 100 100 100 
10 99,4 100 100 100 100 84,1 99,4 99 100 100 
14 86,2 97,3 100 100 100 88,7 93,8 100 99,6 100 
EF
 0
,2
 
20 96,1 100 100 100 100 98,9 100 100 100 100 
4 98,1 100 100 98,9 96,9 86,5 92,4 98,6 100 100 
8 100 100 99,3 97,7 97,6 76,4 91,5 99,3 100 100 
10 96,5 100 99,3 100 94,3 79,6 89,7 96,6 100 100 
14 83,7 96 100 100 98,7 90,6 82,5 92,3 97 100 
EF
 0
,5
 
20 94,7 100 100 100 100 98,4 77,7 90,7 97,9 100 
4 95,8 99,2 99,3 95 93,1 83,9 93,6 99,3 99 100 
8 100 98,3 98,3 93,2 93,7 69,7 84,3 93,6 97,1 99,4 
10 96,5 99,1 94 96 80,7 73,6 79 87 97,8 98,7 
14 84,9 93,3 90,8 98,2 91,2 89,9 81,2 92,8 91,2 95,3 
EF
 0
,8
 
20 88,2 100 100 84,5 100 97,9 77,3 87,5 96,2 96,3 
4 96 96,1 93,5 86,8 82,7 76,9 91,5 93,5 97,6 99,5 
8 99,2 93,4 82 81,5 79,8 71,8 81,7 90,2 89,5 94,1 
10 95,8 96,5 85,1 82,3 62,4 77 78,1 80,1 91,5 95,3 
14 83,9 83,9 73,4 75,5 57,4 85,5 83,9 92,5 91,6 99 
V
ar
ia
nz
a 
al
ta
 (7
0 
%
) 
EF
 1
,2
 
20 82,3 92,2 81,3 57,6 49,2 99,1 90,5 95,8 92,4 97,6 
Tabla 6. Potencia de los métodos con α = 0.05 y desvío = 10% 
Analisis de la Potencia Estadistica 
Mdelo de Efecto Fijo Modelo de Efecto Aleatorio Columnas: 
experimentos Filas: 
sujetos y efecto 2 4 6 8 10 2 4 6 8 10 
4 1,3 2,6 0,6 0,5 1,2 0 0 0 0 0 
8 1,6 5,4 2 4,3 7,1 0 0 0 0 0 
10 8,3 0 7,9 5,2 13,4 0 0 0 0 0 
14 21,1 17,1 9,5 2,9 17,7 0 0 0 0 0 
EF
 0
,2
 
20 5,5 2,6 0 14,1 0 0 0 0 0 0 
4 6,9 9,6 17,3 20,7 24,1 0 0,9 0 0 0 
8 7,9 27 48,5 70,1 80,9 0 1,9 0 0 0 
10 29 35,6 60,7 82,1 85,1 0 1 0 0 0 
14 41,2 57,4 75 100 100 0 0 0 0 0 
EF
 0
,5
 
20 40,7 98,2 100 100 100 0 0 0 0 0 
4 13,9 34,6 43,3 63 80,3 0,9 0 0 0 0 
8 40,2 75,1 96,2 100 100 0 0,9 0 1,1 0 
10 57,9 95,3 99,3 100 100 0 0,5 0 0 0 
14 64,2 96,3 100 100 100 0 0,9 0 1,3 0 
EF
 0
,8
 
20 80,2 100 100 100 100 0 0,9 0 2 0 
4 32,7 74,7 96 99,2 97,6 0,8 0 2,5 0 0 
8 89,2 100 100 100 100 0 0 1,3 0 1,8 
10 93 100 100 100 100 0,5 0,6 2,9 0 0 
14 92,2 100 100 100 100 2,2 1,6 0 0,6 0 
V
ar
ia
nz
a 
ba
ja
 (1
0 
%
) 
EF
 1
,2
 
20 100 100 100 100 100 0 0 1,2 0 0 
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 Tabla 7. Potencia de los métodos con α = 0.05 y desvío = 40% 
Analisis de la Potencia Estadistica 
Mdelo de Efecto Fijo Modelo de Efecto Aleatorio Columnas: 
experimentos Filas: 
sujetos y efecto 2 4 6 8 10 2 4 6 8 10 
4 1,7 1,8 0,7 1 2,2 0 0 0 0 0 
8 1 5,3 2,5 4,3 4,6 0 0 0 0 0 
10 9,1 0 6,8 5,3 13,4 0 0 0 0 0 
14 21,9 16,6 9,7 4,4 15,1 0 0 0 0 0 
EF
 0
,2
 
20 5,8 2,3 0 16,8 0 0 0 0 0 0 
4 6,1 9,3 14,2 18,8 22,6 0 0,6 0 0 0 
8 9,2 22,8 47,4 68,6 83,8 0 1,9 0 0 0 
10 27,2 37,2 64,3 83,1 84,3 0 0,4 0 0 0 
14 40,6 59,3 73,7 100 100 0 0 0 0 0 
EF
 0
,5
 
20 41,6 98,9 100 100 100 0 0 0 0 0 
4 13,3 33,7 44,2 66 81,4 1,1 0 0 0 0 
8 41,5 75,3 95,8 100 100 0 1,5 0 0,8 0 
10 56,8 94,4 98,8 100 100 0 0,8 0 0 0 
14 67,6 96,1 100 100 100 0 1,3 0 1,2 0 
EF
 0
,8
 
20 81,2 100 100 100 100 0 0,4 0 2,2 0 
4 34,4 70,3 96,3 98,8 97,5 1 0 1,6 0 0 
8 88,3 100 100 100 100 0 0 1 0 1,4 
10 94,1 100 100 100 100 0,4 1,3 3 0 0 
14 90,7 100 100 100 100 2,7 1,2 0 0,6 0 
V
ar
ia
nz
a 
m
ed
ia
 (4
0 
%
) 
EF
 1
,2
 
20 100 100 100 100 100 0 0 1,2 0 0 
Tabla 8. Potencia de los métodos con α = 0.05 y desvío = 70% 
Analisis de la Potencia Estadistica 
Mdelo de Efecto Fijo Modelo de Efecto Aleatorio Columnas: 
experimentos Filas: 
sujetos y efecto 2 4 6 8 10 2 4 6 8 10 
4 0,9 2,1 0,8 0,6 1,3 0 0 0 0 0 
8 2,6 6,2 1,8 5,4 6 0 0 0 0 0 
10 9,7 0 7,4 4,3 13 0 0 0 0 0 
14 18,2 15,4 10,4 5 16 0 0 0 0 0 
EF
 0
,2
 
20 5,1 2,3 0 15,5 0 0 0 0 0 0 
4 6,2 8,2 13,7 17 21,4 0 1,1 0 0 0 
8 9,2 25,4 47,2 68,2 81,1 0 0,9 0 0 0 
10 26,4 35,9 63,7 83,3 86,1 0 0,7 0 0 0 
14 39,2 54,9 76,7 100 100 0 0 0 0 0 
EF
 0
,5
 
20 42,1 99 100 100 100 0 0 0 0 0 
4 12,5 31,9 40,2 67,3 79,8 0,8 0 0 0 0 
8 41,5 78 96,9 100 100 0 1,3 0 0,6 0 
10 53,8 95,2 99 100 100 0 0,9 0 0 0 
14 65,3 96,1 100 100 100 0 1,2 0 1,2 0 
EF
 0
,8
 
20 81,1 100 100 100 100 0 1 0 2,6 0 
4 32,9 71,9 95,7 98,9 98,1 1,3 0 1,9 0 0 
8 88,6 100 100 100 100 0 0 1,3 0 0,8 
10 93,1 100 100 100 100 0,9 1,2 3,4 0 0 
14 89,9 100 100 100 100 2 1,1 0 1,2 0 
V
ar
ia
nz
a 
al
ta
 (7
0 
%
) 
EF
 1
,2
 
20 100 100 100 100 100 0 0 0,8 0 0 
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