Contracting elements and random walks by Sisto, Alessandro
CONTRACTING ELEMENTS AND RANDOM WALKS
ALESSANDRO SISTO
Abstract. We define a new notion of contracting element of a group
and we show that contracting elements coincide with hyperbolic ele-
ments in relatively hyperbolic groups, pseudo-Anosovs in mapping class
groups, rank one isometries in groups acting properly on proper CAT (0)
spaces, elements acting hyperbolically on the Bass-Serre tree in graph
manifold groups. We also define a related notion of weakly contract-
ing element, and show that those coincide with hyperbolic elements
in groups acting acylindrically on hyperbolic spaces and with iwips in
Out(Fn), n ≥ 3. We show that each weakly contracting element is con-
tained in a hyperbolically embedded elementary subgroup, which allows
us to answer a problem in [DGO11]. We prove that any simple ran-
dom walk in a non-elementary finitely generated subgroup containing
a (weakly) contracting element ends up in a non-(weakly-)contracting
element with exponentially decaying probability.
1. Introduction
A Morse element in a group G is an element h such that H = 〈h〉 is
undistorted in G and any quasi-geodesic with endpoints on H stays within
bounded distance from H, and the bound depends on the quasi-isometry
constants only. Examples of Morse elements include infinite order elements
in hyperbolic groups [Gro87], hyperbolic elements (of infinite order) in rel-
atively hyperbolic groups [DS05], pseudo-Anosovs in mapping class groups
[Beh06], etc. See [DMS10] for further details and examples. Indeed, in all
mentioned cases a stronger property than being Morse holds. Namely, all
elements are contracting with respect to a suitable collection, called path
system, of quasi-geodesic paths in the respective groups. Roughly speaking,
the main property that a contracting element g satisfies is the existence of
a map pig from the group onto 〈g〉 such that if two points x, y have far away
projections then all special paths from x to y pass close to pig(x) and pig(y).
(This definition is less general than the one we will give, which is stated in
terms of group actions on a metric space.) Related properties have been
considered in [BF09, Beh06, AK11, Sis13a]. These are the examples we can
provide, see Section 3.
Theorem 1.1. Let G be a relatively hyperbolic group (resp. mapping class
group, group acting properly by isometries on a proper CAT (0) space, graph
manifold group). Then there exists a path system for G such that g ∈ G is
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CONTRACTING ELEMENTS AND RANDOM WALKS 2
contracting if and only if g is hyperbolic (resp. is pseudo-Anosov, acts as a
rank one isometry, acts hyperbolically on the Bass-Serre tree).
Notice that not all graph manifolds are CAT (0) [Lee95, BK95].
We also define a more general notion, that of being weakly contracting,
which will be sufficient for our applications. This concept is defined using
the notion of weak path system described in Definition 2.8.
Theorem 1.2 (Proposition 3.8, Proposition 3.9). Let G be a group acting
acylindrically on a hyperbolic space X, and let PS be the collection of all
geodesics of X. Then g ∈ G is weakly contracting for the weak path system
(X,PS) if and only if it acts hyperbolically on X.
There exists a weak path system for Out(Fn), n ≥ 3, such that g ∈
Out(Fn) is weakly contracting if and only if it is fully irreducible.
The disadvantage of the weak version of contractivity is that it is not as
straightforward to show that weakly contracting elements are Morse, even
though this is true [Sis13b]. More importantly, even though we will not go
into this here, weakly contracting elements give worse lower bounds on the
divergence function.
We will treat all examples mentioned in Theorems 1.1 and 1.2 from a
common perspective. As it turns out, this approach is closely related to
the approach relying on the notion of hyperbolically embedded subgroup
developed in [DGO11].
Theorem 1.3 (Theorem 4.6). Each weakly contracting element g (for some
action) is contained in a hyperbolically embedded elementary subgroup E(g).
Viceversa, every infinite order element contained in a virtually cyclic em-
bedded subgroup is weakly contracting for an appropriate action.
Osin further showed [Osi13] that the notion of containing a (nondegener-
ate) hyperbolically embedded subgroup is equivalent to other notions that
had been previously defined [BF02, Ham08].
The subgroup E(g) is defined in a natural way in terms of projections, see
Corollary 4.4. Notice that in view of Theorem 1.1 we obtain new examples
of hyperbolically embedded subgroups, i.e. E(g) where g acts as a rank
one isometry on a proper CAT (0) space, answering a question of Dahmani-
Guirardel-Osin.
Our main result is that (weakly) contracting elements are generic, from
the random walks viewpoint. Let G be a group and S ⊆ G a finite subset.
Let Wn(S) be the set of words of length n in the elements of S and their
inverses. A simple random walk supported on 〈S〉 is a sequence of random
variables {Xn} taking values in G and with laws µn so that for each g ∈ G
and n ∈ N we have
µn({g}) = |{w ∈Wn(S) : w represents g}||Wn(S)| .
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Theorem 1.4. Let G be a group equipped with a path system (resp. weak
path system) and let H < G be a non-elementary finitely generated sub-
group containing a contracting (resp. weakly contracting) element. Then the
probability that a simple random walk supported on H gives rise to a non-
contracting (resp. non-weakly-contracting) element decays exponentially in
the length of the random walk.
Roughly speaking, the theorem states that the probability that a long
word written down choosing randomly generators of H represents a non-
contracting element is very small, and in fact exponentially decaying in the
length of the word.
For mapping class groups this was known already [Mah11a], and related
results can be found in [Riv08, Riv10, Mah11b, MS13]. We emphasize that
we can give a self-contained proof of the theorem above modulo a classical
result of Kesten.
Finally, we point out two sample applications of the theorem to give
examples of how it can be used to show the existence of contracting elements
with additional properties.
Corollary 1.5. Let G1, G2 be a non-elementary group supporting the path
system (resp. weak path system) (X,PS) and containing a contracting (resp.
weakly contracting) element.
• For any isomorphism φ : G1 → G2 there exists a (weakly) contracting
g ∈ G so that φ(g) is also (weakly) contracting.
• If H is an amenable group and φ : G1 → H is any homomorphism,
for any h ∈ φ(G1) there exists a (weakly) contracting g ∈ φ−1(h).
Outline. Section 2 contains the definitions we will use throughout. Section
3 is devoted to the proof of Theorems 1.1 and 1.2. In Section 4 we will
show Theorem 1.3. Section 5 contains our main technical tool (Lemma 5.2),
which gives us a way of constructing many contracting elements once we are
given just one of them. Finally in Section 6 we will show our main result.
In the Appendix we will sketch the proof of a “Weak Tits Alternative” not
relying on Theorem 1.3 and [DGO11].
Acknowledgements. The author would like to thank Cornelia Drut¸u and
Denis Osin for helpful conversations and suggestions and Ric Wade for clari-
fications on Out(Fn). The author was partially funded by the EPSRC grant
”Geometric and analytic aspects of infinite groups”.
2. Definitions and first properties
Let X be a metric space.
Definition 2.1. A path system PS in X is a collection of (µ, µ)-quasi-
geodesics in X, for some µ, such that
(1) any subpath of a path in PS is in PS,
(2) all pairs of points in X can be connected by a path in PS.
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Elements of PS will be called PS-special paths, or simply special paths if
there is no ambiguity on PS.
Fix a path system PS on the metric space X.
Definition 2.2. A subset A ⊆ X will be called PS-contracting with con-
stant C if there exists piA = pi : X → A such that
(1) d(pi(x), x) ≤ C for each x ∈ A,
(2) for each x, y ∈ X, if d(pi(x), pi(y)) ≥ C then for any PS-special path
δ from x to y we have d(δ, pi(x)), d(δ, pi(y)) ≤ C.
The map pi will be called PS-projection on A with constant C.
We point out a relation with properties that appeared in the literature in
several contexts, see [BF09, AK11, Sis13a].
Lemma 2.3. [Sis13a, Lemma 4.24] Let X be a geodesic metric space and
A ⊆ X. Denote by PS the collection of all geodesics in X. Suppose that the
map pi : X → A satisfies the following properties for some C:
• d(x, pi(x)) ≤ d(x,A) + C for each x ∈ X,
• diam(pi(Bd(x))) ≤ C for each x ∈ X, where d = d(x,A).
Then pi is a PS-projection with constant depending on C only.
The following lemma will be used several times.
Lemma 2.4. Let pi be a PS-projection with constant C on A ⊆ X. Then
(1) whenever δ is a special path we have diam(pi(δ)) ≤ diam(δ∩NC(A))+
2C and more specifically diam(pi(δ)) ≤ C if δ ∩NC(A) = ∅.
Also, there exists k = k(PS) such that
(2) for each x, y ∈ X, d(pi(x), pi(y)) ≤ kd(x, y) + k,
(3) for each x ∈ X we have diam(pi(Br(x))) ≤ C for r = d(x,A)
k
− k,
(4) for each x ∈ X, d(x, pi(x)) ≤ kd(x,A) + k.
Proof. Item 1) is clear from the second projection property.
Item 2) follows from special paths being quasi-geodesics and the fact that
either d(pi(x), pi(y)) ≤ C or any special path from x to y passes C-close to
pi(x), pi(y).
Item 3) holds in view of item 1) because, for c large enough, for each
y ∈ Br(x) there is a special path connecting x to y and not intersecting
NC(A).
In order to show item 4), consider a special path γ from x to some y ∈ A
with d(x, y) ≤ d(x,A) + 1. If d(y, pi(x)) ≤ C, we are done. Otherwise, γ
contains a point x′ such that d(x′, pi(x)) ≤ C. In particular,
d(x, pi(x)) ≤ d(x, x′) + C ≤ µd(x, y) + µ+ C ≤ µd(x,A) + µ+ C + 1,
and we are done for c large enough. 
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Lemma 2.5. If k is as in the previous lemma, A,B ⊆ X are PS-contracting
subsets with constant C and x ∈ X, then
min{d(piA(x), piA(B)), d(piB(x), piB(A))} ≤ C ′.
where C ′ = kC + k + C.
Proof. If max{d(piA(x), piA(B)), d(piB(x), piB(A))} ≤ kC + k + C there is
nothing to prove, so, up to swappingA andB, suppose that d(piA(x), piA(B)) >
kC+k+C. Let δ be a special path from x to some x′ ∈ B, and let p be the
first point in δ ∩ NC(A). If we show that there is no point q ∈ δ ∩ NC(B)
before p, we are done by Lemma 2.4−(4)− (1). In fact, if there was such a
point q, again by Lemma 2.4−(1)− (4) we would have
d(piA(x), piA(B)) ≤ d(piA(x), piA(q)) + d(piA(q), piA(B)) ≤ C + kC + k.

We are ready for our main definitions.
Definition 2.6. Let G be a group. A path system (X,PS) on the group G
is a proper action of G on the metric space X preserving the path system
PS on X.
An infinite order element g of G will be called PS-contracting if for some
(and hence any) x0 ∈ X and any integer n
(1) the orbit of x0 is a quasi-geodesic,
(2) there exists a g-invariant contracting set A 3 x0, called axis, so that
g acts coboundedly on A.
The reason why we do not just take A to be the orbit is that we will be
interested in contracting elements with translation length much larger than
the contraction constant of their axes, and we will achieve this by taking
powers while keeping the same axis.
Slightly extending a notion from [BF02] we say that, given a group G
acting on the metric space X, the element g ∈ G is WPD if the orbits of
〈g〉 are Morse quasi-geodesics and for every R ≥ 0 and x ∈ X there exists
N = N(R, x) such that
|{h ∈ G : d(x, h(x)) ≤ R, d(hgNx, gNx) ≤ R}| < +∞.
We will need the following consequence of the WPD property.
Lemma 2.7. (cf. [BF02, Proposition 6−(2)]) Suppose that G acts on X
and g ∈ G is WPD. Then for each x ∈ X, R ≥ 0 there exists L so that
{h ∈ G : d(x, hx) ≤ R, diam(NR(h〈g〉x) ∩ 〈g〉x) ≥ L}
is a finite set.
The meaning of the lemma is illustrated in Figure 1. Roughly speaking,
the definition of WPD gives us that there are finitely many elements h so
that for some large N we have the situation depicted for N ′ = N . The
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Figure 1
Figure 2
lemma gives us the same condition for all large enough N and without the
requirement N ′ = N .
Proof. Fix x,R, g. First of all notice that, as 〈g〉x is Morse, there exists
R′ ≥ R depending on R (and the data we fixed) so that if d(x, hx) ≤
R, d(gNx, h〈g〉x) ≤ R then for each 0 ≤ n ≤ N we have d(gnx, h〈g〉x) ≤ R′.
We claim that it suffices to show that if
d(x, hx) ≤ R, d(gNx, hgN ′x) ≤ R′ (∗)
for some N,N ′ then either d(gNx, hgNx) ≤ C(R) or d(gNx, hg−Nx) ≤
C(R), for some constant C(R) ≥ R. In fact, if h, h′ are as in the second case
then hh′ is easily seen to satisfy d(hh′x, x) ≤ 2R, d(gNx, hh′gNx) ≤ 2C(R).
So, the cardinality of the set as in the statement is at most the cardinality
of
{h ∈ G : d(x, hx) ≤ 2R, d(hgNx, gNx) ≤ 2C(R)},
where for L large enough we can choose N = N(C(R)). By definition of
N(C(R)) this set is finite, as required.
Now, suppose that (∗) holds. Then we have
|d(gN ′x, x)− d(gNx, x)| ≤ 2R′.
So, we just need to show that if N ′ satisfies this condition then |N −N ′| ≤
K(R). In order to show this notice that, as the orbits of g are Morse quasi-
geodesics, there exists a geodesic γ so that d(gN , γ), d(gN
′
, γ), d(x, γ) ≤ D
(where D does not depend on N,N ′), see Figure 2. In particular, if N ′
satisfies the condition then it is contained in a ball of radius, say, 2R′+ 10D
around gNx or in a ball of the same radius around g−Nx. The existence of
K(R) then follows from the orbit of g being a quasi-geodesic. 
Definition 2.8. Let G be a group. A weak path system (X,PS) on the
group G is any action of G on the metric space X which preserves the path
system PS on X.
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An infinite order element g of G will be called weakly PS-contracting if
it is WPD and some (hence any) orbit of g is contained in a contracting
g-invariant set A on which g acts coboundedly.
Notice that we weakened the requirements for the action, by dropping the
properness assumption, and “compensated” for this by requiring that the
action is only proper “in the direction” of g.
Lemma 2.9.
(1) Special paths which are PS-contracting with constant C are Morse
with constants depending on C only.
(2) Contracting elements are Morse.
Proof. The first part can be proven in the same (actually, slightly simpler)
way as the second part, so we will spell out the proof for the second part
only.
Let G,X,PS, x0 be as in the definition above, and let g be a contracting
element. The fact that 〈g〉x0 is a quasi-geodesic easily implies that 〈g〉 is a
quasi-geodesic in G.
In order to show that g is Morse we now need to show the following. Let
α be a (µ, c)-quasi-geodesic in G connecting 1 to gn and let γ be a special
path from x0 to g
nx0. Then for each h ∈ α we have d(γx0, hx0) ≤ K, where
K depends on g, µ, c and the action of G. A constant depending on the said
data will be referred to as universal.
Let pi be a projection on γ with constant C. Increase C suitably and
define pi′ : G → 〈g〉 in such a way that d(pi′(x)x0, pi(x)) is bounded by C.
Let ρ be a universal constant such that
d(pi′(h), pi′(h′)) ≤ ρd(pi(hx0), pi(h′x0)) + ρ
for each h, h′ ∈ G. Let r ∈ N be the least integer so that d(α(j), α(j+ r)) >
µ2(ρC + 1) + c for each integer j such that j, j + r are in the domain of
α. Whenever h = α(j), h′ = α(j + r) we will say that h, h′ are consec-
utive. Notice that there is a universal bound L on d(hx0, h
′x0) whenever
h, h′ ∈ α are consecutive. Suppose that h0, . . . , hn ∈ α is a maximal chain
of consecutive points such that d(hx0, γ) ≥ kL + k2, for k as in Lemma
2.4. Notice that we can bound the distance of h0, hn from γ again by a
universal constant. We wish to show that n cannot be arbitrarily large. In
fact, by Lemma 2.4−(3) we have d(pi(hi(x0)), pi(hi+1(x0))) ≤ C, and hence
d(pi(h0(x0)), pi(hn(x0))) ≤ nC so that d(pi′(h0), pi′(hn)) ≤ nρC + ρ. For n
large enough and in view of d(hi, hi+1) > µ
2(ρC + 1) + c we get
d(h0, hn) ≥ nr/µ− c ≥
∑
(d(hi, hi+1)− c)/µ2 − c >
nρC + ρ+ d(h0, pi
′(h0)) + d(hn, pi′(hn)) ≥ d(h0, hn),
which is a contradiction. We can bound d(p, γ) in terms of n,L, r, so we are
done. 
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3. Examples
3.1. Relatively hyperbolic group. In this subsection we study contract-
ing elements in relatively hyperbolic groups.
We will use the following well-known results, a proof of which is given for
the convenience of the reader. As usual, we denote (almost) closest-point
projections on P by piP .
Lemma 3.1. Suppose that X is hyperbolic and P ⊆ X is quasi-convex.
Then there exists C, depending on the quasi-convexity constants only, so that
for each x, y ∈ X if d(piP (x), piP (y)) ≥ C then d([x, y], piP (x)), d([x, y], piP (y)) ≤
C for each geodesic [x, y] from x to y.
Proof. Set pi = piP and let δ be a hyperbolicity constant for X. As quad-
rangles in X are 2δ-thin, we have that [pi(x), pi(y)] is contained in the
2δ-neighbourhood of [x, y] ∪ [x, pi(x)] ∪ [y, pi(y)]. Due to our choice of pi,
points [pi(x), pi(y)] farther than K from the endpoints are not 2δ-close to
[x, pi(x)]∪ [y, pi(y)], where K depends on the quasi-convexity constants of P .
Hence, for d(pi(x), pi(y)) > 2K+1, there is a point on [x, y] which is 2δ-close
to the point on [pi(x), pi(y)] at distance K + 1 from pi(x), and so we have
d(α, pi(x)) ≤ K + 2δ + 1. 
We will say that an infinite order element of a relatively hyperbolic group
is hyperbolic if it not conjugate into any Hi.
Proposition 3.2. Let G be a relatively hyperbolic group and let PS be the
collection of the geodesics in Bow(G). Then an element of G is contracting
for the path system (Bow(G),PS) if and only if it is hyperbolic.
Proof. If an element is finite order or conjugate into a peripheral subgroup
then clearly its orbit is not a bi-infinite quasi-geodesic.
On the other hand, hyperbolic elements are known to act hyperbolically
on the Bowditch space, so that each orbit is a bi-infinite quasi-geodesic, see
e.g. [Bow12, Definition 1-(3)]. Here is a proof of this fact. Let g be a hyper-
bolic element. As g has infinite order we only have to show that it cannot
act parabolically. Indeed, we claim that if an element of G acts parabolically
on Bow(G) then it fixes the parabolic point corresponding to some combi-
natorial horoball, and this easily implies that it must be conjugate into a
peripheral subgroup. If g acted parabolically fixing a point that is not the
limit point of a combinatorial horoball, then there would be a geodesic ray γ
with γ∩G unbounded (we regard G as a subset of Bow(G)) so that for each
n there is a point h ∈ γ ∩G so that d(h−1gih, 1) = d(gih, h) is bounded by
some constant C which depends on the hyperbolicity constant of Bow(G).
But this is not possible because there are finitely many elements of G in the
ball of radius C in Bow(G) around 1.
Finally, every geodesic in a given hyperbolic space (and hence every quasi-
geodesic as quasi-geodesics are within bounded Hausdorff distance from
geodesics) is contracting, see Lemma 3.1. 
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3.2. Mapping class group. In this subsection we will assume familiarity
with the notion of curve complex, marking complex and hierarchy paths.
We will use results from [MM99, MM00], see also [Bow06].
Proposition 3.3. LetM(S) be the marking complex of the closed orientable
punctured surface S of genus g with p punctures satisfying 3g + p ≥ 5 and
let H(S) be the collection of all subpaths of hierarchy paths. An element of
MCG(S) is contracting for the path system (M(S),H(S)) if and only if it
is pseudo-Anosov.
Notice that the proposition and Lemma 2.9 give yet another proof that
pseudo-Anosov elements are Morse [Beh06, DMS10].
Remark 3.4. We remark that in view of the proof of [BF09, Proposition 8.1]
(see the sixth to last line) and Lemma 2.3 the collection of all geodesics in
Teichmu¨ller space endowed with the Weil-Petersson metric has the property
that all axes of pseudo-Anosov elements are contracting.
It is well known that hierarchy paths are quasi-geodesics with uniform
constant, and that any non-pseudo-Anosov element is not Morse as, up to
passing to a power, it has infinite index in its centralizer.
Recall from [Beh06] that a pair of points (µ1, µ2) ∈M(S) is D-transverse
if for each Z ( S we have dC(Z)(µ1, µ2) ≤ D. The proposition follows
directly from the lemma below and the fact that pairs of points lying on the
orbit of a pseudo-Anosov element are D-transverse.
Lemma 3.5. For each D-transverse pair µ1, µ2 each hierarchy path [µ1, µ2]
is H(S)-contracting with constant C = C(D).
Proof. Let B be such that if x, y lie on the (subpath of a) hierarchy path
[p, q] with main geodesic H then
(1) for each subsurface Y ⊆ S we have dC(Y )(x, y) ≤ dY (p, q) +B,
(2) dC(S)(x,H) ≤ B,
(3) for any γ ∈ H there exists z such that dC(S)(x,H) ≤ B.
Define pi : M(S) → [µ1, µ2] as follows. Consider µ ∈ M(S) and let
γµ = piS(µ). Pick αµ ∈ H (the main geodesic for the given hierarchy path)
such that dC(S)(γµ, αµ) = dC(S)(γµ, H). Finally, choose ν ∈ [µ1, µ2] in such
a way that piS(ν) is B-close to αµ and set pi(µ) = ν.
Pick any ν1, ν2 ∈ M(S). Suppose d(pi(ν1), pi(ν2)) ≥ C(D), where C(D)
will be determined later. Notice that dC(S)(αν1 , αν2) is bounded from below
by a linear function of C(D), by the distance formula and D-transversality,
so that for C(D) large enough we can assume dC(S)(αν1 , αν2) ≥ 100δ, where
δ is the hyperbolicity constant of C(S). Consider a hierarchy path [ν1, ν2]
(more precisely containing ν1, ν2, but this does not affect what follows) and
let H ′ be the main geodesic. We have that H ′ contains points β1, β2 which
are B-close to the projections of ν ′1, ν ′2 ∈ [ν1, ν2] on C(S) and such that
dC(S)(ανi , βi) ≤ 10δ.
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Figure 3
Our aim is to show that any point µ on [ν ′1, ν ′2] such that 20δ+ 2B+ 10 ≤
dC(S)(ν, β1) ≤ 20δ + 3B + 20 has the property that d(µ, pi(ν1)) ≤ C(D) (an
analogous property holds for ν2).
In order to show this, we will now analyse the K-large domains for the
pair ν ′1, ν ′2, where K > 3(D + B) (a L-large domain for a pair of markings
ρ1, ρ2 is a subsurface Y ⊆ S so that dC(Y )(ρ1, ρ2) ≥ L). First, we claim that
there are no common (K/3)-large domains for the pairs µ′1, ν ′1 and µ′2, ν ′2,
where µ′i ∈ [µ1, µ2] projects B-close to ανi .
In fact, any (K/3)-large domain Xi for the pair µ
′
i, ν
′
i is contained in
some S\γi, where γi is a simple closed curve appearing in a hierarchy path
connecting piS(µ
′
i) and ν
′
i. This implies that X1 6= X2 as dC(S)(γ1, γ2) ≥ 3
for C(D) large enough.
We can now use the fact that there are no D-large domains for the pair
µ′1, µ′2. Suppose dC(Y )(ν ′1, ν ′2) ≥ K, for some subsurface Y ( S. Then (at
least) one of the following must hold: dC(Y )(ν
′
1, µ
′
1) ≥ K/3, dC(Y )(µ′1, µ′2) ≥
K/3 or dC(Y )(ν
′
1, µ
′
1) ≥ K/3. However, the second inequality does not hold
by hypothesis. Hence, any K-large domain for ν ′1, ν ′2, and so any (K + B)-
large domain for any pair of points on [ν ′1, ν ′2], is a (K/3)-large domain for
µ′1, ν ′1 or µ′2, ν ′2 (but not both).
With a similar argument we get that for each ν ∈ [ν ′1, ν ′2] and each µ ∈
[µ′1, µ′2] all (4K/3 + D + 2B)-large domains Y ( S for µ, ν are (K/3)-large
domains for µ′1, ν ′1 or µ′2, ν ′2. Choosing ν as above we have that piS(ν) is far
enough from β1 and β2 to guarantee that no (4K/3 +D+ 2B)-large domain
Y ( S for ν, µ is a K-large domain for µ′i, ν ′i, where µ ∈ [µ′1, µ′2] is such that
20δ + 2B + 10 ≤ dC(S)(µ, µ′i) ≤ 20δ + 3B + 20. By the distance formula
d(ν, µ′1) can be bounded in terms of δ and B, so we are done. 
3.3. Graph manifolds. A graph manifold is a compact connected 3-manifold
(possibly with boundary) which admits a decomposition into Seifert fibred
surfaces, when cut along a collection of embedded tori and/or Klein bottles.
In particular a graph manifold is a 3-manifold whose geometric decomposi-
tion admits no hyperbolic part.
Let M be a graph manifold. It is known [KL98] that its universal cover M˜
is bi-Lipschitz equivalent to the universal cover N˜ of a flip graph manifold N ,
CONTRACTING ELEMENTS AND RANDOM WALKS 11
that is to say a graph manifold with some special properties (among which
a metric of nonpositive curvature). We will not need the exact definition
of such manifolds, but we need to know that we can choose a bi-Lipschitz
equivalence φ : M˜ → N˜ that preserves the geometric components. In [Sis11],
a family of paths PS(N) in N˜ has been defined, and those paths satisfy the
following:
Lemma 3.6.
(1) All paths in PS(N) are bi-Lipschitz, with controlled constant;
(2) any subpath of a path in PS(N) is again in PS(N);
(3) if for i = 1, 2 αi is a special path connecting some point in Xwi to
some point in Xw′i and the vertex v• lies on the geodesic connecting wi, w′i, and
• d(v, wi), d(v, w′i) ≥ 2,
then α1 ∩Xv = α2 ∩Xv.
Let PS(M) = {gφ−1(γ) : g ∈ pi1(M), γ ∈ PS(N)}.
Proposition 3.7. (M˜,PS(M)) is a path system for pi1(M). An element of
pi1(M) is contracting if and only if it acts hyperbolically on the Bass-Serre
tree of M .
Proof. The first part follows directly from Lemma 3.6−(1)− (2), so we can
focus on the second part.
Let us prove the “if” part. Let g ∈ pi1(M) be an element acting hy-
perbolically on the Bass-Serre tree. Let x0 ∈ Xv for some vertex v of the
Bass-Serre tree such that {giv} is contained in a bi-infinite geodesic γ. Define
pi : M˜ → {gix0} in the following way. For each x ∈ M˜ define a vertex v(x)
in the Bass-Serre tree such that x ∈ Xv(x) and let pi′ be the projection in the
Bass-Serre tree on γ. Choose i(x) so that d(gi(x)v, pi′(v(x))) ≤ d(v, gv)/2.
Finally, define pi(x) to be gi(x)x0.
Now, suppose that we have x, y ∈ M˜ such that d(pi(x), pi(y)) is large
enough. Then we can conclude that, say, d(pi′(v(x)), pi′(v(y))) ≥ 100. We
will now use Lemma 3.6 and the fact that φ preserves the geometric compo-
nents to find a bound on the distance between any special path δ connecting
x, y and pi(x), pi(y). By hypothesis, φ induces a simplicial isomorphism from
the Bass-Serre tree of M to that of N , which we will still denote by φ. Sup-
pose that δ = hφ−1(α). Then it is clear from Lemma 3.6 that δ shares a
subpath with any special path hφ−1(β) which connects some point in Xgi(x)v
to some point in Xgi(y)v. More precisely, those paths coincide in Xw when-
ever w is “well within” [pi′(v(x)), pi′(v(y))]. In particular, we can choose β
so that the endpoints of h−1φ(β) are gi(x)x0, gi(y)x0, so that any point in
h−1φ(β) is close to γ as γ is Morse [KL98]. It is now easy to see that points
if x′, y′ ∈ δ ∩ h−1φ(β) are so that d(v(x′), gi(x)v), d(v(y′), gi(y)v) ≤ 10, then
x′, y′ are within uniformly bounded distance from pi(x), pi(y).
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The “only if” part is easy. In fact, if g ∈ pi1(M) is conjugate to some
element in a vertex group, then it is clearly not even Morse in view of the
fact that such groups are virtually products of a free group and Z. 
3.4. Groups acting acylindrically on hyperbolic spaces and Out(Fn).
Recall that a group G is said to act acylindrically on the metric space X if
for all d there exist Rd, Nd so that whenever x, y ∈ X satisfy d(x, y) ≥ Rd
we have
|{g ∈ G : d(x, gx) ≤ d, d(y, gy) ≤ d}| ≤ Nd.
Graph manifold groups act acylindrically on their Bass-Serre tree. However,
we are not able to prove the equivalent of Proposition 3.7 for groups acting
acylindrically on trees or hyperbolic spaces, and indeed it might not be true.
Nonetheless, we have the following.
Proposition 3.8. Let G be a group acting acylindrically (by isometries) on
the hyperbolic space X and let PS be the collection of all geodesics of X.
Then g ∈ G is weakly contracting for the weak path system (X,PS) if and
only if it acts hyperbolically on X.
Proof. Given the following easy fact (Lemma 3.1), the proof just requires
unwinding the definitions: if X is hyperbolic then all geodesics in X are
contracting. 
Bestvina and Feighn proved that the complex of free factors for Out(Fn)
is hyperbolic and that an element acts hyperbolically if and only if it is
fully irreducible, in which case it also satisfies the WPD property [BF11,
Theorem 8.3]. In particular we have the following.
Proposition 3.9. Let X be the complex of free factors of Out(Fn) for some
n ≥ 3. Then g ∈ Out(Fn) is weakly contracting for the weak path system
(X,PS) if and only it is fully irreducible.
Remark 3.10. For our applications we could also use the complexes con-
structed in [BF10].
The present state of knowledge about the geometry of Out(Fn) is not
advanced enough to attempt imitating what we have done, say, for mapping
class groups. It is not even known whether there is an algebraic character-
ization of Morse elements along the lines of the other cases, and hence the
following is perhaps the most basic question arising at this point.
Question 3.11. Are all Morse elements of Out(Fn) for n ≥ 3 fully irre-
ducible?
The converse is true by [AK11]. A standard way to show that an (infinite
order) element is not Morse is to show that (the cyclic group generated by)
it has infinite index in its commensurator. There might be infinite order
non-fully irreducible elements of Out(Fn) which have finite index in their
commensurators. So, if the answer to the previous question is negative, one
might ask the following.
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Question 3.12. Is it true that all elements of Out(Fn) that have finite
index in their commensurators are Morse?
3.5. Groups acting properly on proper CAT (0) spaces. Recall that
an isometry of a CAT (0) space is of rank one if it is hyperbolic and some
(equivalently, every) axis of g does not bound a half-flat.
Remark 3.13. In the case when G is a right-angled Artin group and X
its standard CAT (0) cube complex, the elements of G that act as rank
1 isometries coincide with those not conjugated into a join subgroup, see
[BC12].
Proposition 3.14. Let G be a group acting properly by isometries on the
proper CAT (0) space X and let PS be the collection of all geodesics in X.
Then g ∈ G is contracting for the path system (X,PS) if and only if it acts
as a rank one isometry.
Proof. It is clear that (X,PS) is a path system on G, and the “only if” part
follows from the fact that if g does not act as a rank one isometry then it is
not Morse. Suppose that g acts as a rank one isometry. By [BF09, Theorem
5.4] the closest point projection on an axis l of g has the property that there
exists B so that each ball disjoint from l projects onto a set of diameter at
most B. Property 2) in Definition 2.2 then follows from Lemma 2.3. 
Remark 3.15. It is natural to ask when a CAT (0) space admits a rank
one isometry. This question is addressed by the Rank Rigidity Conjecture,
formulated by Ballmann and Buyalo:
Conjecture 3.16. [BB08] Let X be a locally compact geodesically complete
CAT (0) space and Γ be an infinite discrete group acting properly and co-
compactly on X. If X is irreducible, then X is a higher rank symmetric
space or a Euclidean building of dimension at least 2, or Γ contains a rank
one isometry.
The conjecture is known to hold for Hadamard manifolds, see e.g. [Bal95],
and CAT (0) cube complexes [CS11].
4. Contracting vs hyperbolically embedded
Throughout this section we fix a weak path system (X,PS) on the group
G.
Suppose that A is an axis of a weakly contracting element of G. Given a
constant b, for x, y, z ∈ A we say that y is between x and z (with constant
b) if any special path from x to z intersects Bb(y). Similarly, for h ∈ G and
hx, hy, hz ∈ hA we say that hy is between hx and hz if y is between x and
z.
Lemma 4.1 (Projections are coarsely monotone). Let A be an axis of a
weakly contracting element. Then there exist b,K so that the following hold
for each h ∈ G. Suppose, for i = 0, 1, 2, that yi = piA(xi), for some xi ∈ hA.
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Then if y1 is between y0 and y2 with constant b and d(y0, y1), d(y1, y2) ≥ K,
then x1 is between x0 and x2, again with constant b.
Proof. Recall that special paths with endpoints on A stay uniformly close
to A, see Lemma 2.9−(1). In particular, as A is quasi-isometric to R, there
exists b and K0 so that if x, y, z are points at reciprocal distance at least K0
then there exists one of them which is between the other two with constant
b.
We can assume K ≥ K0 and apply this for {x, y, z} = {x0, x1, x2}.
Suppose by contradiction that x2 is between x0 and x1 (we can similarly
handle the case when x0 is assumed to be between x1, x2). Up to increasing
K again, we have points x, y ∈ hA lying, respectively, between x0 and x2
and between x2 and x1 such that d(x, y1), d(y, y1) is bounded in terms of C.
If K is large enough compared to a constant µ so that A and hence hA is
(µ, µ)-quasi-isometric to R this gives a contradiction, see Figure 4. 
Figure 4
Figure 5
Let (X,PS) be a weak path system on the group G, and let x0 ∈ X.
Lemma 4.2. Suppose that g ∈ G is weakly contracting with axis A. Then
there exists K such that for each h ∈ G either piA(hA) has diameter bounded
by K or it is K-dense in A. Moreover, there exists K ′ so that if d(hx0, A) ≥
K ′ then the first case holds.
Proof. If A is contained in a neighbourhood of hA of finite radius, then it
is easily seen that the second case holds. Otherwise, we can find h′x0 ∈ hA
such that h′x0 is as far as we wish from A. We claim that if d(h′x0, A) is
large enough, then piA(h
′x0) cannot be between points p, q in piA(h′A) that
are arbitrarily far from it.
In fact, by the previous lemma h′x0 would be between points projecting
to p, q, and hence one can find x, y ∈ h′A with h′x0 between x, y such
that d(x, piA(h
′x0)) ≤ C and d(y, piA(h′x0)) ≤ C, where C is the projection
constant. This is easily seen to contradict h′A being a quasi-geodesic, see
Figure 5.
Now, if diam(piA(hH0)) is large enough we can find (see Figure 6) a large
family {Ni} of integers such that
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• piA(gNih′A) has positive Hausdorff distance from piA(gNjh′A) when-
ever i 6= j. This gives in particular that gNih′ and gNjh′ do not
belong to the same left coset of 〈g〉 whenever i 6= j.
• gNih′A contains a point in some ball of fixed radius around gm0x0,
as well as a long subpath contained in a neighbourhood of A of
radius depending on the projection constant and the quasi-geodesic
constants of special paths only. This implies, by Lemma 2.7, that
all left cosets gNih′〈g〉 contain an element from a certain fixed finite
subset of G.
Therefore there is a bound on the cardinality of {Ni}, and hence a bound
on diam(piA(hA)). 
Figure 6
Figure 7
One can similarly prove the following.
Lemma 4.3. Suppose that H < G is not virtually cyclic and it contains the
weakly contracting element g with axis A. Then for each K there exists a
left coset h〈g〉 ⊆ H such that d(hA,A) ≥ K.
Proof. As H is not virtually cyclic, it is well-known that it is not quasi-
isometric to Z. In particular, we can find h′ such that h′ is as far as we wish
from 〈g〉 in a Cayley graph ofG. So, either d(h′x0, A) can be made arbitrarily
large, and in this case we have diam(piA(h
′A)) ≤ K by the “moreover“ part
of Lemma 4.2, or we can use Lemma 2.7 to get that piA(h
′A) is not K-dense
in A, and hence once again diam(piA(h
′A)) ≤ K by Lemma 4.2. It is then
easily seen that we can choose h of the form h′gNh′ with N large enough so
that pih′A(A) is far from pih′A(hA), see Figure 7. 
As a consequence of the previous lemmas we get:
Corollary 4.4. Each weakly contracting element is contained in a virtually
cyclic subgroup, denoted E(g), such that there exists a uniform bound on
piA(hE(g)) for each h /∈ E(g).
Proof. Just define E(g) as the collection of all h such that piA(hA) has finite
Hausdorff distance from A. This is clearly a subgroup containing g, and it is
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virtually cyclic by the previous lemma. The uniform bound is a consequence
of Lemma 4.2. 
We point out some extra properties of E(g).
Lemma 4.5. There exists a positive integer n such that for each h ∈ E(g)
we either have hgnh−1 = gn or hgnh−1 = g−n. In particular, for each
integer k, 〈gnk〉 is normal in E(g) and E(g) is the centralizer of g2n.
Proof. Choose representatives h1, . . . , hk of the left cosets of 〈g〉 in E(g).
Choose ni > 0 so that hig
nih−1i ∈ 〈g〉. Such ni exists because there are
finitely many left cosets of 〈g〉, hence one can find ki > mi such that gkih−1i
and gmih−1i belong to the same left coset and set ni = ki − mi. Choose
n =
∏
ni. Then it is readily seen that hg
nh−1 ∈ 〈g〉 for each h ∈ E(g).
In particular hgnh−1 = gk for some k, and we would like to prove k = ±n.
Notice that there exists j such that hj ∈ 〈g〉. Hence
gn
j
= hjgn
j
h−j = gk
j
.
In particular nj = kj , hence k = ±n, as required. 
Theorem 4.6. Let G be any group endowed with a fixed weak path system.
For each weakly contracting element g ∈ G, E(g) is hyperbolically embedded
in G. Viceversa, every infinite order element contained in a virtually cyclic
hyperbolically embedded subgroup is weakly contracting for an appropriate
action.
We will use work of Bestvina, Bromberg and Fujiwara [BBF10], similarly
to the proof of [DGO11, Theorem 4.42]. We already described the setting
elsewhere, we will now give the relevant definitions again for the convenience
of the reader, and state the result we need. Let Y be a set and for each
Y ∈ Y let C(Y ) be a geodesic metric space. For each Y let piY : Y\{Y } →
P(C(Y )) be a function (where P(Y ) is the collection of subsets of Y ). Define
dpiY (X,Z) = diam{piY (X) ∪ piY (Z)}.
Using the enumeration in [BBF10], consider the following Axioms, for some
ξ ≥ 0:
(0) diam(piY (X)) ≤ ξ,
(3) there exists ξ so that min{dpiY (X,Z), dpiZ(X,Y )} ≤ ξ,
(4) there exists ξ so that {Y : dpiY (X,Z) ≥ ξ} is a finite set for each
X,Z ∈ Y.
For suitably chosen constants L,K, let C(Y) be the path metric space
consisting of the union of all C(Y ) and edges connecting all points in piX(Z)
to all points in piZ(X) whenever X,Z are connected by an edge in a certain
complex PK(Y) whose definition we do not need.
We are ready to state the (special case of the) result we will use.
Theorem 4.7. [BBF10, Theorem 3.10, Lemma 3.1, Corollary 3.12] If Y and
dpi satisfy axioms (0), (3) and (4) and each C(Y ) is (λ, µ)-quasi-isometric to
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R for some λ, µ not depending on Y , then C(Y) is a quasi-tree (in particular,
it is hyperbolic).
Moreover, each C(Y ) is isometrically embedded in C(Y) and for each K
there exists R so that
diam(NK(C(X)) ∩NK(C(Y ))) ≤ R
whenever X 6= Y are elements of Y.
We will use the following characterization of being hyperbolically embed-
ded.
Theorem 4.8. [DGO11, Theorem 4.42],[Sis12] Let G be group and H < G
a subgroup. Then H is is hyperbolically embedded in G if and only if it acts
coboundedly on a space X which is hyperbolic relative to the orbits of the
cosets of H (with respect to some basepoint) and the action restricted to H
is proper.
Proof of Theorem 4.6. For technical reasons, in this proof we will allow
projections to take values in bounded subsets of the target space. More
precisely, we consider a slightly generalized definition of the set A being
PS-contracting with constant C where the projection map piA is allowed to
take value in subsets of A of diameter bounded by C, while properties 1)
and 2) in Definition 2.2 are left unchanged. If we have a map piA with these
properties we can define a projection pi′A in the sense of Definition 2.2 just
by choosing some pi′A(x) ∈ piA(x) for each x ∈ X. In particular our results,
including Lemma 2.5 and Corollary 4.4, hold for this more general notion
(possibly with different constants).
Let Y be the collection of all left cosets of E(g) in G and for each Y ∈ Y
let C(Y ) be a copy of E(g) (more precisely, a copy of the Cayley graph of E(g)
with respect to a given finite set of generators), which we regard as identified
with E(g)x0, for some given x0. Each orbit hE(g)x0 is a contracting set,
and the constant can be chosen uniformly. Actually, we have more. In fact,
there exists a collection of equivariant projections on the orbits: choose a
projection pi′e on E(g)x0, define pie(x) =
⋃
h∈E(g) hpi
′
e(h
−1x) and define a
projection on hE(g)x0 by pih(x) = hpie(h
−1x). In order to show that pih is
actually a projection we just need to prove that we can uniformly bound
diam(pih(x)) for each x. This follows directly from the easily checked fact
that there exist constants D1, D2 so that for each special path γ from x to
pih(x) we have diam(γ ∩ND1(E(g)x0)) ≤ D2. We can now define
pihE(g)(h
′E(g)) = h−1pih(h′E(g)x0).
Axiom (0) follows from Corollary 4.4, while Lemma 2.5 implies Axiom
(3). Axiom (4) is easy: if ξ is large enough then
|{hE(g) : dhE(g)(h1E(g), h2E(g)) ≥ ξ}| ≤ d(h1E(g)x0, h2E(g)x0)
because all special paths from h1E(g)x0 to h2E(g)x0 have long disjoint sub-
paths each contained in some hE(g)x0 for hE(g) satisfying dhE(g)(h1E(g), h2E(g)) ≥
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ξ. As all axioms are satisfied, Theorem 4.7 applies. Notice that all construc-
tions are equivariant (including that of PK(Y)), so that there is a natural
action of G on C(Y). We wish to show that this action satisfies all properties
of Theorem 4.8, with H = E(g) and X = C(Y). In fact, in view of Theorem
4.7, C(Y) is hyperbolic, so that in order to check relative hyperbolicity we
have to check that the orbits of the cosets of E(g) are quasi-convex and
geometrically separated by Bowditch’s characterization of relatively hyper-
bolic structures on hyperbolic spaces [Bow12, Section 7]. There exists an
orbit of E(g) which is an isometrically embedded copy of (the vertices in a
Cayley graph of) E(g) and E(g) acts on it in the natural way, so that the
orbits of E(g) are quasi-convex and E(g) acts properly. Finally, the orbits
of the cosets of E(g) are geometrically separated by the “moreover” part of
Theorem 4.7.
The “vice versa” is easily checked directly form the definitions, using
X as in the definition of hyperbolically embedded subgroups and defining
PS to be the collection of all geodesics in X (once again, one has to take
into account the characterization of the peripheral structures of a relatively
hyperbolic space). 
5. Construction of contracting elements
We start with a lemma about concatenations of special paths. More
specifically, we consider a concatenation of special paths so that every other
path is contracting (more precisely, contained in a contracting set) and show
that the resulting concatenation is contracting under suitable conditions.
The most important such condition is that the projections of the previous
and next contracting paths are close to the corresponding endpoints com-
pared to the length of the contracting path under consideration, see Figure
8.
Lemma 5.1. Let X be a metric space endowed with a path system. For
each C there exist D with the following property. Suppose that the sequence
of points {xi, yi} satisfies the following properties for each i.
(a) There exists a C-contracting set Ai containing xi, yi,
(b) diam(piAi(Ai−1)), diam(piAi(Ai+1)) ≤ C.
(c) d(xi, yi) ≥ d(xi, piAi(Ai−1)) + d(yi, piAi(Ai+1)) +D.
(d) sup{d(xi, yi), d(yi, xi+1)} < +∞.
Then A : i 7→ xi (for i ∈ Z) is a contracting bi-infinite quasi-geodesic.
Moreover, any special path from from xi to xj has a subpath with endpoints
C-close to Ak and at least D/2-far away from each other whenever i < k < j.
At the cost of making the last part of the proof more involved, it is possible
to generalise the lemma to finite or one-sided infinite concatenations and
substituting (d) with more general conditions (as well as obtaining a more
explicit estimate of the contracting constants). We will not need this.
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Figure 8. The hypotheses of Lemma 5.1
Proof. Denote pii = piAi . We now show that everything coming after Ai in
the concatenation projects close to yi, and similarly in the other direction.
Formally, setting di = d(xi, pii(Ai−1)), ei = d(yi, pii(Ai+1)), we would like to
show that, for D large enough depending on C, we have
(1) pii(Aj) ⊆ B(yi, ei + C ′ + C), pij(Ai) ⊆ B(xj , dj + C ′ + C)
for every i < j and C ′ as in Lemma 2.5. We will show this inductively on
j − i, the case j = i + 1 being an easy consequence of (b). For notational
convenience, we will show the first containment, the other one can be shown
using a symmetric argument. Suppose that (1) holds whenever j ≤ i + n
and set j = i+ n+ 1 instead. Using the inductive hypothesis we have
d(pii+1(Ai), pii+1(Aj)) ≥ d(xi+1, yi+1)−di+1−ei+1−C ′−2C ≥ D−C ′−2C.
For D large enough we can apply Lemma 2.5 and get for each x ∈ Aj
d(pii(Ai+1), pii(x)) ≤ C ′,
and hence
d(yi, pii(x)) ≤ d(yi, pii(Ai+1)) + diam(pii(Ai+1)) + C ′ ≤ ei + C ′ + C,
as required.
The fact that A is a quasi-geodesic now readily follows from the fact that
any special path from xi to xj has to pass (dk + C
′ + 2C)-close to xk and
(ek + C
′ + 2C)-close to yk for each i ≤ k ≤ j, if we assume that D satisfies
D − 2(C ′ + 2C) ≥ C.
We are only left to show that A is contracting. The idea for defining a
contraction is the following. Given x, there will be a critical “time” i(x) so
that the projection of x onto Ai switches from being close to yi to being
close to xi. We define pi(x) = xi(x). We then notice that, given x, y, the
projections of x, y are far from each other at times intermediate between the
critical ones for x and y, and it is not hard to conclude that the projection
property holds using this fact.
Let us make this precise. For x ∈ X, define
i(x) = min{i ∈ I : d(pii(x), yi) > ei + 2C ′ + C},
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and set pi(x) = xi(x). Notice that the set on the right-hand side is non-empty
because a special path from x ∈ X to A0 cannot be C-close to Ai for i large
enough. In particular, pii(A0) coarsely coincides with pii(x) for such i, and
pii(A0) is far from yi. With a similar argument one sees that such set has a
lower bound.
The fact that pi is coarsely the identity map on {xi} easily follows from
(1), which implies that i(xi) = i. The fact that it is coarsely the identity on
A follows from this and the contraction property shown below.
Consider x, y ∈ X so that d(pi(x), pi(y)) is sufficiently large. We have to
show that any special path from x to y passes close to pi(x), pi(y). Up to
exchanging x and y, we have i(y) ≥ i(x) + 2. For i(x) < i < i(y), in view of
(1) we have
d(pii(x)(Ai), pii(x)(x)) ≥ d(yi, pii(x)(x))− (ei + C ′ + C) > C ′,
so that keeping (c) and Lemma 2.5 into account we have
d(xi, pii(x)) ≤ d(pii(Ai(x)), pii(x)) + (di + C ′ + C) ≤ di + 2C ′ + C.
On the other hand,
d(pii(y), yi) ≤ ei + 2C ′ + C
as i < i(y). For D sufficiently large this implies that any given special path
γ from x to y passes (di +C
′ +C)-close to pii(x) and (di +C ′ +C)-close to
pii(y). Recall that i was any integer strictly between i(x) and i(y). Let us
now choose i = i(x) + 1. We have
d(γ, pi(x)) ≤ d(γ, pii(x)) + d(pii(x), xi) + d(xi, yi(x)) + d(yi(x), xi(x)).
We saw already that the first and second term on the right hand side can
be uniformly bounded. The remaining two terms are uniformly bounded in
view of (d).
Finally, a similar argument with i = i(y)−1 provides a bound on d(γ, pi(y)).

The following result is a consequence of Lemma 5.1 and gives us a way of
constructing new contracting elements from a given one.
Lemma 5.2. Let (X,PS) be a weak path system on the group G. For each
C there exists D with the following property. Let A be a C-contracting axis
for the weakly contracting element g ∈ G, containing p ∈ A. Suppose that
h ∈ G\E(g) is so that
d(p, gp) ≥ d(piA(hp), p) + d(p, piA(h−1p)) +D.
Then hg, and hence any element conjugate to it, is weakly contracting.
It will be convenient to have a slight variation of this lemma, that can be
proven in the same way (we leave the details to the reader).
Lemma 5.3. Let (X,PS) be a weak path system on the group G. For each
C there exists D with the following property. Let A be a C-contracting axis
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for the weakly contracting element g ∈ G, containing p ∈ A. Suppose that
h1, h2 ∈ G\E(g) and n1, b2 ∈ Z are so that
d(p, gn1p) ≥ d(piA(h−11 p), p) + d(p, piA(h2p)) +D,
d(p, gn2p) ≥ d(piA(h1p), p) + d(p, piA(h−12 p)) +D,
Then h1g
n1h2g
n2, and hence any element conjugate to it, is weakly contract-
ing.
Proof of Lemma 5.2. Let piA be a C-contraction on A. We apply Lemma
5.1 with xi = (hg)
ihp, yi = (hg)
i+1p and Ai = (hg)
ihA. We claim that
all conditions in Lemma 5.1 are satisfied, up to suitably increasing the con-
stants. Denote hi = (hg)
ih for convenience. Set K = sup{b /∈ E(g) :
diam(piA(bA))} < +∞. Condition (d) clearly holds as d(xi, yi) = d(p, gp)
and d(yi, xi+1) = d(p, hp). Condition (a) is clear setting piAi(x) = hipiA(h
−1
i x).
Condition (b) holds for with constant K instead of C. In order to show (c),
first notice that there is a uniform bound on d(piA(gx), gpiA(x)) for x ∈ X,
as piA(y) coarsely coincides with the first point on any special path from y
to A in a suitable neighbourhood of A. We can then make the computation:
piAi(Ai+1) = hipiA(ghA) ⊆ hiBK(piA(ghp)) ⊆ (hg)i+1BK′(piA(hp)),
and similarly we get piAi(Ai−1) ⊆ hiBK′(piA(h−1p)). So, using that G acts
by isometries:
d(xi, piAi(Ai−1)) + d(yi, piAi(Ai+1)) ≤
d(p, piA(h
−1p))+d(p, piA(hp))+2K ′ ≤ d(p, gp)−D+2K ′ ≤ d(xi, yi)−D+2K ′.
Now, we are only left to check the WPD property. For a suitable B,
there are finitely many representatives k1, . . . , kn of left cosets of E(g) so
that a special path α from x0 to some (hg)
ix0 intersects NC(xA) in a set
of diameter at least B (henceforth, fellow-travels for a long time) only if
x = (hg)jki for some j, i.
To see this, we can first reduce to showing the analogous property for
special paths α connecting a point C-close to x0 to a point C-close to hgx0
using the “moreover” part of Lemma 5.1 and using the action of the appro-
priate (hg)jx0. Such special path will fellow-travel a translate of A only if
the projections of x0, hgx0 on such translate are far enough, and there are
only finitely many such translates xA as any special path connecting x0 to
hgx0 contains long disjoint subpaths each fellow-travelling some xA.
Suppose that k ∈ G is so that d(kx0, x0), d(k(hg)Nx0, (hg)Nx0) ≤ K, for
N large compared to K, and let γ be a special path from x0 to (hg)
Nx0.
Then both kγ and γ fellow-travel some Aj , and |j| bounded in terms of K if
we pick the smallest such j. This is because the projection of the endpoints
of kγ on Aj are close to those of the endpoints of γ whenever Aj has distance
at least K + C from the endpoints of γ.
Hence, k has the form (hg)jE(g)((hg)j
′
ki)
−1, because kA′ only fellow-
travels for a long time translates of A of the form k(hg)j
′
kiA. Also, |j′| can
again be bounded in terms of K.
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Figure 9. A′, kA′ both intersect far away K-balls
and fellow-travel in between.
Given any a, b, there are only finitely elements g′ of E(g) so that d(ag′b, x0) ≤
K, so that we showed that k lies in one of finitely many double cosets of
E(g) and in each of them only finitely many elements satisfy a property
satisfied by k. Hence, there are finitely many choices of k and we are done.
6. Random walks
Recall that our aim is to prove the following.
Theorem 6.1. Let G be a non-elementary group supporting the path sys-
tem (resp. weak path system) (X,PS) and containing a contracting (resp.
weakly contracting) element. Then the probability that a simple random walk
{Xn} supported on G gives rise to a non-contracting (resp. non-weakly-
contracting) element decays exponentially in the length of the random walk.
The reader may wish, on first reading, to take the short-cut suggested in
Subsection 6.8, where we indicate how to prove the slightly weaker result
that the probability of ending up in a non-contracting element goes to 0
without the extra information that it does so exponentially fast.
6.1. Notation. We fix the notation of the theorem throughout this section.
Additionally, we let Wn(S) be the set of words of length n in the generating
system of G that defines the random walk {Xn}. For w a word in S, we
denote by g(w) the corresponding element of g. Finally, p is a fixed basepoint
of X. To simplify the notation, for any contracting set A,
dA(·, ·) = d(piA(·), piA(·)).
6.2. Many contracting subwords. In order to keep the proof as elemen-
tary and self-contained as possible, rather than using more refined estimates
on sums of independent random variables we will only use the following well-
known inequality: for each positive integers n ≥ m, we have
(2)
(
n
m
)
≤
(ne
m
)m
.
Let w0 ∈ Wm(S) be a word of length m (we will be interested in a word
representing a weakly contracting element). For each k denote W kw0 the set
CONTRACTING ELEMENTS AND RANDOM WALKS 23
of words obtained concatenating k words of the form w0 or w
−1
0 . For a word
w, denote by w[j, k] the subword starting with the j-th letter and ending
with the (k − 1)-th letter. Let lk = km and denote Ikw0(w) = {i ∈ 2N :
w[ilk, (i + 1)lk] ∈ W kw0}. In words, we split w into subwords of length lk,
keep the even ones and count how many of those are concatenations of w0
and w−10 .
The following lemma tells us that we expect the size of Ikw0(w) to be linear
in the length n.
Lemma 6.2. For each w0 ∈Wm(S) and k ≥ 1 there exists C0 ≥ 1 so that
P[#Ikw0(Xn) ≤ n/C0] ≤ C0e−n/C0
for each n ≥ 1.
Proof. For notational convenience, we drop the “w0” subscripts. Let K be
a large enough constant to be determined by the following argument. Let
w be a word of length n and set n0 = bn/(2lk)c. We can assume that n is
large enough that bn/Kc ≥ n0/(2K).
If #Ik(w) ≤ n0/K then Ik(w) is contained in a set I ⊆ {0, 2, . . . , 2n0} of
cardinality bn0/Kc, and for each i ∈ {0, . . . , 2n0}\I we have that w[ilk, (i+
1)lk] (is defined and) does not belong to W
k. The probability of a word of
length lk not belonging to W
k is some ρ < 1 (depending on k and the length
of w0). We now use inequality 2. Summing over all possible sets I we can
bound the probability in the statement by(
n0
bn0/Kc
)
ρn0−bn0/Kc ≤ (2Ke)n0/Kρ(1−1/K)n0 = ((2Ke)1/Kρ1−1/K)n0 .
If K is large enough, depending on ρ only, we have (2Ke)1/Kρ1−1/K < 1
(because the first term tends to 1 and the second one tends to ρ for K →∞).
This gives us the exponential decay we were looking for. 
6.3. Avoiding E(g).
Lemma 6.3. For any weakly contracting element g of G there exists C1 ≥ 1
so that
P[Xn ∈ E(g)] ≤ C1e−n/C1 .
Proof. As we point out in the Appendix, since H is non-elementary, it must
contain a free group on two generators and so it is not amenable. Hence, by
a result of Kesten, see e.g. [Woe00, Corollary 12.12], there exists K ≥ 1 so
that for each g ∈ G and n ≥ 1 we have
P[Xn = g] ≤ Ke−n/K .
Also, up to increasing K, in the ball of radius n in the Cayley graph of G
around 1 there are at most Kn elements of E(g), because the inclusion of
E(g) in G is a quasi-isometric embedding (if it was not, the orbit of g could
not be a quasi-geodesic in X). Hence,
P[Xn ∈ E(g)] ≤ (Kn)(Ke−n/K),
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which decays exponentially. 
6.4. One small projection. In this section we show that we expect the
projection of a random point on an axis of a fixed weakly contracting element
to be close to p, the basepoint of X. This is the key fact we need to use
Lemma 5.2 or 5.3, our methods for constructing weakly contracting elements.
We use the standard notation P[·|·] for conditional probabilities.
Lemma 6.4. Let w0 be a word of even length representing a weakly con-
tracting element g ∈ G, with axis A. For every k large enough depending
on w0 the following holds. There exists C2 ≥ 1 so that for each j ≥ 1, t ≥ 0
and I ⊆ 2N we have
P
[
d(p, piA(Xnp)) ≥ t|Ikwj0(Xn) = I
]
≤ C2e−t/C2 .
The reason why we require w0 to be even is just to make the existence of
certain words slightly easier to prove. The reason why we consider a fixed
Ik
wj0
is merely technical: The final computation in the proof of the main
theorem requires to consider a conditional probability, and this propagates
backwards up to here.
We actually do not need the exponential decay, just a convergence to 0,
but this is what the proof gives anyway.
Proof. We want to find D > 0 with the following property. Let w be a word
with Ik
wj0
(w) = I and d(p, piA(g(w)p)) ≥ (i+ 1)D for some integer i ≥ 2. We
want to associate to w a new word w′, again with Ik
wj0
(w′) = I and of the
same length as w, so that d(p, piA(g(w
′)p)) ∈ [iD, (i + 1)D). Also, we will
make sure that at most N words w are mapped to the same w′, where N
does not depend on j. This is enough for our purposes. In fact, once we
manage to do so we have, setting Cn = “Ik
wj0
(Xn) = I
′′,
P [d(p, piA(Xnp)) ≥ (i+ 1)D | Cn] ≤
N (P [d(p, piA(Xnp)) ≥ iD | Cn]− P [d(p, piA(Xnp)) ≥ (i+ 1)D | Cn]) ,
and hence
P [d(p, piA(Xnp)) ≥ (i+ 1)D | Cn] ≤ (1+1/N)−1P [d(p, piA(Xnp)) ≥ iD | Cn] .
A straightforward inductive argument completes the proof.
We are left to show how to construct w′ with the required properties. Fix
some word s so that g(s) /∈ E(g) and let C ′ be as in Lemma2.5. For reasons
that will be clearer later, we need k large enough with the property that
there exist words v1, v2, v3, v4 of length lk (recall that lk = km for m the
length of w0) so that
(1) g(v1), g(v2) ∈ h1E(g)h−11 , g(v3), g(v4) ∈ h2E(g)h−12 ,
(2) h1E(g) 6= h2E(g),
(3) d(g(v2)g(v1)
−1x, x), d(g(v4)g(v3)−1y, y) are larger than a constant
determined by the argument below for any x ∈ h1A, y ∈ h2A.
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It is easy to see that such words exist. For example, one can start choosing
any h1, h2 as required (recall that G is non-elementary so that [G : E(g)] =
∞) and words u1, u2 representing them. Then one finds words t1, t2 both
of even length so that g(ti) ∈ E(g) and with long translation distance on
A. One can then set v′1 = u1t1u
−1
1 , etc. and prolong such words to get the
vi’s by adding final subwords (of even length) that represent the identity,
making sure that the prolonged words have the same length and that such
length is a multiple of the length of w0.
We will subdivide w into three subwords w = w1w2w3, and substitute the
middle subword with one of the vi’s. The length of w2 will be lk. Also, we
let w1 be the shortest initial subword of w whose length is an odd multiple
of lk and so that d(p, piA(w)) ≥ (i + 0.5)D. First of all, it is now readily
seen that the property that w 7→ w′ is bounded-to-1 is satisfied. It is also
readily seen that Ik
wj0
(w1viw3) = I for each i (recall that Ik
wj0
(·) is a set of
even numbers).
We now only have to gain control on the projection on A. In view of (2)
at least one of g(w1)h1, g(w1)h2 is not in E(g), let us assume the former.
Translating by g(w1)
−1 we get
dg(w1)h1A(g(w1v1w3)p, g(w1v2w3)p) = dh1A(g(v1w3)p, g(v2w3)p),
and we would like to show that this quantity is large. Any special path
γ from g(v1w3)p to any point in h1A enters a suitable neighbourhood of
h1A close to the projection point. The special path g(v2)g(v1)
−1γ connects
g(v2w3)p to some point in h1A because g(v1), g(v2) stabilize h1A in view of
(1). Also, (3) implies that the entrance points in the neighbourhood of h1A
are far, and hence so are the projection points of g(v1w3)p, g(v2w3)p.
The argument above shows that at most one of g(w1v1w3)p, g(w1v2w3)p
can project closer than C ′ to pig(w1)h1A(A), where C
′ is as in Lemma 2.5.
In particular, if this holds for, say, g(w1v1w3)p, we get a uniform bound on
dA(g(w1v1w3)p, (g(w1)h1p)) and hence on dA(g(w1v1w3)p, g(w1)p). There-
fore, for D large enough the inequality dA(g(w1v1w3)p, g(w1)p) < D/2 holds,
and thus d(piA(g(w1v1w3)p), p) ∈ [iD, (i+ 1)D), as required. 
6.5. Many small projections. Let A = (A,w0) be a pair where A is
the axis of the weakly contracting element g(w0) represented by the word
w0 ∈Wm(S).
Standing assumptions: we assume that the length of w0 is even. Also, we
fix an odd k ≥ 109 satisfying Lemma 6.4 and so that P[Xn ∈ E(g)] ≤ 10−3
for each n ≥ k (see Lemma 6.3).
We denote Iw = Ikw for any word w. The reason why we fix an odd
k is that any subword counted by I corresponds to a non-trivial power of
g(wj0), a fact that will be used later. Slightly extending the notation we
already used, for i < j ≤ n and a word of length n we denote by w[j, i] the
concatenation of w[j, n] and w[n, i] (w is hence considered as a cyclic word).
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Given a pair as above, a word w and an integer iˆ so that iˆl is not larger
than the length of w, denote
J +A,L(w, iˆ) =
{
i 6= iˆ : d
(
p, piA
(
g(w[(i+ 1)l, iˆl])p
))
≤ L
}
∩ Iw0(w),
for l = km.
Figure 10. i is in J +A,L(w, iˆ) if...
In words, we replace w by a cyclic permutation and we record the indices
so that the projection of a final subword of w following one of the occurrences
of powers of g(w0) counted by Iw0 has distance at most L from the basepoint
p. Similarly, reading w backwards we set
J −A,L(w, iˆ) =
{
i 6= iˆ : d
(
p, piA
(
g(w[(ˆi+ 1)l, il])−1p
) )
≤ L
}
∩ Iw0(w).
Suppose that some j is fixed and set Aj = (A,wj0). Then, given a word
w, we say that (ˆi1, iˆ2) ∈
(
Ik
wj0
(w)
)2
is a good L-pair if iˆ1 ∈ J +Aj ,L(w, iˆ2) ∩
J −Aj ,L(w, iˆ2) and vice versa, i.e. if all projections suggested by the following
picture are “smaller” than L.
Figure 11. A good pair. Arrows correspond to con-
trolled projections
The following proposition tells us that we expect to find a good pair of
well-separated indices, once we replace w0 by some large power to increase
the translation distance on A.
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Proposition 6.5. There exists L ≥ 0 with the following property. For
each A as above and D ≥ 0 there exists j ≥ 1 so that Aj = (A,wj0)
satisfies the following property for some C3 ≥ 1. For each n ≥ 1, I ⊆
{0, 2, . . . , 2bn/(2lj)c} of cardinality at least 100C3 we have
P
[
∀iˆ1, iˆ2 ∈ I, |ˆi1 − iˆ2| ≥ #I
C3
⇒ (ˆi1, iˆ2) is not L−good | Iwj0(Xn) = I
]
≤ C3e−#I/C3 .
Moreover, d(p, gjp) > 2L+D.
The proof is (essentially) an induction on |I|, the base case being Lemma
6.4.
Let us now choose j and L. Let C be a contraction constant for A. We fix
L > C ′ +C so that P[d(p, piA(Xnp)) ≥ L−C ′ −C|Iwj0(Xn) = J ] ≤ 10
−3 for
any J ⊆ 2N and C ′ as in Lemma 2.5 (Lemma 6.4 guarantees that L exists).
Also, we pick j so that d(p, g(w0)
jp) > 2L+D. We now drop all subscripts
in I,J ± if they are the ones that can be inferred from the choices we just
made.
Proposition 6.5 will follow easily from the following lemma.
Lemma 6.6. There exists K so that
P
[
∃iˆ ∈ I : #J +(Xn, iˆ) ≤ 4
5
#I | I(Xn) = I
]
≤ Ke−#I/K ,
and the same holds for J −.
Proof. We prove the lemma for J +, the proof for J − is symmetric.
We can fix iˆ ∈ I and just show the same conclusion with “∃iˆ ∈ I” removed,
the lemma will follow upon taking a sum over all iˆ ∈ I. For distinct i1, i2 ∈ I
we write i1 < i2 if either i1 < i2 ≤ iˆ, iˆ < i1 < i2 or i2 ≤ iˆ < i1 (i.e., we read
w in cyclic order starting after iˆlj and determine the order in this way).
Claim: There exists ρ < 10−2 so that for each i1 < · · · < il contained in
I we have
P[i1 /∈ J +(Xn, iˆ)|I(Xn) = I, i2, . . . , il /∈ J +(Xn, iˆ)] ≤ ρ.
Proof of claim. If the conditional hypothesis holds for the word w and
i1 /∈ J +(w, iˆ), then, as we are about to show, at least one of the conditions
below hold. Denote w1 = w[(i1 + 1)lj, i2lj], w2 = w[i2lj, (i2 + 1)lj], w3 =
w[(i2 + 1)lj, iˆlj].
(1) d(p, piA(g(w2w3)p)) ≤ L. (w2w3 projects close to p.)
(2) d(pig(w1)A(p), g(w1)p) > L− C ′ − C. (w−11 projects far from p.)
(3) d(p, piA(g(w1)p)) > L− C ′ − C. (w1 projects far from p.)
(4) g(w1) ∈ E(g).
In fact, suppose that all conditions fail. Then the negation of (1) multi-
plied on the left by g(w1) and the negation of (2) imply
dg(w1)A(p, g(w1w2w3)p) ≥
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d(g(w1)p, piA(g(w1w2w3)p))− d(pig(w1)A(p), g(w1)p) > C ′ + C.
Thus, by Lemma 2.5 (and g(w1) /∈ E(g)), piA(g(w1w2w3)p) is C ′-close to
piA(g(w1)A). But piA(g(w1)A) has diameter at most C and contains a point
at distance at most L−C ′−C from p by the negation of (3). In particular,
piA(g(w1w2w3)p) is L-close to p. As w1w2w3 = w[(i1 + 1)lj, iˆlj], we see that
by the very definition this means that i1 is in J +(w, iˆ).
We can conclude the proof of the Claim. The point about the conditions
stated above is that they are (or, in the case of (1), are easily converted
into) properties of w1, w2, so that they are “independent enough” from the
conditional hypothesis, which is mostly about w3.
The probability that (2) holds is bounded by 10−3 by our choice of L,
and similarly for (3). The probability that (4) holds is also at most 10−3, by
our choice of k (see Standing Assumptions). Given any possible w3, there
is at most one power of g(w0)
j so that d(piA(g(w2w3)p), p) ≤ C ′ + C. The
probability that an element of W k represents such power of g(w0)
j is smaller
than 10−3 (as can be seen for example using Inequality 2, using k ≥ 109).
This observation proves that the probability that 1 happens is smaller than
10−3 as well. Summing these probabilities we get the desired bound. 
Using the claim, it is not hard to complete the proof with an argument
similar to Lemma 6.2. For w ∈ Wn(S) so that I(w) = I denote Iˆ(w) =
I\J +(w, iˆ). For each I0 ⊆ I containing the elements i1 < · · · < il we have
P[Iˆ(Xn) ⊇ I0|I(Xn) = I] =
Πt≥1P[it /∈ J +(Xn, iˆ)|I(Xn) = I, it+1, . . . , il /∈ J +(Xn, iˆ)] ≤ ρl.
If the word w is so that #J +(w) ≤ 45#I(w) but I(w) = I, then there exists
I0 ⊆ Iˆ(w) of cardinality d#I/5e. The final, straightforward, computation is
just summing over all possible I0’s and using inequality 2:
P
[
#J +(Xn) ≤ 4
5
#I(Xn)|I(Xn) = I
]
≤
(
#I
d#I/5e
)
ρd#I/5e ≤
(100)#I/5+1ρ#I/5 ≤ 100(100ρ)#I/5,
and the last term decays exponentially. (We used (#Ie)/d#I/5e ≤ 100,
which follows from #I ≥ 100C3.) 
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Proof of Proposition 6.5. Suppose we fixed a word w of length n so that
I(w) = I. We say that iˆ1 ∈ I is good for iˆ2 ∈ I if iˆ1 ∈ J +Aj ,L(w, iˆ2) ∩
J −Aj ,L(w, iˆ2). We want to show that if w satisfies #J ±(w, iˆ) ≤ 45#I for each
iˆ ∈ I then there exists a pair of indices iˆ1, iˆ2 so that |ˆi1 − iˆ2| ≥ #I/100 but
iˆ1 is good for iˆ2 and vice versa. The fraction of words without this property
is exponentially small in #I by Lemma 6.6.
Fix instead a word satisfying the property. Then we can make the follow-
ing counting argument. Given any index iˆ0, at least 3#I/5 indices are good
for iˆ0. In particular, there is an index iˆ1 which is good for at least 3#I/5
indices. Out of these, there are at least #I/5 indices which are good for iˆ1.
If iˆ2 the furthest such index from iˆ1, then the pair iˆ1, iˆ2 is the one we were
looking for.
6.6. Proof of main theorem. We are only left to put the pieces together.
Then fix w0, j, k, L as in Proposition 6.5 for D as in Lemma 5.3. An expo-
nentially small fraction ≤ C4e−n/C4 of the words w of any given length is
so that #Ik
wj0
(w) ≤ n/C4. Let C3 be given by Proposition 6.5. Summing
Lemma 6.3 over all subwords of length at least n/(C3C4), we see that a frac-
tion ≤ C5e−n/C5 of words contains a subword of length at least n/(C3C4)
representing an element of E(g(w0)).
Given a word w we say that (ˆi1, iˆ2) ∈
(
Ik
wj0
(w)
)2
is a very good pair if it
is a good pair and |ˆi1 − iˆ2| ≥ #Ik
wj0
(w)/C3.
Recall that we chose k to be odd so that any subword counted by Ik
wj0
corresponds to a non-trivial power of g(wj0). Lemma 5.3 is a criterion for
elements (conjugate to an element) of the form h1g
n1h2g
n2 to represent
a weakly contracting element. Unravelling the definitions we see that if
a word w has no subwords of length at least n/(C3C4) representing an
element in E(g(w0)) and it admits a very good pair then w has, up to
cyclic permutation, the form prescribed by Lemma 5.3 and in particular it
represents a weakly contracting element.
Finally, keeping this and the estimates we gave above into account (which
we use to get rid of words with few occurrences of power of g(wj0) and long
subwords in E(g)) we can make the following estimate for n large:
P[g(Xn) not weakly contracting] ≤ C4e−n/C4 + C5e−n/C5+∑
|I|≥n/C1
P[∀iˆ1, iˆ2 ∈ I, (iˆ1, iˆ2) is not very good|I(Xn) = I] P[I(Xn) = I] ≤
C6e
−n/C6 + C3e−n/C3
∑
P[I(Xn) = I] ≤ C7e−n/C7 ,
for appropriate C6, C7.
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6.7. Proof of the corollaries. We now prove the following corollary of the
main theorem.
Corollary 6.7. Let G1, G2 be a non-elementary group supporting the path
system (resp. weak path system) (X,PS) and containing a contracting (resp.
weakly contracting) element.
• For any isomorphism φ : G1 → G2 there exists a (weakly) contracting
g ∈ G so that φ(g) is also (weakly) contracting.
• If H is an amenable group and φ : G1 → H is any homomorphism,
for any h ∈ φ(G1) there exists a (weakly) contracting g ∈ φ−1(h).
Proof. The proof of both points relies on considering a simple random walk
{Xn} on G1 and pushing it forward to a random walk on the target group.
In the first case, one obtains a simple random walk {Yn} on G2. For n
large enough, the probability that both Xn and Yn represent a non-weakly
contracting element are less than 1/2, so that for such n there exists a
(weakly) contracting element of G1 of word length at most n that is mapped
to a (weakly) contracting element of G2. (A probability-free way of saying
this is that, for S a generating system for G and n large enough, the sets
of words of length n in both S and φ(S) that do not represent a (weakly)
contracting element have cardinality less than a half of the cardinality of
Wn(S).)
In the case of 2), the push-forward of {Xn} is a symmetric finitely sup-
ported random walk on H. It is well-known that the probability that such a
random walk ends up in a given element h ∈ H decays slower than exponen-
tially, provided that h is in the group generated by the support of the random
walk (which is in our case φ(G1)), see [Woe00, Theorem 12.5]. Hence, for
such h and each large enough n, P[Xn (weakly) contracting|φ(Xn) = h] > 0,
and we are done. 
6.8. A simpler proof of a simpler theorem. There is a shortcut in the
proof of genericity of weakly contracting elements if one wants to show that
the probability of ending up in a non-weakly contracting element goes to 0,
without the extra information that it does so exponentially fast.
This is because there exists K so that, given a word w of length at most
log(n)/K, the probability that a random word of length n does not contain
w goes to 0 for n going to infinity. The idea is then to look for powers of a
word representing a weakly contracting element and using (the appropriate
versions of) Lemmas 6.3 and 6.4 to show that the hypothesis of Lemma 5.2
are satisfied with high probability. More details are below.
Fix a word w0 representing the weakly contracting element g, with axis
A. We claim that for an appropriate f(n) ∈ O(log(n)), “most” words w of
length n (meaning all except for a fraction of size going to 0 as n goes to
infinity) have a uniquely determined decomposition w = w1w2w3 with the
following properties:
(1) w2 is a power of w0 with exponent f(n),
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(2) either w1 = ∅ and w3 is any word of length n− f(n) or w3w1 is any
word of length n− f(n) not ending with w0.
(3) g(w3w1) /∈ E(g(w0)),
(4) d(p, piA(g(w3w1)p)) ≤ f(n)/3.
We already commented on (1), and (2) just says that w2 is the first
occurrence of the w
f(n)
0 .
Regard w as a cyclic word. Then the probability that any given subword
of w of length n − f(n) represents an element of E(g(w0)) is exponentially
small in n by Lemma 6.3, so that a stronger version of (3) can be shown
summing over all possible such subwords.
Finally, using a small variation of Lemma 6.4 that can be proven with
the same techniques (and fewer technical details), one can show (4). More
precisely, one considers separately the case when w1 6= ∅ and w1 = ∅. To
deal with the first case, one checks that Lemma 6.4 still holds when replacing
in the statement “Ik
wj0
(Xn) = I” with the new conditioning event that Xn
does not terminate with w0. To deal with the first case, one removes the
conditioning event altogether and again checks that the proof goes through.
Lemma 5.2 applies to any element represented by a word satisfying the
conditions above, so that all such elements are weakly contracting.
Appendix: Weak Tits Alternative
In this appendix we sketch the proof of a result implied by Theorem 4.6
and results in [DGO11] (see, e.g., Theorem 2.23), that is to say that sub-
groups containing (weakly) contracting elements are either virtually cyclic
or they contain a free group on two generators. We do so, as explained in
the introduction, to show that our techniques can prove Theorem 1.4 in an
almost self-contained way.
Theorem 6.8 (Weak Tits Alternative). Let G be a finitely generated group
equipped with the weak path system (X,PS). Suppose that G contains a
weakly PS-contracting element. Then either G is virtually cyclic or it con-
tains a free group on two generators.
The theorem above was known already in many cases. For relatively hy-
perbolic groups it essentially follows from the proofs in [Xie07], for mapping
class groups see [Iva84, McC85], for Out(Fn) see [KL11] (the “full” Tits
Alternative is also known [BFH00, BFH05]), for right-angled Artin groups
it follows from Tits’ original result [Tio12] in view of the fact that they are
linear [HW99, DJ00] (and standard facts about CAT (0) spaces), and for
graph manifold groups one just needs to use some Bass-Serre theory.
Proof. [Sketch.] Let g0 ∈ G be a weakly contracting element. If G is not
virtually cyclic, then there exists h0 /∈ E(g). From Lemma 5.2 we see that
for some appropriate N we have that h1 = h0g
N
0 is again weakly contracting.
We claim that for any sufficiently large m, h = hm1 and g = g
m
0 generate a
free group on two generators.
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If Ag, Ah are axes for g0, h0 (and hence also axes for g, h), then the diame-
ters of piAg(Ah), piAh(Ag) are finite. This follows, for example, from the proof
of Lemma 5.1, in particular claim (1) and the description of the projection
on A.
Suppose just for convenience that there exists p ∈ Ag ∩ Ah, which can
be arranged by taking neighbourhoods. Up to increasing m, the translation
distance of any non-trivial power of g on Ag is much larger than the diameter
of {p} ∪ piAg(Ah) and vice versa.
In order to show the non-triviality of any element of the form, e.g.,
ga1hb1 . . . gakhbk , where k ≥ 1 and ai, bi 6= 0, one consider the sequence
of points xi = g
a1hb1 . . . gaihbip and yi = g
a1hb1 . . . gaihbigai+1p. The non-
triviality of such element (for m large) follows from the fact that the con-
catenation of special paths from xi to yi and from yi to xi+1 forms a quasi-
geodesic (and that the constants do not depend on m). This fact can be
proven using the same strategy as in Lemma 5.1: xi, yi belong to an appro-
priate translate Ai of Ag, and one can show that piAi(xj), piAi(yj) are close
to yi for j > i and close to xi for j < i. One can show this inductively, also
considering translates of Ah containing yj , xj+1. 
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