Accurate measurement of bottleneck and available bandwidths in network paths is a problem that has intrigued researchers for years.
Introduction
Accurately estimating the bottleneck and/or available bandwidths in a network path is essential for the correct and efficient operation of many Internet applications and protocols as well as network management applications. End-to-end flow control, server selection for downloads and streaming media, peer-to-peer host selection and content delivery, and multicast configuration protocols are just a few examples where accurate bandwidth estimations are valuable. Accurate bandwidth estimations are also valuable to network designers and administrators to aid in network troubleshooting, capacity provisioning, and traffic engineering.
Knowing the capacity of a network path is indeed valuable in a number of situations, but the best methods for measuring bandwidth are essentially limited due to the nature of the network. The disadvantage of current measurement techniques is that they attempt to infer charac-teristics about a network that is not designed to reveal any information to data that traverses it; this is especially true of the Internet. The network simply transports data to its destination as best it can, which is why the Internet is considered a best effort network. There are no guarantees for data travelling through the Internet and there is no way to accurately predict how data will be handled. The only way to determine link capacities and utilization of the links is by examining how the network delivers a single packet or sequence of packets to the destination or to specific hops along the path to the destination.
Despite these limitations, researchers have been able to devise methods that can measure bandwidths in a network, even the Internet, with some degree of accuracy. Each method has its own limitations and tradeoffs as argued in the following section but none of these methods provide a simple, accurate, efficient, and flexible solution. Such a solution is simply not possible with the current Internet Protocol. The next generation Internet Protocol, IPv6, has the potential to offer an improved solution through the use of timestamps.
This paper proposes using the hop-by-hop extension header in IPv6 to hold timestamps which mark when a packet is received and/or sent at each hop through a network path. This information allows determining how a packet is handled at each hop as it traverses the network and therefore accurately calculate bottleneck and available bandwidths. The solution is simple, accurate, efficient, and can be used throughout a wide range of applications.
Related Work

Definitions
To discuss related work in bandwidth measurements, the terms bottleneck bandwidth and available bandwidth must be clearly defined and delineated. These two terms are often used incorrectly and interchangeably, but are in fact describing two different network attributes. Bottleneck bandwidth is a measure of physical capacity and is determined by the link with the smallest capacity in a network path. Transfers are limited by the capacity of the bottleneck link for a given network path. The bottleneck bandwidth represents the maximum bandwidth that can be captured between a sender and receiver through that path in the absence of competing traffic. Therefore, a host 109 should never attempt to transmit at a rate that exceeds the bottleneck bandwidth. Since it is a measure of physical capacity, this value does not change in time with the load and dynamics of the network, but remains the same for as long as the communication links in the path do not change.
Conversely, available bandwidth is a measure of utilization or more specifically, it is the maximum unused capacity available to a sender at a single point in time along the same path in the presence of competing traffic. The link with the smallest available bandwidth is usually referred to as the tight link. A host may transmit at a rate greater than the available bandwidth, but doing so will result in packet loss and thereby cause competing flows to reduce their sending rates. Since it is a measure of utilization, not physical capacity, the available bandwidth of network path will change in time as the available capacity of the network is utilized by traffic between other hosts.
Available bandwidth measurements are most useful in applications that must respond to network conditions to provide a level of control and optimization. These applications adjust based on the load of the network to achieve the best performance as well as to be fair to competing traffic. Bottleneck bandwidth measures are most useful in network management situations such as capacity provisioning and traffic engineering, but both measures are useful in applications needing to establish connections for long-term communications.
Measurement Techniques
Several different techniques for measuring bottleneck and available bandwidths have been developed and implemented. They can be classified by whether they measure bottleneck [1] [2] [3] or available bandwidths [4] or by the actual measurement technique such as hop-by-hop [1] or endto-end [4] . The techniques can be further classified based on the probing methods used. Most forms of measurement use an active technique that sends packets through the network for the sole purpose of measuring the bandwidth. A few techniques use passive methods that use data packets from normal flows to obtain data about the network [3, 4] .
Although our proposed method can be used in either active or passive measurements, this paper focuses on active probing. In active probing, single or multiple probe packets are sent to gather data about the network. Single packet probing models such as [1] and [6] send a single packet or sequence of single packets with different characteristics through a particular network path. The correlation and timing of the reply packets is used with statistical analysis to calculate the bandwidth of the network.
All other active methods send two or more packets together in varying configurations and use the relationship between the packets to determine the network bandwidths. These packets can be sent in pairs of equal or varying sizes or as a train of packets.
Properties of a "Good Technique
As described in the previous section, a number of techniques can be used to estimate network capacities, however what techniques constitute a "good" estimation method? Ten fallacies and pitfalls of available bandwidth estimation are presented in [7] as important misconceptions in available bandwidth estimation techniques. In this paper, the authors identify 10 misconceptions in available bandwidth estimation techniques that if not considered can result in erroneous bandwidth estimations. The converse of the 10 fallacies and pitfalls are given below:
• Number of estimation samples and average time scale must be consistent.
• The estimation stream duration controls the averaging time scale.
• Faster estimation is not better.
• Packet pairs are not as good as packet trains.
• Direct probing requires knowledge of tight link capacity.
• Cross traffic burstiness cannot be ignored.
• Multiple bottlenecks must be considered.
• Increasing one way delay does not indicate that the output rate is less than the input rate.
• Iterative probing converges to an available bandwidth range, not a single point.
• Bulk TCP throughput is not acceptable for verifying or evaluating available bandwidth estimation techniques. A "good" estimation technique considers each of the previous points for the probing and estimating methodology. The previous points are directed toward available bandwidth estimation techniques but the points concerning the use of packet trains, cross traffic, and the consideration of multiple bottlenecks apply to bottleneck estimation techniques as well.
An estimation method that strictly follows these points would not be efficient or flexible but has potential for very high accuracy. Of course, some points can be ignored or modified to increase efficiency or flexibility but the result will be reduced accuracy. As it stands, an estimation technique must be custom tailored to fit the needs of the application to obtain the best combination of efficiency, flexibility, and accuracy.
The available bandwidth estimation presented in [6] has been shown to produce fairly accurate results (although several other techniques are considered comparable in accuracy). This method does not consider the effects of bursty cross traffic which does indeed produce a non-negligible effect on the accuracy of the estimation [8] . This method also uses one way delay as the measurement technique and does not consider multiple tight links in the path. As a result, estimations using this technique are subject to error inducing effects and therefore are not appropriate for many applications.
The bottleneck bandwidth estimation technique presented in [20] is one of the most accurate techniques and most useful for its ability to measure targeted segments of the network. Unfortunately, the technique is limited in that accuracy is inconsistent in various situations. The accuracy of this method is demonstrated in [20] by real-world experiments in which the difference from the actual value ranged from as little as 10% inaccurate up to as large as 200% deviation from the actual value. In addition, some hops could not be measured at all. 110
Primary Flaw
The previous section discussed the necessary properties of a "good" bandwidth estimation technique but these properties do not address the primary flaw with all estimation techniques in IPv4. All estimations techniques in IPv4 attempt to determine the characteristics of the network by examining how the network handles the data that traverses it. This may be by measuring how the data is finally delivered at the end of a network path, or how it is sent back at various hops in the path. The problem arises for all methods by the fact that network conditions and properties affect how data is handled as it is transported.
A simple example that illustrates the problem can be seen in Fig. 1 . In this example, the sender transmits a train of packets to the receiver. At the first router, the packets are received as they are transmitted but cross traffic or other conditions introduce inflation of packet spacing in the train. At the second router, the packets are received but the packet spacing is deflated back to that of the original. The receiver then incorrectly calculates that the sending rate of the sender is less than the bottleneck and available bandwidths in the path. This simple example may not occur often, but even one occurrence could significantly affect bandwidth estimations. It also clearly conveys the critical flaw in current estimations of network bandwidths. Until network feedback is implemented, there will most likely never be a single estimation technique that can accurately, efficiently, and easily estimate network bandwidths.
IPv6
Overview
Internet Protocol version 6 (IPv6) [9] is the next generation Internet Protocol designed to be the successor to version 4 (IPv4), although IPv4 may never completely go away [10] . Full deployment of IPv6 can be expected to complete within the next 10 years or sooner, depending on the push from other countries and government agencies, not to mention the demand due to the increase in Internet capable devices, and the constant threat of router meltdown due to unmanageable routing tables [10] . Many countries in Europe and Asia have already begun deployment of IPv6 to meet the demand for unique IP addresses. In addition, the US government has mandated a move to IPv6 by 2008 [11, 12] , while initial deployment of IPv6 has already begun with the establishment of 6bone [13] , the IPv6 Internet backbone.
When IPv6 is fully deployed, many of the current tools and techniques for measuring bandwidths should still be applicable. However, IPv6 differs in enough respects from IPv4 that certain key assumptions may not hold true, requiring some techniques to be re-evaluated and adjusted. More specifically, IPv6 primarily differs with IPv4 in that it offers expanded addressing, simplified header format, and improved extension and option support [10] .
These differences should not present any immediate problems for current IPv4 measurement techniques. The differences that will necessitate re-evaluation include the increased header size, MTU, and fragmentation properties of IPv6. The header size in IPv6 is fixed at 40 octets whereas the IPv4 header is variable between 20 and 40 octets. The minimum MTU for IPv6 is set to 1,280 octets, more than double the 576 octets of IPv4. The tailgating technique described in [2] uses a smaller packet followed by a larger packet to give a higher probability that the two packets will be queued adjacently at each router. The increase in the IPv6 header size will reduce the minimum packet size, and therefore reduce the large packet to small packet ratio. This ratio is critical in maintaining back-to-back queuing in network paths where adjacent link capacities increase by a factor greater than the lead/tailgate packet ratio. One would expect the larger MTU of IPv6 to increase the ratio, but most researchers assume that packets of 1,500 octets can be sent without fragmentation since this is true of most networks today. Therefore, the commonly used ratio is 1,500 to 40 octets for IPv4, but this ratio will be reduced to 1,500 to 60 octets in IPv6.
One benefit of IPv6 is that it eliminates fragmentation at the router level. Hosts must not send packets larger than the MTU of the receiver or an ICMP error message will be returned to the host. The elimination of fragmentation at the router level was decided to reduce the complexity and improve efficiency for all routers in the Internet. This decision should prove to benefit bandwidth estimations as the overall network traffic will have a more consistent composition and may result in more accurate assumptions about the network.
Timestamps
A timestamp option was initially defined for IPv4 in RFC 760 [14] . This original definition was incomplete and only introduced the timestamp specification as part of the DoD standard Internet Protocol. Not until RFC 781 [15] was the timestamp option completely specified. The developers of IPv4 understood the unpredictable behaviourand variable delays that are a characteristic of packet switched networks. The timestamp option was meant to provide a solution for critical performance measurement in these networks. Unfortunately, the timestamp option was never very practical and lacked sufficient resources to be useful.
The primary reason the timestamp option failed is because IPv4 only allows up to 40 octets for options. This gives enough room for nine four byte timestamps after accounting for the flag fields. Timestamps without an associated router are useless unless the network path never changes. To address this, the timestamp option defines a flag to record the timestamp and IP of the router, resulting in a total of only 4 router/timestamp pairs. Room for only four hops is not practical in Internet paths that commonly have a dozen or more hops. Also, no control or indication of the accuracy of timestamps at a given router [16] can be specified, further adding to the problem. In addition to each of these shortcomings, IPv4 routers tend to service packets with options more slowly than normal traffic since they are optimized to handle standard packets [10] . In theory, the IPv4 timestamp option promised to be a valuable feature, but the lack of resources and hardware support negated its utility.
IPv6 Extension Header
IPv6 is much better suited to handle a timestamp option through the use of the hop-by-hop extension header. Extension headers in IPv6 are additional headers added after the main IPv6 header. There is no limit to the number or size (up to the MTU) of these headers. Some of the extension headers that are currently defined include the hop-byhop header, routing header, fragment header, destination options header, authentication header, and encapsulating security payload header. The IPv6 specification allows for additional headers to be defined in the future as need arises. In addition, IPv6 routers only inspect packets that contain a hop-by-hop extension header, unlike IPv4 where every packet with an option must be inspected. As a result, IPv6 routers should better service packets with options since the IPv6 header is streamlined and routers must only examine packets with the hop-by-hop option. The CPU cycles saved by the streamlined header will be more than enough to handle hop-by-hop packets in a timely manner.
The hop-by-hop extension header offers a better structure than IPv4 options and has sufficient resources to be a viable option for gathering information about the network. When a router encounters a datagram with a hop-by-hop header, it must inspect the header and act according to the IETF specification for the option. The IETF currently has two options defined for the hop-by-hop header: jumbo payload option and router alert option. There have been a few other proposals for hop-by-hop options but they have been denied by the IPv6 working group within the IETF.
Two of the proposed options include a traceroute [17] option and an option for Connection/Link Status Investigation (CSI) [18] . The former option is based on the IPv4 record route option that provides a mechanism to record the forward path to a host. The IPv6 traceroute option included this same functionality along with the ability to record the return path using an ICMP reply. This draft was not accepted in its present form due to concerns about a possible Denial of Service attack. The working group agreed that work should continue but there were never any subsequent drafts.
The CSI draft proposed a mechanism to gather information about nodes along a communications path. The information that could be gathered included interface attributes and statistics such as IP address, speed, type, number of transmitted and received octets, number of transmitted and received packets, and number of discarded and erroneous packets. A packet passing through a router could use the CSI option to gather any of the available information for each interface with which the packet came in contact. CSI also defined a timestamp option that could be inserted in a datagram for each interface as well.
The CSI option would have been an invaluable tool for investigating and analysing links in communication paths, but it was not accepted for several reasons. The IPv6 working group viewed the CSI option as a potential security and denial of service problem. They also commented that the majority of this information is considered proprietary by ISPs and they would not be willing to reveal that amount of detail about their network interfaces. Lastly, the working group felt that such functionality would be too complicated to implement for most routers, if it was possible at all.
At the time of writing this paper, no further drafts have been proposed to the IETF regarding timestamps in IPv6. We contend that although timestamps were not practical due to the limitations of IPv4, IPv6 has the ability to fully support timestamps, thus the benefits of a timestamp option are well justified. In the next section we present an IPv6 timestamp option that expands on the original IPv4 specification by incorporating some of the improved features of the CSI mechanism without presenting security, complexity, or proprietary technology issues.
IPv6 Timestamp Option
Overview
The timestamp option we present takes attributes from RFC 781 and the CSI mechanism. For a timestamp option to be practical it will need the following capabilities:
• Timestamp with millisecond or better resolution.
• Specification of timestamp resolution and format.
• Ability to record interface ID.
• Adequate space to include all hops in a path. Timestamps should have a millisecond or better resolution to guarantee that each packet can be uniquely time stamped. That is, minimum size packets that are sent or received back-to-back must have unique timestamps that are representative of the instance in time that they are handled. No two packets should ever have the same timestamp. Clocks need not be synchronized at each router since multiple packets can be sent and the relationship of the timestamps between packets used to calculate network 112 delays. Our approach does not force any specific timestamp format due to the differences in hardware; therefore, it requires an ability to indicate the format and resolution. The ability to record interface IDs is necessary to match timestamps with the appropriate hop, although with IPv6 it is possible to specify a predetermined route using the routing extension header.
In addition to a timestamp option, ICMP messages may need to be defined to request and report timestamps. The ICMP ping message could be modified to copy the timestamp header from the request message into the reply message. In this manner, any host that is reachable with a ping message has the capability to return timestamp information about the incoming and return path to the sender. Integration into an ICMP message will eliminate the need for special software running on the destination host as well. The CSI mechanism defines ICMP messages to be used for link investigation but for the sake of brevity we will assume that a modified ICMP echo message exists that can carry the timestamp hop-by-hop extension to the destination host and back. 
Timestamp Hop-by-Hop Format
The proposed timestamp option format is shown in Fig. 2 . This figure represents fields in the hop-by-hop extension header to specify desired handling of the timestamp option and it also includes fields for holding information about this packet.
Each of the fields is described as follows: 
Timestamp Record
Each timestamp record contains not only the timestamp, but also information about the timestamp including timestamp resolution, format, interface, link type, hop number, internet address and count. The timestamp record format can be seen in Fig. 3 . The first two fields of the timestamp record consist of the upper and lower portions of the IPv6 address. These fields are not included as part of the timestamp record when a TS Type of 0 is specified in the options. When a TS Type of 3 is specified, then the address fields will be prefilled by the sending host and entities that match the address field will insert the timestamp after the address. Each of the other fields is described as follows:
• Fmt: 4-bit field that specifies the format of the recorded timestamp. Since we cannot guarantee that all hops will be using the same time format, this field will reveal the formatting of the timestamp at this hop. The only format currently defined is the number of milliseconds that have elapsed since midnight UTC. This format is specified with a value of 0001.
• Timestamp: 28-bit unsigned integer. The format of the timestamp is determined by the capabilities of the recording entity. If the R bit is set in the timestamp options then the recording entity must use a timestamp with a resolution finer than 1 ms if possible.
• Resolution: 7-bit unsigned integer. The resolution of the timestamp is specified as a multiple or divisor of 1 ms. For a low resolution where the timestamp is in units greater than 1 ms, then G = 0 and the timestamp is multiplied by [Resolution] to get the timestamp in units of milliseconds. When we have a high resolution timestamp finer than 1 ms, G = 1 and the timestamp is divided by [Resolution] .
• I/F: 2-bit unsigned integer. Designates the interface where the timestamp was recorded: =00 neutral (independent of interface) =01 timestamp at incoming interface =10 timestamp at outgoing interface =11 reserved.
• Link: 6-bit unsigned integer. Specifies the link layer type used for framing packets at the specified interface. This value is used for calculating bandwidths since the link layer frame must be transmitted over the physical layer as well. • Counter: 8-bit unsigned integer indicating the packet count at this hop. Each hop increments an internal counter for every packet sent. The lower 8 bits of this counter is placed into the counter field of the timestamp record. The counter field of two back-toback probe packets can then be used to determine if the packets were indeed sent back-to-back at each hop.
Bandwidth Measurements
In this section, we apply the timestamp option to measure both available and bottleneck bandwidths in a network path. With timestamps, we can measure available bandwidth quite trivially, but bottleneck bandwidth measurements require a little more work including techniques from methods used in IPv4.
Bandwidth
Before we discuss our techniques for measuring bandwidth using timestamps, first we need to define bandwidth and how it relates to the transmission of packets. The capacity or bandwidth of a link can be defined using the following equation:
where b is some number of bits and t is some amount of time. Simply stated, the bandwidth is equal to the number of bits that can be transmitted per unit time. We can further expand this equation to the following:
where t 2 is the final transmit time and t 1 is the beginning transmit time of some number bits b. Based on this equation, if we know the beginning and ending times for transmitting a sequence of bits, we can easily calculate the capacity of a link in bits per unit time.
Available Bandwidth
As stated earlier, available bandwidth is the unused capacity in a network path between two hosts. Available bandwidth can also be described as the maximum throughput a sender can achieve to a destination host without affecting competing traffic. Available bandwidth measurements are quite useful for network applications that want to send data at the highest rate possible without burdening the network by causing competing flows to lose and retransmit packets. In fact, applications using available bandwidth measurements to control their sending rate can be more efficient than TCP flows since TCP control mechanisms continually force the network beyond its limit before backing off.
To calculate available bandwidth, we employ (2) by using packet pairs to obtain the time interval for transmitting a packet at each hop. For a path of n physical links L 1 , L 2 , . . . , L n , we send two back-to-back probes denoted by [fs] , where f is the first packet and s is the second packet in the packet pair. The size of the probe packets should be representative of the data being sent by the application desiring the measurement. The available bandwidth for the entire path as seen by the sender is
where s(f ) is the size of the first packet, k is the size of the link layer frame overhead and d(s), d(f ) are the departure times of the second and first packets, respectively. Fig. 4 illustrates an example where the packet pair is sent through a path made up of five links. All links are of equal capacity except for link L 3 . This link has a higher capacity and can therefore transmit packets faster than all the other links. Due to congestion, however, other packets are queued behind packet f and as a result, packet s must wait in the queue for some time before being transmitted to the next hop. The departure times at L 3 then determines the maximum rate a sender can achieve through this path. Effectively, it takes a time of d(s) − d(f ) to transmit packet f across L 3 since the probe packets were separated at L 3 even though the packet pair was initially sent with no separation. If the traffic dynamics were to remain constant and the router had an infinite queue, any attempt to send packets at a faster rate than the rate observed at L 3 would only further congest the router and the throughput seen by 114 the sender would drop. In a real world situation, the router would drop packets from the queue. Subsequently, all TCP and TCP-friendly flows would reduce sending rates, and the abusive sender would eventually capture more of the available bandwidth. In this illustration, the separation d(s) − d(f ) is preserved all the way to the destination. All current measurement techniques rely on the preservation of packet spacing from the host to the destination; however, this is not practical due to the unpredictable behaviour of the network. Time stamping packets at each hop will allow observing the packet spacing at each link and the preservation of packet spacing will not be necessary. We can easily find the maximum spacing between our probe packets and calculate the available bandwidth.
Bottleneck Bandwidth
In the available bandwidth measurements, our approach relies on competing traffic to introduce separation between probe packets to indicate the amount of bandwidth available through a network path. For measuring bottleneck bandwidths, the opposite is required to prevent competing traffic from separating probes. If two probe packets are queued back-to-back at each hop through a network path then the bottleneck bandwidth for this path can be calculated using (3) . The departure time of the second packet is the completion time for sending the first packet and therefore the differences in these times is the interval it takes to send the first packet as given in (2) .
To increase the probability of back-to-back queuing, we use the packet tailgating technique described in [2] . The tailgating technique sends a large pacer packet immediately followed by a much smaller tailgating packet. The tailgating packet has a much higher probability of being queued behind the pacer packet since the amount of time for other packets to be received and queued while the tailgating packet is being transmitted is small. Obviously, we cannot guarantee back-to-back queuing through a network path but we can perform repeated measurements until two packets are sent back-to-back as indicated by the Count field in the timestamp record. While timestamps will make it possible to measure transmission time intervals and ultimately calculate link capacity, they will also increase the minimum size of tailgating packet and greatly reduce the probability of backto-back queuing. In IPv4, a common scenario for a tailgating packet pair is a 1500 octet pacer packet and a 40 octet tailgating packet. This gives a ratio of 37.5 and means that a link can only be 37.5 times faster than the previous link to ensure the two packets are queued and sent back-to-back [2] . This ratio is substantially reduced for an IPv6 packet with the timestamp option. The minimum size for an IPv6 timestamp packet is 40 octets for the IPv6 header, 12 octets for the hop-by-hop extension header with the timestamp option and fields, and 8 octets for each timestamp record without recording IP addresses. For a 20 hop path, we would have a minimum size of 132 octets reducing the ratio to 11.3. This ratio reduces even more if interface addresses for each hop are recorded.
The most accurate but least efficient way to measure capacities is to measure each hop individually. We can do this by setting TS Type = 3 in the timestamp options and insert the IP address of the hop we are investigating. The resulting packet is a minimum of 76 octets and the ratio is around 20. This will limit the ability to accurately measure capacities in a network path where two consecutive link capacities increase by a factor greater than 20.
A final option is to use packet trains and use the beginning and ending packets to calculate the bottleneck bandwidth. The size of the first packet then is equal to the size of the first packet plus all of the following packets before the final packet. The time difference between the first and final packet is the total time it took to transmit all the packets before the final packet.
Simulations
In this section, we present results from network simulations using the proposed timestamp option and compare our results to an IPv4 method.
Experimental Setup
We used the MLDesigner [19] simulation platform to create a network consisting of a single 20-hop path connecting two hosts A and B. Cross traffic at each hop was modelled using a Poisson process with packet sizes determined by an exponential random distribution with a mean packet size of 200 octets. The mean rate of the cross traffic flows ranged from 100 Kbps in one simulation scenario to 1 Mbps in another scenario. During the simulation, host A sends bandwidth probes through the network where they are time stamped at each hop and eventually received at host B. The recorded departure times are then processed to calculate the bandwidth for each hop.
We also performed simulations using the cartouche method of probing described in [20] . We chose the car-115 touche method since it is the most accurate bottleneck bandwidth measurement method in IPv4 and is similar to our method in that it performs active, end-to-end probing and uses a form of the packet pair technique.
Simulation Synopsis and Results
Simulations were performed with the number of cross traffic flows ranging from 8 to 48 and the bandwidth of the bottleneck hop ranging from 10 to 100 Mbps. For the IPv6 probing simulations, probe sizes were 1,500 octets for the lead packet and 76 and 132 octets for the tailgating packet. Bandwidth estimations were only made for a hop if the probe packet pair was sent back-to-back from that particular hop as indicated by the Count field in the timestamp record. An average was taken from 100 probe packet pairs and the results can be seen in Fig. 5 . Identical scenarios were used for the cartouche probing experiments using 1,500 and 40 octet probes, with the bandwidth estimated from the average inter-arrival time of the probe packets at host B. The results of the cartouche probing are presented in Fig. 6 .
The results clearly show the increased accuracy of the IPv6 probing method compared to cartouche probing. Our method produced estimations that were from 90% up to almost 100% accurate compared to the actual bandwidth capacity, whereas the cartouche method produced estima-116 tions that were as low as 30% accurate. The cartouche probes experience compression and decompression as the probes encounter cross traffic at each hop resulting in artificial estimations. The cartouche probes experience compression and decompression as the probes encounter cross traffic at each hop resulting in artificial estimations. Our probing method is immune to inter-hop, cross traffic effects and can detect when the probes are not sent back-to-back at a hop.
While these simulations show favourable results, certain factors in real world situations may contribute to skewed estimations. Slower processing path in routers for packets with hop-by-hop options, limited timestamp clock resolution, and significantly varying capacities in a network path are a few factors that could cause skewed bandwidth estimations. Correct router timestamp implementation will eliminate the majority of router specific concerns, but varying link capacities and other network and traffic concerns will have to be studied in more detail. However, application specific networks such as a military battlefield network can guarantee correct router implementation or take a step further and implement explicit feedback mechanisms that report link capacity and utilization.
Conclusion
The measurement techniques in IPv4, although not extremely accurate, should be applicable in IPv6, but improved options of IPv6 provide the resources necessary to implement a timestamp option that will make these techniques simpler, accurate, and more efficient. Our simulations show that timestamps used in conjunction with IPv6 provide an accurate solution and are up to 70% more accurate than the best estimation method for IPv4.
The drawback to our estimation methods is the necessary support by the routing entities in the network path. The routers must be able to insert timestamps immediately upon reception or transmission of the packet and the timestamp resolution must be fine enough for bandwidth calculations. In addition, the processing path for IPv6 packets that contain options must not be severely different from that of non-option packets for the timestamp packets to be processed equivalently to that of non-option packets. This property is necessary only for available bandwidth measurements since available bandwidth probe packets must be treated the same as normal traffic to give an accurate representation of normal traffic.
Despite these concerns, we feel that a timestamp option would benefit not only bandwidth measurements, but other areas such as calculating router load and computation time. Until there is feedback from the network itself, consistent accurate bandwidth measurements will be a difficult challenge to overcome.
Future Work
Future work includes more complete and exhaustive simulation models that examine the timestamp method in more diverse networks and compare it with available bandwidth and additional bottleneck bandwidth estimation techniques. Also included in future work is evaluation of the timestamp method by using several computers with a modified Linux kernel that supports the IPv6 timestamp option. We can then test our estimation methods in various scenarios that will allow us to evaluate the accuracy for real-world systems. In addition, we plan to further refine our estimation techniques to overcome limitations due to large bandwidth ratios between network hops by evaluating packet train probing methods. Finally, we will apply our estimation method to applications such as peer-to-peer communications and transport protocols to improve overall performance.
