In this paper, we propose an improved LPCNet vocoder using a linear prediction (LP)-structured mixture density network (MDN). The recently proposed LPCNet vocoder has successfully achieved high-quality and lightweight speech synthesis systems by combining a vocal tract LP filter with a WaveRNN-based vocal source (i.e., excitation) generator. However, the quality of synthesized speech is often unstable because the vocal source component is insufficiently represented by the µ-law quantization method, and the model is trained without considering the entire speech production mechanism. To address this problem, we first introduce LP-MDN, which enables the autoregressive neural vocoder to structurally represent the interactions between the vocal tract and vocal source components. Then, we propose to incorporate the LP-MDN to the LPCNet vocoder by replacing the conventional discretized output with continuous density distribution. The experimental results verify that the proposed system provides high quality synthetic speech by achieving a mean opinion score of 4.41 within a text-to-speech framework.
INTRODUCTION
Generative models for raw speech waveform have significantly improved the quality of speech synthesis systems [1, 2] . Specifically, by conditioning acoustic features to the network input, neural vocoding models such as WaveNet, WaveRNN, and WaveGlow have successfully replaced the traditional parametric vocoders [2] [3] [4] .
To further improve the performance of speech synthesis system, a recently proposed LPCNet vocoder takes advantages of the merits of both the source-filter model-based parametric vocoder and the WaveRNN structure [5, 6] . In this framework, a linear prediction (LP) inverse filter is used to decouple the formant-related spectral structure from the input speech signal, and the probability distribution of its residual signal, that is, the excitation signal, is then modeled using the WaveRNN [3] . In the synthesis step, the excitation is first generated and then synthesized to speech through the LP synthesis filter. Because the variation of the excitation signal is constrained only by vocal cord movement, the training and generation processes become more efficient than those for the conventional WaveRNN vocoder, even when there are a small number of parameters. However, the synthesized speech is likely to be unstable, because excitation is insufficiently represented by the µ-law quantization method, and the network cannot fully utilize the speech production mechanism. Although the LPCNet implicitly reflects the LP Work partially performed when the first author was an intern at MSRA. synthesis process by conditioning all the signals (i.e., speech, excitation, and prediction term), it is still challenging to effectively capture their complicated interactions within a single neural network.
To address the aforementioned limitations, we first propose an LP-mixture density network (LP-MDN), which enables the autoregressive neural vocoder to structurally represent the LP synthesis process during its training and generation processes. Then, we propose an improved LPCNet, i.e., iLPCNet, where the continuously defined probability distribution of speech is modeled within LP structure by incorporating the LP-MDN into the LPCNet. Based on the assumption that the past speech samples and the LP-related parameters are given as input of the neural vocoder, we figure out that the difference between the distributions of the speech and the excitation lies only on a constant factor represented as a prediction 1 . If the distribution of speech is modeled by mixture of Gaussian (MoG) parameters, i.e., gain, mean, and scale components [7, 8] , then the distribution of the excitation can easily be converted to that of the speech by shifting the mean component only. In the proposed model, the MoG parameters of the excitation are first estimated by the WaveRNN model while the prediction is computed from the past speech samples and the LP coefficients. By adding the prediction to the mean component of the excitation, the mean component of the speech is obtained. Finally, the time-domain speech signal is generated by using a sampling method from its MoG distribution [7] .
Our contributions are summarized as follows: (1) We propose the LP-MDN-based iLPCNet vocoder, which enables to reliably capture the interactions between the LP filter and the excitation component. Because the continuous mixture output in the proposed LP-MDN does not rely on the µ-law quantization process of the conventional LPCNet, the quality of the generated speech is further improved (from 4.00 to 4.41 MOS) while maintaining the model complexity of the conventional one. (2) We propose effective training and generation methods for improving the modeling accuracy of the iLPCNet such as a short-time Fourer transform (STFT)-based power loss function and a distribution sharpening that can substitute the submodules designed for the discretized waveform model of the conventional LPCNet, including pre-emphasis and waveform embedding.
RELATIONSHIP TO PRIOR WORK
There have been several attempt to incorporate the LP filter into autoregressive neural vocoding systems. For instance, GlotNet and ExcitNet used the WaveNet structure to generate the glottal exci-tation [9, 10] . In case of the LPCNet, it employed the lightweight WaveRNN model for fast generation of the excitation.
Although our work is similar to those methods, its main contribution is clearly different: Our model merges the entire LP synthesis framework into both the training and generation processes. Note that the conventional methods require an external LP filter to synthesize the final speech waveform. In contrast, the proposed iLPCNet is able to directly generate a speech waveform by jointly training the interaction between the excitation and the LP synthesis filter. Thus, the quality of the synthesized speech can be improved further while maintaining the LPCNet's fast generation speed.
LPCNET VOCODER
The LPCNet vocoder exploits the LP-based adaptive predictor to decouple the spectral formant structure from the input speech signal. Then, the WaveRNN-based generation model is used to train a distribution of the LP residual (i.e., excitation) symbols that are discretized using µ-law companding.
In the speech synthesis step, the acoustic parameters are used as input conditional features for the WaveRNN, and the model generates the corresponding time sequence of the excitation signal. Finally, the speech signal is reconstructed by passing the generated excitation signal through the LP synthesis filter as follows:
xn " en`pn,
pn "
where xn, en, and pn denote the n th sample of speech, the excitation, and the intermediate prediction term, respectively, and αi denotes the i th LP coefficient with the order M . In this way, the quality of the synthesized speech signal is further improved because the spectral component is well represented by the LP filter and its residual component is efficiently generated using the WaveRNN framework.
PROPOSED METHOD
To further enhance the quality of the LPCNet with the advantages of the LP-structure, we propose an iLPCNet vocoder, in which the continuously distributed excitation signal is jointly modeled with the vocal tract filter component. First, we introduce the LP-MDN framework, which enables the autoregressive neural vocoder to structurally represent the LP synthesis process. Then, we propose the iLPCNet vocoder by applying the LP-MDN framework into the conventional LPCNet vocoder.
Linear prediction-structured mixture density network
Before describing the LP-MDN, the mathematical relationship between the probability distributions of the excitation and the speech must be clarified. Because both LP coefficients, ai, and the previously generated sample, xn´i, are already given components at the moment of n th sample generation, the prediction term, pn, also can be treated as a given component. Thus, the difference between the probability distributions of xn and en lies on a constant value of pn, when the relationship between xn and en shown in Eq. (1) is considered.
If we define the distribution of the speech and excitation signals as a form of second-order random variable such as MoG, then the relationship between the mixture parameters of the speech and the excitation distributions can be represented as follows:
where xn, xăn, h, and N denote the current speech sample, previous speech samples, conditional acoustic features, and the number of mixtures 2 , respectively; rwn,i, µn,i, sn,is denotes the i th mixture parameters composed of the gain, mean, and scale components, respectively; superscripts e and x denote the excitation and the speech, respectively. Based on this observation, we propose the LP-MDN. First, the mixture parameters of the excitation signal are predicted using the autoregressive neural vocoder, and the prediction term, pn, is computed by following Eq. (2). Then, the mixture parameters of the speech signal can be obtained as follows:
where rz w n , z µ n , z s n s denotes the output vectors of neural vocoder connected to the gain, mean, and scale nodes of the MoG distribution, respectively. Note that the complicated LP spectral modeling is now embedded in the mean parameters. In other words, the model itself presents a closed-loop solution of the spectral modeling by structurally representing the LP synthesis process. Thereby, the LP-MDN framework enables the neural vocoder to only focus on the excitation signal, whereas its target distribution is the entire speech signal.
To train the network, the likelihood of MoG is first computed by following Eq. (3). Then, the weights are optimized to minimize the negative log-likelihood (NLL) loss, L nll "´ř n log ppxn|xăn, hq. Because the summation of constant term guarantees linearity, the weights of the neural network can be successfully trained using a standard back-propagation process.
Improved LPCNet vocoder
We propose the iLPCNet by incorporating the LP-MDN into the conventional LPCNet vocoder as illustrated in Fig. 1 . Similar to the LPCNet vocoder, the iLPCNet vocoder consists of two subnetworks: the upsampling network, which matches the time resolution of the input acoustic features to the sampling rate of the speech signal; and the waveform generation network, which autoregressively generates the waveform samples.
In the upsampling network, the local context of the acoustic features is first extracted using two 1ˆ3 convolution layers, which constructs a context vector from the current, past two, and future two frames. Then, the residual connection with the input acoustic features is applied to make the context vector more dominant over the current frame information. The fully connected (FC) layer maps the dimension of the context vector to the input dimension of the waveform generation network. Finally, the output of the FC layer is passed through the transposed convolution layer to upsample its time resolution.
In the waveform generation network, the hyperbolic tangent activation is first applied to the context vectors to match their dynamic range to the waveform domain, which is bounded in r´1, 1s. Then, the concatenated vector between the context vector and the previous waveform sample goes through the two gated recurrent unit (GRU) layers and is followed by the FC layer to generate output vector, rz w n , z µ n , z s n s. Finally, the mixture parameters of the speech distribution are computed using the LP-MDN model, which is detailed in Eq. (5).
Effective training and generation methods
As the proposed iLPCNet employs the speech distribution based on the continuously defined probability distribution, the tuning methods in the conventional µ-law-based LPCNet cannot be directly applied to the iLPCNet. Instead, in this section, we introduce several techniques to improve the modeling accuracy of the iLPCNet.
STFT-based power loss
In addition to NLL minimization criterion, it is well known that incorporating additional auxiliary losses that are correlated with the perceptual audio quality is advantageous to improve the training efficiency [11] . In this paper, we adopt the STFT-based power loss as follows:
wherex and ||¨||2 denote the generated speech sample and the L2norm, respectively. Then, the weights are optimized to minimize the combined NLL and power losses as follows:
where λ is the hyper-parameter that controls the balance between L nll and L pl . As the STFT loss function is able to effectively capture the time-frequency distribution of the realistic speech waveform, especially for the harmonic components [12, 13] , the entire training process becomes more efficient.
Conditional distribution sharpening for MDN model
Similar to the conventional LPCNet vocoder, the noisiness of generated speech caused by the random sampling process can be controlled by adjusting the sharpness of the generated distribution. In detail, the distribution is sharpened by directly reducing the generated scale parameters shown in Eq. (5) . Because the buzziness and the hiss of synthetic speech are sensitive to the sharpness of the distribution, the scale parameters must be adjusted carefully. After several trials, we conclude that the best performance was presented by reducing the scale by a factor of 0.7 in the voiced region only.
Training noise injection
Because the conventional LPCNet vocoder injects the training noise in the µ-law domain, it is inevitable that a computational bottleneck is caused by the µ-law-to-linear conversion in every training step.
Because the proposed iLPCNet operates on the continuous linear domain, we simply add the Gaussian noise with a standard deviation of 4{2 16 , which corresponds to 2-bit error at 16-bit linear quantization standard, to the conditional past speech samples in every training iteration.
EXPERIMENTS

Experimental setup
Database
The experiments used a phonetically and prosodically balanced speech corpus recorded by a Korean female professional speaker. The speech signals were sampled at 24 kHz with 16 bit quantization. In total, 4,976 utterances (9.9 hours) were used for training, 280 utterances were used for validation, and another 140 utterances were used for testing. The acoustic features were extracted using the improved timefrequency trajectory excitation vocoder at analysis intervals of every 5 ms [14] , which included 40-dimensional line spectral frequencies, fundamental frequency, energy, voicing flag, 32-dimensional slowly evolving waveform, and 4-dimensional rapidly evolving waveform, all of which composed a total 79-dimensional feature vector.
Neural vocoders
We used the conventional WaveNet and LPCNet vocoders as baseline systems. In the WaveNet vocoder, the dilations were set to [2 0 , 2 1 , ..., 2 9 ] and repeated three times, resulting in 30 layers of residual blocks covering 3,071 samples of receptive field. In the residual blocks and the post-processing module, 128 channels of convolution layers were used. The target speech signal was quantized from 0 to 255 using 8-bit µ-law compression.
In the LPCNet vocoder, the specification was almost the same as its original version [5] . In the frame-level network, the dimension of the two FC layers was set to 64. In the sample-level network, 256-and 16-dimensional GRU layers were used. In addition, 256dimensional waveform embedding matrices and dual FC layer were used. The softmax distribution in the voiced region was sharpened by multiplying factor of two to the logits of softmax distribution [15] . In the proposed iLPCNet vocoder, the 256-dimensional FC layer was used in the upsampling network. To compose the transposed convolution, the kernel size and stride interval were set to 120 (5 ms). In the waveform generation network, the dimensions of the first and second GRUs were set to 256 and 16, respectively. For the simplicity, the distribution of the speech signal was defined as single Gaussian; therefore, the output dimension of the last FC layer was two. The weight value for power loss, λ, was set to 10. The weight normalization technique was applied to each convolution and FC layer to stabilize the training process [16] . Note that the LPCNet and the iLPCNet had the same GRU dimensions and that their generation complexities were nearly the same.
The weights of all the neural vocoders were first initialized using the Xavier initializer [17] , and then trained using an Adam optimizer [18] . The Noam scheme-based learning rate scheduling method having a base learning rate of 10´3 and a warm-up step of 4,000 iterations was applied [19] . The mini-batch size was 10,000 samples with 8 GPUs, resulting in 80,000 samples per mini-batch. The networks were trained in 50 epochs, which corresponds to about 530,000 iterations.
Acoustic model for text-to-speech
To evaluate the vocoding performance in the text-to-speech (TTS) framework, a Tacotron 2 model was used as an acoustic model [20] . In the training process, the input text sequence was first converted into 512-dimensional character embeddings by using a front-end character embedding module 3 , and then fed into a sequence-tosequence transcript encoder. The transcript encoder had three convolution layers with 10ˆ1 kernel and 512 channels, and the final layer was followed by a bi-directional long short-term memory (LSTM) network that had 512 memory blocks.
To align the transcript embedding with the target acoustic features, a context vector containing both location and content information was extracted by using a location-sensitive attention network [22] , which had convolution layers comprising 64ˆ1 kernel followed by a fully connected projection layer having 128 units.
To decode the acoustic features, the previously generated features were fed into two FC layers having 256 units to extract the bottleneck features. Then, these bottleneck features and the context features from the attention network were passed through uni-directional LSTM layers that had 1,024 memory blocks and two projection layers, which generated a stop token and the acoustic features. Finally, five convolution layers having 5ˆ1 kernel and 512 channels were used as a post-processing network to add the residual component of the generated acoustic features.
To train the network, the weights were optimized to minimize the criteria of the mean square error between the acoustic features 3 A sub-character architecture was used to design the front-end character module to process inputted Korean text sequences [21] . extracted from the recorded speech and estimated from by the predicted acoustic features. The learning rate was scheduled for decay from 10´3 to 10´4 via a decay rate of 0.33 for each 100,000 steps.
Evaluations
To evaluate the perceptual quality of the proposed system, the mean opinion score (MOS) listening test and the A-B preference test were performed 4 . In both tests, 15 native Korean listeners were asked to rate the performance of 15 randomly selected synthesized utterances from the test set. Table 1 summarizes the MOS test results, whose trends can be analyzed as follows: (1) In both the analysis and synthesis (A/S) and TTS cases, the LPCNet-based neural vocoders performed significantly better than the WaveNet-based one. This confirms that decoupling the spectral component of the speech signal benefits the modeling accuracy of the remaining signal. (2) Among the vocoders with LP filters, the proposed iLPCNet showed a higher perceptual quality than the conventional LPCNet, implying that the LP-MDN model helped to reconstruct more natural speech signals. (3) Consequently, the proposed iLPCNet with the Tacotron 2 acoustic model achieved a 4.41 MOS.
The preference test results shown in Fig. 2 also verify that the listeners preferred the proposed iLPCNet over the conventional LPCNet. The results were significant in the TTS framework, implying that the proposed iLPCNet can robustly synthesize the speech waveform even though the acoustic parameters contain prediction errors.
CONCLUSION
This paper proposed the iLPCNet vocoder by applying LP-MDN to the conventional LPCNet model. By utilizing the causality of the LPCNet and the linearity of the LP filter, we structurally merged the LP synthesis process into the LPCNet framework. The proposed iLPCNet enabled generation of the high-resolution speech signals via the LP-MDN model, and the quality of the generated speech was better than that of the conventional LPCNet. Furthermore, the pipelines of the LPCNet was made simpler and more compact by the removal of the additional modules designed for signals quantized by µ-law. The experimental results verified that the proposed system significantly outperformed the conventional neural vocoding systems.
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