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ABSTRACT 
This research was undertaken to study the applicability 
of the population balance and other analysis techniques uiied 
in the study of continuous crystallizeçs to batch crystalli­
zation. A general population balance equation was derived 
for batch crystallization and was solved by assuming the 
crystal growth rate to be a product of two functions, one a 
function of crystallization time (t) only and the other a 
function of characteristic crystal length (L) only. The 
usefulness of the moment equations together with the mass 
balance in solving the population balance to obtain the popu­
lation density as a function of the independent variables t 
and L was illustrated by considering a batch evaporative 
crystalllzer subject to the constraints of constant growth 
rate and homogeneous nucleation. The moment equations and 
the mass balance for two other modes of operation of the 
batch crystalllzer were solved on the analog computer and 
the plots of population density as a function of crystal 
size for different times of crystallization were obtained. 
A batch evaporative crystallization apparatus was built 
and several crystallization runs were made using the potassium 
sulfate system. The experimental crystal size distributions 
obtained for different times of crystallization showed that 
the crystal growth rate was size dependent and the population 
distributions for different crystallization times appeared to 
V 
have grown from an initial crystal size distribution. The 
initial crystal size distribution was attributed to the 
initial high supersaturations -and the peculiar kinetic rela­
tionships of the system as reported in the literature. 
A size dependent growth rate model,based on the finding 
that as the relative crystal-solution velocity was increased 
the growth rate also increased from a finite value and 
approached asymptotically a rate independent of velocity, 
was found to give crystal size distributions in close agree­
ment with the experimental population distributions. To 
completely describe the crystal size distributions in batch 
crystallization it was concluded that either the Initial 
distribution should be identified or the precise kinetic 
growth and nucleatiun relationships must be known. 
Several runs were made for different evaporation rates 
and the crystal size distributions remained almost unchanged 
and no particular change in the nuclei population density 
with increasing evaporation rates was observed. 
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INTRODUCTION 
The precipitation of a soluble solute from an aqueous 
solution is a very Important "unit operation" and is widely 
used both in the laboratory and Industry for separation and 
purification purposes. There is a wide variety of crysLal-
llzatlon equipment now In use which uses different metheJ3 
to bring about supersaturation. Several authors have tried 
to relate acknowledged theories of crystal growth and nuclo-
atlon to the development of crystallization processes. Mosv. 
ol' the earlier work dealt with the growth of large single 
crystals and very little attention was paid to the study of 
crystal size distributions in well mixed suspensions. 
Crystal size distribution (CSD) is one of the most 
important aspects of an industrial crystalllzer and is a 
factor which cannot presently be designed without prior 
experience with the crystal system and the type of crystal­
llzer used. Saeman (29) first published equations for the 
form of steady state size distributions in mixed suspensions. 
The chief Importance of Saeman's work was the presentation 
of these equations in an engineering context. Randolph and 
Larson (2.5) were the first to recognize the usefulness of 
the statistical population density function in the modeling: 
of mixed suspension crystalllzers. They used the population 
density function, together with the concept of a mixed 
suspension mixed product removal crystalllzer to derive a 
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general population balance equation for continuous crystal-
llzers. 
The equations first developed by Randolph and Larson 
have been advantageously used for the analysis of crystalli­
zation kinetics in experimental bench scale crystallization 
experiments. Crystal growth rate and nucleation kinetics are 
the two most important factors in determining the product size 
distributions from a crystallizer. The growth rate and the 
nucleation rate have been successfully determined from 
experimental size distribution curves by the application of 
the equations of Randolph and Larson. Empirical growth rate 
models which readily describe the population distribution in 
continuous mixed suspension,mixed product removal crystal-
lizers have been obtained. The equations of Randolph and 
Larson have been used for industrial applications by Bennett 
(4), Bennett and Van Buren (5) and many others. 
There are, however, many instances in practice where 
batch crystallization must be used. The aforesaid studies 
are not directly applicable to batch crystallization. First 
of all, batch crystallization is essentially an unsteady 
state operation. So such assumptions as constant growth 
rate, constant nucleation rate and constant suspension 
density cannot be made. Also the assumption of constant 
suspension volume may not be valid as in the case of a batch 
evaporative crystallizer. This study is directed toward the 
3 
adaptation of the population balance and other analysis 
techniques used in the study of continuous crystallization 
processes to the study of batch processes. Such factors as 
nucleation and growth rates will be studied from experi­
mental size distributions. The effect of system constraints 
such as evaporation rate of solvent on size distribution and 
process behavior will be studied for batch crystallizers, 
4 
LITERATURE REVIEW 
Crystallization 
To precipitate a solute In crystal form from its mother 
liquor a driving force must be established. In a crystal-
lizer this driving force is the supersaturation or the con­
centration of tlie solute above the saturation solubility at 
that temperature. The methods by which supersaturation is 
brought about are as follows: 
1. supersaturation by cooling, 
2. supersaturation by evaporation, 
3. salting out by the addition of a substance that 
reduces the solubility of the substance in question. 
The first two methods are the basis for three basic types of 
industrial crystalllzers--evaporator, vacuum and cooling 
(31). Method 1 can be used only for substances whose solu­
bility decreases appreciably with temperature. Supersaturation 
by the evaporation of the solvent finds its principal applica­
tion in the production of common salt, where the solubility 
curve is so flat that the yield of solids by cooling .would 
be negligible. This method is also used for other salts 
whose solubility curves are not too steep. The last method, 
salting out is not often used but many cases occur in 
practice where the addition of a third substance reduces the 
solubility to such an extent that the desired solute crystal­
lizes . 
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The supersaturation driving force leads to two phase 
change phenomena, nucleation and crystal growth. These two 
phenomena compete for solute in terms of their respective 
dependence on supersaturation. The relative magnitudes of 
these two phenomena are the main factors which determine the 
size distribution of the crystal product. Usually nucleation 
is related to supersaturation in a nonlinear manner whereas 
the growth rate is a linear function of the supersaturation. 
For most substances the nucleation rate Increases to a greater 
degree than the growth rate and a wide size distribution, 
heavily weighted toward small crystals is obtained. 
In a continuous crystallizer operating under steady 
state conditions, it is generally believed that crystal 
growth takes place in three steps (l4). First, the solute 
being crystallized must diffuse from the bulk of the solution 
to the solid-liquid interphase of the crystal. Second, at 
the interphase a surface reaction occurs during which the 
solute becomes a part of the crystal lattice and heat of 
crystallization is liberated. Finally, the liberated heat 
must flow back to the bulk of the solution. 
In most crystallization systems the solute diffusion 
resistance is less than the resistance offered by the surface 
reaction. For these systems it is assumed that McCabe's 
AL law holds (l8). This law states that geometrically 
similar crystals of the same material suspended in the same 
6 
solution grow at the same linear rate. 
Nucleation 
Nucleation or the birth of crystals from a homogeneous 
solution is an important phenomenon both in its own right 
and as a process which, to a large extent, controls the 
number, size, structure and morphology of precipitated 
crystals (35b). The interaction between ions and molecules 
which leads to cluster formation and eventually to the 
evolution of crystals is analogous to a chemical reaction. 
In the chemical reaction, the activation energy barrier must 
be overcome before the products are formed. Similarly the 
energy barrier to nucleation must be overcome before crystal­
lization can begin. This energy barrier aids in the creation 
of necessary supersaturation for spontaneous nucleation to 
occur. 
In solutions at normal temperature the molecules or 
ions are in constant motion and are within the influence of 
other ions or molecules. Prior to nucleation there is a 
continuous formation and dissolution of ionic or molecular 
clusters. If the concentration of solute ions or molecules 
is high enough, tlie clusters become consolidated into small 
crystallites, whereupon the supposedly Irreversible crystal 
growth ensues (35b). The largest cluster which may exist 
before spontaneous crystallization is usually referred to 
as the nucleus. Particles larger than the nuclei continue 
7 
to grow and particles smaller than the critical nuclei will 
be subject to growth or dissolution. 
A fundamental expression for the rate of nucleation 
was first given by Volmer and Weber (35a). They proposed 
that the rate of spontaneous nucleation follows an Arrehenius 
type of relationship^ 
g- = k' exp (- §1) (1) 
where AG* is the free energy of formation of a nucleus and 
k' is a frequency factor. The free energy change in forming 
a nucleus from a homogeneous solution consists of both a 
bulk and a surface contribution (28). The nucleation of 
water droplets from supercooled water vapor has been 
explained satisfactorily by Equation 1. 
Nielsen (22) has estimated the frequency factor in 
Equation 1 and has expressed the free energy of nuclei 
formation as a function of supersaturation and other system 
properties in the following equation: 
where 8 is a geometric factor, a is the crystal surface 
tension, v is the molecular volume, k in Boltzmann's constant, 
T is absolute temperature and S is the ratio of the super­
saturated solution concentration to tne equilibrium concen­
8 
tration. Barium sulfate nucleation data were correlated with 
the above expression above a certain supersaturation. 
Nielsen (22) has pointed out that though basic theoret­
ical calculations have shown nucleation rate to be a complex 
function of supersaturation, a simple concentration power 
model gives a good approximation of nucleation rate over 
restricted intervals of concentration. Bransom et (6) 
with well mixed continuous crystallization of cyclonite 
indicate that nucleation rate can be given as 
= kn (C - Cgq)' = k^s' (3) 
Robinson and Roberts (28) have proposed a kinetic relation 
of the type 
for the nucleation of ammonium sulfate in a continuous 
crystallizer with mixed suspension. In this equation s is 
the threshold supersaturation below which no nucleation 
occurs. 
Extensive experimental work has been done with nuclea­
tion from clear unseeded solutions to determine the super-
saturation level at which the first crystals appeared. 
Ostwald ( 2 3 )  called this region of spontaneous nucleation 
the labile region. The region of supersaturation at which 
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no spontaneous nucleatlon occurs has been called the 
me tas table region. A classic work was presented in 1906, 
by Miers and Isaac (20) who observed the raetastable and 
labile regions and the metastable limit (or supersolubility 
curve). These terms have since been incorporated in the 
terminology of•crystallization. Ting and McCabe (33), in 
solutions seeded at their saturation point, observed super-
saturation levels corresponding to the first appearance of 
nuclei and a copius shower of nuclei. It was further observed 
that the position, of the two supersaturation curves depended 
on: a) cooling rate, b) stirring rate, c) amount of seed 
crystals and d) size of crystals. Since the rate of cooling 
influenced these levels, there appears to be a time proba­
bility of nucleation for any supersaturated solution. 
In a continuous, mixed crystal suspension it is not 
possible to decide whether nucleation occurs only because of 
supersaturation or whether secondary nucleation due to the 
crystals already present in the solution is also an Important 
source of nuclei. It is sometimes asserted (22) that, when 
a crystal is dissolved, submicroscopic fragments will remain 
undissolved and may, much later, act as nuclei when the 
solution is cooled or when the solvent is evaporated. This 
has never been supported by either a convincing theoretical 
model or by more or less direct experimental techniques. 
Powers (24) suggested the possibility of a "buffer reservoir 
10 
layer" of fluidized material around crystals in suspension 
as a source of nuclei. 
According to Uhlmann and Chalmers (34), nucleation on 
heterogeneities occurs at a lower potential than that required 
for homogeneous nucleation. These observations suggest that 
nucleation in a crystal suspension probably depends on the 
solid phase already present in addition to supersaturation. 
Larson et aJ. (17) have used a kinetic nucleation model which 
relates nucleation rate as a simple power function of both 
supersaturation s and suspension density M. 
si (5) 
This dependence of nucleation on the solids in suspension 
can also be expressed as a power function of the total 
crystal area. 
Growth of Crystals 
For a crystal to grow in solution the dissolved solute 
must first diffuse to the fluid-crystal interface, get 
adsorbed on the surface of the crystal and get oriented 
into the lattice of the growing crystal. Also as a last 
step the heat of crystallization has to be dissipated into 
the bulk of the solution. This last step is usually 
neglected, as the effect of the dissipation of the heat of 
crystallization on crystal growth is negligible in the 
majority of cases (22). 
I 
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Early theories of crystal growth (8) assumed that only 
diffusion was controlling and the reaction at the crystal 
surface was infinitely rapid. According to this theory, 
crystal growth rate is purely a diffusional process and can 
be described as: 
Ê  =  T  ( =  -  ( S )  
where m is the crystal mass, D is the solute diffusivity, 
A is the surface area, X is the effective film thickness, 
C is the solute concentration in the bulk of the solution, 
Cgq is the equilibrium saturation concentration and t is 
the time. Two limitations of this theory are that it 
implies the processes of growth and dissolving are reciprocal 
(experimentally they are not) and that no limiting value of 
growth rate would be achieved as diffusional resistance was 
lowered by agitation. 
The diffusion theory was modified later (6) to include 
a first order surface reaction giving the modified equation. 
^ (G - =eq) (7) 
where is the first order reaction rate constant. As the 
film thickness decreases, the overall rate constant 
approaches kjo and growth rate is surface reaction controlled. 
Similarly if surface reaction is very fast, kp becomes very 
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large and the controlling resistance approaches that of dif­
fusion. Although Equation 7 describes the two step growth 
process, the assumption of first order surface reaction may 
not be valid for all materials. 
Jenkins (15) without stating the mechanism of growth 
showed that the crystal growth rate was first order in 
supersaturation for a variety of crystals in both aqueous 
and organic solutions. In this case Equation 7 may be 
rewritten as; 
Ê = kgAs (8) 
where s is the supersaturation and the rate constant 
depends on temperature and degree of agitation. Expressing 
both crystal mass and crystal area In terms of a character­
istic length L, the following expression for linear crystal 
growth rate is obtained. 
McCabe (I8), In a classic work, showed that the growth 
rate v;as independent of crystal size under a variety of 
conditions. This is referred to as McCabe's aL law and 
means that each crystal in a suspension will grow the same 
length in a given time under the same conditions. This rela­
tionship held in spite of the changes in the following crystal-
llzer variables; nature of solute, structure of crystals, 
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crystal habit, temperature, volume of suspension, rate of 
growth, total amount of growth, agitation, original size 
distribution, and changes in supersaturation during crystal­
lization. However, later work has shown that large devia­
tions from McCabe's aL law occur if diffusion is the con­
trolling factor. 
McCabe and Stevens (19) reported that the AL law did not 
hold in the batch crystallization of copper sulfate and 
they correlated the apparent growth rate as 
r = k s^'G (10) 
where k is an empirical constant. To see if crystal size 
had any direct influence on growth, they grew crystals of 
different sizes under similar conditions of temperature and 
supersaturation. It was found that crystals subjected to 
different fluid velocities grew at different rates, but 
crystals of different sizes grew at the same rate when sub­
jected to the same fluid velocity. McCabe and Stevens ( 1 9 )  
correlated the growth rate of crystals of all sizes by the 
equation: 
1 1 1 , , 
r rg + 8v r^ (1^-) 
where v is the relative crystal solution velocity, r^ is the 
interfacial growth rate, and r^ and A are constants. It 
was noted that as the relative velocity Increased the mean 
l4 
crystal growth rate approached TQ asymptotically. This fact 
gives evidence to the possibility of a series diffusion-
surface reaction mechanism. 
In mixed suspension crystallization several empirical 
crystal growth rate models which include size dependence 
have been proposed. Bransom and Palmer (7) have suggested an 
empirical expression for growth rate 
r = k s^ (12) 
where k, a and b are constants. Canning and Randolph ( 9 )  
and Abegg et aJ. (l) have shown that growth rate equations 
of this type when used to find the steady state population 
density distributions, give nonconverglng nuclei population 
density. Canning and Randolph (9) have proposed a growth 
rate model of the form 
r = ro (1 + aL) (13) 
where r^ and a are constants. Abegg et. Ël- have proposed 
a similar growth rate model 
r = r^ (1 + aL)b (l4) 
Both these equations give finite nuclei population densities 
at steady state. 
Other theories have been proposed in the literature to 
fit the observed growth rate phenomenon. Prank (12) showed 
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that If a crystal contains a dislocation which is self 
perpetuating, a suitable model may be developed to fit 
observed data for many materials. Nielsen (22) has developed 
theoretical expressions for diffusion controlled growth and 
surface nucleatlon controlled growth. These expressions are 
rather complex and are applicable at high levels of super-
sat ^ "at ion. 
Crystal Population Distribution 
Population density 
To develop a general theoretical description of a crystal­
lization system it is necessary to define a continuous vari­
able to define the discrete distribution of number of 
crystals. To do this Randolph and Larson (25) have defined 
the population density function which is a representation 
of the number of crystals in a given size range. 
Let AN be the number of crystals in a size range from 
L]_ to Lp and let Lg - L^ be represented by aL . Then the 
population density n is defined as 
11m AN 
= AL - 0 ÂL (15) 
Clearly the value of n will be determined by the crystal 
size at which the Interval AL Is taken and hence n is a 
function of L. The total number of crystals N in a given 
size range from L^ to Lg can be obtained by integrating n 
over the range of L. 
16 
L2 
N = f  ndL ( 1 6 )  
h 
For a mixed suspension crystalllzer the population density 
function is based on a unit volume of the solution and it 
Is a function of position of the particle in the suspension. 
Thus ÏÏ (L, X, t) is the point population density function 
of crystals of size L, at time t, at position X, per unit 
volume of the solution. 
General population balance 
The following derivation is essentially a modified form 
of the derivation made by Randolph and Larson (25). The 
following assumptions are made. 
1. The suspension occupies a variable volume V(t) 
enclosed by fixed boundaries except for a free 
gravity surface, 
2. The volume has Inputs and outputs which may be 
considered mixed across their respective pipe 
diameters, but the suspension itself Is not 
necessarily mixed. 
3. The particles in the suspension are small enough 
and numerous enough to be considered a continuous 
distribution over a given size range of particles 
and over a given volume element of the suspension. 
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Now for a mixed suspension, mixed product removal 
crystalllzer a population balance is developed by considering 
the number of crystals in a variable size range L-j_(t) to 
Lg(t) and in the volume V(t) of the crystalllzer. Adopting 
the Lagrangian point of view, causes the limits on the size 
range and Lg to translate with the local growth velocities 
„ 1 . Using the classical statement of conserva-
tion, accumulation equal to input minus output gives 
m [ Jv(t) ( dv ] = • 
^2 _ _ ^2 J (eun. - Q^n^) dL + J (B - D) dL (17) 
Li Li 
Here the first term on the right-hand side represents the 
crystals flowing into and out of the size range due to flow 
and the second term represents the birth and death of crystals 
in the size range. It should be noted that B and D are 
employed here mainly to describe the agglomeration and break­
age of particles and are not nucleation functions. 
Differentiating the left-hand side of Equation 17 twice 
inside the Integral signs by using Leibnitz's rule and 
rearranging Equation 17 simplifies to 
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k dV + ng + Qo% 
- B + D 3 dL = 0 (18) 
Since Equation l8 was derived for completely arbitrary size 
range, to Lg, it is necessary that the integrand vanish 
Identically. Thus, 
'^V(t)^% + & ^ "s - Vi + Vo 
- B + D = 0 (19) 
For batch crystallization and Q are both zero. 
Also it is assumed that there is no breakage or agglomeration 
of crystals. Thus Equation 19 reduces to 
]dV + ^ns = 0 (20) 
With the assumption of complete mixing or n is independent 
of the position in the volume V(t) of the suspension, 
Equation 20 becomes 
° (21) 
For a constant volume batch crystallizer, Equation 21 reduces 
to 
^ =1 0 (22) 
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For variable volume batch crystallizer, Equation 21 can be 
simplified and written as: 
& ("V) + & (nvr) = 0 (23) 
By defining nV = n, Equation 23 can be put in the same form 
as Equation 22. The new population density is based on 
the total number of crystals in a given size range within 
the entire volume of the crystallizer. 
Kinetic Relationships 
Generally speaking, growth rate and nucleatlon rate are 
functions of the levels of saturation. Nielsen (22) noted 
that a simple power model in the level of saturation suffices 
over wide ranges of levels of saturation, for both nucleatlon 
and growth rates in several systems. For many systems, 
growth and nucleatlon rates are given by the relationships 
r = kgs (9) 
g: = (3) 
The model given by Equaition 3 suggests that homogeneous 
nucleatlon is the predominant source of nuclei. When this 
model is used, nucleatlon rate can be related to growth 
rate through a common dependency on supersaturation as 
follows : 
20 
at- = rl = K^rl (24) 
kg 
Nucleation rate can be related to growth rate and nuclei 
population density bjr using the chain rule 
^ i = (25) 
Equations 24 and 25 can be combined to give the following 
nuclei population density function 
n° = r^"^ (26) 
A number of authors have given various explanations for 
the effect of suspended solids on nucleation such as the 
fracture of dendritic growth, catalysis and attrition. 
Larson e_t (17) have studied the effect of suspension 
density on nucleation and suggested the following model 
HJ (5) 
Incorporating linear growth rate as before, this can be 
rewritten as 
if- = % MJ' r^ (27) 
and by using Equation 26, 
r^-l (28) 
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Equations 26 and 28 give a suitable time variant boundary 
condition for the solution of the population balance.. The 
proportionality constant is a function of the operating 
conditions Including temperature, degree of agitation and 
fluid characteristics which affect the basic mass transfer 
process. Therefore, an additional constraint of a constant 
environment must be imposed on the system. 
22 
THEORETICAL DEVELOPMENT 
Some Useful Relationships 
Much theoretical work has been done in the area of con­
tinuous mixed suspension, mixed product removal (CMSMPR) 
crystallizers. The population balance equation has been 
solved for both steady state and transient conditions, and 
population density distribution functions have been obtained. 
A batch crystallization iS' simply a CMSMPR crystallizer with 
no input and output streams. Hence batch crystallization is 
always an unsteady state operation. The supersaturation that 
is required for the crystal nucleation and growth can be ob­
tained in several different ways. The three most common 
modes of obtaining supersaturation are: l) evaporation of 
the solvent, 2) cooling of the suspension and 3) the addi­
tion of a third component which lowers the solubility. 
Evaporation is widely used for sugar crystallization. Nucle­
ation can also be induced in batch crystallization by seeding 
the initial solution. 
The simplifying assumptions made in the derivation of 
population balance for continuous crystallizer are also 
valid for batch crystallization. We assume that the suspen­
sion is well mixed and that there is no agglomeration or 
breakage of crystals. The numbers balance equation for batch 
crystallization is the same as for the CMSMPR crystallizer, 
except, in this case, the terms for input and output streams 
23 
are deleted. This equation has been derived earlier and 
given as 
The jth moment of the population density function, n, 
is defined as 
Moments describe the average properties of a crystal distri­
bution and are needed in the general solution of the popula­
tion balance equation. The total number, length, area, and 
mass can be obtained by numerical integration of the appro­
priate moment equation together with the appropriate geometric 
factors accounting for the crystal shape and are given below, 
assuming they converge. 
& (nV) + IL (nVr) = 0 (23) 
J nl^dL (29) 
o 
Total numbers = u = f  ndL 
0 % 0 
Total length = = f nLdL 
o 
2 Total area = = J nL dL (30) 
o 
3 
Total volume = = ^v J ^iL dL 
0 
o 
Total mass = k^ii^ = p^k^ f nL dL 
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For the batch crystalllzer a set of equations relating 
the moments are obtained by taking the jth moment of the 
population balance equation (3)and the resulting equation is 
J L-^ II dL + J* lJ (nr) dL = 0 (3l) 
0 0 
Under the assumption that the growth rate is not a function 
of length, Equation 31 reduces to 
— = n°rL'^ I + jr,i. (32) 
at L=o " 
In order to obtain physically realizable results, it is 
assumed that n and the product nL^ approach zero as the 
crystal size L approaches infinity. The first term on the 
right-hand side of Equation 32 is equal to the nucleation 
rate when j is zero and is identically equal to zero for all 
other values of j. 
Finally the mass balance equation for a variable volume 
batch crystalllzer can be written as 
It - V3) G] == - It [kvPc^s^ (33) 
In general, In evaporative batch crystallization, evaporation 
is not carried out to dryness. Hence it is assumed that the 
volume occupied by the mother liquor is much greater than 
the volume of the crystal (k^n^ « V). It is also assumed 
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'chat the density of crystals is much larger than the concen­
tration of the mother liquor (» C). With these assump­
tions the mass balance equation is reduced to the following 
form 
V 3F + C {^7 = - kyPg ^^3 (34) 
To obtain the general solution of batch population 
density function explicitly in terms of the Independent 
variables (L, t ) one must solve the batch population balance, 
Equation 23, together with the moment equations and the mass 
balance equation. In general, this is very difficult because 
of the nonlinear nature of moment equations and can only be 
solved for very simple kinetic growth rate models. 
General Solution to Batch Population Balance 
This derivation is essentially the same as the one 
derived by Becker (2). The general numbers balance equation 
for batch crystallization as proposed earlier is 
''' Jl ( n r )  =  0  (35) 
where n = nV and has the dimensions numbers/length. To 
completely describe the problem associated with this partial 
differential equation, the boundary conditions on the popula­
tion density function n must be identified and the kinetics 
to be considered must be specified. 
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It is assumed that the general form of the kinetic 
expression for the crystal growth rate is 
r = r(s,L) = f(s) g(L) (36) 
where f is a function of supersaturation s only and g is a 
function of L only. Generally speaking from the mass balance 
and moment equations associated with the population balance 
the supersaturation can be obtained as a function of only 
time, that is 
f(s) = f(s(t)) = T(t) (37) 
and hence Equation 36 may be rewritten as 
r = r(t,L) = T(t) g(L) (38) 
Now the two boundary conditions on the population density 
function n(0,t) and n(L,0) must be defined. 
The initial population density distribution is completely 
arbitrary and therefore It will be denoted by an Initial 
seed distribution function, 
n(L,0)  = n^fL)  (%))  
On the other hand, the second boundary condition n(0,t) is 
the nuclei population density and Is related to, the nuclea-
tlon rate by 
n(0,t) = n°(t )  = (t)/T(t) g(0) (40) 
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Here the nucleation rate is expressed as a function of 
time only as it is a function of quantities that are only 
time dependent. Also since the function g(L) is completely 
arbitrary, it is assumed that it is finite when L is equal 
to zero. 
Applying the expression for growth rate, Equation 38, 
the population balance equation can be rewritten as 
W ^ & (ng) = 0 (41) 
A new variable n(L,t) is defined as follows 
•n(L,t) = n(L,t) g(L) (42) 
Multiplying Equation 4l by g(L)/T(t) and rearranging, we 
get 
T = 0 (43) 
Defining a set of new independent variables as 
,!, = ,lr(t) = T(t)dt (44) 
o 
s = Ç(L) = dL/g(L) 
o 
and assuming the transforms of the above variables 
fc = ,1,-1 (A(t)) L = (Ç(L)) (45) 
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do exist, simplifies the population balance equation to 
I? + If = 0 (46) 
The boundary conditions on Equation 46 are 
n  ( 5 , 0 )  =  n o  ( ? )  g  ( 5 )  
(47) 
1 (0,il() = n° (il/) g (0) 
The above partial differential equation may generally be 
solved by Laplace transform techniques. 
The general solution of the batch population density 
function is In two parts. The first part is defined when 
L < (A(t)) (48) 
and is of the form 
ni(L,t),= ^ (n°(tl)g(0) I ^ 
(49) 
where n°(t^) is the nuclei population density given by 
Equation 40. The second part of the batch population density 
function is defined when 
L > (&(t)) (50) 
and is of the form 
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(51) 
where n^tL) is the initial seed population density function 
given by Equation 39. When the value of ^(L) equals ii;(t) 
the two portions, n^fL,t) and ngfL,t) become identically 
equal, that is 
n,{L.t) = nad.t) = "°(9)aiOl . " o ( 0 h ( 0 )  (52) 
g(L) ilïT 
The pair of values (L*,t*) which satisfy ijr(t*) equal to 
Ç(L*) have a unique Interpretation, t* is exactly equal to 
the age of the particle of size L*. Also the density 
function n^ represents the numbers distribution resulting 
from nevj particles nucleated in the crystallizer and ng 
represents the crystal size distribution resulting from 
the growth of initial seed distribution. 
In order to solve the population density function 
exclusively in terms of the independent variables L and t 
one must solve the moment equations and mass balance equa­
tion which is rather difficult, since they are nonlinear. 
Batch Evaporative Crystallizer-Constant Growth Rate 
For a variable volume, completely mixed batch crysual-
lizer subject to the condition of constant growth rate, the 
population balance equation, Equation 35, reduces to 
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i + = 0 (53) 
It is assumed that the growth rate and nucleation rate 
expressions for this system are 
r = kg s (9) 
= k^rV = n°r (5%) 
Prom Equations 30, the set of moment equations for this 
system are 
^^0 i 
dtr = kiT V 
dui 
dt "o 
dug 
= u^r (55) 
dt 
dug 
= Su^r 
— 3uo^ dt 
The mass balance equation. Equation 34, under the additional 
assumption of constant growth rate, reduces to 
0 ar + kyPc = 0 (56) 
The following initial conditions are applicable to Equations 
55 and 56. 
u (0) = 0 UgfO) = 0 
V(0) = (57) 
U^(0) = 0 Ug(0) = 0 
Neglecting heat of crystallization and heat of dilution and 
assuming there are no heat losses, under steady operating 
conditions the solvent balance around the crystalllzer gives 
if = - ^  (58) 
Equations 55 and 56, together with Equation 58, can be 
reduced to the following fourth order differential equation 
with V as the dependent variable 
^ + 4a\ = 0 (59) 
dt4 
subject to the following initial conditions. 
V(0) = Vq V(0) = 0 
V(0) = 0 'V(0) = 0 
(60) 
where 4a^ = r^^^/C. The solution of the above 
equation gives 
V(t) = VQ cos at cosh at ( 6 1 )  
and substituting Equation 6l into Equation 58 gives 
Q.(t) = VgpX (sin at cosh at - cos at slnh at) (62) 
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So in order to keep the growth rate constant the heat Input 
to the batch crystalllzer should be varied with time as given 
by the above equation. This particular case is of theo­
retical value only and has no practical significance. It 
helps to illustrate the use of moment equations together with 
the mass balance equation. 
To solve for population density function, Equation 53 
may be rewritten as 
B = (S3) 
where *(t) = f r(0)d0. The solution to Equation 63 
" o 
subject to the conditions of constant growth rate and nuclei 
population density as given by Equation 5^1- is of the Corm 
n(iM) = f(vi-L) for L < '''(t) 
(64) 
= 0 for L > 'i'(t) 
where *(t) Is the largest sized particle present at any time 
t in the batch crystallizer. It is clear that at any time 
t, since ''i(t) represents the largest sized crystal, the popu­
lation density of crystals larger in size tlian ii'(t) is zero. 
The solution to Equation 63, subject to the conditions 
mentioned above Is 
n = V^K^r^"^ [cos ^  (rt-L) cosh p (rt-L)] [1 - u(L - rt)] 
(65) 
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Thus with the help of mass balance and moment equations it 
is possible to solve the population balance equations 
exclusively in terms of the Independent variables L and t. 
Batch Evaporative Crystallizer-Constant Heat Load 
In a batch evaporative crystallization system where 
the heat load is kept constant Instead of the growth rate, 
the solution of the population balance equation together 
with the moment equations and the mass balance equation is 
considerably more complicated. In order to obtain the 
population density exclusively as a function of the indepen­
dent variables t and L, one should be able to solve the moment 
equations together with the mass balance equation to obtain 
an expression for growth rate in terms of t and L. Under 
the assumption of the validity of McCabe's AL law, the popu­
lation balance equation and the moment equations for this 
system are given by Equations 53 and 55 respectively. 
With the initial conditions that all the moments are 
zero at time equal to zero. Equations 55 can be reduced by 
successive integration into the following generalized form: 
r e 0 , 
u.j(t) = K.J! f r(9)f r( f >)...r( 0 )  f r- ^ ( } ) v ( \ ) d \ d 0  
0 0 o 
...dPdO (66) 
This equation can be simplified by defining a function 
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A(t) as follows; 
t 
il; (t) = J r(0)d0 (67) 
using Equation 68 together with Dirlchlet's formula for the 
inversion of multiple integrals. Equation 66 can be re­
written as 
Uj 
i^t) . . 
(t) = K r  r^-l ($ ( t )  - L) V(*(t) - L) L^dL (68) 
^ 0 
By using the definition of the jth moment together with the 
fact that !if(t) is the largest sized particle present in the 
batch crystallizer at time t, Uj(t) can be written as t J  
iif ( t ) i 
u.(t) = r n(L,t) rdL (69) 
o 
By comparing Equations 68 and 6 9 ,  the batch population density 
function is 
n(L,t) = K^r^~^ (A(t) - L) V ( * ( t )  - l) [1 - u(L - * ( t ) ) ]  
(70) 
where u(L - ^(t)) is the unit step function whose value is 
zero for L < *(t) and one for L > *(t). Equation 70 satis­
fies the original partial differential equation, Equation 
53, and also will produce the correct dynamic moments. It 
also satisfies the condition of 
n(0,t) =• K^r^"^(t)v(t) (71) 
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For constant heat flow rate Equation 58 becomes 
^ Qc 
dt = - ^ Sk (72) 
The mass balance equation, Equation 34,can be rewritten 
for this particular case as 
dC kyOc dWo C Q-K • 
" • - ^ 
An analytic solution of the above equation together with 
the moment equations. Equations 55^ Is not easy and hence 
analog computer solution was obtained. 
To put the moment and mass balance equations in a form 
suitable for analog solution the following dimenslonless 
variables were defined: 
X = L/r^t^ 
0 = r/To 
9 = t/tf. (74) 
y = n/n° 
T = VAo 
where r is the initial growth rate when time t is zero, 
tf. is the termination time of crystallization when solution 
volume is zero, n° Is the initial value of nuclei population 
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density and is the initial suspension volume. The 
dlmenslonless population balance equation is 
•H + U = 0 (75) 
and the dlmenslonless moment equations are 
dO 
dM;^ 
d8 
= = 0^(1 - 0) 
= # 
o 
(76) 
d©~ = ^^1 
dMg 
dMg 
= SjZQvig 
The mass balance equation in dlmenslonless form is 
ir r 4 
dj2f go ^g^vPc'^o^o^f Mg 1 dMg 
 ^ ° 1,^(1.6)2 ^ 'Tizays + Ynôy sr' 
(77) 
The approximate values of constants appearing in Equation 
77 were obtained from Timm's data (32) for ammonium alum 
and are listed in Appendix A. With the initial condition 
that all the dlmenslonless moments are zero and the 
dlmenslonless growth rate is one, the solution of Equations 
76 and 77J for first order homogeneous nucleation (i = l), 
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is given in Figure 1. 
One can see from Figure 1 that the dimensionless volume 
n. decreases linearly from one to zero for all the different 
rates of evaporation. Also until the initial volume of the 
suspension reduces by about 60 percent^ the dimensionless 
growth rate remains substantially constant for all the 
three different heat loads considered. It should be pointed 
out here that this is the region in which most of the 
industrial crystallizers are operated and the solvent 
evaporation is rarely carried any further. Beyond this 
point the dimensionless growth rate Increases for the two 
higher rates of evaporation considered which is probably due 
to the build-up in supersaturation and decreases for the low 
rate of evaporation considered which may be due to the fact 
that in this case the depletion of supersaturation by 
nucleation and growth is greater than the Increase by 
evaporation of the solvent. 
The solution of the batch population density equation 
in the dimensionless form can be written as 
y(x,0) = [ii;(0)-x] rr['''(9)-x] [l-u(x-iif(0) ) ] ( 7 8 )  
For 1=1 this can be easily obtained from a plot of n 
against i]/(ô). For each value of A(G), y(x,0) can be ob­
tained as rr(i)r(0)-x) by obtaining different values of 
'Y.{ iif(0)-x) for different values of x up to and including 
Figure 1. Plots of dimensionless volume of suspension and 
dimensionless growth rate against dimensionless 
time for batch evaporative crystallizer with 
different values of heat load 
First order homogeneous nucleation, i = 1 
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*(G), the largest dimensionless size. Figures 2 and 3 give 
the population density distribution curves for two different 
rates of evaporation. Here the nuclei population density-
decreases with increased time of crystallization because 
of the decrease in volume. The growth rate term or the term 
that is directly dependent on supersaturation 
is identically equal to 1 for i = 1. 
Semibatch Evaporative Crystallizer-Constant Heat 
Load and Constant Peed Rate of Mother Liquor 
In this particular mode of operation of the batch 
crystallizer the volume decrease of suspension due to 
evaporation was compensated by fresh feed of mother liquor 
flowing in. The mass balance equation for the solute, under 
the assumption of constant crystallizer volume and of 
negligible crystals volume as compared to the volume of 
crystal suspension V^, is 
^o 0" + Vq Co (79) 
where is the volumetric flow rate of the feed solution 
Into the crystallizer and C is the concentration of solute 
in the feed solution. For constant volume of the suspension 
V,^ and constant heat input Q^, the solvent balance equation 
gives 
Figure 2. Dimensionless population density distributions 
for batch evaporative crystallizer for different 
values of crystallization time 
= 3 hours 
First order homogeneous nucleatlon, 1=1 
Figure 3. Dlmenslonless population density distributions 
for batch evaporative crystallizer for different 
values of crystallization time 
Vo 
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The population balance equation for this case is the same 
as before with substituted for V(t). The solution of 
the population balance. Equation 53, together with the 
moment equations. Equations 5$, gives the batch population 
density as 
n(L,t) = K^V^r^'^ (iKt) -L) [l-u(L -']'(t) ) ] (8l) 
Also Equations 79 and 80 together with Equation 55 in the 
dimensionless form were solved on the analog computer to 
obtain dimensionless growth rate as a function of dimension-
less time. 
The plots of dimensionless growth rate as a function 
of dimensionless time for different values of evaporation 
rates as given by different values of VQ/QJ^ are given in 
Figure 4 for second order homogeneous nucleation. Figure 5 
gives plots of dimensionless growth rate 0 against dimension­
less maximum length of crystals iji(0) in the batch crystal-
llzer at any time 9. The parameter for the different curves 
is the evaporation rate as given by the different values of 
VO/QR. Typical dimensionless population density distributions 
for two different evaporation rates are given in Figures 6 
and 7. It should be interesting to note here that the popu­
lation density curve for a particular heat load and partic­
ular dimensionless time 0^ of crystallization can be obtained 
from Figure 5 by taking the mirror image of the left-hand 
Figure 4. Plots of dlmensionless growth rates against 
dlmensionless time for different values of 
heat loads in a semibatch evaporation crystal-
lizer with constant volume 
Homogeneous second order nucleation, 1 = 2  
z 1.4 
0.4 0.6 
DIMENSIONLESS TIME, 0 
Figure 5. Plots of dlmensionless growth rate function, 
Qi'l, against the dlmensionless maximum length 
funtion i!;(0) for semibatch evaporative crystal-
lizer with constant volumej but different values 
of heat load 
Second order homogeneous nucleation, 1 = 2  
4 7  
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Figure 6. Dlmenslonless population density distributions 
for semlbatch evaporative crystalllzer for 
different values of crystallization time 
Vo 
77- = 3 hours 
% 
Second order homogeneous nucleatlon, 1=2 
Figure 7. Dlmenslonless population density distributions 
for semlbatch evaporative crystalllzer for 
different values of crystallization fclme 
Vo 
— = 2 hours 
Second order homogeneous nucleatlon. 1=2 
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side of the plot of against ii,i(0) about a vertical 
line at 
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EXPERIMENTAL INVESTIGATION 
Crystallization System 
In evaporative crystallization supersaturation Is induced 
by the evaporation of the solvent which in turn is responsible 
for the nucleation and growth of crystals. Salt systems 
which best suit evaporative crystallization should have a 
relatively flat solubility curve, the solubilities should 
not Increase rapidly with the increase in temperature. 
Potassium sulfate, potassium chloride, sodium chloride, 
ammonium sulfate and sodium sulfate are a few systems which 
exhibit favorable solubility curves for evaporative crystal­
lization. 
Although sodium chloride, potassium chloride and 
ammonium sulfate have more favorable solubility curves they 
formed multicrystals in the range of supersaturations 
encountered in the batch crystallization experiments and 
hence were not used. Potassium sulfate with its low solu­
bility limits was found to be more suitable. Also an 
examination of the crystals under the microscope showed very 
little agglomeration and breakage. Potassium sulfate crystals 
are completely Insoluble In isopropyl alcohol and can be 
readily washed by transferring them intio Isopropyl alcohol 
solution, mixing well and then filtering. This way agglom­
eration of crystals on filtration of the suspension was 
completely eliminated. 
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Equipment 
Crystallizer 
The crystallization experiments were carried out in the 
simple apparatus shown in Figure 8. A glass resin reaction 
kettle Oi one liter capacity was used as the crystallizer. 
The contents of the kettle were agitated by a stainless steel 
stirrer whose shaft was Inserted through a mercury seal 
stirrer bearing assembly positioned in the center of the 
cover. A three blade propeller ai, the bottom of the shaft 
was two inches in diameter and had blades pitched 45° with 
the horizontal and oriented to pump down. The plane of the 
bottom of the blades coincided with the top of the dish shaped 
bottom. The top of the stirrer shaft was coupled to a vari­
able speed motor. Near perfect mixing was obtained by placing 
three stainless steel baffles, 1/2 inch wide and l/l6 inch 
thick in the crystallizer. The baffles were securely 
fastened to a stainless steel ring located above the surface 
of the liquid. 
The crystallizer was heated by a heating mantle with a 
temperature limit of 450° C. A thermometer was inserted into 
the crystallizer through the cover. An automatic reflux 
control distilling head was also mounted on the lid of the 
crystallizer. Reflux or take-off was achieved by moving 
swing funnel in the distilling head by an electromagnet 
which was connected to cX percentage, repeat cycle timer with 
Figure 8. Schematic diagram of the apparatus for evaporative 
batch crystallization 
5 4  
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a 30 second time cycle. The "on" time could be varied between 
1 percent and 100 percent of the total cycle. The "take off" 
condensate was collected in a measuring cylinder. For initial 
runs, instead of the distilling head, a simple Leibig's con­
denser was used as shown in Figure 9 and all the condensate 
was withdrawn. 
The remaining port in the cover of the crystallizer 
provided easy access for sampling or seeding the solution. 
The kettle and the cover were fastened together by a cast 
bronze ring with three spring-actuated clamping arms. The 
stainless steel springs held the bottom section and cover 
together firmly without danger of breakage or the use of 
gaskets. 
Coulter counter 
The Coulter counter was used to count the number of 
particles above a given size suspended in an electrically 
conductive solution. This is done by making a known volume 
of the suspension flow through an aperture of known size with 
electrodes immersed in the electrically conductive solution 
on both sides. As a particle flows through the aperture, it 
changes the resistance between the electrodes which produces 
a voltage pulse of magnitude proportional to particle volume. 
These pulses are amplified and sent to a threshold circuit 
having an adjustable threshold level. A pulse is counted and 
appears on a digital counter when the threshold level is 
Figure 9. Photograph of the experimental apparatus for the batch crystallization 
experiments 
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reached or exceeded. Calibration with a suspension of 
monosized particles permits the translation of threshold 
levels into equivalent spherical diameters. 
Interchangeable aperture tubes were available to count 
the particles in different size ranges. The aperture tube 
was chosen so that the largest size particle in the suspension 
was 30 to 40 percent of the aperture size. Information on the 
operational procedure and conditions are given in the Coulter 
counter manual (ll) and will not be discussed here. The 
Coulter counter is a highly reproducible instrument and can 
be used to determine the weight distributions and size 
distributions of particles. 
Experimental Procedure 
Peed preparation 
Peed solution for each run was prepared by dissolving 
180 grams of reagent grade potassium sulfate in 750 ml of 
distilled water in a two liter capacity graduated Erlenmeyer 
flask connected to a reflux condenser. The solution was 
heated on a hot plate with variable speed magnetic stirrer. 
The hot plate temperature was controlled by setting the heat 
control knob. The amount of salt added was enough to obtain 
saturated solution at 100° C. After all the salt had been 
dissolved the temperature was reset to 8l° C and the solution 
was kept at this temperature for about 24 hours. This re­
sulted in the recrystalllzation oC some of the dissolved 
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salt. This step was carried out to remove any Insoluble 
matter such as dust particles which might act as nuclei in 
the recrystalllzatlon step. The mother liquor was decanted 
to separate it from the precipitated crystals and heated 
back to its boiling point and then filtered by using a hot 
filtering funnel and a hot vacuum flask. In this way a 
slightly undersaturated feed solution was obtained which 
was almost free of all the insoluble matter. All the vapor 
from the salt solution on the hot plate was condensed in the 
reflux condenser and refluxed back into the flask and hence 
no solvent losses occurred by evaporation. The salt precipi­
tated from the mother liquor due to recrystalllzatlon was 
dried in the oven at 80° C and its weight was carefully 
recorded. Knowing the total weight of salt added and the 
weight of crystals precipitated on recrystalllzatlon the 
weight of potassium sulfate still left in the feed solution 
was calculated and the concentration of feed solution was 
accurately determined. 
Operation of the batch crystallizer 
The feed solution was transferred to the resin reaction 
kettle which was preheated to a temperature of 100° 0 in 
a hot oven. Then the resin reaction kettle was assembled 
back into the experimental setup and clamped tightly to the 
lid. The ground glass surfaces on the kettle and the lid 
with silicone lubricant make an airtight joint. The heater 
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rheostat was adjusted to obtain the required heat load. The 
stirrer speed was adjusted to the desired value by using a 
hand tachometer to measure the revolutions per minute and 
setting the stirrer rheostat accordingly. 
It usually took about 30 to 45 minutes for the feed 
solution to start boiling inside the crystallizer. As soon 
as the boiling began the condenser water was turned on. The 
time when the first drop of condensate started coming out of 
the condenser was recorded. When the reflux condenser was 
used, the condensate withdrawal did not start until after 
the repeat cycle timer had been set for the particular rate 
of withdrawal and was turned on. The amount of condensate 
withdrawn was measured at half an hour intervals and minor 
adjustments were made in the heat load or the percentage 
setting on the repeat cycle timer, to keep the condensate 
withdrawal rate at a steady value. By keeping a record of 
all the weights and volumes the time when the solution was 
saturated could be determined. The time when the first 
crystals appeared to the naked eye in the solution was also 
noted down. 
At the end of each run the whole suspension was carefully 
filtered in a medium pore, fritted disc Buchner type funnel 
connected to a vacuum through a vacuum flask. The pore size 
range for the filtering funnel was from!10 to 15 microns. 
As soon as all the mother liquor had been filtered off, the 
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crystals In the funnel were first washed with isopropanol 
and then transferred into a beaker full of isopropanol and 
completely mixed to dissolve all the water in the mother 
liquor left with the crystals after filtration. The 
suspension was filtered again by suction until all the 
isopropanol was filtered off and crystals were dry enough 
to be removed from the filtering funnel. Then they were 
removed and spread on a watch glass for further drying. Thus 
by careful filtration, washing and drying, agglomeration of 
crystals during filtration and drying was prevented. 
Sieve and Coulter counter analysis 
The sample of dry crystals was weighed and sieved in a 
set of calibrated, 3 inch, U.S. standard sieves. Shaking 
was provided by a Rotap testing sieve shaker. Each sample 
was shaken for ten minutes. No further change in the weight 
of crystals on each sieve occurred by further shaking. Sieves 
of the following mesh sizes were used: l8, 20, 25, 35, 40, 50, 
70, 100, l40 and 200. Each size fraction was removed from the 
sieve by brushing the back of the screens lightly with a hard 
bristle brush and transferred into weighed two ounce sampling 
bottles. The bottles were weighed again with the crystals 
and weight of crystals in each size fraction was obtained by 
difference. A computer program was then used to calculate 
the population densities. | 
The Coulter counter was used to count the number of 
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crystals in the 20 to 7^ micron size range. These are the 
crystals that passed through the smallest sieve in sieve 
analysis and collected in the pan. The aperture tube, used 
here, had an aperture diameter of 280 microns. The 
electrolyte used was an isopropanol solution containing 
4 percent by weight of ammonium thiocyanate. The suspension 
of potassium sulfate crystals was prepared by adding a known 
weight of crystals into 350 ml of electrolyte solution. 
About 50 milligrams of crystals added to 350 ml of electro­
lyte gave reasonable counts for this aperture. At least 
three different counts were made for each threshold setting. 
Agitator speed in the beaker was set to uniformly suspend 
all the crystals in the electrolyte solution, at the same 
time keeping the air bubbles to a minimum. 
To take into account any nonuniformlty of the mixture 
of crystals in the sample bottle, two samples were taken 
and counted by using the same settings on the Coulter counter. 
This procedure resulted In a high degree of reproducibility. 
Overlapping of the data from the sieve analysis and Coulter 
counter was checked by using a 58O micron aperture. Very 
good agreement was obtained. The 280 micron aperture tube 
was calibrated by using corn pollen particles 19.5 microns 
in size. 
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RESULTS 
Analysis of Data 
The population densities were obtained by sieve analysis 
and by the use of Coulter counter. Sieve analysis was used 
for crystals in the size range of 7^ microns to 1000 microns 
and Coulter counter was used for crystals smaller than 74 
microns. The sieve analysis gave the weight of crystals In 
each size. In order to convert the weight of crystals in 
each size range into numbers, the volumetric shape factor 
for the potassium sulfate crystals was obtained. A typical 
habit of the potassium sulfate crystal as obtained in the 
batch crystallization experiments is shown in Figure 10. A 
microscopic examination of the crystals showed the cross 
section to be rhombic with an angle of loP and the ratio of 
length to diagonal to be about 4. Using these values and 
assuming the equivalent diameter of the crystal to be the 
larger diagonal of the rhombic cross section, a volumetric 
shape factor of 1.147 was obtained. Experimental values of 
volumetric shape factors obtained by physically counting 
the number of crystals in a particular size range varied 
from 0.925 to 1.102. This lower value of experimental shape 
factor may be due to the rounded off edges at the two ends 
of the crystal. For the calculation of population densities 
In this thesis a volumetric shape factor of 1.0 has been 
used. 
Figure 10. Photomicrograph of potassium sulfate crystals. 
Size range +50 -40 mesh* 
Upper photograph gives the cross section of a 
crystal. 
Lower photograph gives the top view of crystals 
*U.S. standard mesh. 
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To calculate the population density from the sieve 
analysis, first of all the arithmetic average size of the 
crystals, on each tray was determined. The arithmetic 
average size of crystals on a particular tray is the average 
of the opening of that particular tray and the one above. 
The number of crystals in a given size fraction /\L was 
obtained by dividing the total weight W of crystals in that 
particular size range by the product of the crystal density 
3 0^, the cube of the average diameter and the volumetric 
shape factor k^. The population density of crystals in each 
size range was obtained by dividing the number of crystals 
in a given size range by the width AL of the size range. In 
summary, the population density was given by the equation 
VJ 
n = ; (82) 
Pc^v^ave'^^ 
where the different variables have been defined earlier. 
The population density of smaller sized crystals that 
passed through the smallest sieve used, was calculated by 
the Coulter counter analysis by using the following formula: 
„  ^ M i lit (33) 
° He 
where AN is the total number o.(' particles of average size L 
in size increment AL as calculated from the Coulter counter 
analysis, Vq is the volume of the electrolyte passing through 
67 
the aperture while the count Is being made, Wg Is the weight 
of the crystals dispersed in the initial total volume of 
electrolyte Vg, and is the total weight of small crystals 
collected in the bottom pan after passing through the smallest 
sieve used. 
It should be mentioned here that the population density 
n, as used here is based on the total number of crystals in 
the batch crystallizer and is not based on the total number 
of crystals per unit volume of suspension as in continuous 
crystallizers. In batch evaporative crystallization the 
volume of the suspension is continuously decreasing with time 
and this would have clearly increased the population density 
based on unit volume of suspension even though there was not 
any significant change in the total number of crystals in a 
particular size range. Also as seen earlier in this thesis, 
the batch population balance equation. Equation 21, was con­
siderably simplified to Equation 35 by basing the population 
density on the total number of crystals in the batch crystal­
lizer. 
Initial Size Distribution 
Experimental population density distributions were ob­
tained by filtering the whole suspension in the batch 
crystallizer and then separating the crystals into different 
sizes by sieve analysis and by the use of Coulter counter. 
The total weight of the crystals obtained for each run was 
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small enough to be sieved accurately. The batch population 
density distributions for different times of crystallization 
were obtained by carrying out the runs under identical 
conditions, but to different lengths of time. At the end 
of each run the crystals were quickly filtered from the 
mother liquor and washed immediately by using isopropyl 
alcohol to prevent any agglomeration. Good reproducibility 
of the population distributions was obtained by carefully 
controlling the experimental conditions and by preparing 
the feed solution for each run under identical conditions. 
Also most of the initial batch crystallization runs were 
repeated once and the population density distributions were 
obtained by averaging the population density values obtained 
from the two Identical runs. 
Since all the runs were started with an unsaturated 
solution, growth of crystals would not begin until after the 
solution became supersaturated and nucleation occurred. Since 
the exact moment of nucleation could not be determined the 
zero time for crystallization was assumed to be the moment 
when the crystals became visible. The initial concentration 
of the mother liquor for all the batch runs was 21.50 (- O.l) 
g. per 100 ml of water. The initial crystals became visible 
in the suspension for most runs an hour and forty-five 
minutes after the condensate withdrawal was started. The 
average condensate withdrawal rate for all these initial 
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batch crystallization runs was 67 .2  ml of condensate per 
hour. The Initial crystal population density distribution 
when the crystals first became visible to the naked eye is 
shown in Figure 11. From a simple material balance it can 
be seen that this initial size distribution was obtained 
by the nucleatlon and growth of crystals in a relatively 
short period of ùlme. 
Randolph and Rajgopal (26) in an experimental Investi­
gation of the potassium sulfate system in a continuous back-
mixed cooling crystalllzer obtained an empirical correlation 
for the nucleatlon rate as given below: 
= M°'^'s-1 (84) dif dt ~ '"N 
Genck (13) in a separate study of crystal nucleatlon and 
growth in a continuous mixed suspension, mixed product 
removal cooling crystalllzer fitted the following empirical 
correlation to his nucleatlon data: 
^ (85) 
Both these correlations were obtained with limited amount 
of data, but it is interesting to note that the nucleatlon 
rate decreases with Increase in the supersaturation driving 
force. Also the mechanism of nucleatlon is secondary as 
Indicated by the dependence on solids concentration. Ik 
should also be mentioned here that in spite of all the great 
Figure 11. Initial crystal size distribution for potassium 
sulfate in batch evaporative crystallization 
Condensate withdrawal rate = 66.85 ml/hr 
Total volume of condensate withdrawn = II7 ml 
Initial mother liquor concentration = 21.44 
g/100 ml of HgO 
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care given to make the initial feed solution free of any 
undissolved impurities, often a substantial number of small 
suspended particles may still remain in the solution and 
act as nuclei for crystal growth. 
In order to qualitatively explain the formation of the 
initial crystal size distribution an attempt was made to 
obtain the supersaturation data for the batch crystallization 
experiment before the initial crystals were visible in the 
suspension and the data is plotted in Figure 13. The nega­
tive time on the time axis only indicates that the particular 
data were taken before the crystals were actually visible in 
the suspension. The data were obtained by pulling out a 
small sample of mother liquor (about 2 ml) by using a hot 
pipette at the same temperature as the boiling solution and 
then evaporating the water off. This method of obtaining 
the data involved some error because some very small crystals 
may be sucked into the pipette together with the mother 
liquor. This method should not be used after the crystals 
are clearly visible in the solution. No supersaturation 
was detected by filtering the whole suspension while hot 
and evaporating the solvent off. An attempt was also made 
by using an iron-constantan thermocouple together with a 
high precision potentiometer to detect the boiling point 
elevations of the boiling solution. But the boiling point 
elevation was too small to be detected by the galvanometer. 
Figure 12. Plot of nuclei population density n° against 
time of crystallization t for potassium sulfate 
in batch evaporative crystallization ' 
Average condensate withdrawal rate =67.2 
ml/hr 
Average initial concentration of unsaturated 
solution = 21.50 g/lOO ml of water 
Figure 13. Plot of supersaturation against time of crystal­
lization for potassium sulfate in batch evapo­
rative crystallization 
Average condensate withdrawal rate = 67.2 
ml/hr 
Initial concentration of unsaturated solu­
tion = 21.50 g/lOO ml of water 
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It shoulu be mentioned here that the two empirical 
equations for nucleation mentioned earlier. Equations 84 and 
85, are not valid over the whole range of supersaturations 
and certainly not at zero supersaturation. According to 
those equations, when supersaturation goes to zero, nuclea­
tlon rate goes to infinity and this Is not physically 
realizable. Randolph and Rajgopal (26) also noted that 
essentially no nucleatlon occurred when their solution was 
unseeded. Prom this they concluded that the nucleatlon 
is evidently heterogeneous and is occurring on the seed 
crystals, most likely on active sites on their surface. 
The formation of the initial population density distri­
bution can be explained qualitatively by considering the 
supersaturation trend shown in Figure 13 along with Equations 
84 and 85. Initially at low supersaturations crystals started 
to grow on some of the insoluble particles which acted as the 
nuclei. These crystals then acted as a source for secondary 
heterogeneous nucleatlon. But the supersaturation depletion 
due to crystal growth and nucleatlon was not quite enough to 
balance the increase due to the evaporation of the solvent. 
As time went on the concentration of solids in the solution 
became significant enough, due to growth and nucleatlon, 
to counterbalance the Increase in supersaturation due to 
evaporation and finally the supersaturation decreased to a 
more or less constant value. Essentially this initial 
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high value of supersaturation coupled with low heterogeneous 
nucleatlon led to the formation of the initial crystal size 
distribution. 
Experimental nucleatlon data are given in Figure 12 
as a plot of nuclei population density against time of 
crystallization and most of the experimental points fall on 
a straight line. A log-log plot of experimental nuclei 
population density plotted against the suspension density 
is given in Figure l4. A straight line with a slope of one 
fits the data very well. From this plot it is concluded 
that in the range of suspension densities observed, the 
nuclei population density and hence the rate of nucleatlon 
is directly proportional to the suspension density. In 
addition it appears that the nucleatlon rate is either inde­
pendent of the supersaturation or the supersaturation 
essentially remained constant during the experiment. 
Experimental Crystal Size Distributions 
Analysis and interpretation 
Experimental crystal size distributions we.'e obtained 
for several different times of crystallization. The experi­
mental conditions and results are listed in Table 1 of 
Appendix B. Typical experimental crystal size distributions 
are plotted in Figure 15 with the population densities as a 
function of size. From earlier theoretical development of 
batch evaporative crystallizers where,McCabe's aL law was 
Figure l4. Plot of nuclei population density against 
suspension density in batch evaporative 
crystallization 
Slope = 1.0 
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assumed to hold, it was seen that the plots of population 
density as a function of size for increasing times of 
crystallization uniformly shifted to the right. This can 
be readily explained by the fact that since all the crystals 
are assumed to grow at the same rate, crystals of all sizes 
must grow in size by the same amount In the same Interval 
of time. 
However looking at the population density plots in 
Figure I5, it is apparent that the curves have not shifted 
uniformly to the right with increasing times of crystalliza­
tion. It appears that very small crystals have grown just 
a little with increased times of crystallization, the larger 
crystals have grown by a much larger increment in size and 
there appears to be a transition range where the change of 
growth rate with size occurs. Also it appears that the 
shift between two population density plots for the same 
increment in time of crystallization is less for larger 
times of crystallization. This could be attributed to the 
fact that in batch evaporative crystallization, the volume 
of the suspension continuously decreases with increased 
times of crystallization. Also the growth rate may be 
lower due to reduced supersaturation values with increased 
times of crystallization. Hence one can conclude that 
McCabe's aL law is not valid for the batch evaporative 
crystallization of pota,sslum sulfate system. 
Figure 15. Experimental batch population density distribu­
tions 
Average condensate withdrawl rate = 67.2 
ml/hr 
Average initial concentration = 21.50 
g/lOO ml of water 
Time 't', as shown in the figure, is the time 
since the initial crystals were visible to 
the naked eye 
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The plots of experimental batch population densities 
as a function of crystallization time with crystal size as 
the variable parameter are given in Figure l6. It is 
readily seen from these plots that for very small and very 
large crystals the population densities continuously increase 
/ 
with increasing crystallization time whereas for the crystals 
in the intermediate size range the population densities 
initially decrease with increasing time and then increase 
with increasing time. The continuous increase in population 
density with crystallization time for very small and very 
large crystals can be explained by the monotonically decreasing 
population densities with increased sizes in the size ranges 
considered. The increase in the population density or the 
number of crystals in a given size range can be explained 
by the fact that the number of crystals growing into the 
size range are more than the number leaving the size range. 
By assuming that the growth rate increases rapidly from 
a low value to a large value in the intermediate size range, 
a possible explanation for the initial decrease in the popu­
lation density with the increase in crystallization time can 
be made. For a given size range in this intermediate region 
the rate at which crystals grow out of the size range is 
higher than the rate at which they are growing in. Conse­
quently although larger number of crystals are growing into 
the size range the net rate may be such that there is actually 
Figure 16.  Plot of experimental batch population density-
function against time of crystallization with 
the crystal size L In microns as the parameter 
Average condensate withdrawal rate = 
67.2 ml/hr 
Average Initial concentration = 21.50 
gm/lOO ml of water 
POPULATION DENSITY (n number/mi cron) 
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a decrease in the total number of particles in a given size 
range. But as crystallization continues the number of 
particles growing into the size range increases signifi­
cantly and this more than compensates for the crystals 
leaving the size range with a higher growth velocity. The 
population density, therefore, increases. It should be 
emphasized here that the above argument is based on the 
assumption of rapid change of growth rate in the intermediate 
region of sizes. Further evidence to support this argument 
is given later on in this chapter. 
A size dependent growth rate model 
Genck (13) in his study of potassium sulfate system in 
continuous mixed suspension, mixed product removal crystal-
lizer also observed size dependent growth rate behavior. 
Although he did not obtain distinct regions of crystal size 
with different growth rates, it should be pointed out here 
that he did not consider crystals of very small size • In 
addition it is not possible to completely separate the effects 
of size dependent growth rate and the classified withdrawal 
behavior of the suspension in a continuous crystalllzer. 
It has been noted by several authors that even in 
apparently-well mixed suspensions there exists a relative 
velocity between the fluid and the particles in suspension 
and this relative velocity is usually quite different between 
smaller and bigger particles. If the relative velocity is 
86 
the same for particles of all sizes, then agitated suspensions 
should attain a uniform concentration of particles. However, 
White e_t aJ. (37) have obtained experimental concentration 
profiles for water-sand suspensions and have found extreme 
variations throughout the entire mixing vessel. lA/elsman and 
Efferdlng (36) have shown that for particles whose density 
is higher than the density of fluid, there is a minimum power 
input required to suspend a bed of particles by agitation 
such that no particles remain on the bottom of the vessel. 
He found that this minimum power depends on the system 
geometry, the fluid viscosity, the particle volume fraction 
and diameter, and the density difference between the fluid 
and the particles. The fact that the minimum power required 
to suspend the particles varies with the size of the particles 
is an indication of the existence of different relative 
velocities for different sized particles. 
The relative velocity between particle and fluid will 
effect the kinetics of crystallization if diffusion is 
important. The diffusion resistance would decrease as the 
size of the crystal is increased. An idea of the magnitude 
of the relative velocity between the particle and the fluid 
can be obtained by considering the free settling velocities 
of particles of different sizes. If the fluid is water, 
laminar flow is usually encountered with spheres of most 
minerals if the diameter is less than 50 microns and turbulent 
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flow is usually encountered with spheres of 1 mm or more in 
diameter (27). For small particles terminal settling velocity 
is small and flow is more likely to be laminar and the vis­
cosity of the fluid is an important factor in determining 
resistance. If the particle is large, the flow is more 
likely to be turbulent and the viscosity of the fluid becomes 
less important in determining the resistance to flow. 
In a well mixed crystallizer the small particles usually 
have a very small relative velocity and these particles do 
not witness turbulent renewal of their boundary layer. If 
diffusion is an important factor in the growth mechanism 
then the diffusion resistance would diminish as the size of 
the particle is increased. McCabe and Stevens (19) in the 
study of systems that do not obey McCabe's law have shown 
that as the relative velocity between the solution and the 
crystals Increases, the growth rate increases rapidly from 
a finite value and approaches asymptotically a rate inde­
pendent of velocity. The existence of the asymptote strongly 
suggests that there is a finite surface rate of crystalliza­
tion at trie interface which is independent of the crystal 
solution velocity and which soon becomes controlling as this 
velocity is increased (19). 
The general form of the kinetic expression for crystal 
growth r-ate as defined earlier is 
r(t,L) = T(t) g(L) (38) 
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It is now assumed that the function g(L) is of the form 
shown in Figure 17. This is the simplest function that one 
can think of and which is consistent with the earlier dis­
cussion. Note that initially for small sized crystals g(L) 
is constant since the relative crystal solution velocity 
is small. Then g(L) increases rapidly and finally it reaches 
a constant value and remains the same for all larger sized 
crystals. This is an approximation to the observation made 
by McCabe and Stevens that crystal growth rate asymptotically 
approaches a constant value independent of the relative 
crystal-solution velocity. It should be emphasized here 
that the function g(L) Is chosen arbitrarily and the constants 
are chosen by trial and error to best describe the experi­
mental population density distributions. 
In continuous crystalllzers when the population density 
function is an exponential function of crystal size, the 
steady state growth rate was obtained from the slope of the 
semilog plot of the population density against the crystal 
size. The same technique cannot be used for batch crystal­
lization. By substituting Equation 38 into the general 
moment equation, Equation 32, for j = 3, simplifies to 
= ^/3 n g{L)L2 M, (86) 
" o 
This can be rewritten in the form 
Figure 17. Plot of g(L) as a function of crystal size L 
L 
Figure l8. Plot of ç(L) = J versus crystal size L 
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T(t) = R&te of precipitation of crystal mass 
o 
The rate of mass precipitation for each run can be accurately 
determined from the total mass of crystals precipitated out 
for each run. The integral in the denominator of Equation 
87 can be easily obtained by calculating the area under the 
curve from a plot of (n g(L)L^) as a function of crystal size 
L. Hence one can calculate the function T(t) for different 
crystallization times from the experimental batch population 
density distributions. The plot of T(t) versus crystallization 
time is given in Figure 19. 
Size distribution from the general solution to batch popula­
tion balance 
Since exact mathematical expressions for experimental 
nucleation and growth rate were not available, but experi­
mental plots of n°(t) and T(t) were available a graphical 
procedure was used to calculate the batch population densities. 
As a first step the plots of ?(L) versus L and *(t) versus c 
were made. The two functions P(L) and *(t) are given by 
Equations 44. The plot of ç(L) as a function of crystal 
size is given in Figure I8 and the plot of *(t) as a function 
of time of crystallization is given in Figure 20. A set of 
values for t* and L* were obtained such that *(t*) = ç(L*). 
A plot of t* versus L* is given in Figure 21. The general 
Figure 19. Time dependent part of crystal growth T(t) versus 
time of crystallization t 
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Figure 20. Plot of iit(t) = j* T(t) dt versus t 
0 
Figure 21. Plot of crystal size L* versus its age t* for 
crystals born after t > 0 
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batch population density function is in two parts and is 
given by Equations 49 and 51 where n]_(L, t) represents the 
population density distribution resulting from new particles 
born in the crystallizer after t > 0 and ngfLjt) represents 
population density distribution resulting from the growth 
of crystals given by the initial crystal size distribution 
given in Figure 11. 
Figure 20 shows that 'i'(t) varied from 0 to 4.45 microns 
in three hours of^ crystallization time and since it was 
assumed that g(L) took a constant value of 1 for crystals 
in the size range of 0 to 50 microns the crystals, born after 
t ^ 0, would only grow to a maximum size of 4.45 microns in 
three hours, go the density functionn^(L,t) accounts for 
extremely small crystals only and for all practical purposes 
the experimental batch population density distributions are 
obtained by the growth of crystals present In the crystallizer 
when crystallization time is zero. Therefore the batch popu­
lation density distributions were obtained by using Equation 
51 only and compared with the experimental population density 
distributions for the same time of crystallization. 
For a particular time of crystallization t* the corre­
sponding value of L* is obtained from Figure 21. This value 
of L* gives the size of the crystal of age t*. The popu­
lation density for crystals of size greater than L* Is given 
by Equation 51. Now consider crystals of size Lj > L*. 
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The values of ^(Lj) and gfL^) are obtained from Figures l8 
and 17 respectively and of 'ir(t*) from Figure 20. Using 
these values one can obtain §(1^) - i''(t*) and then a value 
from Figure I8 such that f;(L^) = ç(L^) - A(t*). Corre­
sponding to this value of the value of nQ(L^) is obtained 
from Figure 11 and g(L^) from Figure 17. Now the batch 
population density for crystallization time t* and crystal 
size is given as 
"2(^1-1*) - ;;77-5- [n„(Ll) gtL^)] (88) Ô \ —/ 
It should be noted here that this equation is identical to 
Equation 51 if one makes the substitution L = and t = t*. 
The same procedure can be repeated for different values of 
L > L* to obtain ngfLjt*). 
The population density distributions obtained by using 
the above procedure for three different times of crystalli­
zation are given in Figure 22. Comparison Figures 15 and 22 
shows that there is general agreement between the experi­
mental and calculated population density distributions. The 
agreement is rather poor for crystals in the size range of 
50 to 130 microns. It should be remembered here that the 
function g(L) is a simplified function and is arbitrarily 
assumed to best explain the known results in literature. 
Actual g(L) should have a more complicated form as it should 
account for the viscous forces, interaction forces, turbulent 
Figure 22. Calculated population density distributions 
for different crystallization times t by 
assuming the growth rate function to be of 
the form r (L,t) = g(L) T(t). g(L) and T(t) 
are shown in Figures 17 and 19 respectively 
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fluctuations and nonspherlcal shape of the particles in 
addition to the terminal settling velocity. There may even 
be some agglomeration and breakage of the crystals. Under 
the given circumstances it appears that there is generally 
good agreement between experimental and theoretical popula­
tion density distributions for different times of crystal­
lization when a size dependent growth mechanism is used. 
Effect of Evaporation Rate on 
Crystal Size Distribution 
In a boiling solution bubbles of vapor are always 
observed rising from the hot surface. The higher the rate 
of boiling or evaporation the greater are the number of 
bubbles rising through the hot solution. These bubbles also 
aid in keeping the suspension mixed. To study the effect of 
evaporation rate on nucleation and crystal size distribution 
several batch crystallization runs were undertaken. Instead 
of the total condenser used for the previous batch crystal­
lization runs a distilling head with reflux control was used 
for these runs. 
Initially three runs were made with different heat loads 
and hence different evaporation rates. For each different 
evaporation rate the reflux rate was adjusted so that the 
rate at which the condensate was withdrawn remained the same 
I 
for all the runs. Also each run was carried out to the same 
extent. In other words the time of crystallization at the 
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end of the run was the same for all the runs. Since the 
rate of condensate withdrawal was kept the same for all the 
runs, for larger evaporation rates a larger fraction of the 
total condensate was refluxed back into the crystallizer. 
The popujatlon density distributions for these runs are 
shown in Figure 23. It can be seen from Figure 23 that there 
is no substantial change in the crystal size distribution for 
the three different rates of evaporation considered. Also 
there was no particular change in the nuclei population 
densities obtained with the rate of evaporation. 
Another set of two runs was made to study the effect of 
evaporation rate on population density distribution. Two 
different rates of evaporation were used for the two runs. 
The two ï'uns were ended at different times of crystallization 
but the total amount of condensate withdrawn was the same for 
both the runs. For both these runs the condensate withdrawal 
rate was kept the same by controlling the reflux until the 
crystals became visible in the solution and then the repeat 
cycle timer was set for total withdrawal. The experimental 
batch population density distributions for the two runs are 
given in Figure 24. Allowing for some experimental error 
the two population density distributions were almost identical. 
Hence it was concluded that in the range of the evaporation 
rates considered, the rate of evaporation had no significant 
effect on crystal size distributions. The experimental con-
Figure 23. Batch population density distributions for 
different rates of evaporation 
A. Condensation rate = 175.8 ml/hr 
B. Condensation rate = 193.7 ml/hr 
C. Condensation rate = 283.4 ml/hr 
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Figure 24. Batch crystal size distributions for two dif­
ferent evaporation and withdrawal rates * 
A. Condensate take off rate = 193.7 ml/hr 
B. Condensate take off rate = IO7.7 ml/hr 
*The initial condensate take off rate for both these 
runs was 67.3 (- 0.5) ml/hr until the crystals were visible 
in bhe suspension. 
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dltions and the results of all these runs are given in 
Table 2 of Appendix B. 
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SUMMARY AND CONCLUSIONS 
The general population balance equation for continuous 
crystalllzer has been rederived to fit the batch crystal 
size distributions. It has been found advantageous to 
express the relationship in terms of the population 
density based on the total number of crystals in the 
given size range in the entire volume of the suspension 
in the batch crystalllzer rather than the population 
density based on unit volume of suspension. In this way 
the batch population balance equation was reduced to a 
very simple first order partial differential equation. 
In order to solve for the batch population density 
exclusively in terms of the independent variables, 
crystallization time t and crystal size L, the moment 
equations must be solved simultaneously with the mass 
balance equation. This is illustrated by solving the 
batch population balance equation together with the 
mass balance and moment equations for a batch evaporative 
crystalllzer with constant growth rate and homogeneous 
nucleation. 
The usefulness of the moment equations is further 
illustrated by considering batch evaporative crystal­
lization with two different sets of constraints. In 
the first case the constraints of constant heat load or 
constant evaporation rate and homogeneous nucleation 
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were used. For the second case considered the crystal-
lizer was assumed to operate in a semibatch fashion with 
constant evaporation rate and constant feed rate of 
mother liquor. The assumption of homogeneous nucleation 
was also Imposed. For both these cases the resulting 
moment and mass balance equations were solved on the 
analog computer. 
4. A batch mixed suspension evaporative crystallizer can be 
operated on a laboratory scale to obtain reliable and 
reproducible crystal size distributions. However the 
population distributions are not exponential and do not 
give a straight line plot when plotted on a, semilog 
graph paper. Hence growth rate cannot be readily obtained 
from the population density plot. Instantaneous nuclei 
population densities can be obtained with a fair degree 
of confidence by extrapolating the population density 
plot to zero size. 
5 .  By comparing the experimental crystal size distributions 
for different times of crystallization it became evident 
that they grew from an initial size distribution. Also 
the initial crystal size distribution grew in a relatively 
short period of time. Since the exact kinetic relation­
ship for the nucleation of potassium sulfate system was 
not known a qualitative explanation for, the formation 
of initial population distribution wab ^iven based on 
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the initial high supersaturations and dependence of 
nucleation on solids concentration. 
6. The McCabe's t^L law does not apply for the potassium 
sulfate system in the range of crystal sizes and 
supersaturations considered in these batch crystalli­
zation experiments. A size dependent growth rate model, 
based on the findings of McCabe and Stevens (19) that as 
the relative velocity between the solution and crystals 
increases rapidly from a finite value and approaches 
asymptotically a rate independent of velocity, seems to 
be in general agreement with the results obtained. This 
fact gives evidence for the possibility of a series 
diffusion-surface reaction mechanism. 
7. The crystal size distributions did not change signifi­
cantly with increasing rate of evaporation and boiling 
and there was no significant change in the nuclei popula­
tion density for the different evaporation rates con­
sidered. 
8. For the potassium sulfate system in the range of solids 
concentration considered the nuclei population density 
varied linearly with the suspension density. It is 
also concluded from the straight line plot of nuclei 
population density versus suspension density that either 
the nucleation rate was Independent of supersaturation or 
the supersaturation remained substantially constant over 
the period of crystallization. 
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RECOMMENDATIONS 
An experimental technique to accurately measure the 
supersaturation in solution should be developed. Use 
of conductivity measurement of solution as a means of 
obtaining supersaturation should be investigated. 
Since the supersaturation, suspension density, total 
area of crystals etc. continuously vary in batch crystal­
lization, nucleation and growth kinetics can be advanta­
geously studied. Different crystallization systems 
should be investigated. 
A batch evaporative crystallizer that can be operated 
under variable vacuum should be investigated. Since 
the solution will boil at different temperatures at dif­
ferent pressures, the effect of te.'.iperature on crystal­
lization kinetics can be studied by operating the 
crystallizer under different vacuums. 
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NOMENCLATURE 
a proportionality constant 
A surface area of the crystals,.cm^ 
B birth function for crystals, number/(cm)(cm3 of mother 
liquor)(sec) 
C solute concentration, gm/(cm^ of water) 
Cgq equilibrium solute concentration, gm/(cm^ of water) 
D solute diffusivity, cm^/sec 
D death function of crystals, number/(cm)(cm^)(sec) 
i kinetic order of nucleation rate 
j order of suspension density in nucleation 
k proportionality constant 
k^ Arrehenius type constant in nucleation rate, number/ 
cm3sec 
kl proportionality constant 
kA area shape factor 
kg proportionality constant 
(gm)(sec) 
for linear growth • rate, cmV 
proportionality constant for mass growth rate, cm/sec 
% proportionality constant for nucleation rate 
^n 
proportionality constant 
rate 
for homogeneous nucleation 
's volume shape factor 
Kl proportionality constant 
Kg proportionality constant 
L characteristic length of crystals, cm 
L* characteristic length of new crystals, cm 
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m mass of crystals, gm 
M suspension density, gm/cm^ of suspension 
dimensionless ith moment of population density 
n population density function, number/cm 
n population density function, number/(cm)(cm^ of 
suspension) 
N total number of crystals, number 
N total number of crystals per unit volume, number/(cm)^ 
n° nuclei population density, number/cm 
g 
n° nuclei population density, number/(cm)(cm ) 
n° nuclei population density of t = 0, number/cm 
N° total number of nuclei, number/cm^ 
q{t) input flow rate of mother liquor in semibatch crystal-
lizer, cm3/sec 
Q(t) heat flow rate, cal/sec 
Qg constant heat flow rate, cal/sec 
input flow rate of mother liquor in continuous crystal-
lizer, cm3/sec 
evaporation rate, cm^/sec 
0 output flow rate in continuous crystallizer, cm^/sec 
r linear crystal growth rate, cm/sec 
VQ steady state or initial value of crystal growth rate, 
cm/sec 
r^ a constant 
s supersaturation in solution, gm/ml 
Sq threshold supersaturation, gm/ml 
S ratio of supersaturated solution' concentration to 
equilibrium concentration 
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t crystallization time, sec 
T absolute temperature, ° K 
t* age of new crystals, sec 
t^ termination time of crystallization, sec 
V molecular volume, cm3 
V relative crystal solution velocity, cm/sec 
Vg initial volume of electrolyte, cm^ 
Vq volume of electrolyte passing through the Coulter 
counter aperture, cm3 
V(t) volume of crystal suspension, cm^ 
Vq initial volume of crystal suspension, cm^ 
Vpj constant volume of crystal suspension, cm3 
W total weight of crystals In a particular size range, gm 
VJg weight of crystals dispersed in the Initial total 
volume of electrolyte, gm 
total weight of crystals for Coulter counter analysis, 
gm 
X dlmenslonless length 
X effective film thickness, cm 
X coordinates of space 
y dlmenslonless population density 
a dlmenslonless volume 
p geometric factor or proportionality constant 
0 dlmenslonless time 
} latent heat of vaporization, cal/gm 
u.| jth moment of population density, (number)(cm)J 
defined from growth rate, Equation 44 
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p density of mother liquor, gm/cm^ 
pQ density of crystals, gm/cm^ 
0 crystal surface tension, dyne/cm 
T residence time of suspension In the continuous 
crystalllzer, sec 
0 dlmenslonless growth rate 
tir(t) defined from growth rate. Equation 44 or Equation 67 
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APPENDIX A 
t  
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Data for ammonium alum from Timm's thesis (22): 
k_ = 0.021 m ml n° = 0.284 x 10^° numbers 
& hr gm ^ cm 
r^ = 0.0285 = 0.472 
= 1.64 gm/cc Cgq = 0.10 gm/ml 
Vq = 1000 ml (assumed) 
Data for ammonium sulfate from Chambliss's thesis (4): 
kg = 8.58 X 10-4 eg „o , 4.00 X 10% 
r = 2.40 X 10-2 cm = 4.00 x 10^ 
0 Yiv cin 
«c = 1.78 gm/cc 
Vq = 1000 ml (assumed) 
kv = 1-35 
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APPENDIX B 
Table 1. Experimental conditions and results of initial 
batch crystallization experiments®-
Run 
no. 
Initial 
conc. 
gm/ 
100 ml 
Time 
Qb 
hours 
Total 
condensate 
collected 
ml 
22 21.40 3.0 196.5 
28 21.53 3.0 203.0 
23 21.47 3.5 232.5 
25 21.40 3.5 235.5 
24 21.44 2.0 134.0 
34 21.45 2.0 133.5 
26 21.43 2.5 171.5 
32 21.37 2.5 172.0 
27 21.61 .. 4.0 269.5 
36 20.93 4.0 271.0 
29 21.16 5.0 337.5 
33 21.44 5.0 335.0 
35 21.49 4.5 302.0 
37 21.43 4.5 298.5 
39 21.44 1.75 117.0 
^-Stirrer speed = 720 (t 20) rpm; 
Average temperature of boiling solution =• 215 P. 
^0 Is the ti. i i e  since condensate collection began., 
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Condensate 
withdrawal 
rate 
ml/hr 
Pinal 
suspension 
density 
gm/lOO ml 
of solution 
Total 
weight 
of 
crystals 
gm 
Nuclei 
population 
density 
number/ 
micron 
^5.5 5.28 32.9335 
872,000 
67.6 5.66 34.8665 
66.4 7.60 44.2955 
1,129,000 
67.2 7.45 43.2120 
67.0 2.56 17.7815 
1,180,500 
66.7 2.31 16.1690 
68.6 3.89 25.3485 
654,300 
68.8 4.47 29.1600 
67.3 9.55 51.7025 
1,847,000 
67.7 9.44 50.9800 
67.5 14.31 66.5070 
1,299,000 
67.0 ,14.72 68.8885 
67.1 13.23 66.8200 
966,650 
66.3 12.81 65.1700 
66.85 1.87 13.3000 799,725 
I 
Table 2. Experimental conditions and results of batch 
crystallization experiments with different 
evaporation rate8& 
Run 
no. 
Initial 
conc. 
gm/ 
100 ml 
Time Condensation 
0^ rate 
hours ml/hr 
Percent 
condensate 
withdrawn 
38 21.60 3.5 107.7 62 
40 21.52 3.5 175.8 4l 
41 21.37 3.5 193.7 35 
42 21.68 3.5 283.4 24 
54C 21.48 2.0 193.7 35 
55° 21.45 2.67 107.7 62 
^Stirrer speed = 720 (+ 20) rpm; 
Temperature of boiling solution = 215 P. 
bg is the time since condensate withdrawal was started. 
^The condensate withdrawal rate was as shown in the 
sixth column until the mother liquor got saturated (0 = 
1 hr 15 mln). Then the recycle timer was set for total 
condensate withdrawal. 
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Total Nuclei 
Condensate Total weight population 
withdrawal condensate of density 
rate collected crystals number/ 
ml/hr ml gm micron 
233.5 44.5810 719,450 
238.0 43.1580 442,990 
(57.8 .237.5 43.8505 605,965 
68.0 238.0 46.7270 448,150 
67.8 235.0 41.1400 
66.8 237.0 45.0240 
