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A recent proposal by Hallam et al. suggested using the chaotic properties of the semiclassical
equations of motion, obtained by the time dependent variational principle (TDVP), as a character-
ization of quantum chaos. In this paper, we calculate the Lyapunov spectrum of the semiclassical
theory approximating the quantum dynamics of a strongly interacting Rydberg atom array, which
lead to periodic motion. In addition, we calculate the effect of quantum fluctuations around this
approximation, and obtain the escape rate from the periodic orbit. We compare this rate to the rate
extracted from the exact solution of the quantum theory, and find an order of magnitude discrep-
ancy. We conclude that in this case, chaos in the TDVP equations does not correpond to phsyical
properties of the system. Our result complement those of Ho et al.[13] regarding the escape rate
from the semiclassical periodic orbit.
INTRODUCTION
The thermalization of closed quantum systems is one
of the fundamental questions of quantum statistical
physics[9, 21, 23, 24]. Relatedly, the emergence of classi-
cal chaos from the underlying quantum mechanical laws
is one of the least understood points in the quantum -
classical correspondence. Thermalization of classical sys-
tems is linked to the chaotic nature of the classical equa-
tions of motion; the temporal evolution leads to an er-
godic exploration of phase space, restricted only by con-
servation laws, and this exploration justifies the use of
the microcanonical ensemble in the calculation of expec-
tation values. Therefore, the thermalization rate of clas-
sical systems has to do with the quantitative features of
chaos - Lyapunov exponents and the sum of the positive
exponents, the Kolmogorov - Sinai (KS) entropy[15, 22].
Quantum systems, on the other hand, obey unitary
dynamics, which are linear and non-chaotic; in addition,
the notion of phase space does not exist. Rather, ther-
malization in quantum systems is often considered in
the context of the Eigenstate Thermalization Hypothesis
(ETH)[8, 9, 23], according to which the thermal expec-
tation values of local operators are encoded in the many-
body eigenstates of the Hamiltonian, and the approach
to thermal equilibrium is a process of dephasing between
the different eigenstates whose superposition comprises
the initial state. The fact that the microcanonical expec-
tation value of a local operator is correctly predicted by
a single (high energy) eigenstate means that the physical
region which is probed by the local operator is thermal-
ized with the rest of the system, which acts as a ther-
mal bath; thus, the spatial entanglement of quantum
many-body eigenstates plays a decisive role in quantum
thermalization[8, 10, 20, 27].
There have been many theoretical attempts to find a
bridge between the classical and quantum approaches to
thermalization. An intriguing relation between classical
chaos and quantum entanglement has been shown to hold
in several single-body systems which have both a classical
and a quantum realization: the rate of entanglement en-
tropy growth after a quench in the quantum system[6, 14]
has been shown to be related to the KS entropy in the
classical system[1, 3–5, 16–18, 27].
Lately, Hallam et al.[12] have suggested a novel ap-
proach for understanding thermalization in many-body
systems: using the time-dependent variational principle
(TDVP)[11], it is possible to project the unitary quantum
dynamics of a many-body system onto an effective semi-
classical, Hamiltonian dynamics on a variational mani-
fold. The emergent classical dynamics on such a man-
ifolds exhibits chaotic behavior, and the Lyapunov ex-
ponents of this semiclassical system may be numerically
compared to properties of the full quantum system. In
particular, Hallam et al. have found a connection be-
tween the KS entropy of the semiclassical variational ap-
proximation and the entanglement entropy growth rate of
the quantum system in the transverse-field Ising model.
In this work, we extend this line of reasoning for an
experimentally relevant system: strongly interacting Ry-
dberg atoms arranged on a one-dimensional lattice[2].
Such a system has been theoretically analyzed, and using
a clever variational matrix product state (MPS) descrip-
tion, Bernien et al.[2] have obtained a Hamiltonian which
offers a semi-classical description of the many-body Ry-
dberg array. Utilizing this emergent Hamiltonian, we
calculate the decay rate of a particular initial state in a
manner depicted in Fig. 1; we obtain the magnitude of
quantum fluctuations in the initial conditions using the
truncated Wigner approximation (TWA)[19], and multi-
ply it by the KS entropy which we obtain by computing
the Lyapunov spectrum. We find that the decay rate pre-
dicted using this semi-classical approximation is an order
of magnitude smaller than the exact rate, calculated nu-
merically; we conclude that for this system, the TDVP
does not capture the main mechanism responsible for the
decay rate, or thermalization.
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2Figure 1: Calculation of the decay rate of a periodic
orbit in phase space. The decay rate depends on the
Lyapunov exponents of the flow, and on the uncertainty
in the initial conditions, dictated by quantum
fluctuations. We consider a generalized phase space,
consisting of variational parameters, and Hamiltonian
equations of motion obtained from the quantum theory
using TDVP.
MODEL
In a recent experiment, Bernien et al.[2] have man-
aged to construct a flawless one - dimensional array of
cold 86Rb ions. These atoms are subjected to an electro-
magnetic field which, for a single atom, facilitates Rabi
oscillations between the ground state |g〉 and excited Ry-
dberg state |r〉 of the atom. If the spacing between the
atoms is small enough, the repulsive van der Waals inter-
actions between neighboring atoms give rise to the phe-
nomenon of Rydberg blockade - the simultaneous excita-
tion of nearest neighbors is suppressed. The Hamiltonian
of the system under consideration (known colloquially as
the PXP model) is given by
H =
1
2
Ω
∑
i
P gi−1σ
x
i P
g
i+1, (1)
where σxi = |gi〉〈ri| + |ri〉〈gi| creates transitions be-
tween ground and Rydberg state on site i, with Rabi
frequency Ω; the projectors P gi = |gi〉〈gi| are the conse-
quence of the Rydberg blockade.
Experiment[2] and numerical simulations[7, 13, 25, 26]
on small systems revealed that the relaxation under uni-
tary dynamics specified by this Hamiltonian strongly
depends on the initial state of the system. Starting
from a generic initial state, the system shows fast re-
laxation and no revivals, characteristic of thermalizing
systems. However, starting from the Z2 state, which
consists of alternating ground- and Rydberg- state ions,
|Z2〉 = |g1r2g3...〉, the system shows surprising long-time
oscillations of local observables. This seemingly non-
ergodic behavior of a high-energy initial state has been
termed “quantum many body scar”[25, 26], and has to
do with a small (order N , where N is the number of
atoms) subset of non-ergodic eigenstates. This surpris-
ing behavior of the Z2 initial state, which displays long
lived oscillations and very slow equilibration, is the focus
of our work.
The theoretical description of the Rydberg atom sys-
tem is facilitated by a sophisticated representation in
terms of a matrix product state. Previous work[2] has
suggested a representation of this system using a bond
dimension χ = 2 MPS:
|ψ({θ})〉 =
∑
{σi}
v†LA(θ1, φ1)
σ1A(θ2, φ2)
σ2 ...A(θL, φL)
σLvR|{σi}〉, (2)
where σi = gi/ri refers to the ground or Rydberg state,
the corresponding matrices are
A(θ, φ)g =
(
cos(θ) 0
1 0
)
, A(θ, φ)r =
(
0 ieiφ sin(θ)
0 0
)
(3)
and v†L = (1, 0), v
†
R = (1, 1). The matrices are param-
eterized by angles θ and φ, where cos(θ) is the amplitude
for the ground state configuration, sin(θ) the amplitude
for the Rydberg state, and φ the relative phase. This
MPS representation automatically satisfies the Rydberg
blockade constraint, as Ar ·Ar = 0.
TDVP yields semiclassical equations of motion for the
variational variables θi and φi. For the initial state |Z2〉,
translational invariance dictates that only two sets of an-
gles , φ1 and θ2, φ2 for the even and odd sites, should
be considered. The classical initial conditions for such
a state are θ1 = pi, φ2 = φ1 = 0; the initial value of θ2
is not well defined for the Z2 state. These angles obey
the semiclassical equations of motion (see Appendix for
derivation)
θ˙1 = −1
2
Ω
[
sin(θ1) cos
2(θ1) tan(θ2) + cos(θ2)
]
θ˙2 = −1
2
Ω
[
sin(θ2) cos
2(θ2) tan(θ1) + cos(θ1)
]
φ1 = φ0 = 0. (4)
A numerical solution of these variational equations for
the Z2 initial state results in a periodic motion with a
3frequency of approximately Ω/1.51, with the manybody
wavefunction oscillating between two staggered configu-
rations; this solution is in surprisingly good agreement
with experiment and exact numerical solution of the
quantum dynamical equations; thus, for the Z2 state, the
semiclassical approximation is reliable, at least for short
times, of the order of Ω−1.
The semiclassical equations obtained by the χ = 2
TDVP predict a periodic orbit that does not decay. The
experiment, and more exact solutions of the quantum
dynamics, display a decay of the oscillations in the Ryd-
berg density, up to a long time behavior which does not
display such oscillations. In this work, we calculate the
decay rate predicted due to the lowest order quantum
fluctuations around the semiclassical expansion; this is
done using the truncated Wigner approximation (TWA).
To this end, we calculate the Lyapunov spectrum of the
classical periodic orbit, and the Wigner function of the
initial |Z2〉 state. We find that the decay rate due to
quantum fluctuations is much smaller than that observed
in exact numerics; we conclude that the semiclassical ap-
proximation does not offer an accurate description of this
process, and in particular the KS entropy of the semi-
classical flow is not related to the entanglement entropy
growth rate of the quantum system.
TRUNCATED WIGNER APPROXIMATION
According to the TWA, quantum fluctuations enter
only through the initial conditions, while the equations
of motion are affected only in higher orders in h¯. In par-
ticular, the expectation value of an observable operator
Oˆ at time t, given an initial density matrix ρ0 at time t0,
will be given by
〈Oˆ(t)〉 =
∫
Dξ(t0)
∫
Dξ(t)W (ξ(t0))OW (ξ(t))δ [ξ(t)− ξcl(t, ξ(t0))] +O(h¯2), (5)
where in this expression Dξ(t0), Dξ(t) stand for inte-
gration over the initial and final semiclassical variables,
W (ξ) is the Wigner function of the initial density ma-
trix, OW (ξ) is the Weyl symbol of the operator Oˆ, and
ξcl(t, ξ(t0)) is the solution of the semiclassical equations
of motion at time t, given the initial conditions ξ(t0).
An intuitive interpretation of this result is that, in the
leading order in quantum fluctuations, the expectation
value of an operator is the average of the Weyl sym-
bol of the operator at time t weighted with the Wigner
function, which acts as a probability distribution for the
initial conditions; however, the Wigner function may be
negative, and thus is not a true probability distribution.
The Wigner function for the initial density matrix and
the Weyl symbol for the operator are the semiclassi-
cal phase space descriptions for the respective quantum
operators. The quantum uncertainty principle between
canonically conjugate variables manifests itself as a min-
imum width of the functions in phase space. Thus, the
larger the quantum fluctuations, the broader will be the
Wigner function. In addition, negative values of the
Wigner function are clear signatures of quantum mechan-
ics.
The Wigner function arises naturally from the path
integral formulation of quantum dynamics. As explained
in detail in the Appendix, the Wigner function of the Z2
initial state is given by (there is no dependence on the φ
degrees of freedom for this initial state)
W (θ1, θ2) =
1
4
K(θ1, θ2)[1−
√
3 cos(ϑ(θ1, θ2))][1 +
√
3 cos(ϑ(θ2, θ1))] (6)
where
ϑ(θ1, θ2) = 2 tan
−1
[
tan
(
θ1
2
)
cos
(
θ2
2
) ] (7)
K(θ1, θ2) =
1− sin2 ( θ12 ) sin2 ( θ22 )[
cos2
(
θ1
2
)
+ tan2
(
θ2
2
)] [
cos2
(
θ2
2
)
+ tan2
(
θ1
2
)]
cos
(
θ1
2
)
cos
(
θ2
2
)
× sin(ϑ1(θ1, θ2)) sin(ϑ2(θ1, θ2))
sin(θ1) sin(θ2)
The complicated form of the Wigner function arises from the constraint on nearest neighbor excitations; this
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(a) Wigner function in constrained Hilbert space.
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(b) Wigner function in an unconstrained Hilbert space.
Figure 2: Wigner function for the initial |Z2〉 = |g〉1|r〉2
state. In the constrained Hilbert space, the Wigner
function is strongly peaked near the classical initial
values θ1 = 0, θ2 = pi. In comparison, for the same
initial state in an unconstrained Hilbert space, the
Wigner function is very broad, and is non-negligible
throughout the entire phase space. Thus, the
constrained dynamics suppress quantum fluctuations in
the evolution of the |Z2〉 state, rendering the
semi-classical approximation accurate for long times.
form of the Wigner function may be compared to the
Wigner function for the state |Z˜2〉 = |↓1↑2〉 in an uncon-
strained Hilbert space:
W˜ (θ1, θ2) =
1
4
[1−
√
3 cos(θ1)][1 +
√
3 cos(θ2)] (8)
A plot of the Wigner function is shown in Fig. 2, and
compared to the Wigner function of the Z˜2 state in an
unconstrained Hilbert space. The Wigner function in the
constrained Hilbert space is very sharply peaked about
the classical value θ1 = 0, θ2 = pi, in contrast to the
Wigner function of the Z˜2 state in an unconstrained
Hilbert space, which is broad due to the large quan-
tum fluctuations of a spin-1/2 system. The fact that
the Wigner function is strongly peaked suggests that the
TWA is a good approximation to the exact quantum dy-
namics. This uncertainty in the initial conditions may
be considered as an effective h¯ - it is a small parameter
which arises due to the quantum nature of the system.
LYAPUNOV SPECTRUM
The trajectory which starts at the phase point θ1 =
φ1 = φ2 = 0, θ2 = pi is known; it desribes a periodic
motion associated with the periodic oscillations of the
quantum Rydberg system. We are now interested in ex-
amining the behavior of nearby trajectories, with initial
values that differ slightly from this value, and remain
within the small width of the Wigner function. The Lya-
punov exponents of a flow in phase space are a quan-
titative measure of the exponential separation of adja-
cent trajectories. Consider a phase point, denoted by
X, which is subject to Hamiltonian equations of motion,
which may be summarized as
X˙(t) = F(X(t)). (9)
The solution of the equations of motion then deter-
mine the trajectory of the phase point given some initial
value X(0). The deviation of a trajectory initially sepa-
rated from X(0) by δX(0) is given to linear order in the
deviation by
δX˙(0) =
∂F
∂X
· δX(t); (10)
this equation is formally solved by
δX(t) = M(t,X(0)) · δX(0),
M(t,X(0)) = T exp
[∫ t
0
∂F
∂X
]
, (11)
where T denotes time ordering.
The Lyapunov exponents, which depend on the initial
point, are defined as the logarithm of the eigenvalues of
the matrix M(t,X(0)), in the limit of infinite time; if this
matrix has eigenvalues {χi(t,X(0))}, the exponents are
defined as
λi(X(0)) = lim
t→∞
1
t
logχi(t,X(0)). (12)
This generalizes intuitively for periodic orbits of period
T , on which
λi(X(0)) =
1
T
logχi(T,X(0)). (13)
5Positive Lyapunov exponents are associated with the
expanding directions in phase-space, negative ones with
contracting directions, and zero Lyapunov exponents
with neutral directions. The direction in phase-space
along the Hamiltonian flow is a neutral direction, as it
does not expand exponentially. For Hamiltonian equa-
tions of motion, the Lyapunov exponents come in pairs
with opposite signs.
We have calculated the Lyapunov spectrum for this
flow, to perturbations with differing wave-vectors. The
exponents are shown in Fig. 3; details of the calculation
are shown in the appendix. Surprisingly, we find that
the dominant Lyapunov exponent corresponds to the Z2
invariant perturbation. As expected, we find that the
Lyapunov exponents are much smaller than the energy
scale of the Hamiltonian. If this were not the case, we
would not have expected to observe such a striking foot-
print of the semiclassical Hamiltonian dynamics on the
exact quantum dynamics; in addition, this motivates the
term ”quantum many-body scars”.
Figure 3: The Lyapunov exponents for varying sizes of
the unit cell of the perturbation. The Lyapunov
exponents are small compared to the energy scale of the
Hamiltonian; this is to be expected, as the periodic
orbit in the semiclassical approximation has a striking
signature in the quantum mechanical evolution of the
|Z2〉 state. Surprisingly, the largest exponent appears
for the Z2 invariant excitation, and appears already in
the smallest unit cell.
The Kolmogorov - Sinai entropy measures the expo-
nential rate in which dynamical systems produce infor-
mation. According to Pesin’s theorem, it is equal to the
sum of positive Lyapunov exponents:
hKS =
∑
i
Θ(λi)λi. (14)
hKS measures the rate in which an initial infinitesimal
volume in phase space is stretched in the direction of
the positive Lyapunov exponents. We calculate the KS
entropy for the semiclassical equations of motion, and for
a system of 30 atoms we get
hKS = 0.006. (15)
ESCAPE RATE
Having calculated the Wigner function and the KS en-
tropy, we are now set to calculate the escape rate from
the periodic orbit. As a deviation grows exponentially in
chaotic classical dynamics, schematically
δθ(t) = δθ0e
∑
i λit = δθ0e
hKSt, (16)
the time at which the deviation becomes significant is
t∗ =
1
hKS
log δθ−10 , (17)
corresponding to an escape rate
Λ =
1
log[δθ−10 ]
hKS . (18)
In our analysis, δθ0 is given by the width of the Wigner
function, which gives the uncertainty in the initial condi-
tions; as an estimate, we set δθ0 ∼ 0.01. Using the results
of the previous sections, we conclude that Λ ≈ 0.001 for
a system consisting of thirty Rydbern atoms.
We compare the escape rate, which we calculated
within the semiclassical theory using a bond dimension
χ = 2 variational approximation, to the exact escape
rate, obtained form a numerical solution of the quan-
tum dynamics. The exact escape rate can be extracted
from the decay rate of the periodic revivals in Ryd-
berg density, from the rate of increase in entanglement
entropy, or from the decay of the Lochschmidt echo,
|〈ψ(t)|ψ(0)〉|. We used the time-evolving block decima-
tion (TEBD) technique to solve for the dynamics for a
system of thirty atoms, and calculate the three quanti-
ties, which are shown in Fig 4. The extracted escape
rate from the three quantities (corresponding to the ex-
ponential decay rate of the oscillations in the Rydberg
probability and Lochschmidt echo, and to the linear in-
crease in the entanglement entropy) is about 0.02− 0.03,
orders of magnitude larger than that predicted by the
semiclassical approximation.
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(a) Decay in the revivals of the Rydberg probability on site
N/2.
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(b) Growth of entanglement entropy for half the system.
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Figure 4: The fact that the dynamics of the Rydberg
system is not exactly periodic can be observed from the
decay in the oscillations of the on-site Rydberg
probability, from the growth of the entanglement
entropy, or from the decay of the Lochschmidt echo
|〈ψ(t)|ψ(0)〉|. The blue lines correspond to the solution
of the quantum dynamics using TEBD, while the red
lines are exponential (for the echo and decay of
oscillations) or linear (for the entanglement entropy)
fits.
DISCUSSION
In this work, we have analyzed the well-known PXP
model, relevant to recent experiments with Rydeberg
atoms. Bernien et al.[2] have used the TDVP to obtain a
semiclassical Hamiltonian, which approximates the exact
quantum unitary dynamics. Using this semiclassical de-
scription, we calculated the Lyapunov spectrum related
to the periodic evolution of the Z2 state, for perturba-
tions of various wave-vectors. In addition, we computed
the magnitude of quantum fluctuations to lowest order
in h¯, through the width of the Wigner function related
to the initial Z2 state. Using these results, we arrived at
the decay rate of the periodic solution.
We found that the decay rate calculated in the semi-
classical approximation is orders of magnitude smaller
than that obtained from the exact quantum dynamics;
this is surprising, as the TDVP is particularly apt in ob-
taining the period of oscillations observed in the time evo-
lution. We conclude that although the variational man-
ifold captures the periodic nature of the oscillations, the
decay of these oscillations involves motion in directions
perpendicular to this manifold.
This conclusion leads us to claim that even if some as-
pects of the quantum unitary dynamics are well captured
by TDVP, to some order of approximation, this does not
imply that all the pertinent information appears to the
same order. In particular, we find that the entangle-
ment entropy growth for the Z2 initial state is orders of
magnitude larger than the KS entropy, in contrast to pre-
vious results. Thus, the applicability of a semiclassical
description in the elucidation of processes of decoherence
and thermalization must be further elucidated.
Ho et al.[13] have analyzed the escape rate from the
variational manifold along the orbit, defined as
C =
∮
C
γ(θ2(t), θ1(t))dt,with
γ(θ) = ||
(
iH + θ˙∂θ
)
|ψ(θ)〉||; (19)
they found that C ≈ 0.17, which is smaller than the
escape rate found on other trajectories corresponding to
different initial states, yet much larger than the KS en-
tropy we find in our calculation. This further establishes
the fact that although the short time quantum dynamics
are well captured within the ξ = 2 variational manifold,
the escape from the periodic orbit, with its concomitant
growth in the entanglement entropy, is due to motion
perpendicular to this manifold, and is not related to the
Lyapunov spectrum of the motion.
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8Appendix
Wigner function
Wigner function for a single spin coherent state
Following Polkovnikov[19], we first derive the well-known form of the Wigner function for a spin-1/2 coherent state
W (θ, φ) = Tr
[
ρˆUˆ(θ, φ)ΠˆUˆ(θ, φ)†
]
, (20)
from the path integral formalism. In this formula, ρˆ is the density matrix of the initial state, Πˆ = 12 [I −
√
3σˆz] can
be thought of as an inversion operator, and Uˆ(θ, φ) = e−i
φ
2 σˆzei
θ
2 σˆyei
φ
2 σˆz is the SU(2) rotation operator.
We consider the time-dependent expectation value of an operator,
〈Oˆ(t)〉 = 〈ψ| exp [iHt] Oˆ exp [−iHt] |ψ〉 (21)
In the conventional way of constructing the path integral, the time-ordered exponential is split into infinitesimal
time steps:
exp [iHt] = lim
N→∞
N∏
n=0
[1 + iδτH], (22)
with δτ = t/N . We now insert 2× (N + 1) resolutions of the identity
I = 1
2pi
∫ pi
0
sin θdθ
∫ 2pi
0
dφ|θ, φ〉〈θ, φ| ≡
∫
dΩ|Ω〉〈Ω|, (23)
with |θ, φ〉 = Uˆ(θ, φ)| ↑〉 the spin coherent state, between each such infinitesimal evolution; this results in
〈Oˆ(t)〉 = lim
N→∞
N∏
n=0
∫
dΩfn
N∏
n=0
∫
dΩbn〈ψ|Ωf0 〉 ×
N−1∏
n=0
〈Ωfn|1 + iδτH|Ωfn+1〉
× 〈ΩfN |Oˆ|ΩbN 〉
×
N−1∏
n=0
〈ΩbN−n|1− iδτH|ΩbN−n−1〉 × 〈Ωb0|ψ〉. (24)
We have labeled the introduced identities according to whether they are adjacent to forward or backwards prop-
agation in time. It is well known that the terms proportional to an infinitesimal action of the Hamiltonian produce
the path integral:
〈Oˆ(t)〉 =
∫
dΩf0dΩ
f
N
∫
dΩb0dΩ
b
N 〈Ωb0|ψ〉〈ψ|Ωf0 〉〈ΩfN |Oˆ|ΩbN 〉 (25)
×
∫
DΩf (τ)
∫
DΩb(τ) exp
[
i
∫ t
0
dτ
(L(Ωf (τ))− L(Ωb(τ)))] .
where the Lagrangian density L(Ω(τ)) = −i〈Ω(τ)|∂τ |Ω(τ)〉+ 〈Ω(τ)|H|Ω(τ)〉 is the continuum limit of the infinites-
imal time evolution. Note that the integration over the boundary fields (steps 0 and N) has been left in its discrete
form; integration over these fields results in the Wigner function for the initial state and the Weyl symbol for the
operator Oˆ.
Instead of the fields Ωf and Ωb propagating forward and backward in time, it is convenient to introduce their
classical (c) and quantum (q) combinations; this is done using the identity
1ˆ⊗ 1ˆ =
∫
dΩfdΩfb |Ωf 〉〈Ωf | ⊗ |Ωb〉〈Ωb|
=
∫
dΩcdΩqUˆ(Ωc)|Ωq〉〈Ωq|Uˆ(Ωc)† ⊗ Uˆ(Ωc)Πˆ|Ωq〉〈Ωq|ΠˆUˆ(Ωc)†, (26)
9which suggests the definitions
|Ωf 〉 = Uˆ(Ωc)|Ωq〉,
|Ωb〉 = Uˆ(Ωc)Πˆ|Ωq〉. (27)
The terms quantum and classical refer to the fact that in the classical evolution all trajectories are uniquely defined
and the backward path should be exactly identical to the forward one. This is the case (up to a normalization constant)
for |Ωq〉 = | ↑〉 or | ↓〉; for any other value of the quantum field, the two trajectories are different, a manifestation of
quantum fluctuations.
We perform this change of variables, and expand the path integral to lowest order in the quantum to field, in order
to obtain the truncated Wigner approximation (TWA):
〈Oˆ(t)〉 ≈
∫
dΩc0dΩ
c
N
∫
dΩq0dΩ
q
N (28)
× 〈Ωq0|ΠˆUˆ(Ωc0)†|ψ〉〈ψ|Uˆ(Ωc0)|Ωq0〉
× 〈ΩqN |Uˆ(ΩcN )†OˆUˆ(ΩcN )Πˆ|ΩqN 〉
×
∫
DΩc(τ)
∫
DΩq(τ) exp
[
i
∫ t
0
dτΩq(τ)
∂
∂Ωc(τ)
L(Ωc(τ))
]
.
Integrating over the quantum variables produces the known components of the TWA:
〈Oˆ(t)〉 ≈
∫
dΩc0dΩ
c
NW (Ω
c
0)OW (Ω
c
N )δ[Ω
c
N − Ωcl[Ωc0, t]], (29)
where
W (Ωc0) =
∫
dΩq0〈Ωq0|ΠˆUˆ(Ωc0)†|ψ〉〈ψ|Uˆ(Ωc0)|Ωq0〉
= Tr
[
ρˆUˆ(Ωc0)ΠˆUˆ(Ω
c
0)
†
]
(30)
is the Wigner function,
OW (Ω
c
N ) =
∫
dΩqN 〈ΩqN |Uˆ(ΩcN )†OˆUˆ(ΩcN )Πˆ|ΩqN 〉
= Tr
[
OˆUˆ(ΩcN )ΠˆUˆ(Ω
c
N )
†
]
(31)
is the Weyl symbol for the operator Oˆ, and the δ-function over the classical, saddlepoint trajectory is obtained by∫
DΩq(τ) exp
[
i
∫ t
0
dτΩq(τ)
∂
∂Ωc(τ)
L(Ωc(τ))
]
. (32)
Wigner function for an MPS
Following Ho et al., we start with a different MPS representation of the many-body state, which is also subject to
the constraint the no two neighbors are in the excited Rydberg state: |ψ′(ϑ, ϕ)〉 = Tr (A′1A′2...A′L), with
A′i(ϑi, ϕi) =
(
cos(ϑi/2)|g〉 ieiϕi sin(ϑi/2)|r〉
cos(ϑi/2)|g〉 0
)
. (33)
In order to obtain the Wigner function appropriate to our MPS, we consider the identity operator within the
restricted Hilbert space:
1˜ =
L∏
i=1
∫ pi
0
dϑi sinϑi
∫ 2pi
0
dϕi
2pi
|ψ′(ϑ, ϕ)〉〈ψ′(ϑ, ϕ)|
≡
L∏
i=1
∫
dΩ′i|Ω′〉〈Ω′| (34)
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Following the steps of the previous section in obtaining the path integral representation of a correlation function,
we find that for our many-body MPS
〈Oˆ(t)〉 =
∫
dΩ′f0 dΩ
′f
N
∫
dΩ′b0 dΩ
′b
N 〈Ω′b0 |ψ〉〈ψ|Ω′f0 〉〈Ω′fN |Oˆ|Ω′bN 〉 (35)
×
∫
DΩ′f (τ)
∫
DΩ′b(τ) exp
[
i
∫ t
0
dτ
(L(Ω′f (τ))− L(Ω′b(τ)))] .
We change variables from forward and backwards to quantum and classical fields; described by these new variables,
the matrices constituting the MPS are
A′(Ω′f )→ A˜′(Ω′c,Ω′q) = (36)( [
cos(ϑc/2) cos(ϑq/2) + iei(ϕ
c−ϕq) sin(ϑc/2) sin(ϑq/2)
] |g〉 [− cos(ϑc/2) sin(ϑq/2)eiϕq + ieiϕc sin(ϑc/2) cos(ϑq/2)] |r〉[
cos(ϑc/2) cos(ϑq/2) + iei(ϕ
c−ϕq) sin(ϑc/2) sin(ϑq/2)
] |g〉 0
)
A′(Ω′b)→ A′(Ω′c,Ω′q) = 1
2
× [(1−√3) cos(ϑc/2) cos(ϑq/2) + (1 +√3)iei(ϕc−ϕq) sin(ϑc/2) sin(ϑq/2)] |g〉 [−(1−√3) cos(ϑc/2) sin(ϑq/2)eiϕq+(1 +√3)ieiϕc sin(ϑc/2) cos(ϑq/2)] |r〉[
(1−√3) cos(ϑc/2) cos(ϑq/2) + (1 +√3)iei(ϕc−ϕq) sin(ϑc/2) sin(ϑq/2)] |g〉 0

where, if we define
|ψ1(Ω′c,Ω′q)〉 = Tr(A˜′1A˜′2...A˜′L)
|ψ2(Ω′c,Ω′q)〉 = Tr(A′1A
′
2...A
′
L) (37)
it can be shown that
1˜⊗ 1˜ =
∫
dΩ′fdΩ′fb |Ω′f 〉〈Ω′f | ⊗ |Ω′b〉〈Ω′b| (38)
=
∫
dΩ′cdΩ′q|ψ1(Ω′c,Ω′q)〉〈ψ1(Ω′c,Ω′q)| ⊗ |ψ2(Ω′c,Ω′q)〉〈ψ2(Ω′c,Ω′q)|.
This leads us, in the spirit of the previous section, to a definition of the Wigner function for the MPS:
W˜ (Ω′c0 ) =
∫
dΩ′q0 〈ψ2(Ω′c0 ,Ω′q0 )|ψ〉〈ψ|ψ1(Ω′c0 ,Ω′q0 )〉. (39)
In particular, for the |Z2〉 = |g1〉|r2〉 initial state, where we are interested in only two sets of variables ϑ1,2, ϕ1,2, the
Wigner function is given by
W˜ (ϑ1,2, ϕ1,2) =
1
(2pi)2
∫ pi
0
dϑq1 sin(ϑ
q
1)
∫ pi
0
dϑq2 sin(ϑ
q
2)
∫ 2pi
0
dϕq1
∫ 2pi
0
dϕq2 (40)
×
[
cos(ϑ1/2) cos(ϑ
q
1/2) + ie
i(ϕ1−ϕq1) sin(ϑ1/2) sin(ϑ
q
1/2)
]
×
[
(1−
√
3) cos(ϑ1/2) cos(ϑ
q
1/2)− (1 +
√
3)ie−i(ϕ1−ϕ
q
1) sin(ϑ1/2) sin(ϑ
q
1/2)
]
×
[
− cos(ϑ2/2) sin(ϑq2/2)eiϕ
q
2 + ieiϕ2 sin(ϑ2/2) cos(ϑ
q
2/2)
]
×
[
−(1−
√
3) cos(ϑ2/2) sin(ϑ
q
2/2)e
−iϕq2 − (1 +
√
3)ie−iϕ2 sin(ϑ2/2) cos(ϑ
q
2/2)
]
=
1
4
[1−
√
3 cos(ϑ1)][1 +
√
3 cos(ϑ2)] (41)
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Transformation to new variables
We now perform a transformation to different variables θ, φ, which correspond to the MPS |ψ(θ, φ)〉 =
Tr (A1A2...AL) with
Ai(θi, φi) =
(
cos(θi/2)|g〉 ieiφi sin(θi/2)|r〉
|g〉 0
)
. (42)
This representation is favorable as the state is normalized, and the equations of motion which give rise to the
quantum scar are known in terms of θ, φ rather than ϑ, ϕ. The difference between the two representations is that the
amplitude for a ground state atom to occure on site i + 1, given that an excited Rydberg atom resides on site i, is
given by cos(ϑi+1/2) for |ψ′(ϑ, ϕ)〉, and by 1 for |ψ(θ, φ)〉. The transition between the two representations is achieved
via a gauge transformation, as detailed in Ho et al.
In the subset of states which are invariant under a translation by two sites, i.e. ϑi+2 = ϑi et cetera, the gauge
transformation becomes
A′(ϑ, ϕ)→ cos(ϑ/2)
cos(θ/2)
A(θ, φ), (43)
where the variables are related by
cos2(θ1/2) = 2
[
1 + tan2(ϑ1/2)− tan2(ϑ2/2) +
√
4 tan2(ϑ2/2) + (1 + tan
2(ϑ1/2)− tan2(ϑ2/2))2
]−1
tan(ϑ1/2) = tan(θ1/2)/ cos(θ2/2). (44)
The Jacobian for this transformation is
J(θ1, θ2) =
1− sin2 ( θ12 ) sin2 ( θ22 )[
cos2
(
θ1
2
)
+ tan2
(
θ2
2
)] [
cos2
(
θ2
2
)
+ tan2
(
θ1
2
)]
cos
(
θ1
2
)
cos
(
θ2
2
) (45)
This leads us to a representation of the density matrix via a Wigner function of the new variables:
W (θ1, θ2) = J(θ1, θ2)
sin (ϑ1(θ1, θ2)) sin (ϑ2(θ1, θ2))
sin(θ1) sin(θ2)
W˜ (ϑ1(θ1, θ2), ϑ2(θ1, θ2)), (46)
where the Jacobian and the sine functions have been introduced so that the Wigner function obeys the Stratonovich
- Weyl condition ∫ pi
0
dθ1 sin(θ1)
∫ pi
0
dθ2 sin(θ2)W (θ1, θ2) =
∫ pi
0
dϑ1 sin(ϑ1)
∫ pi
0
dϑ2 sin(ϑ2)W˜ (ϑ1, ϑ2)
= Tr[ρ] = 1. (47)
This leads us to the expression given in the paper.
Lyapunov exponents
Equations of motion for unit cell of size L
We obtain the Lagrangian for a system with periodicity, or unit cell size, L, where L is even; the L = 2 case has
been studied previously, and the resulting equations of motion for the corresponding variables θ2, θ1 are shown in the
paper.
The state of the system, in our bond dimension χ = 2 approximation, is given by
|ψ[{θi, φi}]〉 =
∑
{σi}
v†LA(θ1, φ1)
σ1A(θ2, φ2)
σ2 ...A(θN , φN )
σN vR|{σi}〉, (48)
with θi+L = θi, φi+L = φi, and the matrices A(θ, φ) given in the paper. We consider an infinite system, meaning
the limit N →∞, and calculate quantities to leading order in 1/N .
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The Lagrangian within the TDVP, for a system of such periodicity, is given by
L[{θi(t), φi(t)}] = i
L∑
m=1
θ˙m〈ψ[{θi, φi}]| ∂
∂θm
|ψ[{θi, φi}]〉
+ i
L∑
m=1
φ˙m〈ψ[{θi, φi}]| ∂
∂φm
|ψ[{θi, φi}]〉
− 〈ψ[{θi, φi}]|H|ψ[{θi, φi}]〉. (49)
In our calculation of quantities such as 〈ψ| ∂∂θm |ψ〉, we encounter expressions of the form
Υ ≡ (50)∑
{σi}
v†RA(θN , φN )
σN†...A(θ1, φ1)σ1†vLv
†
LA(θ1, φ1)
σ1 ...∂θmA(θm, φm)
σm ...A(θN , φN )
σN vR;
we therefore need to understand how to solve for matrices such as(
P 0
0 Q
)
=
∑
{σi}
A(θm, φm)
σm†...A(θ1, φ1)σ1†vLv
†
LA(θ1, φ1)
σ1 ...∂θmA(θm, φm)
σm , (51)
such that
Υ = (52)∑
{σi}
v†RA(θN , φN )
σN†...A(θm+1, φm+1)σ1†
(
P 0
0 Q
)
A(θm+1, φm+1)
σm+1 ...A(θN , φN )
σN vR
The basic identity we use is ∑
σ
Aσ†(θ)
(
α 0
0 β
)
Aσ(θ) =
(
α cos2 θ + β 0
0 α sin2 θ
)
; (53)
note that the trace of the matrix is preserved. We therefore find that
Υ = v†R
(
P 0
0 Q
)
vR = P +Q. (54)
We now turn to a calculation of the parameters P and Q, by considering
In a size-L unit cell we get, after a series of the L different matrices∑
σ1,σ2...σL
AσL†(θL)...Aσ1†(θ1)
(
α 0
0 1− α
)
Aσ1(θ1)...A
σL(θL) =
(
A 0
0 1−A
)
, (55)
with A = 1− sin2 θL + sin2 θL sin2 θL−1 − ...− α
∏
i=1...L sin
2 θi. This leads us to define, in a recursive way,
We define, in a recursive way, the(
αm,n+1 0
0 1− αm,n+1
)
=
∑
σ1,σ2...σL
Aσm−1†(θm−1)...Aσ1†(θ1)AσL†(θL)...Aσm+1†(θm+1)Aσm†(θm)
×
(
αm,n 0
0 1− αm,n
)
× Aσm(θm)Aσm+1(θm+1)...AσL(θL)Aσ1(θ1)...Aσm−1(θm−1). (56)
A simple calculation shows that
αm,n =
1−Πn
1−Π am + αm,1Π
n−1, (57)
with Π =
∏
i sin
2 θi, and am = 1 +
∑L−1
k=1 (−1)k
∏k
l=1 sin
2 θm−l, where the subscript of θ is defined mod (L).
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This result allows us to calculate derivative terms such as 〈ψ| ∂∂θm |ψ〉; the derivative with respect to θm acts on the
matrices A(θm, φm) which appear with periodicity L in the definition of the state |ψ〉. The derivative acting on the
first such matrix results in (using the basic identity Eq.53)
v†R
∑
σm
Aσm†
(
β 0
0 1− β
)
∂θmA
σmvR = β cos(θm) sin(θm)× v†R
(−1 0
0 1
)
vR = 0, (58)
while the derivative with resepct to φm on such a matrix is given by
v†R
∑
σm
Aσm†
(
β 0
0 1− β
)
∂φmA
σmvR = iv
†
R
(
0 0
0 β sin2(θm)
)
vR = β sin
2(θm), (59)
where β is the upper diagonal of the matirx
∑
σ1...σm−1 A
σm−1†...Aσ1†vLv
†
LA
σ1 ...Aσm−1 .
Using Eqs.56,57, we are able to calculate the contribution from the derivative of the matrix in the n-th unit cell;
summing up all these contributions results in
〈ψ| ∂
∂θm
|ψ〉 = sin2(θm)
∑
n
[
1−Πn
1−Π am + βΠ
n−1
]
= N sin2(θm)
am
1−Π +O(1). (60)
Calculating the Hamiltonian term follows the same line of reasoning.
These considerations result in the following Lagrangian, to leading order in the system size:
− 1
N
L =
∑
m
Am sin
2 θmφ˙m +
∑
m
Am sin θm cos θm cos θm+1 sinφm (61)
where Am = am/(1−Π).
This Lagrangian results in the following equation of motion:
θ˙i = M
−1
ij uj , (62)
with Mij =
∂Φi
∂θj
and ui = −Am sin θi cos θi cos θi+1, with Φi = Ai sin2 θi. The inverse of M is given by M−1ij = ∂θi∂Φj .
Using the identity Am sin
2 θm = 1 − Am+1, we get θi = sin−1
(√
Φk
1−Φk−1
)
, and thus we end with the equations of
motion θ˙i = M
−1
ij uj , with
M−1ij = δi,j
1
2Ai sin θi cos θi
+ δi−1,j
1
2
1
Ai
sin θi
cos θi
(63)
which gives
θ˙i = −1
2
[
cos θi+1 +
Ai−1
Ai
sin θi−1 cos θi−1 sin θi
]
≡ fi({θ}). (64)
Calculation of Lyapunov exponents
The equations of motion for small perturbations are given by
δθ˙i =
∂fi
∂θj
δθj , (65)
and thus, after one period of the oscillation, the deviation is
δθi(t) = T exp
[∫ τ
0
∂fi({θ(t)})
∂θj
dτ
]
δθj(t = 0) ≡ Tijδθj(t = 0), (66)
where T stands for time ordering.
For a given unit cell size L, we calculate F˜ij =
∂fi
∂θj
. We then revert to the Z2 invariant representation by setting
all odd θ’s to θ1, and all even θ’s to θ2: Fij = F˜ij |θi→θ mod (i,2) .
Symmetries of the F matrix:
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1. Fi+2,j+2 = Fi,j .
2. F (θ2, θ1)i+1,j+1 = F (θ1, θ2)
For simplicity, we use only the lowest harmonic in the numerical solution of the Z2 equations of motion, which
provide a very good approximation:
θ1(t) = −pi
2
(1− cosωt)
θ2(t) =
pi
2
(1− sinωt) , (67)
where ω is the numerically obtained frequency of the orbit. To confirm that this approximaiton gives reasonable
results, we claculate the Lyapunov exponents brute-force by comparing two nearby trajectories and measuring their
divergence; such a scheme results in Lyapunov exponents of the same order of magnitude.
We then calculate the Lyapunov exponent in the following manner. We divide the time into sections of size dt. We
compute the time-ordered exponential
Q1/8 = exp[F ({θ(t = Ndt)})]...× exp[F ({θ(t = 3dt)})]× exp[F ({θ(t = 2dt)})]× exp[F ({θ(t = dt)})], (68)
such that Ndt = τ/8, where τ is the period. We then use the symmetries of the first harmonic approximation, namely
θ1(1/4τ − t) = −θ2(t); θ2(1/4τ − t) = −θ1(t)
θ1(t+ 1/4τ) = θ2(t)− pi; θ2(t+ 1/4τ) = −θ1(t)
θ1(t+ 1/2τ) = pi − θ1(t); θ2(t+ 1/2τ) = pi − θ2(t) (69)
To conclude that
Tij = [Sy × Sx ×Q1/8 × S−1x ×Q1/8 × S−1y × Sx ×Q1/8 × S−1x ×Q1/8]2, (70)
where Sx,mn = δn,m+1, Sy,mn = (−1)miδn,m+1.
The Lyapunov exponents are defined as λ = 1τ log[eig(T )], where eig(T ) are the eigenvalues of the matrix Tij .
