Checkpointing with rollback-recovery is a well known technique to reduce the completion time of a pro-
In this paper, we show how both these techniques may be used together to further reduce the expected completion time of a program. The idea of using checkpoints to reduce the amount of rollback upon a failure is taken *Supported in part by an IBM fellowship and by an AT&T
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As hardware technology has constantly improved in terms of performance and reliability, it has been observed [8] that most of the failures are caused due to defects in the software. Evolution of large and complex software has added to this effect, emphasizing the need for software fault-tolerance. Recovery blocks [9] , N-version programming [10] and N self-checking programming [2] are some of the prominent techniques for tolerating software failurefi, Baeed on the principle of design diversity, these techniques are reactive in nature, i.e., they provide the means of dealing wit h a failure after it has occurred. Another reactive approach based on data diversity has been proposed in [13] .
Behavior of a program is determined by three com- In the presence of failures, the benefit of checkpointing comes from reduction in the amount of rollback.
This idea is taken a step further by incorporating rejuvenation and is explained in Figure 1 The words "software" and "program" are used interchangeably in this paper.
Previous Work
Software rejuvenation is a fairly new concept and its analysis has only recently been carried out. A t ypical problem is that of finding the rejuvenation policy which optimizes the measure of interest given a particular software system. The formulation of the problem will depend on the system specifics.
Checkpointing, on the other hand, has been well analyzed both for infinitely running transaction oriented software and programs with a finite failure free completion time.
In this paper, we restrict ourselves to the latter. Such analyses differ in two main respects; the performance measure evaluated/optimized and the set of assumptions made regarding the system behavior. We now proceed to derive expressions for the expected values of these three random variables viz.
E[T(w)], E[TC(N@, N)] and E[T,,(N~, N, k)].

No Checkpointing or Rejuvenation
Let 7X(w) = 1 -Fx(w), then the expected completion time is given by the following theorem. For larger values of 0, the memoryless property is no longer valid and we can see that the benefit from rejuvenation and checkpointing as opposed to only checkpointing starts to increase. The optimal expected completion time is plotted in Figure 7 against O which is self-explanatory. Second, Figure 8 [17] A. Duda, "The effects of checkpointing on program execution time",
