ABSTRACT In this paper, a scalable and cooperative medium access control (MAC) protocol (SCMAC) is proposed to support the periodic beaconing over the control channel in vehicular ad hoc networks. The main concerned aspects in SCMAC are communication reliability and protocol scalability. The communication reliability is guaranteed by cooperative beaconing. When broadcasting a beacon, the node embeds the slot state information into the beacon so that surrounding nodes can determine the availability of each slot. Together with the contention window, collisions can be alleviated. The protocol scalability is achieved by the slot access method and the proactive slot reservation. On one hand, the slot access method reduces the average delay by using the smaller beaconing period as the node density is decreasing. On the other hand, the proactive slot reservation always keeps enough idle slots so that more nodes can quickly join the network. Correspondingly, the beaconing period will increase and all nodes can gain chances to broadcast beacons. The simulation results show that SCMAC can achieve the reliable and scalable periodic beaconing in vehicular environments.
I. INTRODUCTION
Since the United States Federal Communication Commission (FCC) authorized a 75MHz frequency band centering at 5.9GHz for communications in vehicular environments, various applications for vehicular ad hoc networks (VANETs) have emerged. In the 5G era, VANETs are further extended to Internet of Vehicles (IoVs) to provide ubiquitous and smart services such as vehicular cloud networking [1] , P2P multimedia services [2] and vehicular cyber-physical.
To efficiently support the above advanced services, network beacons should be delivered over the control channel (CCH) reliably with low latency so that VANETs can guarantee the high speed, reliable and timely application oriented data transmissions over service channels (SCHs). Especially, due to the high mobility nature of VANETs, the periodic beaconing is often required so that nodes can obtain the real time network condition information in a cooperative manner. However, it is quite challenging to design a medium access control (MAC) protocol that can achieve the above goal for VANETs. On one hand, there is no central coordinator in VANETs. Concurrent channel access is inevitable. So collisions are liable to occur in VANETs. Note that an individual collision will produce a collision area, within which no node can correctly receive the broadcast beacons. Usually, the collision area is large. It is difficult to recover the lost information for the involved nodes via cooperative beaconing. As a result, the reliability and delay requirements cannot be met. On the other hand, the node density could vary rapidly within a wide range due to the high mobility nature of VANETs. When the node density is low, the strict delay requirement must be satisfied as nodes are possibly moving at high speed. Contrarily, it must be ensured that every node is able to get its opportunities to broadcast beacons when the node density is high. Whereas, the delay requirement is secondary under this situation since nodes cannot move fast due to the small inter-vehicle distances. If the designed MAC protocol is not scalable, the quality-of-service (QoS) requirements cannot be consistently satisfied.
To cope with the above issues, various MAC protocols have been proposed. The official IEEE 1609.4 standard [4] suggests a single-transceiver based scheme, where the time is divided into synchronized intervals. Each synchronized interval consists of a CCH interval (CCHI) and an SCH interval (SCHI). During CCHIs, the transceiver works on CCH to handle beacon exchanges. And during SCHIs, the transceiver switches to an SCH for data transmissions. However, this scheme has been proved to be inefficient through analytical models and simulations [5] , [6] . Then many enhanced versions of this scheme have been proposed [7] - [11] . For the sake of low cost and high compatibility, this kind of protocols inherit the basic settings of IEEE 1609.4. The performance improvement is achieved by the dynamic adjustment of the duration of the CCHI. The raised problem is that all SCHs are left totally idle during CCHI, especially when the node density is high [12] . Hence the high data rate transmissions can hardly be supported by these protocols.
The protocols proposed in [12] - [15] focus on the collision avoidance in a distributed manner. VeMAC [13] is a frame based protocol where CCH is shared by time division multiple access (TDMA). The consecutive slots form a frame. Nodes randomly select slots in a frame to broadcast beacons. The distributed TDMA (DTDMA) proposed in [12] classifies the data traffic into different access categories. Based on this setup, a sophisticated random selection policy is developed. Due to the random selection policy, the concurrent channel access is effectively solved in [12] and [13] . Thus no contention window (CW) is deployed and the high CCH utilization rate can be achieved. However, the sizes of the random selection resource sets (e.g. the frame in VeMAC) are fixed in VeMAC and DTDMA. Hence they are not scalable enough to confront some extreme conditions. Especially for VeMAC, it will suffer from resource wastage under the low node density environment and encounter frequent collisions when the node density is high. Danda B. Rawat et al. have proposed a scalable MAC by the joint adaptation of transmission power and CW size [14] . As this protocol relies on the traditional CSMA/CA mechanism, CWs still consume considerable wireless resources. Different from the above methods, Bogdan Roman et al. have proposed a powerful contention mechanism, referred as multi-carrier burst contention (MCBC) [15] . In MCBC, subcarriers are indexed and used as the contention and feedback signals. Nodes randomly select subcarriers to participate the contention. And through the index comparison, nodes are able to know whether they win or lose the contention after receiving the feedback signals. By this technique, the CW size is strikingly reduced. However, the delay bounded beaconing is not well supported by MCBC due to the randomness of the contention process.
Cluster-based MAC protocols can handle collisions efficiently and provide the centralized resource management for both CCH and SCHs [16] - [18] . Besides, cluster-based MAC protocols are scalable to some extent. Correspondingly, this kind of protocols require complicated beacon exchanges for cluster maintenance. Some other protocols are based on space division multiple access (SDMA) to simplify the resource allocation and alleviate contention [19] - [23] . In these protocols, roads are segmented into cells and each cell is associated with a subset of wireless resources which are different from the neighboring cells'. Nodes select appropriate resources according to its position that can be obtained from the global positioning system (GPS) interface. Due to the uniqueness of the node position, resource contention can be effectively alleviated. However, SDMA based protocols require users to keep the digital maps up-to-date, which may not be convenient or cost effective.
Considering the above issues, a scalable and cooperative medium access control (MAC) protocol, referred as SCMAC, is proposed in this paper. SCMAC is designed to realize the reliable and scalable periodic beaconing for VANETs. Unlike the cluster-based or SDMA-based protocols, SCMAC aims to be simple and cost effective. In SCMAC, the CCH is reused in TDMA. The future CCH condition is informed among nodes through the cooperative beaconing. Based on the cooperative beaconing, the slot access method is designed to fulfill the following 2 purposes: 1) suppress collisions via the random selection policy to enhance reliability; 2) maintain the beaconing period that matches the current node density to support scalability. Considering the potential high node density conditions in VANETs, the proactive slot reservation policy is applied to prepare plenty of idle slots at any time for new nodes to join the network. Together with the above techniques, SCMAC can satisfy the strict delay constraint when the node density is low and won't get congested even if the node density is extremely high.
The remainder of this paper is organized as follows. In Section II, the basic setup of SCMAC is introduced. Section III presents the details of the SCMAC protocol, including the cooperative beaconing, slot access method and slot reservation method. Section IV provides the simulation results for performance evaluation. Conclusions are drawn in Section V.
II. SYSTEM MODEL
The proposed SCMAC is a two-transceiver based MAC protocol. One transceiver is required to always work on CCH for beacon broadcasting. The other transceiver is free to switch among SCHs for application oriented data transmissions. SCMAC only dedicates in handling the periodic beaconing over CCH. As no constraint is imposed to the SCHs access methods, SCMAC are compatible with many existing twotransceiver based MAC protocols [13] , [16] . The detailed discussion of the SCHs access mechanisms is not covered in this paper. In SCMAC, the CCH is shared by TDMA. As shown in Fig. 1 , each slot contains a distributed interframe space (DIFS), a contention window (CW) and a data frame (payload). In consistent with IEEE 802.11p, the DIFS is reserved for the distributed coordination function (DCF), and the data frame is managed according to the MAC layer functional descriptions. Different from IEEE 802.11p, the MCBC VOLUME 5, 2017 proposed in [15] is applied in SCMAC instead of CSMA/CA (The traditional CSMA/CA is also applicable, but MCBC is preferred). In MCBC, the contention process consists of several rounds and each round contains two phases. The contender broadcasts a subcarrier as the contention signal during the first phase and then receives the feedback signals during the second phase. Then the node can know whether it is the winner among its two-hop neighbors. Thus by MCBC, the duration of the CW can be strikingly reduced to improve the channel efficiency. Additionally, the hidden terminal problem can also be solved during the contention. Hence the beaconing reliability will be enhanced. To attain the strict time synchronization, it is assumed that each vehicle (node) is equipped with a global positioning system interface. Then slots can be indexed sequentially.
In this work, the channel fading is ignored to focus on the MAC layer performance. When a beacon is broadcast, the nodes within the transmission range of the source node, called the one-hop neighbors (or neighbors in short), can receive the beacon. For the nodes in a two-hop set where every node can reach any other node within two hops, concurrent broadcasting will cause collisions. In the collision area, no node is possible to correctly decode the received signals. Thus in order to support reliable communications, collisions must be addressed.
III. SCMAC PROTOCOL A. PROTOCOL OVERVIEW
SCMAC is designed to realize the periodic beaconing for the nodes in VANETs. The main concerned aspects in SCMAC are communication reliability and protocol scalability. The communication reliability is mainly guaranteed by cooperative beaconing. The protocol scalability is achieved by the slot access method and the proactive slot reservation.
In SCMAC, nodes have two states: online and offline. When a node gains the right to access a slot through contention, it becomes online and can broadcast a beacon that contains the index of its target slot, through which this node intends to access the CCH once more. The online node will continue to broadcast beacons in this way until it loses the contention or encounters a collision. Then it becomes offline. The online nodes take responsibility for the cooperative beaconing and the proactive slot reservation. The cooperative beaconing is to inform the surrounding nodes of the states of the subsequent slots. The proactive slot reservation is to always keep a few slots idle for offline nodes to access the channel. While offline nodes only need to randomly select available slots to access the channel, where the random selection policy is applied for collision avoidance. Together with the MCBC mechanism, the communication reliability can be guaranteed.
On the other hand, online nodes tend to maintain shorter beaconing periods guided by the proposed slot access method. Hence the communication delay will decrease as the node density drops. For high node density circumstances, nodes can quickly join the network because of the proactive slot reservation. And every node is able to get the opportunity to broadcast beacons with longer beaconing periods. Depending on these techniques, SCMAC is scalable. The main work flow the protocol is depicted in Fig. 2 . 
B. COOPERATIVE BEACONING: RECEIVER SIDE
When a node is not broadcasting beacons, it should keep receiving beacons to sense the channel condition. As aforementioned, each beacon contains the states of the future slots, as well as the index of the target slot that the beacon sender intends to use. So this subsection introduces how to determine the availability of the slots by parsing state information embedded in the beacon.
In SCMAC, 5 flags are defined to indicate the slot states as shown in Table 1 . The IDLE and RESERVED flags mean the slot is available. While the others imply the slot is not allowed to access (unavailable). The EXTEND and RESERVED flags are designed for the proactive slot reservation, which will be introduced in Section III-D. When a node receives a beacon, it updates its internal database according to the flag priority as shown in Fig. 3 . The flag with a higher priority (the priority number in Table 1 is larger) will overwrite the ones with lower priorities. For the target slot that is explicitly indicated in the received beacon, the special flag NEIGHBOR is marked. And its priority is the highest.
In Fig. 3 , there is a special slot, called border slot. The border slot is the non-IDLE slot with the largest index. The slots after the border slot are all IDLE, which is the default state of the slot. Hence by parsing the beacons from neighbors, every node can know the states of the future slots.
C. SLOT ACCESS
As described in Section II, the CW is deployed in SCMAC for collision avoidance. However, the CW doesn't solve the concurrent channel access problem, which is the substantial cause of collisions. Thus the slot access mechanism is proposed to solve this issue for reliability improvement.
The slot access is strongly relied on the slot state information obtained via cooperative beaconing. As nodes are aware of the states of the future slots as presented in Section III-B, here, nodes are restricted to access the available slots, which are IDLE and RESERVED slots. By this restriction, a node won't attempt to access the slot that has been occupied by others. Then the concurrent channel access can be alleviated.
For the online node, it selects the slot for the next channel access, referred as target slot, when it is about to broadcast a beacon. Since the slots after the border slot are all IDLE as shown in Section III-B, the target slot is the one that is right after the border slot. Note that it is the nearest slot that can be utilized without interrupting other nodes. Thus the reliability is guaranteed. More over, the derived beaconing period is nearly minimum and approximately fits the node density. Therefore this slot selection strategy also makes SCMAC scalable.
For the offline node, it selects the target slot at the beginning of a slot. Since the offline nodes haven't got the slots or broadcast beacons, they are invisible to other nodes. Thus the number of them could be potentially large and difficult to estimate. And it is hard for a node to properly adjust its contention scheme. To avoid the potential concurrent channel access, the offline node must randomly select the target slot from the s nearest available slots (including the IDLE slots after the border slot). Here, the s nearest available slots are called a random selection window (RSW). And s is referred as the RSW size.
Additionally, in order to avoid the continuous channel access, the minimum number of the inter-beaconing slots m is introduced. The online node cannot choose a slot among the following m slots as the target slot even if the node finds out that the following slots are all IDLE. The slot selection method is depicted in Fig. 4 . After selecting the target slot, the node waits for it and then initiates the MCBC procedure at beginning of the CW. If the node wins the contention, it becomes online. Otherwise, it becomes offline and will attempt to find another slot to access.
D. PROACTIVE SLOT RESERVATION
According to the slot access method for online nodes, the target slot is right after the border slot. It implies that the IDLE slots after the border slot may never be available for offline nodes if slots are continuously occupied by online nodes. Under this situation, the resource is exhausted for offline nodes. Apparently, this special situation is liable to occur when the node density is high. In order to solve this false resource exhaustion, online nodes should reserve several slots for offline nodes when there are not plenty of available slots before the border slot.
The proactive slot reservation is performed before the selection of the target slot when a node is going to broadcast a beacon. The node counts the number of the available (IDLE and RESERVED) slots between the next slot and the border slot. If the number of the available slots n a is less than the reservation threshold r, this node will reserve r − n a slots after the current border slot. After the reservation, the original border slot moves forwardly as illustrated in Fig. 5 . And there will be r available slots before the new border slot. In the generated beacon, the flags of these reserved slots are set to RESERVED. Note r ≥ s so that the random slot selection of the offline nodes can be normally performed. By the proposed proactive slot reservation policy, no matter how dense the nodes are, there are always several available slots before the border slot. Then offline nodes are able to quickly access the CCH. Hence SCMAC is scalable.
E. COOPERATIVE BEACONING: SENDER SIDE
When a node broadcasts a beacon, a cooperative message (CM) is embedded in the beacon via the frame aggregation function in IEEE 802.11p. As depicted in Fig. 6 , the CM consists of a Target Slot segment and a Flag segment. The Target Slot segment indicates the index of the target slot. The slot index is expressed as an offset relative to the current slot. For instance, if the maximum beaconing period doesn't exceed 200 slots, the offset can be represented by an 8 bits integer. Thus the beaconing overhead will be reduced. The Flag segment contains the state flags of the subsequent l slots before the border slot. For each slot, there are 2 bits that indicate the slot state at the receiver side. Thus the size of this segment is 2l bits. The flag information is summarized in Table 1 and Table 2 . As previously noted, the flag indicates the slot state at the receiver side, not at the sender side. Thus a flag conversion is required at the sender side so that the receiver can update its internal database by parsing the Flag segment. The conversion rules are provided in Table 2 . The NEIGHBOR and RESERVED flags are converted to FORBIDDEN and EXTEND flags respectively, neither of which is allowed to access as previously explained. The reason of this conversion is that nodes in a two-hop set cannot use the same slot for beaconing due to collisions. The slot occupation and reservation states should be relayed for one hop. The IDLE flag can be converted to RESERVED if the node intends to reserve this slot for offline nodes. Fig. 7 provides a sample for the illustration of the CM generation. Through the above design, every node can determine the availability of each slot by processing the received CMs according to Section III-B. Then the reliable beacon delivery can be guaranteed.
F. PARAMETER SETTING
In SCMAC, the concurrent channel access is prone to happen when a large number of offline nodes attempt to broadcast beacons. Since the number of offline nodes may be potentially large, it is not spectrum efficient to avoid collisions by simply elongating the CW. Hence in Section III-C, the random selection policy is applied, in which the offline node randomly chooses a slot from the s nearest available slots to access the CCH. Obviously, the collision probability strongly depends on s. Thus in this subsection, the setting of the parameter s is discussed.
Here, a simplified case that c nodes concurrently contend for s slots through random selection is investigated. The random selection obeys the uniform distribution. Then the no collision probability, denoted by P nc (c, s), is analyzed.
When s = 1, the above process is equivalent to the original MCBC. Then P nc (c, 1) can be obtained by
where p s (c, J , R m ) is the unique winner probability of the MCBC [15] . J is the number of subcarriers and R m is the number of the MCBC rounds. Both J and R m are constant. For the cases that s ≥ 2, P nc (c, s) is calculated iteratively. After the random selection, the c contenders can be classified into two categories: the ones that choose the first slot and the others that choose the rest slots. Let u denote the number of the nodes that choose the first slot. Then P nc (c, s) can be 9686 VOLUME 5, 2017 decomposed by conditional probability as (2) .
In (2), each term of the summation represents the no collision probability when u nodes select the first slot. P nc (u, 1)P nc (c− u, s − 1) means that no collision occurs on neither of the first slot or the rest s − 1 slots. p 1 (u, s, c) is the probability that among the c contenders, u contenders select the first slot. And it is expressed as:
Then by (2), P nc (c, s) can be calculated iteratively from the cases when s = 2. Fig. 8 provides the results of P nc (c, s) when s = 5, 10, 15. The MCBC parameter J and R m are set to 24 and 1 respectively. 
G. COLLISION NOTIFICATION
In practice, it is quite difficult to completely eliminate collisions. When a collision occurs, the sender should be informed of the collision since the sender cannot detect the collisions caused by itself.
When a node detects a collision (it can be achieved by the methods proposed in [24] and [25] ), it appends the slot index to a notification queue. When this node get the opportunity to broadcast a beacon, the slot indices in the notification queue will be inserted into the beacon to form a collision notification. Upon receiving the collision notification, the node checks whether the index of its last occupied slot is in the notification. If so, the node becomes offline. For the rest slot indices in the received collision notification, the node will try to remove the identical ones from its own notification queue to avoid repeated broadcasting for overhead reduction.
By the designed collision notification mechanism, the node that caused the collision will abandon using the target slot indicated by its previous beacon, because its previous beacon cannot be correctly received by the nodes in the collision area. Then this target slot is actually IDLE. Other nodes can utilize it normally. The potential resource contention can be avoided. 
IV. SIMULATION
In this section, the simulation results are provided for the performance evaluation of the proposed SCMAC protocol. The considered scenario is an intersection area as shown in Fig. 9 . The intersection is the typical pattern in urban environments. When approaching the intersection, vehicles (nodes) can turn left or right, or keep moving forward. Thus most of the topology change patterns in VANETs can be generated in the simulation. In order to test the scalability of the simulated protocols, it is assumed that there is no building that can hinder wireless signals in the considered scenario. Thus the node density will double near the intersection. Besides, the length of each street is set to 500m and the communication range is set to 150m. By doing so, every node will experience both straight road (low node density) and intersection (high node density) conditions sufficiently. Additionally, no traffic light is placed at the intersection to avoid unbalanced traffic streams, which are beyond the scope of this paper. The detailed parameters of the simulation environments are summarized in Table 3 . The node density in Table 3 is defined as the average number of the two-hop neighbors. In the simulation, the reference protocol is VeMAC [13] . The protocol parameters of SCMAC and VeMAC are listed in Table 4 . Most of the parameters are consistent with IEEE 802.11p standard [26] . The MCBC parameters are set according to [15] . The number of the subcarriers that can be utilized by MCBC is 24, which are one half of the data subcarriers in the IEEE 802.11p orthogonal frequency division multiplexing (OFDM) specifications. For SCMAC, the minimum beaconing period m is set to 30 slots (12.9ms). The RSW size s and the reservation threshold r are set to 5 and 10 slots respectively. As for VeMAC, the number of slots in the frame is set to be 100.
The simulation is implemented by NS3 [27] and SUMO [28] . For each fixed node density, the simulated protocols are tested using the same trajectory file generated by SUMO. Then the following metrics are investigated:
1 Reliability: the probability that an individual beacon can be correctly received by its target; 2 Average beaconing period (ABP): the average time between two consecutive beacons of an individual node; 3 Average access time (AAT): the average time for an offline node to find an available slot to access (become online); 4 Average goodput: the average bits sent by an individual node per second which are correctly decoded by the receivers. In order to focus on the MAC layer performance, the channel fading is ignored in the simulation. The communication reliability of the simulated protocols is drawn in Fig. 10 . It can be seen that VeMAC slightly outperforms than SCMAC when the node density is below 103. The reason is that VeMAC is a frame based MAC. Once the slots are properly allocated, the map between nodes and slots will stay (almost) invariable. That is to say nodes can periodically broadcast beacons free of collisions in the following frames. But this mechanism is not applied in SCMAC in order to enhance the protocol scalability. Correspondingly, SCMAC can maintain high reliability no matter the node density is high or low as shown in the figure. While the reliability of VeMAC falls considerably when the node density is above 103 because the resources in the frame becomes relatively limited. Note that the random selection policy in VeMAC is valid only when there are sufficient available slots. When the node density is high, multiple nodes are liable to select the same slot and collisions will frequently occur because no CW is deployed in VeMAC. In contrast, the random selection policy in SCMAC works well as there are plenty of available slots at any time because of the proposed slot reservation strategy. Fig . 11 provides the ABPs of SCMAC and VeMAC. The ABPs of SCMAC are approximately proportional to the node density, which indicates SCMAC is scalable. It is achieved by the slot access method as mentioned in Section III-C. The target slot of the online node is right after the border slot. And this is the nearest slot that can be utilized without interrupting other nodes. In contrast, the ABPs of VeMAC are nearly constant. They are close to the frame length. It implies that many slots are left idle when the node density is low. The AAT results illustrated in Fig. 12 also indicates SCMAC is scalable. The AAT of SCMAC is approximately proportional to the node density. offline nodes can quickly access the channel due to the slot reservation policy of SCMAC. The AAT of VeMAC is also provided, although this comparison may be not fair. As shown in the figure, VeMAC works normally when the node density is below 103. The AAT rises as the node density increases because nodes may wait longer to find an available slot. However, when the node density exceeds 100, collisions occur frequently. Note that the slots over which collisions occur are treated as IDLE in VeMAC because the original nodes cannot use them normally any longer. As long as there are IDLE slots, nodes will directly access them according to VeMAC. Then, due to the frequent collisions, nodes can quickly find available slots to access the channel even if the access would probably cause collisions once more. As a result, the AAT of VeMAC begins to decrease gradually when the node density exceeds 100. Accordingly, the reliability of VeMAC also drops considerably. The goodput of the simulated protocols is shown in Fig. 13 . For high node density conditions, the achieved goodput of SCMAC is lower because the slot reservation mechanism always keeps a few slots idle. On the other hand, SCMAC outperforms VeMAC when the node density is low since SCMAC is scalable.
V. CONCLUSIONS
In this paper, a scalable and cooperative MAC layer protocol (SCMAC) for the access of control channel (CCH) is proposed to support the periodic beaconing in VANETs. In SCMAC, nodes have two states: online and offline. online nodes broadcast the states of the subsequent slots. By parsing the received slot state information, the CCH availability can be determined in a cooperative manner for every node. Then both online and offline nodes can simply select an available slot to access the CCH. Additionally, the random selection policy is applied for offline nodes to avoid the potential concurrent channel access. Finally, the reliable beaconing can be achieved. In order to make SCMAC scalable, the online nodes are guided by to choose the smaller beaconing period to reduce the average latency. While for offline nodes, there are always sufficient idle slots that are reserved for them so that they can quickly join the network. As more nodes join the network, the beaconing period will be elongated gradually so that all nodes are able to gain chances to access the CCH. The simulation results show that the periodic beaconing function provided by SCMAC is reliable and scalable. The network beacons won't get congested when the node density is high. At the same time, the average beaconing period decreases as the node density drops. Then more strict delay constraints are satisfied.
