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OTKA K48360 szakmai besza´molo´
Cso¨rgo˝ Sa´ndor kutata´sainak ko¨ze´ppontja´ban a szentpe´terva´ri ja´te´k vizsga´lata a´llt. Pa´l egy
nem szu¨kse´gke´ppen szaba´lyos pe´nze´rme´t addig doba´l, mı´g fej nem lesz. Jelo¨lje p a fejdoba´s
valo´sz´ınu˝se´ge´t egy doba´s esete´n e´s legyen r = 1/(1 − p). Egy a´ltala´nos´ıtott szentpe´terva´ri
ja´te´kban Pe´ter rk duka´tot fizet Pa´lnak, ha a k-adik doba´sna´l kapnak elo˝szo¨r fejet. Cso¨rgo˝ e´s
Simons a publika´cio´s lista [CsSi1] dolgozata´ban a ko¨vetkezo˝ osztozkoda´si proble´ma´t vizsga´lja.
Tegyu¨k fel, hogy n ≥ 2 ja´te´kos, Pa´l1,. . . , Pa´ln mindegyike egy ja´te´kot ja´tszik Pe´terrel, a nye-
reme´nyeik legyenek rendre X1, . . . , Xn. Felmeru¨l az a proble´ma, hogy Pa´l1,. . . , Pa´ln hogyan
osztozkodjanak az X1 + · · ·+Xn o¨ssznyereme´nyen. Olyan osztozkoda´si strate´gia´kat vizsga´ltak,
melyek n komponensu˝ pn = (p1,n, p2,n, . . . , pn,n) valo´sz´ınu˝se´geloszla´sokkal ı´rhato´k le. Egy adott
pn osztozkoda´si strate´gia esete´n Pa´l1 kap p1,nX1 + p2,nX2 + · · · + pn,nXn duka´tot, Pa´l2 kap
pn,nX1 + p1,nX2 + · · ·+ pn−1,nXn duka´tot,. . . ,Pa´ln kap p2,nX1 + p3,nX2 + · · ·+ pn,nXn−1 + p1,nXn
duka´tot. Ilyen osztozkoda´s esete´n mindegyik Pa´l nyereme´nye ugyanolyan eloszla´su´. Cso¨rgo˝
e´s Simons [CsSi1] elegendo˝ felte´telt adott arra, hogy a p1,nX1 + · · · + pn,nXn linea´ris kom-
bina´cio´kra teljesu¨ljenek a nagy sza´mok gyenge to¨rve´nyei. A dolgozat a linea´ris kombina´cio´kra
majdnem biztos lim inf e´s lim sup eredme´nyeket is tartalmaz. Vizsga´ltak me´g ve´letlen osztoz-
koda´si strate´gia´kat is, amikor a p1,n, p2,n, . . . , pn,n komponensek ve´letlen va´ltozo´k. Ezekre is
igazoltak gyenge to¨rve´nyeket.
Cso¨rgo˝ e´s Simons a [CsSi2] dolgozatban a klasszikus p = 1/2 esetben vizsga´lja a fenti osz-
tozkoda´si strate´gia´kat. Egy pn strate´gia´t megengedettnek neveznek, ha minden komponense 0
vagy 1/2-nek ege´sz kitevo˝s hatva´nya. Az eloszta´s sora´n kapott p1,nX1 + p2,nX2 + · · · + pn,nXn
nyerese´g e´s az X1 egye´ni nyerese´g viszonya´t a ko¨vetkezo˝ o¨sszehasonl´ıta´si opera´tor seg´ıtse´ge´vel
vizsga´lja´k:
A(pn) =
∫ ∞
0
[P (p1,nX1 + p2,nX2 + · · ·+ pn,nXn > x)− P (X1 > x)]dx.
Ez tekintheto˝ az eloszta´s hozama´nak. Bebizony´ıtja´k, hogy egy pn strate´gia pontosan akkor
megengedett, ha az A(pn) hozam le´tezik Riemann improprius e´rtelemben. Igazolja´k, hogy meg-
engedett strate´gia´kra az A(pn) hozam megegyezik a
H(pn) = −p1,n log2 p1,n − . . .− pn,n log2 pn,n
entro´pia´val. Meghata´rozza´k azt a megengedett strate´gia´t, melynek entro´pia´ja a legnagyobb.
Ezenk´ıvu¨l tetszo˝leges pn strate´gia esete´n szemistabilis approxima´cio´kat konstrua´lnak a
p1,nX1 + p2,nX2 + · · ·+ pn,nXn −H(pn)
ve´letlen va´ltozo´ra.
Cso¨rgo˝ e´s Simons [CsSi3] azt vizsga´lta, hogy n szentpe´terva´ri ja´te´k leja´tsza´sa uta´n hogyan
viselkedik Pa´l o¨ssznyerese´ge, ha lemond a legnagyobb m sza´mu´ nyerese´ge´ro˝l. Legyenek X1,n ≤
· · · ≤ Xn,n a sorbarendezett nyerese´gek n ja´te´k uta´n. Cso¨rgo˝ e´s Simons kora´bban le´ırta´k az
Sn(m) = X1,n + · · · + Xn−m,n o¨sszeg aszimptotikus viselkede´se´t. A [CsSi3] dolgozatban pontos
formula´t adnak az E(Sn(m)) va´rhato´ e´rte´kre.
Cso¨rgo˝ [Cs5] o¨sszetarto´ aszimptotikus sorfejte´st bizony´ıtott az Sn(0) o¨ssznyerese´gre. A sor-
fejte´s egyma´st ko¨veto˝ korla´tlanul oszthato´ szemistabilis eloszla´sfu¨ggve´ny-oszta´ly tagjaibo´l a´ll e´s
bizonyos deriva´ltjait is tartalmazza ezeknek a fu¨ggve´nyeknek. A szo´banforgo´ fu¨ggve´nyoszta´lyok a
ja´te´k parame´terei a´ltal vannak meghata´rozva. Cso¨rgo˝ meghata´rozta az o¨sszetarta´s sebesse´ge´nek
pontos rendje´t.
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Cso¨rgo˝ e´s Simons a [CsSi4] dolgozatban a szentpe´terva´ri ja´te´khoz kapcsolo´do´ osztozkoda´si
proble´ma nyerese´geit vizsga´lja a´ltala´nosabb forma´ban. Fu¨ggetlen e´s azonos eloszla´su´ nemnegat´ıv
X1, . . . , Xn ve´letlen va´ltozo´kat felte´telezve szu¨kse´ges e´s elegendo˝ felte´teleket adnak arra, hogy a
p1,nX1 + · · · + pn,nXn linea´ris kombina´cio´kra teljesu¨ljenek a nagy sza´mok gyenge to¨rve´nyei. A
felte´telek a lassu´ va´ltoza´su´ fu¨ggve´nyekre vonatkozo´ Karamata elme´let felhaszna´la´sa´val vannak
le´ırva.
Cso¨rgo˝ [Cs3] egy u´j bizony´ıta´st ad Kruglov te´tele´re, mely a korla´tlanul oszthato´ ve´letlen
va´ltozo´k a´ltala´nos´ıtott momentumainak le´teze´se´re ad karakteriza´cio´t. A bizony´ıta´s egy korla´tla-
nul oszthato´ ve´letlen va´ltozo´ sztochasztikus reprezenta´cio´ja´ra e´pu¨l, eza´ltal ra´vila´g´ıt az eredme´ny
valo´sz´ınu˝se´gi terme´szete´re.
Cso¨rgo˝ a [Cs6] dolgozatban szemistabilis eloszla´sok a´ltala´nos´ıtott konvolu´cio´s hatva´nyait
vizsga´lja. Legyen Gα(·) egy α ∈ (0, 2) kitevo˝ju˝ szemistabilis eloszla´sfu¨ggve´ny. Tetszo˝leges u > 0
esete´n legyen G∗uα (·) a Gα(·) eloszla´sfu¨ggve´ny u-adik a´ltala´nos´ıtott konvolu´cio´s hatva´nya. A
dolgozat a
G(k,j)α (x;u) =
∂k+j
∂xk∂uj
G∗uα (x), k, j ∈ {0, 1, 2, . . .},
deriva´ltakat vizsga´lja. Cso¨rgo˝ kimutatja, hogy a G
(k,j)
α (x;u), x ∈ R, deriva´ltak korla´tos va´ltoza´-
su´ak az ege´sz sza´megyenesen. Cso¨rgo˝ azt is megmutatja, hogy a deriva´ltak azonos´ıthato´k a
Fourier-Stieltjes transzforma´ltjukkal. A kapott eredme´nyek felhaszna´lhato´k o¨sszetarto´ aszimp-
totikus sorfejte´sek vizsga´lata´na´l, amikor az alapeloszla´s egy szemistabilis eloszla´s geometriai
parcia´lis vonza´startoma´nya´ban van.
Cso¨rgo˝ Sa´ndor e´s Hatvani La´szlo´ a [CsHa] dolgozatban olyan ma´sodrendu˝ linea´ris diffe-
rencia´legyenletekkel foglalkoznak, melyek egyu¨tthato´fu¨ggve´nye szakaszonke´nt konstans sztoc-
hasztikus folyamat. A szakaszok hossza´ra vonatkozo´ felteve´sek mellett vizsga´lja´k a megolda´sokat.
Ha az egyu¨tthato´fu¨ggve´ny a ve´gtelenhez tart, akkor majdnem biztos stabilita´s teljesu¨l. Ha az
egyu¨tthato´fu¨ggve´ny ke´t e´rte´ket isme´tlo˝ perio´dikus sorozat, akkor majdnem biztos instabilita´st
sikeru¨lt igazolniuk (sztochasztikus parametrikus rezonancia).
Cso¨rgo˝ professzor tova´bbi eredme´nyeit a ta´rskutato´k eredme´nyeinek le´ıra´sa´na´l ismertetju¨k.
Kevei Pe´ter a [Ke1] cikkben n egyu¨ttmu˝ko¨de´sre hajlando´, a´ltala´nos´ıtott szentpe´terva´ri ja´te´kot
ja´tszo´ szerencseja´te´kos osztozkoda´si strate´gia´it elemzi. Megmutatja, hogy le´teznek olyan strate´gi-
a´k, melyek minden egyes ja´te´kosnak to¨bb nyereme´nyt garanta´lnak, mint az egye´ni strate´gia.
Specia´lis esetben meghata´rozza az optima´lis strate´gia´t, e´s ra´mutat a klasszikus e´s az a´ltala´nos
eset ko¨zo¨tti ku¨lo¨nbse´gekre. Az eredme´nyro˝l 2006-ban Szova´ta´n a XXVI. Seminar on Stability
Problems for Stochastic Models konferencia´n tartott elo˝ada´st.
Cso¨rgo˝ e´s Kevei a [CsKe1] dolgozatban o¨sszetarto´ aszimptotikus sorfejte´seket bizony´ıtanak
a´ltala´nos´ıtott szentpe´terva´ri ve´letlen va´ltozo´k specia´lis alaku´ linea´ris kombina´cio´ira. A sor-
fejte´sek megfelelo˝ szemistabilis eloszla´sok vegyes parcia´lis deriva´ltjainak Fourier-Stieltjes transz-
forma´ltjaival vannak megadva.
A [CsKe2] cikkben szemistabilis eloszla´sok geometriai parcia´lis vonza´startoma´nya´bo´l vett
ve´letlen va´ltozo´k linea´ris kombina´cio´ira igazolnak o¨sszetarta´si eredme´nyeket. Megmutatja´k,
hogy mindig megadhato´ linea´ris kombina´cio´k egy sorozata, melyen az o¨sszetarta´si te´telek hagyo-
ma´nyos hata´reloszla´s-te´telekke´ reduka´lo´dnak.
Kevei a [Ke2] dolgozatban o¨sszetarto´ aszimptotikus sorfejte´seket bizony´ıt szemistabilis el-
oszla´sok geometriai parcia´lis vonza´startoma´nya´bo´l vett ve´letlen va´ltozo´k o¨sszegeire. A sorfejte´s
hossza a szemistabilis eloszla´s karakterisztikus kitevo˝je´to˝l e´s a mo¨go¨ttes eloszla´s karakteriszti-
kus fu¨ggve´nye´nek simasa´ga´to´l fu¨gg. Valo´di ve´gtelen sorfejte´s teljesu¨le´se´hez elegendo˝ felte´telt
ad meg a kvantilisfu¨ggve´nyre vonatkozo´an. Az eredme´nyek a stabilis esetben ismert te´telek
a´ltala´nos´ıta´sai.
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Kevei a [Ke4] dolgozatban fu¨ggetlen, azonos eloszla´su´ ve´letlen va´ltozo´k linea´ris kombina´cio´i-
nak aszimptotikus viselkede´se´t vizsga´lja a´ltala´nos esetben. Ve´ges szo´ra´s mellett szu¨kse´ges e´s
elegendo˝ felte´telt ad az aszimptotikus normalita´sra, valamint megmutatja, hogy ha egy ki-
egyensu´lyozott strate´giasorozat mente´n a hata´reloszla´s norma´lis, akkor a mo¨go¨ttes eloszla´s szu¨k-
se´gke´ppen benne van a norma´lis eloszla´s vonza´startoma´nya´ban. Az a´ltala´nos stabilis esetre is
re´szletesen kite´r.
A [Ke1], [CsKe1], [CsKe2] e´s [Ke4] cikkek szolga´lnak Kevei PhD disszerta´cio´ja´nak alapja´ul.
A disszerta´cio´t 2009 ma´jusa´ban sikeresen megve´dte.
Gyo˝rfi e´s Kevei a [GyK] dolgozatban az u´n. konstans mo´don a´trendezett portfolio´k hate´konysa´-
ga´t vizsga´lja´k abban az esetben, amikor a piacot definia´lo´ {Xi} ve´letlen vektorok fu¨ggetlenek
e´s ko¨zo¨s eloszla´suk megegyezik a (X(1), X(2), . . . , X(d), 1), d ≥ 1, ve´letlen vektor eloszla´sa´val,
ahol X(1), X(2), . . . , X(d) fu¨ggetlen, azonos eloszla´su´ nemnegat´ıv ve´letlen va´ltozo´k. A´ltala´nos
felte´telek mellett megmutatja´k, hogy nagy d esete´n az egyenletes strate´gia az optima´lis. Szentpe´-
terva´ri komponensek esete´n a d = 1, 2 esetben megadja´k az optima´lis befektete´si strate´gia´t, mı´g
nagy d esete´n pontos aszimptotika´t adnak a no¨vekede´si ra´ta´ra. Kevei az eredme´nyro˝l 2009-ben
Debrecenben a Probability and Statistics with Applications konferencia´n tartott elo˝ada´st.
Po´sfai Anna a valo´sz´ınu˝se´gsza´mı´ta´s egyik klasszikus proble´ma´ja´t, a kupongyu˝jto˝ proble´ma´t
vizsga´lta. Adva van n ≥ 2 ku¨lo¨nbo¨zo˝ kupon, melyekbo˝l egy gyu˝jto˝ ve´letlenszeru˝en visszateve´ses
minta´t vesz. Adott n-to˝l fu¨ggo˝ mn ∈ {0, 1, . . . , n− 1} sza´m esete´n a mintave´telt addig folytatja,
amı´g elo˝szo¨rre pontosan n−mn ku¨lo¨nbo¨zo˝ kupont nem gyu˝jto¨tt. A Wn(mn) ve´letlen va´ltozo´, a
kupongyu˝jto˝ ,,va´rakoza´si ideje”, az ehhez szu¨kse´ges isme´tle´sek sza´ma´t jelo¨li.
Po´sfai Anna a va´rakoza´si ido˝ megfelelo˝ fu¨ggve´nyeinek eloszla´sa´t ne´gy ku¨lo¨nbo¨zo˝ eloszla´scsala´d-
dal approxima´lta. Ezek ko¨zu¨l ha´rom – egy a Gumbel-eloszla´sbo´l sza´rmaztathato´ eloszla´s, a stan-
dard norma´lis eloszla´s e´s a Poisson-eloszla´s – a ku¨lo¨nbo¨zo˝ mn sorozatokhoz tartozo´ va´rakoza´si
ido˝k megfelelo˝en centraliza´lt e´s normaliza´lt sorozatainak hata´reloszla´sake´nt le´p fel, amint n →
∞. A negyedik approxima´lo´ eloszla´s az o¨sszetett Poisson-eloszla´sok csala´dja´ba tartozik. A
ko¨zel´ıte´s hiba´ja´nak me´rte´ke´t diszkre´t approxima´cio´ esete´n a
dTV (X, Y ) = sup
A⊂Z+
|P (X ∈ A)− P (Y ∈ A)|,
teljes varia´cio´s ta´volsa´ggal me´rte, mı´g folytonos approxima´cio´ esete´n a
dKol.(X, Y ) = sup
x∈R
|P (X ≤ x)− P (Y ≤ x)|
Kolmogorov-ta´volsa´got haszna´lta. Eredme´nyei a ko¨vetkezo˝k:
1. A teljes gyu˝jteme´ny esete´re, amikormn minden n-re azonosan 0, Erdo˝s e´s Re´nyi hata´rozta´k
meg Wn(mn) hata´reloszla´sa´t, majd Baum e´s Billingsley kiterjesztette´k ezt az eredme´nyt tetszo˝le-
ges konstans mn-re, a Gumbel-eloszla´sbo´l sza´rmaztathato´ hata´reloszla´sfu¨ggve´nyeket kapva. Ezt
a hata´reloszla´s te´telt pontos´ıtja Cso¨rgo˝ Sa´ndor e´s Po´sfai Anna a [CsPo] dolgozatban, mely
alapja´n konstans mn esete´n a megfelelo˝ eloszla´sfu¨ggve´nyek egytagu´ aszimptotikus sorfejte´se
lehetse´ges. A karakterisztikus fu¨ggve´nyek vizsga´lata´ra e´pu¨lo˝ Fourier-anal´ızisbeli mo´dszereket
alkalmazta´k, melyek elso˝sorban Crame´r illetve Esseen neve´hez fu˝zo˝dnek.
2. Baum e´s Billingsley igazolta´k, hogy ha mn → ∞ e´s (n−mn)/
√
n → ∞ amint n → ∞,
akkor a standardiza´lt Wn(mn) a standard norma´lis eloszla´shoz konverga´l. Ugyancsak Fourier-
anal´ızisbeli eszko¨zo¨ket haszna´lva Po´sfai felso˝ becsle´st adott a konvergencia sebesse´ge´re a [Po1]
dolgozatban.
3. Szinte´n Baum e´s Billingsley la´tta´k be, hogy ha (n−mn)/
√
n → λ amint n → ∞,
ahol λ > 0 konstans, akkor Wn(mn) − (n − mn) eloszla´sa a λ2/2 va´rhato´ e´rte´ku˝ Poisson-
eloszla´shoz konverga´l. Po´sfai ezen hata´reloszla´s te´tel Kolmogorov e´s Gnedenko neve´hez fu˝zo˝do˝
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a´ltala´nosabb va´ltozata´t vizsga´lta [Po2] dolgozata´ban. Olyan fu¨ggetlen nemnegat´ıv ege´sz e´rte´ku˝
infinitezima´lis ve´letlen va´ltozo´k sze´riasorozata´t tekintette, melynek soronke´nti o¨sszegei aszimp-
totikusan Poisson-eloszla´su´ak, e´s ezen soronke´nti o¨sszegeket ko¨zel´ıtette olyan Poisson-eloszla´su´
ve´letlen va´ltozo´val, melynek parame´tere csak a soro¨sszegben szereplo˝ va´ltozo´k eloszla´sa´to´l fu¨gg.
Az approxima´cio´ hiba´ja´ra felso˝ e´s also´ becsle´st adott, eza´ltal meghata´rozta a ko¨zel´ıte´s hiba´ja´nak
pontos rendje´t. A Poisson hata´reloszla´su´ esetben megadta a va´rakoza´si ido˝ eloszla´sa´nak egytagu´
aszimptotikus sorfejte´se´t.
4. Po´sfai [Po4]-ben megmutatta, hogy azon n e´s mn parame´tere´rte´kekre, melyekre a stan-
dardiza´lt va´rakoza´si ido˝ jo´l ko¨zel´ıtheto˝ norma´lis eloszla´ssal, a va´rakoza´si ido˝ megfelelo˝ diszkre´t
eloszla´ssal is jo´l approxima´lhato´: le´tezik olyan o¨sszetett Poisson-eloszla´su´ ve´letlen va´ltozo´, mely-
nek megfelelo˝ eltoltja´val ko¨zel´ıtve Wn(mn)-et ugyanolyan rendu˝ hiba´t kapunk teljes varia´cio´s
ta´volsa´gban, mint a norma´lis approxima´cio´ esete´n Kolmogorov-ta´volsa´gban. A bizony´ıta´sban
Po´sfai a Stein-Chen mo´dszert, illetve a csatola´sos mo´dszert alkalmazta.
Po´sfai Anna eredme´nyeiro˝l to¨bb nemzetko¨zi konferencia´n tartott elo˝ada´st.
Kevei Pe´ter e´s Po´sfai Anna leford´ıtotta´k Cso¨rgo˝ Sa´ndor
”
53 lectures in probability” c. angol
nyelvu˝ jegyzete´t. Az eredeti va´ltozat ko¨nyv forma´ban soha nem jelent meg. A jegyzet 1992-94
ko¨zo¨tt ı´ro´dott, a Michigani Egyetem 2 fe´le´ves PhD kurzusa´nak anyaga´t tartalmazza, a beve-
zeto˝ me´rte´kelme´letto˝l a Wiener-folyamat funkciona´ljainak vizsga´lata´ig. A ford´ıta´s tanko¨nyv
forma´ja´ban jelent meg
”
Fejezetek a valo´sz´ınu˝se´gelme´letbo˝l” c´ımmel. A tanko¨nyv 53 fejezetbo˝l
a´ll, 542 oldal terjedelmu˝.
Cso¨rgo˝ Sa´ndor e´s Szabo´ Tama´s Zolta´n a loka´cio´ e´s ska´la eloszla´soszta´lyokhoz to¨rte´no˝ illeszke-
de´s vizsga´latokkal foglalkoztak a [CsSzT] dolgozatban. A Wasserstein ta´volsa´gra e´pu¨lo˝ su´lyozott
korrela´cio´s tesztek seg´ıtse´ge´vel a Gumbel e´s a Weibull eloszla´scsala´dokat tesztelte´k a ma´sik ke´t
extre´ma´lis eloszla´scsala´d e´s a gamma csala´dok a´ltal ke´pviselt alternat´ıva´kkal szemben. Elo˝a´ll´ıtot-
ta´k a tesztstatisztika´k hata´reloszla´sait. A kapcsolo´do´ szimula´cio´s vizsga´latok lassu´ konvergencia
sebesse´gre engednek ko¨vetkeztetni. A tesztek ereje´t grafikusan szemle´ltetik.
Oszte´nyine´ Krauczi E´va is foglalkozott a Wasserstein ta´volsa´gra e´pu¨lo˝ korrela´cio´s tesztek-
kel. A norma´lis eloszla´scsala´dra vonatkozo´ teszt tanulma´nyoza´sa´ra egy szimula´cio´s vizsga´latot
ve´gzett, mely egyre´szt a hata´reloszla´s numerikus meghata´roza´sa´bo´l, ma´sre´szt a teszt ereje´nek
vizsga´lata´bo´l a´llt. Ennek a munka´nak az eredme´nye a [Kr] cikk. Ezenk´ıvu¨l sikeru¨lt a logisztikus
eloszla´scsala´d esete´n numerikusan is sza´molhato´ hata´reloszla´sokat megadnia, ı´gy egy kiterjedt
szimula´cio´s vizsga´lat van me´g ha´tra, mely tartalmazna´ a tesztek ereje´nek vizsga´lata´t.
Oszte´nyine´ Krauczi E´va ismert intervallumon egyenletes eloszla´s klaszteranal´ızise´vel is foglal-
kozott. Meghata´rozta a ku¨lo¨nbo¨zo˝ rendu˝ d ta´volsa´gszintekhez tartozo´ klasztersza´mok egyu¨ttes
aszimptotikus eloszla´sa´t, valamint egy erre e´pu¨lo˝ egyenletesse´get elleno˝rzo˝ tesztet is kidolgozott.
A szimula´cio´s vizsga´latokra alapozva u´gy tu˝nik, hogy egy univerza´lisan gyenge ereju˝ tesztet si-
keru¨lt ı´gy elo˝a´ll´ıtani, de az u´gynevezett ”klaszteres” alternat´ıva´kkal szembeni ereje megleheto˝sen
jo´. Ezzel kapcsolatos eredme´nyeiro˝l konferencia elo˝ada´st tartott (XXVI. Seminar on Stability
Problems for Stochasic Models 2006, Sovata-Bai, Romania).
Szu˝cs Ga´bor kutato´munka´ja´nak elso˝ ira´nya az empirikus genera´torfolyamatokhoz kapcsolo´dik.
A kiindulo´pont egy klasszikus illeszkede´si proble´ma: ha adott X1, . . . , Xn nemnegat´ıv ege´sz
e´rte´ku˝ e´s fu¨ggetlen elemekbo˝l a´llo´ statisztikai minta, mely egy ismeretlen F (·) eloszla´sbo´l sza´rma-
zik, valamint adott egy F0(·) nemnegat´ıv ege´sz e´rte´ku˝ eloszla´s, akkor tesztelju¨k a H0 : F = F0
nullhipote´zist. A feladat kezelheto˝ a klasszikus Kolmogorov–Szmirnov vagy a Crame´r–von Mi-
ses statisztika´val, de a tapasztalatok azt mutatja´k, hogy bizonyos diszkre´t eloszla´sok esete´n a
valo´sz´ınu˝se´gi genera´torfu¨ggve´nyek alkalmaza´sa hate´konyabb megolda´s lehet. Legyen g0(t) =
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∫
R t
xdF0(x) az F0(·) eloszla´s valo´sz´ınu˝se´gi genera´torfu¨ggve´nye, legyen gn(t) = (tX1 + · · ·+ tXn)/n
a minta empirikus genera´torfu¨ggve´nye, e´s ve´gu¨l legyen
αn(x) = n
1/2[Fn(x)− F0(x)] , x ∈ R,
a minta´ra fel´ırt empirikus folyamat, ahol Fn(·) jelo¨li az X1, . . . , Xn minta´hoz tartozo´ empirikus
eloszla´sfu¨ggve´nyt. Ekkor a nullhipote´zis tesztelheto˝ a
γn(t) = n
1/2[gn(t)− g0(t)] =
∫
R
txdαn(x) , 0 ≤ t ≤ 1,
empirikus genera´torfolyamat seg´ıtse´ge´vel definia´lt statisztika´k alkalmaza´sa´val is. A mo´dszer
matematikai megalapoza´sa´hoz csupa´n azt kell bizony´ıtani, hogy H0 teljesu¨le´se esete´n γn(·) el-
oszla´sban konverga´l a Γ(t) =
∫
R t
xdB(F (x)) folyamathoz a C[0, 1] te´rben amint a mintame´retet
no¨velju¨k a ve´gtelense´gig. (B(·) a Brown-h´ıd folyamatot jelo¨li.) A konvergencia´t kora´bban ma´r
to¨bben bizony´ıtotta´k ku¨lo¨nbo¨zo˝, a ha´tte´reloszla´sra tett felte´telek mellett. Szu˝cs megmutatta,
hogy nem csak a konvergencia teljesu¨l, hanem ero˝s approxima´cio´ is adhato´, teha´t megfelelo˝en
megkonstrua´lt mintaelemek, e´s a hata´rfolyamat megfelelo˝ Γn(·) ma´solatai esete´n
sup
0≤t≤1
|γn(t)− Γn(t)| → 0
majdnem biztosan, amibo˝l az eloszla´sbeli konvergencia ma´r azonnal ko¨vetkezik, e´s mindehhez
semmilyen extra felte´telnek sem kell teljesu¨lnie. Az a´ltala kidolgozott bizony´ıta´si mo´dszer nem
csupa´n erre a folyamatra alkalmazhato´. Munka´ja´nak fo˝ e´szreve´tele az a te´ny, hogy ha tudunk
valamilyen approxima´cio´t adni egy Kn(x), x ∈ R empirikus folyamatra, akkor hasonlo´ rendu˝
approxima´cio´ nyerheto˝ az
∫
R t
xdKn(x), 0 ≤ t ≤ 1, empirikus genera´torfolyamatra is. Ez –
sark´ıtva – azt is jelenti, hogy a Kn(·) folyamat eloszla´sbeli konvergencia´ja´bo´l ko¨vetkezik a kap-
csolatos genera´torfolyamat konvergencia´ja. Ez az a´ltala´nos e´szreve´tel to¨bb ko¨vetkezme´nyt is
maga uta´n von. O¨sszetett, teha´t egy parame´teres eloszla´scsala´dhoz valo´ illeszkede´si hipote´zis
esete´n hate´konyan alkalmazhato´ az empirikus genera´torfolyamat parame´terbecsu¨lt va´ltozata.
Mivel a kapcsolatos parame´terbecsu¨lt empirikus folyamatra ma´r le´tezik approxima´cio´, a pa-
rame´terbecsu¨lt empirikus genera´torfolyamat gyenge konvergencia´ja azonnal ko¨vetkezik. Ha-
sonlo´ a helyzet az empirikus genera´torfolyamat bootstrappelt va´ltozata´val, melynek seg´ıtse´ge´vel
konfidenciasa´vokat hu´zhatunk az ismeretlen g(·) genera´torfu¨ggve´nyhez. A genera´torfolyamatok
te´ma´ja´ban Szu˝cs egy publika´cio´t ı´rt, mely 2005-ben jelent meg a Statistics and Decisions c´ımu˝
folyo´iratban ([SzG1] dolgozat).
Szu˝cs ma´sodik kutata´si ira´nya´t re´szben a fenti eredme´ny motiva´lja, de o¨na´llo´an is e´rdekes
e´s fontos statisztikai proble´ma´t jelent. O¨sszetett illeszkede´si hipote´zisek esete´n re´gi e´s jo´l beva´lt
eszko¨z a parame´terbecsu¨lt empirikus folyamat, valamint a ra´ e´pu¨lo˝ statisztika´k alkalmaza´sa. A
mo´dszer fo˝ ha´tra´nya az, hogy a legto¨bb eloszla´scsala´d esete´n a statisztika´k kritikus e´rte´kei nem,
vagy csak nehezen sza´molhato´ak elme´leti u´ton. Ezen nehe´zse´g kiku¨szo¨bo¨le´se´re alkalmazhato´ a
parametrikus bootstrap mo´dszer. Legyen X1, . . . , Xn isme´t fu¨ggetlen (de nem felte´tlenu¨l diszk-
re´t) statisztikai minta egy ismeretlen F (·) eloszla´sbo´l, valamint legyen F (x, θ), x ∈ R, θ ∈ Θ,
parametrikus eloszla´scsala´d. Feladatunk annak tesztele´se, hogy a minta az eloszla´scsala´d va-
lamely eleme´to˝l sza´rmazik. Ennek ce´lja´bo´l tekintsu¨nk egy Sn = Sn(X1, . . . , Xn) statisztika´t,
e´s szeretne´nk meghata´rozni a statisztika´hoz tartozo´ kritikus e´rte´keket. Ve´gezzu¨nk egy θˆn =
θˆn(X1, . . . , Xn) parame´terbecsle´st a minta alapja´n, genera´ljunk n elemu˝ minta´t az F (·, θˆn) el-
oszla´sbo´l, e´s ı´rjuk fel a statisztika S∗n e´rte´ke´t a genera´lt elemek, mint statisztikai minta alapja´n.
A mo´dszer alapja az az e´szreve´tel, hogy ha az eredeti mintaelemeink valo´ban a csala´dbo´l
sza´rmaznak, akkor Sn e´s S
∗
n eloszla´sa hasonlo´, e´s eze´rt Sn kritikus e´rte´kei tetszo˝leges pontossa´ggal
5
megkaphato´k, mint S∗n empirikus kvantilisei sok genera´la´s uta´n. Szu˝cs az a´ltala´nos proble´ma´n
belu¨l a klasszikus
αˆn(x) = n
1/2[Fn(x)− F (x, θˆn)] , x ∈ R,
parame´terbecsu¨lt empirikus folyamat αˆ∗n(x), x ∈ R, bootstrappelt va´ltozata´val foglalkozott.
Ezen a teru¨leten a kora´bbi eredme´nyek csak folytonos eloszla´scsala´dokra voltak alkalmazhato´ak.
Szu˝cs megmutatta, hogy αˆ∗n(·) elegendo˝en a´ltala´nos felte´telek mellett pontosan ahhoz a folyamat-
hoz konverga´l eloszla´sban, ahova´ αˆn(·) tart. Ennek az a ko¨vetkezme´nye, hogy a parame´terbecsu¨lt
empirikus folyamat seg´ıtse´ge´vel fel´ırt Sn statisztika´k esete´n a fent ismertetett bootstrap tech-
nika alkalmazhato´. Mivel Szu˝cs az eloszla´sbeli konvergencia´t u´gy bizony´ıtotta be, hogy gyenge
approxima´cio´t adott a boostrappelt folyamatra, az eredme´ny nemnegat´ıv ege´sz e´rte´ku˝ va´ltozo´k
esete´n alkalmazhato´ a kapcsolatos empirikus genera´torfolyamatra is. Szu˝cs a te´ma´ban ke´t cik-
ket ı´rt, az elso˝ 2008-ban jelent meg a Metrika c´ımu˝ folyo´iratban ([SzG2] dolgozat), a ma´sodik
jelenleg elb´ıra´la´s alatt a´ll ([SzG3]). A dolgozatok sza´mı´to´ge´pes Monte Carlo szimula´cio´kat is tar-
talmaznak, melyek azt mutatja´k, hogy a mo´dszer hate´konyan alkalmazhato´ gyakorlati tesztele´si
proble´ma´k esete´n.
Szu˝cs jelenlegi munka´ja egy a Koziol–Green modellre e´pu¨lo˝ fu¨ggetlense´gteszt. A vizsga´lat
me´g nem e´rt a ve´ge´re, de az eddigi eredme´nyek ı´ge´retesek. A teszt formaliza´la´sa meghaladja
ezen besza´molo´ kereteit.
Szu˝cs Ga´bor az OTKA ta´mogata´s ido˝tartama alatt ke´t nemzetko¨zi konferencia´n vett re´szt,
e´s mindketto˝n elo˝ada´st tartott az empirikus genera´torfolyamatok teru¨lete´n ele´rt eredme´nyeiro˝l.
Az elso˝ konferencia c´ıme ’XXVI. Seminar on Stability Problems for Stochastic Models’, e´s a
roma´niai Szova´ta´n keru¨lt megrendeze´sre 2006 nyara´n. A ma´sik rendezve´ny a Cso¨rgo˝ Sa´ndor 60.
szu¨lete´snapja alkalma´bo´l Szegeden rendezett konferencia 2007 nyara´n.
Szu˝cs Ga´bor kutata´si eredme´nyei hate´konyan alkalmazhato´ak ku¨lo¨nbo¨zo˝ illeszkede´si proble´-
ma´k esete´n, fo˝leg diszkre´t parame´teres eloszla´scsala´dokhoz valo´ o¨sszetett illeszkede´si tesztekne´l.
Szabo´ Tama´s negyede´ves matematikus hallgato´ 2009-ben kapcsolo´dott be a kutata´sokba.
Dr. Pap Gyula te´mavezete´se mellett kezdett el ela´gazo´ folyamatokkal foglalkozni. A 2009-es
o˝szi fe´le´v sora´n ege´sz e´rte´ku˝ autoregressz´ıv folyamatokat vizsga´ltak. Ezeknek a folyamatoknak
fontos alkalmaza´sai vannak a biolo´giai matematika, ku¨lo¨no¨sen a popula´cio´dinamika e´s gene-
tika teru¨letein. A kutata´s sora´n a parame´terek becsle´se´t e´s a becsle´sek aszimptotikus visel-
kede´se´t vizsga´lta´k. Szabo´ Tama´s 2009 okto´bere´ben re´szt vett Basovizza´ban a Young Statisti-
cians’ Meeting-en. Az elo˝ada´sok ko¨zu¨l a modellalkota´s e´s alkalmaza´s sora´n keletkezo˝ hiba´kro´l
szo´lo´ak ku¨lo¨no¨sen hasznosak lehetnek, ha az ela´gazo´ folyamatokro´l szo´lo´ kutata´si eredme´nyek
egy biolo´giai modellben felhaszna´la´sra keru¨lnek.
Viharos La´szlo´ a [Vi1] dolgozatban egy pontfolyamathoz tartozo´ eseme´nyek ko¨zo¨tt eltelt
ido˝k vizsga´lata´val foglalkozik. Felte´telezi, hogy az eseme´nyek ko¨zo¨tti ido˝k fu¨ggetlenek e´s azo-
nos eloszla´su´ak. Sza´mos mo´dszer le´tezik az ido˝ko¨zo¨k exponancialita´sa´nak tesztele´se´re. Viharos
a ska´la´zott TTT (total time on test) e´s a ska´la´zott re´szleto¨sszeg folyamatok felhaszna´la´sa´val
egy u´j tesztet konstrua´lt, mely alkalmas nem csak az exponencia´lis, hanem bizonyos para-
metrikus eloszla´scsala´dok tesztele´se´re is. Az alapeloszla´sra vonatkozo´ korla´tozo´ felteve´sek mel-
lett approxima´cio´kat igazolt a ska´la´zott TTT e´s a ska´la´zott re´szleto¨sszeg folyamatokra ugyan-
azon a valo´sz´ınu˝se´gi mezo˝n. Az approxima´cio´k egy Brown-h´ıd folyamatokbo´l a´llo´ sorozat fel-
haszna´la´sa´val vannak elo˝a´ll´ıtva, ı´gy az approxima´lt folyamatok aszimptotikus kovariancia´ja meg-
hata´rozhato´. Ennek seg´ıtse´ge´vel sikeru¨lt megkonstrua´lnia egy tesztstatisztika´t a ko¨vetkezo˝ pa-
rametrikus eloszla´scsala´dok tesztele´se´re: D0 = {Fθ : Fθ(x) = G0(θx), x ∈ R; θ > 0}, ahol
G0(·) egy ro¨gz´ıtett eloszla´sfu¨ggve´ny. Az egyenletes e´s exponencia´lis eloszla´scsala´dokra vonat-
kozo´ sza´mı´to´ge´pes szimula´cio´s vizsga´latok ala´ta´masztja´k az u´j teszt hate´konysa´ga´t. A kapott
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eredme´nyekro˝l Viharos konferencia elo˝ada´st tartott (XXVI. Seminar on Stability Problems for
Stochasic Models 2006, Sovata-Bai, Romania).
Cso¨rgo˝ e´s Viharos a [CsVi] dolgozatban Pareto eloszla´sok farokindexe´nek becsle´se´vel foglalkoz-
nak. A kernel e´s a su´lyozott legkisebb ne´gyzetes becsle´sek egyu¨ttes aszimptotikus normalita´sa´t
igazolja´k. Az eredme´nyek leheto˝ve´ teszik annak a nullhipote´zisnek a tesztele´se´t, hogy becsle´sek
ska´la´zott aszimptotikus torz´ıta´sai nulla´hoz tartanak. Ez a vizsga´lat aze´rt fontos, mert a null-
hipote´zis teljesu¨le´se esete´n konfidencia intervallum konstrua´lhato´ az eloszla´s farokindexe´re. A
mo´dszer hate´konysa´ga´t sza´mı´to´ge´pes szimula´cio´val vizsga´lja´k.
Viharos a [Vi2] dolgozatban Pareto eloszla´sok farokindex becsle´seinek nagy-elte´re´s elme´lete´vel
foglalkozott. Egy olyan a´ltala´nos becsle´soszta´lyt sikeru¨lt megkonstrua´lnia, mely tartalmazza az
irodalomban eddig ku¨lo¨n ta´rgyalt kernel e´s su´lyozott legkisebb ne´gyzetes becsle´seket. Aszimp-
totikus kifejte´st adott a becsle´soszta´ly tagjaihoz tartozo´ nagy-elte´re´s valo´sz´ınu˝se´gekre, eza´ltal
leheto˝ve´ va´lt a konvergencia sebesse´gek o¨sszehasonl´ıta´sa. Megmutatta, hogy a becsle´sek egy
aloszta´lya´ban a Hill becsle´s konverga´l a leggyorsabban.
Viharos [Vi3] a rendezett exponencia´lis mintaelemek Re´nyi-reprezenta´cio´ja´bo´l kiindulva a´lta-
la´nos´ıtotta a Re´nyi-statisztika´kat az alapul szolga´lo´ eloszla´s kiterjeszte´se´vel. Sikeru¨lt meg-
hata´roznia az a´ltala´nos´ıtott statisztika´kbo´l ke´pezett minta eloszla´sa´t az egyu¨ttes karakterisztikus
fu¨ggve´ny elo˝a´ll´ıta´sa´val. Az egyu¨ttes karakterisztikus fu¨ggve´nyt az alapeloszla´s karakterisztikus
fu¨ggve´nye seg´ıtse´ge´vel ı´rta le. Kimutatta, hogy az a´ltala´nos´ıtott statisztika´k aszimptotikusan
exponencia´lisak. Ez az a´ltala´nos´ıta´s hate´kony modellt biztos´ıt parame´ter becsle´sre, amely alter-
nat´ıva´ja lehet a hagyoma´nyos exponencia´lis modellnek. A kapott modell e´rve´nyesse´ge ko¨nnyen
elleno˝rizheto˝. Az a´ltala´nos´ıtott modell ne´ha´ny almodellje´ben Viharos elo˝a´ll´ıtotta a modell pa-
rame´tere´nek maximum-likelihood becsle´se´t. A kapott becsle´sek egyike a ne´pszeru˝ Hill becsle´s.
A Hill becsle´s sza´mos jo´ tulajdonsa´ggal rendelkezik az a´ltala´nos´ıtott modellben.
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