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Abstract
Reciprocal transformations mix the role of the dependent and independent variables of (non-
linear partial) differential equations to achieve simpler versions or even linearized versions
of them. These transformations help in the identification of a plethora of partial differential
equations that are spread out in the physics and mathematics literature.
Two different initial equations, although seemingly unrelated at first, could be the same
equation after a reciprocal transformation. In this way, the big number of integrable equa-
tions that are spread out in the literature could be greatly diminished by establishing a
method to discern which equations are disguised versions of a same, common underlying
equation. Then, a question arises: Is there a way to identify different differential equations
that are two different versions of a same equation in disguise?
Keywords: Reciprocal transformations, integrability, differential equations, water wave,
Painleve´ method, Painlev´ıntegrability
1 Introduction
On a first approximation, hodograph transformations are transformations involving the inter-
change of dependent and independent variables [9, 20]. When the variables are switched, the
space of independent variables is called the reciprocal space. In particular case of two variables,
we refer to it as the reciprocal plane. As a physical interpretation, whereas the independent
variables play the role of positions in the reciprocal space, this number is increased by turn-
ing certain fields or dependent variables into independent variables and vice versa [13]. For
example, in the case of evolution equations in fluid dynamics, usually fields that represent the
height of the wave or its velocity, are turned into a new set of independent variables. Reciprocal
transformations share this definition with hodograph transformations, but these impose further
requirements. Reciprocal transformations require the employment of conservative forms together
with the fulfillment their properties, as we shall see in forthcoming paragraphs [15, 16, 20, 41].
For example, some properties and requirements for reciprocal transformations that are not
necessary for hodograph transformations are: the existence of conserved quantities for their
construction [15, 16, 22, 23, 36, 37, 38], that the invariance of certain integrable hierarchies un-
der reciprocal transformations induces auto-Ba¨cklund transformations [22, 23, 30, 38, 40], and
these transformations map conservation laws to conservation laws and diagonalizable systems
to diagonalizable systems, but act nontrivially on metrics and on Hamiltonian structures.
But finding a proper reciprocal transformation is usually a very complicated task. Notwith-
standing, in fluid mechanics, a change of this type is usually reliable, specifically for systems
of hydrodynamic type. Indeed, reciprocal transformations have a long story alongside with the
inverse scattering transform (IST) [1, 3], the two procedures gave rise to the discovery of other
integrable nonlinear evolution equations similar to the KdV equations. For example, Zakharov
and Shabat [45] presented the now famous nonlinear Scho¨dinger (NLS) equation, which presents
an infinite number of integrals of motion and possesses n–soliton solutions with purely elastic
interaction. In 1928, the invariance of nonlinear gas dynamics, magnetogas dynamics and gen-
eral hydrodynamic systems under reciprocal transformations was extensively studied [24, 39].
2Stationary and moving boundary problems in soil mechanics and nonlinear heat conduction have
likewise been subjects of much research [25, 35].
One of the biggest advantages of dealing with hodograph and reciprocal transformations
is that many of the equations reported integrable in the bibliography of differential equations,
as the mentioned hydrodynamical systems, which are considered seemingly different from one
another, happen to be related via reciprocal transformations. If this were the case, two appar-
ently unrelated equations, even two complete hierarchies of partial differential equations (PDEs)
that are linked via reciprocal transformation, are tantamount versions of an unique problem.
In this way, the first advantage of hodograph and reciprocal transformations is that they give
rise to a procedure of relating allegedly new equations to the rest of their equivalent integrable
sisters. The relation is achieved by finding simpler or linearized versions of a PDE so it becomes
more tractable. For example, reciprocal transformations were proven to be a useful instrument
to transform equations with peakon solutions into equations that are integrable in the Painleve´
sense [14, 26]. Indeed, these transformations have also played an important role in soliton theory
and providing links between hierarchies of PDEs [14, 26], as in relation to the aforementioned
hydrodynamic-type systems. In this chapter we will depict straight forward reciprocal transfor-
mations that will help us identify different PDEs as different versions of a same problem, as well
as slight modifications of reciprocal transformations, as it can be compositions of several trans-
formations of this type and others. For example, the composition of a Miura transformation
[2, 42] and a reciprocal transformation gives rise to the so called Miura-reciprocal transforma-
tions that helps us relate two different hierarchies of differential equations. A whole section of
this chapter is devoted to illustrate Miura-reciprocal transformations.
A second significant advantage of reciprocal transformations is their utility in the identi-
fication of integrable PDEs which a priori are not integrable according to algebraic tests (for
example, the Painleve´ test is one of them) [16, 20] but they are proven indeed integrable ac-
cording to Painleve´, after a reciprocal transformation. Our conjecture is that if an equation
is integrable, there must be a transformation that will let us turn the initial equation into a
new one in which the Painleve´ test is successful. We will comment on this later in forthcoming
paragraphs.
A third advantage for the use of reciprocal transformations is their role in the derivation of
Lax pairs. Although it is not always possible to find a Lax pair for a given equation, a reciprocal
transformation can turn it into a different one whose Lax pair is acknowledged. Therefore,
by undoing the reciprocal transformation in the Lax pair of the transformed equation, we can
achieve the Lax pair of the former.
These three main points describing the importance of reciprocal transformations imply the
power of these transformations to classify differential equations and to sort out integrability.
2 Fundamentals
We will deal with some well-known differential equations in the literature of shallow water
wave equations. In particular, we will deal with generalizations of the Camassa–Holm equation
and the Qiao equation [8, 15, 16, 20, 32, 33, 34]. Such generalizations consist of a hierarchy,
i.e., a set of differential equations that are related via a recursion operator. The recursive
application of such operator gives members of different orders of the hierarchy, i.e., a set of
different differential equations. We will understand these differential equations as submanifolds
of an appropiate higher-order tangent bundle. Hence, let us introduce the necessary geometric
tools for explaining PDEs as submanifolds of bundles.
32.1 PDEs and jet bundles
Let us consider a smooth k-dimensional manifoldN and the following projection π : (x, u) ∈ Rn×
N ≡ NRn 7→ x ∈ Rn giving rise to a trivial bundle (NRn ,Rn, π). Here, we choose {x1, . . . , xn}
as a global coordinate system on Rn.
We say that two sections σ1, σ2 : R
n → NRn are p–equivalent at a point x ∈ Rn or they
have a contact of order p at x if they have the same Taylor expansion of order p at x ∈ Rn.
Equivalently,
σ1(x) = σ2(x),
∂|J |(σ1)i
∂xj11 . . . ∂x
jn
n
(x) =
∂|J |(σ2)i
∂xj11 . . . ∂x
jn
n
(x), (1)
for every multi-index J = (j1, . . . , jn) such that 0 < |J | ≡ j1 + . . . + jn ≤ p and i = 1, . . . , n.
Being p-equivalent induces an equivalence relation in the space Γ(π) of sections of the bundle
(NRn ,R
n, π). Observe that if two sections have a contact of order p at a point x, then they do
have a contact at that point of the same type for any other coordinate systems on Rn and N ,
i.e., this equivalence relation is geometric.
We write jpxσ for the equivalence class of sections that have a contact of p-order at x ∈ Rn
with a section σ. Every such an equivalence class is called a p–jet. We write Jpxπ for the
space of all jets of order p of sections at x. We will denote by Jpπ the space of all jets of
order p. Alternatively, we will write Jp(Rn,Rk) for the jet bundle of sections of the bundle
π : (x, u) ∈ Rn × Rk 7→ x ∈ Rn.
Given a section σ : Rn → Jpπ, we can define the functions
(uj)J (j
p
xσ) =
∂|J |σj
∂xj11 . . . ∂x
jn
n
(x), ∀j, |J | ≤ p. (2)
For |J | = 0, we define uJ(x) ≡ u(x). Coordinate systems on Rn and N along with the previous
functions give rise to a local coordinate system on Jpπ. We will also hereafter denote the n-tuple
and k-tuple, respectively, by x = (x1, . . . , xn), u = (u1, . . . , uk), then
(uj)J = uxj1i1 ...x
jn
in
=
∂|J |uj
∂xj1i1 . . . ∂x
jn
in
, ∀j, |J | ≤ 0. (3)
All such local coordinate systems give rise to a manifold structure on Jpπ. In this way, every
point of Jpπ can be written as(
xi, uj , (uj)xi , (uj)xj1i1x
2−j1
i2
, (uj)xj1i1x
j2
i2
x
3−j1−j2
i3
, . . . , (uj)
x
j1
i1
x
j2
i2
...x
p−
∑n−1
i=1
ji
in
)
, (4)
where the numb indices run i1, . . . , ip = 1, . . . , n, j = 1, . . . , k, j1 + · · ·+ jn ≤ p.
For small values of p, jet bundles have simple descriptions: J0π = NRn and J
1π ≃ Rn×TN .
The projections πp,l : j
p
xσ ∈ Jpπ 7→ jlxσ ∈ Jlπ with l < p lead to define the smooth bundles
(Jpπ, Jlπ, πp,l). Conversely, for each section σ : R
n → NRn , we have a natural embedding
jpσ : Rn ∋ x 7→ jpxσ ∈ Jpπ.
The differential equations that will be appearing along the chapter will be differential equa-
tions in close connection with shallow water wave models. We will define these PDEs on a
submanifold NRn of a higher-order bundle J
p(Rn+1,R2k). For the reciprocal transformation,
we will have to make use of conservation laws. By conservation law we will understand an
expression of the form
∂ψ1
∂xi1
+
∂ψ2
∂xi2
= 0, (5)
for certain two values of the indices in between 1 ≤ i1, i2 ≤ n and two scalar functions ψ1, ψ2 ∈
C∞(JpNRn). The scalar fields representing water wave models will generally be denoted by U
4or u, which depend on the independent variables xi, and the functions ψ1, ψ2 will be functions
of higher-order derivatives of U or u. So, let us introduce the pairs (uj , xi) or (Uj ,Xi) as local
coordinates on the product manifold NRn and for the further higher-order derivatives we consider
the construction given in (4). In cases of lower dimensionality, as the 2-dim. case, we shall use
upper/lower case (X,T )/(x, t). In the 3-dim. case, the independent variables will be denoted
by upper/lower case (X,T, Y )/(x, t, y).
2.2 The Camassa–Holm hierarchy
Let us consider the well-known Camassa–Holm equation (CH equation) in 1 + 1 dimensions as
a submanifold of J3(R2,R) with local coordinates for R2 × R the triple (X,T,U). It reads:
UT + 2κUX − UXXT + 3UUX = 2UXUXX + UUXXX . (6)
We can interpret U as the fluid velocity and (X,T ) as the spatial and temporal coordinates,
respectively. Nonetheless, the equation (6) in its present form is not integrable in the strict
defined Painleve´ sense, but there exists a change of variables (action-angle variables) such that
the evolution equation in the new variables is equivalent to a linear flow at constant speed. This
change of variables is achieved by studying its associated spectral problem and it is reminiscent
of the fact that integrable classical hamiltonian systems are equivalent to linear flows on tori, [10,
11, 12]. Indeed, (6) is a bi-Hamiltonian model for shallow water waves propagation introduced
by Roberto Camassa and Darryl Holm [8]. For κ positive, the solutions are smooth solitons and
for κ = 0, it has peakon (solitons with a sharp peak, so with a discontinuity at the peak in the
wave slope) solutions. A peaked solution is of the form:
U = ce−|X−cT | +O(κ log κ). (7)
In the following, we will consider the limiting case corresponding to κ = 0.
We can show the bi–Hamiltonian character of the equation by introducing the momentum
M = U − UXX , to write the two compatible Hamiltonian descriptions of the CH equation:
MT = −D1 δH1
δM
= −D2 δH2
δM
, (8)
where
D1 =M ∂
∂X
+
∂
∂X
M, H1 = 1
2
∫
U2 + (UX)
2 dX,
D2 = ∂
∂X
− ∂
3
∂X3
, H2 = 1
2
∫
U3 + U (UX)
2 dX. (9)
The CH equation (6) is the first member of the well-known negative Camassa-Holm hierarchy
for a field U(X,T ) [31]. From now on, we will refer to this hierarchy by CH(1+1).
The CH(1+1) can be written in a compact form in terms of a recursion operator R, defined
as follows:
UT = R
−nUX , R = KJ
−1, (10)
where K and J are defined as
K = ∂XXX − ∂X , J = −12(∂XU + U∂X), ∂X = ∂∂X . (11)
The factor −12 has been conveniently added for future calculations. We can include auxiliary
fields Ω(i) with i = 1, . . . , n when the inverse of an operator appears. These auxiliary fields are
defined as follows
UT = JΩ
(1),
KΩ(i) = JΩ(i+1), i = 1, . . . , n− 1, (12)
UX = KΩ
(n).
5It is also useful to introduce the change U = P 2, such that the final equations read:
PT = −1
2
(
PΩ(1)
)
X
, (13)
Ω
(i)
XXX − Ω(i)X = −P
(
PΩ(i+1)
)
X
, i = 1, . . . , n− 1 (14)
P 2 = Ω
(n)
XX − Ω(n). (15)
As we shall see in section 3, the conservative form of equation (13) is the key for the study
of reciprocal transformations.
2.3 The Qiao hierarchy
Qiao and Liu [34] proposed an integrable equation defined as a submanifold of the bundle
J3(R2,R). Notice that here the dependent variable is denoted by lower case u. In the future,
we shall use lower cases for the dependent and independent variables related to Qiao hierarchy.
The capital cases shall be used for Camassa–Holm.
ut =
(
1
2u2
)
xxx
−
(
1
2u2
)
x
, (16)
which also possesses peaked solutions as the CH equation, and a bi–Hamiltonian structure given
by the relation
ut = j
δh1
δu
= k
δh2
δu
, (17)
where the operators j an k are
j = −∂xu (∂x)−1 u∂x, k = ∂xxx − ∂x, ∂x = ∂
∂x
, (18)
and the Hamiltonian functions h1 and h2 correspond with
h1 = −1
2
∫ [
1
4u3
+
(
4
5u5
+
4
7u7
)
u2x
]
dx, h2 = −
∫
1
2u
dx. (19)
We can define a recursion operator as
r = kj−1. (20)
This recursion operator was used by Qiao in [33] to construct a 1 + 1 integrable hierarchy,
henceforth denoted as Qiao(1+1). This hierarchy reads
ut = r
−nux. (21)
Equation (16) is the second positive member of the Qiao hierarchy. The second negative member
of the hierarchy was investigated by the same author in [32]. If we introduce n additional fields
v(i) when we encounter the inverse of an operator, the expanded equations read:
ut = jv
(1),
kv(i) = jv(i+1), i = 1, . . . , n− 1, (22)
ux = kv
(n).
6If we now introduce the definition of the operators k and j, we obtain the following equations:
ut = −
(
uω(1)
)
x
, (23)
v(i)xxx − v(i)x = −
(
uω(i+1)
)
x
, i = 1, . . . , n− 1, (24)
u = v(n)xx − v(n), (25)
in which n auxiliary fields ω(i) have necessarily been included to operate with the inverse term
present in j. These fields have been defined as:
ω(i)x = uv
(i)
x , i = 1, . . . , n. (26)
The conservative form of (23) will allows us to define the reciprocal transformation.
3 Reciprocal transformations as a way to identify and classify
PDEs
The CH(1+1) presented in the previous section is here explicitly shown to be equivalent to n
copies of the Calogero-Bogoyavlenski-Schiff (CBS) equation [5, 6, 28]. This CBS equation pos-
sesses the Painleve´ property and the singular manifold method can be applied to obtain its Lax
pair and other relevant properties [20]. Alongside, in the previous section we have also presented
another example, the Qiao(1+1) hierarchy, for which the Painleve´ test is neither applicable nor
constructive. Nonetheless, here we will prove that there exists a reciprocal transformation which
allows us to transform this hierarchy into n copies of the modified Calogero-Bogoyavlenskii-Schiff
(mCBS), which is known to have the Painleve´ property [23]. We shall denote the Qiao(1+1)
likewise as mCH(1+1) because it can be considered as a modified version of the CH(1+1) hi-
erarchy introduced in [20]. Then, this subsection shows how different pairs of hierarchies and
equations: CH(1+1) and CBS equation and the Qiao(1+1) or mCH(1+1) and mCBS equation
are different versions of a same problem when a reciprocal transformation is performed upon
them. Let us illustrate this in detail.
3.1 Hierarchies in 1 + 1 dimensions
Reciprocal transformations for CH(1+1)
Given the conservative form of equation (13), the following transformation arises naturally:
dz0 = PdX − 1
2
PΩ(1)dT, dz1 = dT. (27)
We shall now propose a reciprocal transformation [23] by considering the former independent
variable X as a dependent field of the new pair of independent variables X = X(z0, z1), and
therefore, dX = X0 dz0 + X1 dz1 where the subscripts zero and one refer to partial derivative
of the field X with respect to z0 and z1, correspondingly. The inverse transformation takes the
form:
dX =
dz0
P
+
1
2
Ω(1)dz1, dT = dz1, (28)
which, by direct comparison with the total derivative of the field X, we obtain:
∂0X =
∂X
∂z0
=
1
P
, ∂1X =
∂X
∂z1
=
Ω(1)
2
. (29)
7The important point [22, 23] is that, we can now extend the transformation (27) by introducing
n − 1 additional independent variables z2, . . . , zn which account for the transformation of the
auxiliary fields Ω(i) in such a way that
∂iX =
∂X
∂zi
=
Ω(i)
2
, i = 2, . . . , n. (30)
Then, X is a function X = X(z0, z1, z2, . . . , zn) of n+1 variables. It requires some computation
to transform the hierarchy (13)-(15) into the equations that X = X(z0, z1, z2, . . . , zn) should
obey. For this matter, we use the symbolic calculus package Maple. Equation (13) is identically
satisfied by the transformation, and (14), (15) lead to the following set of PDEs:
∂0
[
−∂i+1X
∂0X
]
= ∂i
[
∂0
(
∂00X
∂0X
+ ∂0X
)
− 1
2
(
∂00X
∂0X
+ ∂0X
)2]
, i = 1, . . . , n− 1, (31)
which constitutes n − 1 copies of the same system, each of which is written in three variables
z0, zi, zi+1. Considering the conservative form of (31), we shall introduce the change:
∂iM =
1
4
[
−∂i+1X
∂0X
]
, (32)
∂0M =
1
4
[
∂0
(
∂00X
∂0X
+ ∂0X
)
− 1
2
(
∂00X
∂0X
+ ∂0X
)2]
, (33)
with M =M(z0, zi, zi+1) and i = 1, . . . , n− 1. The compatibility condition of ∂000X and ∂i+1X
in this system gives rise to a set of equations written entirely in terms of M :
∂0,i+1M + ∂000iM + 4∂iM∂00M + 8∂0M∂0iM = 0, i = 1, . . . , n− 1, (34)
which are n − 1 CBS equations [5, 19, 23], each one in just three variables, for the field M =
M(z0, .., zi, zi+1, ...zn).
Reciprocal transformations for mCH(1+1)
Given the conservative form of (23), the following reciprocal transformation [23] naturally arises:
dz0 = u dx− uω(1)dt, dz1 = dt. (35)
We now propose a reciprocal transformation [23] by considering the initial independent variable
x as a dependent field of the new independent variables such that x = x(z0, z1), and therefore,
dx = x0 dz0 + x1 dz1. The inverse transformation adopts the form:
dx =
dz0
u
+ ω(1)dz1, dt = dz1. (36)
By direct comparison of the inverse transform with the total derivative of x, we obtain that:
∂0x =
∂x
∂z0
=
1
u
, ∂1x =
∂x
∂z1
= ω(1). (37)
We shall prolong this transformation in such a way that we introduce new variables z2, . . . , zn
such that x = x(z0, z1, ..., zn) according to the following rule:
∂ix =
∂x
∂zi
= ω(i), i = 2, . . . , n. (38)
8In this way, (23) is identically satisfied by the transformation, and (24), (25) are transformed
into n − 1 copies of the following equation, which is written in terms of just three variables
z0, zi, zi+1:
∂0
[
∂i+1x
∂0x
+
∂00ix
∂0x
]
= ∂i
[
(∂0x)
2
2
]
, i = 1, . . . , n− 1, (39)
The conservative form of these equations allows us to write them in the form of a system as:
∂0m =
(∂0x)
2
2
, (40)
∂im =
∂i+1x
∂0x
+
∂00ix
∂0x
, i = 1, . . . , n− 1. (41)
which can be considered as modified versions of the CBS equation withm = m (z0, ..zi, zi+1, ...zn).
The modified CBS equation has been extensively studied from the point of view of the Painleve´
analysis in [19], its Lax pair was derived and hence, a version of a Lax pair for Qiao(1+1) is
available in [16, 23].
3.2 Generalization to 2 + 1 dimensions
Reciprocal transformations for CH(2+1)
From now on we will refer to the Camassa–Holm hierarchy in 2+1 dimensions as CH(2+1), and
we will write it in a compact form as:
UT = R
−nUY , (42)
where R is the recursion operator defined as:
R = JK−1, K = ∂XXX − ∂X , J = −1
2
(∂XU + U∂X) , ∂X =
∂
∂X
. (43)
This hierarchy was introduced in [20] as a generalization of the Camassa–Holm hierarchy.
The recursion operator is the same as for CH(1+1). From this point of view, the spectral
problem is the same [7] and the Y -variable is just another “time” variable [26, 27].
The n component of this hierarchy can also be written as a set of PDEs by introducing n
dependent fields Ω[i], (i = 1 . . . n) in the following way
UY = JΩ
[1]
JΩ[i+1] = KΩ[i], i = 1 . . . n− 1,
UT = KΩ
[n], (44)
and by introducing two new fields, P and ∆, related to U as:
U = P 2, PT = ∆X , (45)
we can write the hierarchy in the form of the following set of equations
PY = −1
2
(
PΩ[1]
)
X
,
Ω
[i]
XXX − Ω[i]X = −P
(
PΩ[i+1]
)
X
, i = 1 . . . n− 1,
PT =
Ω
[n]
XXX − Ω[n]X
2P
= ∆X . (46)
The conservative form of the first and third equation allows us to define the following exact
derivative
dz0 = P dX − 1
2
PΩ[1] dY +∆ dT. (47)
9A reciprocal transformation [26, 36, 37] can be introduced by considering the former independent
variable X as a field depending on z0, z1 = Y and zn+1 = T . From (47) we have
dX =
1
P
dz0 +
Ω[1]
2
dz1 − ∆
P
dzn+1,
Y = z1, T = zn+1, (48)
and therefore
∂0X =
1
P
,
∂1X =
Ω[1]
2
,
∂n+1X = −∆
P
, (49)
where ∂iX =
∂X
∂zi
. We can now extend the transformation by introducing a new independent
variable zi for each field Ω
[i] by generalizing (49) as
∂iX =
Ω[i]
2
, i = 2 . . . n. (50)
Therefore, the new field X = X(z0, z1, . . . zn, zn+1) depends on n + 2 independent variables,
where each of the former dependent fields Ωi, (i = 1 . . . n) allows us to define a new dependent
variable zi through definition (50). It requires some calculation (see [20] for details) but it can
be proved that the reciprocal transformation (48)-(50) transforms (46) to the following set of n
PDEs:
∂0
[
−∂i+1X
∂0X
]
=
[
∂0
(
∂00X
∂0X
+ ∂0X
)
− 1
2
(
∂00X
∂0X
+ ∂0X
)2]
i
, i = 1 . . . n. (51)
Note that each equation depends on only three variables z0, zi, zi+1. This result generalizes the
one found in [26] for the first component of the hierarchy. The conservative form of (51) allows
us to define a field M(z0, z1, . . . zn+1) such that
∂iM =
1
4
[
−∂i+1X
∂0X
]
= −PΩ
[i+1]
8
, i = 1 . . . n− 1,
∂nM =
1
4
[
−∂n+1X
∂0X
]
=
∆
4
, (52)
∂0M =
1
4
[
∂0
(
∂00X
∂0X
+ ∂0X
)
− 1
2
(
∂00X
∂0X
+ ∂0X
)2]
=
1
4P 2
(
3P 2X
2P 2
− PXX
P
− 1
2
)
.
It is easy to prove that each Mi should satisfy the following CBS equation [7] on J
4(Rn+2,R),
∂0,i+1M + ∂000iM + 4∂iM∂00M + 8∂0M∂0iM = 0, i = 1 . . . n. (53)
Hence, the CH(2+1) is equivalent to n copies of a CBS equation [5, 6, 19] written in three
different independent variables z0, zi, zi+1.
Reciprocal transformation for mCH(2+1)
Another example to illustrate the role of reciprocal transformations in the identification of partial
differential equations was introduced by one of us in [16], were the following 2 + 1 hierarchy
Qiao(2+1) or mCH(2+1) appears as follows.
ut = r
−nuy, (54)
10
where r is the recursion operator, defined as:
r = kj−1, k = ∂xxx − ∂x, j = −∂x u (∂x)−1 u∂x, ∂x = ∂
∂x
, (55)
where ∂x =
∂
∂x
. This hierarchy generalizes the one introduced by Qiao in [33]. We shall briefly
summarize the results of [16] when a procedure similar to the one described above for CH(2+1)
is applied to mCH(2+1).
If we introduce 2n auxiliary fields v[i], ω[i] defined through
uy = jv
[1],
jv[i+1] = kv[i], ω[i]x = uv
[i]
x , i = 1 . . . n− 1,
ut = kv
[n], (56)
the hierarchy can be expanded to J3(R3,R2n+1) in the following form:
uy = −
(
uω[1]
)
x
,
v[i]xxx − v[i]x = −
(
uω[i+1]
)
x
, i = 1 . . . n− 1,
ut =
(
v[n]xx − v[n]
)
x
, (57)
which allows us to define the exact derivative
dz0 = u dx− uω[1] dy +
(
v[n]xx − v[n]
)
dt (58)
and z1 = y, zn+1 = t. We can define a reciprocal transformation such that the former inde-
pendent variable x is a new field x = x(z0, z1, . . . . . . zn+1) depending on n + 2 variables in the
form
dx =
1
u
dz0 + ω
[1]dz1 −
(
v
[n]
xx − v[n]
)
u
dzn+1,
y = z1, t = zn+1, (59)
which implies
∂0x =
∂x
∂z0
=
1
u
,
∂ix =
∂x
∂zi
= ω[i], i = 1...n
∂n+1x =
∂x
∂zn+1
= −
(
v
[n]
xx − v[n]
)
u
. (60)
The transformation of the equations (57) yields the system of equations
∂0
[
∂i+1x
∂0x
+
∂00ix
∂0x
]
= ∂i
[
x20
2
]
, i = 1 . . . n. (61)
Note that each equation depends on only three variables: z0, zi, zi+1.
The conservative form of (61) allows us to define a field m = m(z0, z1, . . . zn+1) such that
∂0m =
x20
2
=
1
2u2
,
∂im =
∂i+1x
∂0x
+
∂00ix
∂0x
= v[i], i = 1 . . . n, (62)
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defined on J3(Rn+2,R2). Equation (61) has been extensively studied from the point of view of
Painleve´ analysis [19] and it can be considered as the modified version of the CBS equation (53).
Hence, we have shown again that a reciprocal transformation has proven the equivalency
between two hierarchies/equations (mCH(2+1)-mCBS) that although they are unrelated at
first, they are merely two different description of a same common problem.
3.3 Reciprocal transformation for a fourth-order nonlinear equation
In [17, 18], we introduced a fourth-order equation in 2 + 1-dimensions which has the form(
Hx1x1x2 + 3Hx2Hx1 −
k + 1
4
(Hx1x2)
2
Hx2
)
x1
= Hx2x3 . (63)
The two particular cases k = −1 [18] and k = 2 [17, 21] are integrable and it was possible to
derive their Lax pair using the singular manifold method [44]. Based on the results in [17, 18],
we proposed a spectral problem of the form:
φx1x1x1 − φx3 + 3Hx1φx1 −
k − 5
2
Hx1x1φ = 0,
φx1x2 +Hx2φ+
k − 5
6
Hx1x2
Hx2
φx2 = 0. (64)
We can rewrite (63) as the system:
Hx1x1x2 + 3Hx2Hx1 −
k + 1
4
H2x1x2
Hx2
= Ω,
Ωx1 = Hx2x3 . (65)
3.3.1 Reciprocal transformation I
We can perform a reciprocal transformation of equations (65) by proposing:
dx1 = α(x, t, T )[dx − β(x, t, T )dt− ǫ(x, t, T )dT ],
x2 = t, x3 = T. (66)
Under this reciprocal transformation the derivatives transform as
∂
∂x1
=
1
α
∂
∂x
,
∂
∂x2
=
∂
∂t
+ β
∂
∂x
,
∂
∂x3
=
∂
∂T
+ ǫ
∂
∂x
. (67)
The cross derivatives of (66) give rise to the equations:
αt + (αβ)x = 0, αT + (αǫ)x = 0, βT − ǫt + ǫβx − βǫx = 0. (68)
If we select a transformation in the form for α such that
Hx2 = α(x, t, T )
k, (69)
this reciprocal transformation, when applied to the system (65), yields
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Hx1 =
1
3
(
Ω
αk
− kαxx
α3
+ (2k − 1)
(αx
α2
)2)
, (70)
Ωx = −kα(k+1)ǫx. (71)
Furthermore, the compatibility condition Hx2x1 = Hx1x2 between (69) and (70) yields
Ωt = −βΩx − kΩβx + αk−2
[
−kβxxx + (k − 2)βxx αx
α
+ 3kαkαx
]
. (72)
Then, the equations (68), (71) and (72) constitute the transformed equations for the original
system (65).
Still, we can find a more suitable form for the transformed equations if we introduce the
following definitions:
A1 =
k + 1
3
, A2 =
2− k
3
, M =
1
α3
. (73)
In these parameters, the integrability condition (k + 1)(k − 2) = 0 is translated into
A1 ·A2 = 0, A1 +A2 = 1. (74)
Using the definitions above, we can finally present the reciprocally transformed system as:
A1
[
Ωt + βΩx + 2Ωβx + 2βxxx + 2
Mx
M2
]
+
+A2 [Ωt + βΩx − Ωβx −Mβxxx −Mxβxx −Mx] = 0,
A1
(
Ωx + 2
ǫx
M
)
+A2(Ωx − ǫx) = 0,
Mt = 3Mβx − βMx,
MT = 3Mǫx − ǫMx,
βT − ǫt + ǫβx − βǫx = 0. (75)
Furthermore, the reciprocal transformation can also be applied to the spectral problem (64).
After some direct calculations, we obtain
A1
[
ψxt + βψxx −
(
βxx − 1
M
)
ψ
]
+A2 [ψxt + βψxx + 2βxψx + (βxx + 1)ψ]M
2
3 = 0,
A1 [ψT −Mψxxx − (MΩ− ǫ)ψx]
+A2 [ψT −Mψxxx − 2Mxψxx − (Mxx +Ω− ǫ)ψx]M
2
3 = 0,
(76)
where we have set
φ(x1, x2, x3) =M
1−2k
9 ψ(x, t, T ) (77)
for convenience.
Reduction independent of T
Let us show a reduction of the set (75), by setting all the fields independent of T . This means
that
ǫ = 0, Ωx = 0⇒ Ω = V (t),
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and the system (75) reduces to
A1
[
Vt + 2
(
V β + βxx − 1
M
)
x
]
+A2 [Vt − (V β +Mβxx +M)x] = 0, (78)
Mt = 3Mβx − βMx. (79)
• Degasperis–Procesi equation
For the case A1 = 1 and A2 = 0, we can integrate (78) as:
βxx + V β +
Vt
2
x =
1
M
+ q0, (80)
which combined with (79) yields
(βxx + V β)t + ββxxx + 3βxβxx + 4V ββx − 3q0βx +
1
2
Vt(βx + 3βx) +
x
2
Vtt = 0. (81)
For q0 = 0 and V = −1, this system is the well-known Degasperis-Procesi equation, [14].
• Vakhnenko equation
For the case A1 = 0, A2 = 1, we can integrate (78) as:
Vtx− V β −Mβxx −M − q0 = 0, (82)
which combined with (79) provides, when V = 0, the derivative of the Vakhnenko equation, [43],
[(βt + ββx)x + 3β]x = 0. (83)
3.3.2 Reciprocal transformation II
A different reciprocal transformation can be constructed using the changes
dx2 = η(y, z, T ) (dz − u(y, z, T )dy − ω(y, z, T )dT ) ,
x1 = y, x3 = T. (84)
The compatibility conditions for this transformation are
ηy + (uη)z = 0,
ηT + (ηω)z = 0,
uT − ωy − uωz + ωuz = 0. (85)
We select the transformation by setting the field H as the new independent variable z:
z = H(x1, x2, x3)→ dz = Hx1dx1 +Hx2dx2 +Hx3dx3. (86)
By direct comparison of (84) and (86), we obtain
Hx2(x1, x2, x3) =
1
η(y = x1, z = H,T = x3)
,
Hx1(x1, x2, x3) = u(y = x1, z = H,T = x3),
Hx3(x1, x2, x3) = ω(y = x1, z = H,T = x3), (87)
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and the transformations of the derivatives are
∂
∂x1
=
∂
∂y
+ u
∂
∂z
,
∂
∂x2
=
1
η
∂
∂z
,
∂
∂x3
=
∂
∂T
+ ω
∂
∂z
. (88)
With this definitions, we get the transformation of the system (65), as:
G = (uy + uuz)z + 3u− k + 1
4
u2z,
Gy = (ω − uG)z, (89)
where G(z, y, T ) has been defined as G = ηΩ.
Reduction independent of T
The reduction independent of T can be obtained by setting ω = 0. In this case, the system (89)
contains the case G = 0,
(uy + uuz)z + 3u− k + 1
4
u2z = 0. (90)
When k = −1, it is the Vakhnenko equation. For the other integrable case, k = 2, it yields a
modified Vakhnenko equation if A2 = 0.
4 Reciprocal transformations to derive Lax pairs
Reciprocal transformations have served us as a way to derive Lax pairs of differential equations
and hierarchies of such differential equations. A differential equation in its initial form may
not be Painleve´ integrable as we mentioned before, but we are able to prove its integrability
by transforming it into another differential equation via reciprocal transformation that makes
it Painleve´ integrable. In the same fashion, an initial differential equation may not have an
associated Lax pair and the singular manifold method may not be applicable. Through a
reciprocal transformation we can again transform such equation into another in which we can
work the singular manifold method upon. We are depicting examples in the following lines.
4.1 Lax pair for the CH(2+1) hierarchy
In section 2, we have proved that the reciprocal transformations can be used to establish the
equivalence between the CH(2+1) hierarchy (42) and n + 1 copies of the CBS equation (53).
This CBS equation has the Painleve´ property [28] and the singular manifold method can be
successfully used to derive the following Lax pair [19],
∂00ψ =
(
−2∂0M − λ
4
)
ψ, (91)
0 = Ei = ∂i+1ψ − λ∂iψ + 4∂iM∂0ψ − 2∂0iM ψ. (92)
Furthermore, the compatibility condition between these two equations implies that the spec-
tral problem is nonisospectral because λ satisfies:
∂0λ = 0, ∂i+1λ− λ∂iλ = 0. (93)
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Notice that the first equation in the Lax pair is independent of the index i. Nevertheless, the
second equation can be considered as a recursion relation for the derivatives of ψ with respect
to each zi.
Now, to come back to the original fields U and Ω[i] as well as to the original variables X,Y, T ,
all we need is to perform the change
ψ(z0, z1, . . . , zn, zn+1) =
√
P φ(X,Y, T ) (94)
where P is defined in (45). Considering the reciprocal transformation (48), we have the following
induced transformations
∂0ψ =
√
P
(
φX
P
+
PX
2P 2
φ
)
,
∂00ψ =
√
P
(
φXX
P 2
+
[
PXX
2P 3
− 3
4
P 2X
P 4
]
φ
)
,
∂1ψ =
√
P
(
φY +
Ω[1]φX
2
+
[
PY
2P
+
PXΩ
[1]
4P
]
φ
)
=
√
P
(
φY +
Ω[1]φX
2
− Ω
[1]
X φ
4
)
,
∂n+1ψ =
√
P
(
φT − ∆φX
P
+
[
PT
2P
− PX∆
2P 2
]
φ
)
=
√
P
(
φT − ∆φX
P
+
[
∆X
2P
− PX∆
2P 2
]
φ
)
. (95)
With these changes, (91) becomes:
φXX +
(
λP 2
4
− 1
4
)
φ = 0,
where equation (52) has been used. Finally, the combination with (45) yields
φXX =
1
4
(1− λU)φ, (96)
as the spatial part of the Lax pair for the CH(2+1) hierarchy. The temporal part can be obtained
from (92) through the following combination:
0 =
n∑
i=1
λn−iEi =
n∑
i=1
λn−i (∂i+1ψ − λ∂iψ) +
n∑
i=1
λn−i (4∂iM∂0ψ − 2∂0iM ψ) . (97)
It is easy to prove that
n∑
i=1
λn−i (∂i+1ψ − λ∂iψ) = ∂n+1ψ − λn∂1ψ. (98)
The reciprocal transformation (48), when applied to (98), and combined with (94) and (95)
yields
n∑
i=1
λn−i (∂i+1ψ − λ∂iψ) =
√
P
[
φT − ∆φX
P
+
∆Xφ
2P
− PX∆
2P 2
φ
]
−λn
√
P
[
φY +
Ω[1]φX
2
− Ω
[1]
X φ
4
]
. (99)
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For the last sum of (97), we can use (52) and (95). The result is
n∑
i=1
λn−i (4∂iM∂0ψ − 2∂0iM ψ) =
√
P
[
∆φX
P
+
∆PX
2P 2
φ− ∆X
2P
φ
]
+
√
P
n−1∑
i=1
λn−i
[
Ω
[i+1]
X
4
φ− Ω
[i+1]
2
φX
]
= 0. (100)
Substitution of (99) and (100) in (97) yields
φT − λnφY + λn
(
Ω
[1]
X
4
φ− Ω
[1]
2
φX
)
+
n−1∑
i=1
λn−i
[
Ω
[i+1]
X
4
φ− Ω
[i+1]
2
φX
]
= 0. (101)
The expression (101) can be written in a more compact form as
φT − λnφY + AX
4
φ− A
2
φX = 0, (102)
where A is defined as
A =
n∑
j=1
λn−j+1Ω[j], with i = j − 1. (103)
The nonisospectral condition (93) reads
λX = 0, 0 =
n∑
i=1
λn−i (∂i+1 − λ∂i)λ = ∂n−1λ− λn ∂1λ = λT − λnλY = 0. (104)
In sum: the Lax pair for CH(2+1) can be written as
φXX +
1
4
(λU − 1)φ = 0,
φT − λnφY − A
2
φX +
AX
4
φ = 0, (105)
where
A =
n∑
i=1
[
λn−i+1Ω[i]
]
, λT − λnλY = 0. (106)
4.2 Lax pair for mCH(2+1)
In [19] it was proved that the CBS equation (53) and the mCBS equation (61) were linked
through a Miura transformation. This is a transformation that relates the fields in the CBS and
mCBS in the following form
∂0M = −∂0x
2
8
+
∂00x
4
,
which combined with (61) can be integrated as
4M = ∂0x−m. (107)
The two-component Lax pair for the mCBS equation (61) was derived in [19]. In our variables
this spectral problem reads:
∂0
(
ψ
ψˆ
)
=
1
2
( − ∂0x i√λ
i
√
λ ∂0x
)(
ψ
ψˆ
)
, (108)
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0 = Fi = ∂i+1
(
ψ
ψˆ
)
− λ∂i
(
ψ
ψˆ
)
−1
2
( − ∂i+1x i√λ∂i (m− ∂0x)
i
√
λ∂i (m+ ∂0x) ∂i+1x
)(
ψ
ψˆ
)
. (109)
It is easy to see that the compatibility condition of (108)-(109) yields the equation (61) as well
as the following nonisospectral contition:
∂0λ = 0, ∂i+1λ = λ∂iλ. (110)
If, from the above Lax pair, we wish to obtain the spectral problem of the mCH(2+1),
we need to invert the reciprocal transformation (59)-(60), which means applying the following
substitutions:
∂0x =
1
u
,
∂ix = ω
[i] ⇒ ∂0ix = ω
[i]
x
u
= v[j]x , i = 1...n,
∂n+1x = −v
[n]
xx − v[n]
u
, (111)
∂0m =
1
2u2
,
∂im = v
[i].
and the transformations of the derivatives are
∂0 =
1
u
∂x ,
∂1 = ∂y + ω
[1] ∂x , (112)
∂n+1 = ∂t −
(
v
[n]
xx − v[n]
)
u
∂x.
We can now tackle the transformation of the Lax pair (108)-(109). The spatial part (108)
transforms trivially to: (
ψ
ψˆ
)
x
=
1
2
( − 1 i√λu
i
√
λu 1
)(
ψ
ψˆ
)
. (113)
The transformation of (109) is slightly more complicated. Let us compute the following sum:
0 =
n∑
i=1
λn−iFi, (114)
where Fi is defined in (4.19). It is easy to see that
n∑
i=1
λn−i(∂i+1 − λ∂i)
(
ψ
ψˆ
)
= (∂n+1 − λn∂1)
(
ψ
ψˆ
)
, (115)
and then, the inverse reciprocal transformation (111)-(112) can be applied to (114) in order to
obtain(
ψ
ψˆ
)
t
− λn
(
ψ
ψˆ
)
y
= C
(
ψ
ψˆ
)
x
+
i
√
λ
2
(
0 Bxx −Bx
Bxx +Bx 0
)(
ψ
ψˆ
)
, (116)
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where
C =
n∑
i=1
λn−i+1ω[i], B =
n∑
i=1
λn−iv[i]. (117)
The inverse reciprocal transformation, when applied to (110) yields
λx = 0, 0 =
n∑
i=1
λn−i (∂i+1 − λ∂i)λ = ∂n−1λ− λn ∂1λ = λt − λnλy = 0. (118)
Hence, we have derived a Lax pair for mCH(2+1) using the existing Miura transformation
between the CBS and mCBS and the Lax pair for mCBS. This is another example of how
reciprocal transformations or compositions of transformations can provide us with Lax pairs,
and the implication of integrability.
5 A Miura-reciprocal transformation
Recalling the previous sections, we can summarize by saying CH(2+1) and mCH(2+1) are
related to the CBS and mCBS by reciprocal transformations, correspondingly. Aside from this
property, in this section we would like to show that there exists a Miura transformation [19]
relating the CBS and the mCBS equations. Hence, one wonders if mCH(2+1) is related to
CH(2+1) in any way. It seems clear that the relationship between mCH(2+1) and CH(2+1)
necessarily includes a composition of a Miura and a reciprocal transformation.
CH(2+1)
reciprocal transf. //
KS
Miura-reciprocal transf.

CBS equation
Miura transf.

mCH(2+1) mCBS equation
reciprocal transf.oo
Figure 1: Miura-reciprocal transformation.
Evidently, the relationship between both hierarchies cannot be a simple Miura transformation
because they are written in different variables (X,Y, T ) and (x, y, t). The answer is provided
by the relationship of both sets of variables with the same set (z0, z1, zn+1). By combining (47)
and (58), we have
P dX − 1
2
PΩ[1] dY +∆ dT = u dx− uω[1] dy +
(
v[n]xx − v[n]
)
dt,
Y = y, T = t,
(119)
which yields the required relation between the independent variables of CH(2+1) and those of
mCH(2+1). The Miura transformation (107), combined with (52) and (62) also provides the
following results
4∂0M = ∂00x− ∂0m =⇒ ∂00X
∂0X
+ ∂0X = ∂0x, (120)
4∂iM = ∂0ix− ∂im =⇒ −∂i+1X
∂0X
= ∂0ix− ∂00ix
∂0x
− ∂i+1x
∂0x
, (121)
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with i = 1, . . . , n. With the aid of (49), (50) and (60), the following results arise from (120)-(121)
1
u
=
(
1
P
)
X
+
1
P
,
PΩ[i+1] = 2
(
v[i] − v[i]x
)
=⇒ ω[i+1] = Ω
[i+1]
X +Ω
[i+1]
2
, i = 1 . . . n− 1,
∆ = v[n]x − v[n]. (122)
Furthermore, (119) can be integrated as
x = X − lnP. (123)
By summarizing the above conclusions, we have proven that the mCH(2+1) hierarchy
ut = r
−nuy, u = u(x, y, t), (124)
can be considered as the modified version of CH(2+1)
UT = R
−nUY , U = U(X,Y, T ). (125)
The transformation that connects the two hierarchies involves the reciprocal transformation
x = X − 1
2
lnU, (126)
as well as the following transformation between the fields
1
u
=
1√
U
(
1− UX
2U
)
,
ω[i] =
Ω
[i]
X +Ω
[i]
2
, i = 1 . . . n,
δ
u
=
(
∆√
U
)
X
+
∆√
U
. (127)
5.1 Particular case 1: The Qiao equation
We are now restricted to the first component of the hierarchies n = 1 in the case in which the
field u is independent of y and U is independent of Y .
• From (45) and (46), for the restriction of CH(2+1) we have
U = P 2,
UT = Ω
[1]
XXX − Ω[1]X ,(
P Ω[1]
)
X
= 0,
(128)
which can be summarized as
Ω[1] =
k1
P
=
k1√
U
,
UT = k1
[(
1√
U
)
XXX
−
(
1√
U
)
X
]
,
(129)
that is the Dym equation [29].
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• The reduction of mCH(2+1) can be achieved from (57) in the form
ω[1]x = uv
[1]
x ,
ut = v
[1]
xxx − v[1]x ,(
uω[1]
)
x
= 0,
(130)
which can be written as
ω[1] =
k2
u
=⇒ v[1] = k2
2u2
,
ut = k2
[(
1
2u2
)
xx
−
(
1
2u2
)]
x
,
(131)
that is the Qiao equation.
• From (126) and (127) it is easy to see that k1 = 2k2. By setting k2 = 1, we can conclude
that the Qiao equation
ut =
(
1
2u2
)
xxx
−
(
1
2u2
)
x
, (132)
is the modified version of the Dym equation
UT =
(
2√
U
)
XXX
−
(
2√
U
)
X
. (133)
• From (49) and (60), it is easy to see that the independence from y implies that ∂1X = ∂0X
and ∂1x = ∂0x, which means that the CBS and mCBS (53) and (61) reduce to the following
potential versions of the KdV and modified KdV equations
∂0
(
∂2M + ∂000M + 6∂0M
2
)
= 0,
∂2x+ ∂000x− 1
2
∂0x
3 = 0.
(134)
5.2 Particular case 2: The Camassa–Holm equation
If we are restricted to the n = 1 component when T = X and t = x, the following results hold:
• From (45) and (46), for the restriction of CH(2+1) we have
∆ = P =
√
U,
U = Ω
[1]
XX − Ω[1],
UY + UΩ
[1]
X +
1
2
Ω[1]UX = 0,
(135)
which is the Camassa–Holm equation.
• The reduction of mCH(2+1) can be obtained from (57) in the form
δ = u = v[1]xx − v[1],
uy +
(
uω[1]
)
x
= 0,
ω[1]x − uv[1]x = 0,
(136)
which can be considered as a modified Camassa–Holm equation.
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• From (49) and (60), it is easy to see that ∂2X = ∂2x = −1. Therefore, the reductions of
(53) and (61) are
∂0001M + 4∂1M ∂00M + 8∂0M ∂01M = 0, (137)
which is the AKNS equation, and
∂0
(
∂001x− 1
∂0x
)
= ∂1
(
∂0x
2
2
)
, (138)
which is the modified AKNS equation.
6 Conclusions
Concerning the role of reciprocal transformations in the classification and identification of PDEs,
we have shown that CH(2+1) and mCH(2+1) hierarchies can be connected with the CBS and
mCBS equations via a reciprocal transformations. A big advantange of a reciprocal transfor-
mation is that it turns a whole hierarchy into a set of equations that can be studied through
Painleve´ analysis and other properties can afterwards be derived from this.
In this context, a reciprocal transformation has served as a way to turn a set of differential
equations with multiple scalar fields a few independent variables into a unique differential equa-
tion with one scalar field depending on multiple independent variables. Furthermore, it serves
to turn the initial equations into one in which the Painleve´ integrability is satisfied and therefore
proving the integrability of the hierarchy prior to the reciprocal transformation.
We have shown examples of higher-order by presenting a fourth-order nonlinear PDE in 2+1
dimensions and investigated different reciprocal transformations for it. Reciprocal transforma-
tions have once more shown that the transformed equations (their reductions actually) in 1 + 1
dimensions are the Vakhnenko–Parkes and Degasperis-Procesi equations.
Reciprocal transformations have been further proved to be useful for the derivation of Lax
pairs. As it has been shown, the transformations of CH and mCH into CBS and mCBS, being
these later equations integrable in the algebraic Painleve´ sense, and being their Lax pair knowl-
edgeable, undoing the reciprocal transformation in the Lax pairs for CBS and mCBS, we were
able to retrieve Lax pairs that have not been proposed for CH and mCH in 1 + 1 and 2 + 1
dimensions. This verifies the importance of reciprocal transformations as a way to derive Lax
pairs.
As a last instance, we have depicted Miura-reciprocal transformations, based on the compo-
sition of a Miura transformation between the CBS and mCBS and the reciprocal transformations
linking CH and mCH to CBS and mCBS, correspondingly, in 1+ 1 and 2+ 1. Miura-reciprocal
transformations verify the importance of composition of reciprocal transformations to classify
hierarchies, indeed, we have successfully proven that CH and mCH in 1 + 1 and 2 + 1 are two
different versions of a same common problem that can be reached by a transformation map that
has been proposed in the last section.
The observation of all these properties show the efficiency and importance of reciprocal
transformations that we introduced at the start of the chapter, and that we here close having
given proof of our arguments with remarkable examples in the physics literature of hydrodynamic
systems, shallow water waves, etc.
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