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Abstract
We consider steady symmetric gravity water waves on finite depth with constant vorticity and a monotone surface profile between
crests and troughs. The problem is transformed into one concerning the vertical velocity. A representation formula for the stream
function in terms of the surface and the vorticity is presented, and we show that the surface can be determined from the vertical
velocity.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The focus of this paper is two-dimensional wave trains. They are series of steady gravity water waves travelling with
constant speed and shape. The reason why such exist is dispersion: larger waves move faster than smaller ones [16],
so that the relatively large waves eventually sort themselves out from the smaller. Typically, those are gravity waves.
When the wave-length exceeds 1.74 cm, gravity outplays the role of surface tension as the main restoring force [19].
It is an everyday observation that wavetrains are essentially symmetric around the crest. For waves not near breaking
or spilling this feature can be mathematically established [2–4,14,20,24], e.g. if the shape of the surface is monotone
between troughs and crests [10]. As far as we know, all exact mathematical constructions of steady water waves have
produced only symmetric waves. Moreover, neglecting the trivial cases, these are strictly decreasing from the crest to
the trough.
The classical water wave problem concerns irrotational water waves, meaning that the velocity field does not curl
(no vorticity). In that case the stream function is a harmonic function, and the problem is therefore closely related to
potential theory, see e.g. [23]. Many situations are adequately modelled by irrotational flows, e.g. waves propagating
into still water. Recently, a deeper understanding of the exact behaviour within such waves has developed [1,5]. There
are however situations when the assumption of irrotationality is insufficient. Tidal flow is a well-known example
when constant vorticity is an appropriate model, a fact confirmed by experimental studies [22]. This is one reason
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formulation [6], uniqueness [8,9], symmetry [4], and a unique continuation principle [11] for finite depth steady
gravity waves with vorticity are established. There is also a theory for deep-water waves [3,15], as well as for capillary
and capillary-gravity waves [26,27].
One of the main difficulties—be the motion irrotational or not—is determining the free surface. This problem is
sometimes referred to as a Bernoulli free-boundary problem (cf. e.g. [21,25]). It is related to the Cauchy problem for
the Laplacian, but though recent progress has been made on that problem [29], the results do not nearly cover the
case of steady water waves. By expanding in some small parameter one however obtains approximate solutions, and
for such model equations—e.g. KdV, Camassa–Holm [17], Whitham [28]—the shape of the surface as well as other
features are more accessible. Those models are disturbances of currents where the vertical velocity is zero. We show
that the vertical velocity is very important: it essentially determines the entire wave.
This paper was written as an attempt to understand more of the free surface and its role in the problem. The main
novelty of our approach lies in the fact that we reduce the original inhomogeneous problem to a homogeneous one
where the vorticity appears only at the boundary. This is done by explicitly recovering the stream function from
the vertical velocity, the surface, and the vorticity. As a consequence we give a closed representation formula for a
general class of water-waves, and a method for determining the surface from the vertical velocity. At the moment
the calculations necessary for obtaining the free surface from known approximations for the vertical velocity are
to lengthy for exact evaluation. However, preliminary numerical calculations indicate that the differential equations
determining the surface from the vertical velocity do yield functions of the expected type: symmetric and periodic
surfaces similar to cos(x).
2. Mathematical formulation
Consider an even and 2π -periodic positive function
η ∈ C4(R,R+), η˙(π) = 0,
with graph Γη = (x, η(x)). We define the fluid domain
Ωη ≡
{
(x, y) ∈ R2: 0 < y < η(x)},
as the area enclosed by the surface Γη and the bottom y = 0. For a vorticity function γ ∈ C1, and fixed constants
g,C ∈ R, the motion of a steady, symmetric, and 2π -periodic gravity water wave can be described by a stream
function ψ ∈ C3(Ωη), such that ψy < 0 and⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ψ = −γ (ψ) in Ωη,
|∇ψ |2 + 2gy = C on Γη,
ψ = 0 on Γη,
ψx = 0 for y = 0.
(2.1)
The exact assumptions are that the water is regarded to be inviscid and of constant density; we neglect the effect of
surface tension, and the wave is supposed not near breaking or spilling. For a detailed derivation see e.g. [7]. The
stream function ψ is related to the physical motion via the identities
ψx = −v, ψy = u − c < 0,
where (u, v) is the velocity field. The water wave problem consists of finding ψ and η fulfilling (2.1), and the free
boundary Γη is not known a priori. We shall investigate the situation when the vorticity function γ is constant—
meaning that the vorticity ω = vx − uy is constant—and the periodic wave is symmetric around the crest with a
monotone surface profile from crest to trough. This corresponds to irrotational Stokes waves (cf. [23]), and we there-
fore introduce the following shorthand.
Definition. By a Stokes wave of constant vorticity we mean a 2π -periodic quadruple (ψ,η, γ,C) ∈ C3(Ωη) ×
C4[0,π] × R × R fulfilling (2.1), for which ψ(x, y) = ψ(−x, y), and η˙(x) < 0 whenever x ∈ (0,π).
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Ω ≡ {(x, y) ∈ Ωη: 0 < x < π} and Γ ≡ {(x, y) ∈ Γη: 0 < x < π}.
The symmetry of ψ implies that v(x, y) = −v(−x, y), while the periodicity implies that v(x, y) = v(x + L,y).
Thus
v(0, y) = 0 = v(±π,y).
By differentiating ψ(x,η(x)) = 0 we get that v = η˙ψy > 0 at the surface from crest to trough. Moreover |∇ψ |2 =
v2(1 + η˙2)η˙−2 on Γη. Thus v solves
v = 0 in Ω, (2.2a)
v = − η˙(C − 2gη)
1/2
(1 + η˙2)1/2 on Γ, (2.2b)
v = 0 on ∂Ω \ Γ, (2.2c)
where v > 0 in Ω by the strong maximum principle (cf. [12] for an overview of maximum principles). However, on our
way we lost track of the constant vorticity, γ ∈ R, and it is a natural question if there exists an extra condition making
(2.2a)—or a similar system—equivalent to (2.1). Such conditions exists, and we will establish one in Theorem 3.1.
While doing so, it shall become apparent that the surface of the wave contains all information about the fluid motion.
3. The v-formulation
In this section, we derive rigorously an equivalent formulation of the problem (2.1). The reader may find the main
conclusion stated in Theorem 3.1. While it is not surprising that the vertical velocity entirely determines the fluid
motion (cf. [11]), Lemma 3.2 makes this determination explicit, and the vorticity now appears only as a restriction on
the boundary. In the following ∂n denotes the outward normal derivative.
3.1. Theorem. Finding a Stokes wave of constant vorticity is equivalent to finding a solution to the uniquely solvable
Dirichlet problem (2.2a) overdetermined by
∂nv = −η˙(η¨(C − 2gη)+ g(1 + η˙
2) + γ√C − 2gη(1 + η˙2)3/2)√
C − 2gη(1 + η˙2)2 (3.1)
along Γ .
Now let 0  v ∈ C2(Ω) be such that (2.2ab) holds. The function v should be thought of as a candidate for the
vertical velocity. To reconstruct ψ from v we should then define
ψ(x, y) ≡ f (y) −
x∫
0
v(ξ, y) dξ, (x, y) ∈ Ω, (3.2)
for v as in (2.2ab) and a suitable function f , where f is a candidate for ψ(0, y).
3.2. Lemma. The function f below is well-defined and belongs to C1[0, η(0)] ∩ C2([0, η(0)) \ {η(π)}),
f (y) =
η−1(y)∫
0
v(ξ, y) dξ, y ∈ (η(π), η(0)], (3.3)
and
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π∫
0
v
(
ξ, η(π)
)
dξ +
( π∫
0
vy
(
ξ, η(π)
)
dξ −√C − 2gη(π)
)(
y − η(π))
+
y∫
η(π)
(y − s)(vx(0, s) − γ )ds, y ∈ [0, η(π)]. (3.4)
Proof. Since v ∈ C2(Ω), both (3.3) and (3.4) are continuous, and their limits match at y = η(π). To see that (3.3) is
differentiable, we pick y0 ∈ (η(π), η(0)], and rewrite
f (y) − f (y0)
y − y0 =
η−1(y0)∫
0
v(ξ, y) − v(ξ, y0)
y − y0 dξ +
η−1(y)∫
η−1(y0)
v(ξ, y)
y − y0 dξ
=
η−1(y0)∫
0
v(ξ, y) − v(ξ, y0)
y − y0 dξ +
η−1(y) − η−1(y0)
y − y0 v(ξ, y),
where we have used the Mean value theorem, and ξ lies strictly between η−1(y) and η−1(y0). Since the pointwise
limit is vy(ξ, y), Lebesgue’s dominated convergence theorem implies that the first integral tends to
η−1(y0)∫
0
vy(ξ, y0) dξ as y → y0.
As for the second term, it tends to
˙(η−1)(y0)v
(
η−1(y0), y0
)
as y → y0 /∈
{
η(0), η(π)
}
.
We conclude that (3.3) is differentiable for y ∈ (η(π), η(0)), with derivative
f˙
(
η(x)
)=
x∫
0
vy
(
ξ, η(x)
)
dξ + v(x, η(x))
η˙(x)
, y = η(x), (3.5)
which is continuous in (η(π), η(0)) by (2.2ab). According to the Mean value theorem we may then write
f (y) − f (y0)
y − y0 = f˙ (ξ), ξ ∈
{
ty + (1 − t)y0: t ∈ (0,1)
}
,
and since, by (2.2ab), the limits of (3.5) exist as y = η(x) → η(0) and y = η(x) → η(π), respectively, it follows
that (3.3) is differentiable on the closed interval [η(π), η(0)], with the one-sided derivatives
f˙
(
η(π)
)=
π∫
0
vy
(
ξ, η(π)
)
dξ −√C − 2gη(π) (3.6)
and
f˙
(
η(0)
)= −√C − 2gη(0).
Using that vyy ∈ C(Ω), one shows in a similar manner that
f¨
(
η(x)
)= ( (vx + η˙vy)η˙ − vη¨
η˙3
+ vy
η˙
)∣∣∣
(x,η(x))
+
x∫
0
vyy
(
ξ, η(x)
)
dξ, (3.7)
which is continuous in (η(0), η(π)).
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theorem guarantees that for y ∈ [−d,η(π)] the derivative is continuous and
f˙ (y) =
π∫
0
vy
(
ξ, η(π)
)
dξ −√C − 2gη(π) +
y∫
η(π)
(
vx(0, s) − γ
)
ds.
We see that this fits perfectly well with (3.6). By the same argument
f¨ (y) = vx(0, y) − γ ∈ C1
([−d,η(π)]). 
Proof of Theorem 3.1. We start by showing that the function ψ defined by (3.2) is a solution to the water wave
problem (2.1) exactly when 0 v ∈ C2(Ω) is a solution to (2.2a) with the extra condition that
S[v] ≡ vη¨ + vxη˙
(
η˙2 − 1)− 2vyη˙2 − γ η˙3 = 0 on Γ. (3.8)
Lemma 3.3 below vouches for that (3.8) and (3.1) are interchangeable.
Suppose that ψ is a solution of 2.1. Then ψ can be written in the form (3.2) for the special choices v = −ψx and
f = ψ(0, y) ∈ C∞(−d,η(0)) ∩ C1(−d,η(0)]. We know that ψ(x,η(x)) = 0, meaning exactly (3.3). In particular,
differentiating (3.3) and dividing by η˙, we get
f˙ (η) = v(x, η(x))
η˙
+
x∫
0
vy
(
ξ, η(x)
)
dξ, x ∈ (0,π), (3.9)
and by the surface condition (2.2ab),
v(x, η(x))
η˙
→ −(C − 2gη(π))1/2 as x → π.
To establish (3.4) we then use
f¨ (y) = ψyy(0, y) = −ψxx(0, y) − γ = vx(0, y) − γ, (3.10)
concluding that f must be a solution of this ODE, matching (3.3) at y = η(π). By (3.9) that means exactly (3.4).
We need now check that S[v] = 0 as in (3.8). Since v = −ψx ∈ C2(Ω) by assumption, it is no problem differenti-
ating (3.9) once more to obtain
η˙f¨ (η) = (vx + η˙vy)η˙ − vη¨
η˙2
+ vy + η˙
x∫
0
vyy
(
ξ, η(x)
)
dξ,
and by substituting vyy for −vxx in the integral, we get
f¨ (η) = (vx(x, η) + η˙vy(x, η))η˙ − v(x, η)η¨
η˙3
+ vy
η˙
+ vx(0, η) − vx(x, η).
Comparing with (3.10) yields S[v] = 0, and the sufficiency is established.
Contrariwise, assume that (2.2a) and (3.8) hold. Define f as in Lemma 3.2 and ψ by (3.2). We need to verify (2.1).
The bottom condition ψx = 0 on y = −d is immediate from (3.2), and the surface condition ψ(x,η(x)) = 0 follows
from (3.3). Since this also guarantees that 0 = ψx +ψyη˙ = −v +ψyη˙ on the surface Γ we see that (2.2ab) is exactly
the Bernoulli surface condition of (2.1), valid on Γ (and in the sense of limits along Γ also at the crest and at the
trough).
For −d < y < η(π), we have f¨ (y) = vx(0, y) − γ , and consequently
ψ(x,y) = vx(0, y) − γ − vx(x, y) −
x∫
0
vyy(ξ, y) dξ
= vx(0, y) − γ − vx(x, y) +
x∫
vxx(ξ, y) dξ = −γ.0
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Hence ψ = −γ a.e. in Ω .
We now use that the function ψ defined by (3.2) with f as in Lemma 3.2 belongs to
C1(Ω) ∩ C2(Ω \ {(x, y): y = η(π) or y = η(0)}).
In particular, ψ ∈ W 1,2(Ω). Regularity for f follows from Lemma 3.2, and the x-derivative of the integral is v(x, y) ∈
C2(Ω) by assumption. By the same regularity, we may in (3.2) differentiate twice with respect to y under the integral
sign to achieve continuous y-derivatives on Ω . We then have that ψ is a weak solution to ψ = −γ in Ω . It follows
[18, Corollary 8.2.1] that ψ ∈ C∞(Ω). We already know that ψ ∈ C1(Ω), and we get a general solution by first letting
ψ(−x, y) = ψ(x, y) and then extending periodically. The constructed periodic solution satisfies smooth interior data
ψ ∈ C∞ in Ωη, and smooth boundary data, ψ = const, on the surface as well as on the bottom. Since η ∈ C4 by
assumption, we have ψ ∈ C3(Ω) (cf. [13, Theorem 6.19]). 
3.3. Lemma. The solutions of (2.2a) remain unchanged if we substitute the surface condition (3.8) for (3.1).
Proof. Differentiating the square of (2.2ab) with respect to x, and then using that v˙ = vx + η˙vy along Γ , we get
vx = v
2η¨ − gη˙4 − vvyη˙2(1 + η˙2)
vη˙(1 + η˙2) , (3.11)
which holds irregardless of S[v] = 0 and (3.1). Hence a substitution yields that S[v] = 0 means exactly
vy = 2v
2η¨ − gη˙2(η˙2 − 1) − γ vη˙(1 + η˙2)
v(1 + η˙2)2 on Γ,
or equivalently, by (3.11),
vx = v
2η¨(1 − η˙2) + γ vη˙3(1 + η˙2) − 2gη˙4
vη˙(1 + η˙2)2 on Γ.
Replacing v with its expression given by (2.2ab) yields an explicit expression for ∇v|Γ , so that (3.1) is given as
(vy − η˙vx)(1 + η˙2)−1/2. 
4. Applications
While the v-formulation of Section 3 is still abstract, it makes clear the importance of the surface. In fact, we give
below an explicit representation formula for the stream function in terms of only the free surface η(x), the constant
vorticity γ , and the energy constant C. Moreover the formulation relates v to η in both directions: from any candidate
for v defined in some rectangle [0,π] × [0,R] the necessary surface η(x) can in principle be determined from an
explicit equation, and it is then easy to check whether this is an actual solution or “how close” we have come.
Before moving on we introduce the notation dω for the arc length element. For expository reasons we let η(0) = π
troughout this section, but note that this does not affect the results in any serious way.
4.1. Theorem (The representation formula). Consider a Stokes wave of constanst vorticity, and let
G(ζ, θ;x, y) ≡ − 4
π2
∞∑
m,n=1
sinmx sinny sinmζ sinnθ
m2 + n2 (4.1)
denote the Green’s function for the rectangle [0,π] × [0,π]. Then, for any (x, y) ∈ Ω , we have the representation
ψ(x, y) = f (y) +
x∫
0
∫
Γ
(
η˙(C − 2gη)1/2
(1 + η˙2)1/2 ∂nG(·, ξ, y)
−G(·, ξ, y) η˙[η¨(C − 2gη) + g(1 + η˙
2) + γ√C − 2gη(1 + η˙2)3/2]√
C − 2gη(1 + η˙2)2
)
dωdξ, (4.2)
where the inner integral equals v(ξ, y), and the closed form for f is given by (3.3) and (3.4).
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Green’s function is not known, and (ii) it is nontrivial to reduce the water wave problem to one concerning the vertical
velocity v. One of the novelties of our approach is that all formulae are closed forms.
4.3. Theorem. Let v be a harmonic function, defined and positive in some rectangle (0,π) × (0,R), and vanishing
on y = 0, x = 0, and x = π . For any constants C,γ the necessary surface η solves the equation
v
√
a + v2((2gη −C)((2a + v)(√a∂1v + v∂2v) + 2v2g)− 2ag(a + v2))
− 2√a√C − 2gη(a2 + 2v2a + v4)(γ v + √a∂2v − v∂1v) = |(x,η(x))0, (4.3)
with a ≡ C − 2gη − v. The quadruple (v, η, γ,C) then describes a rotational Stokes wave through (4.2) exactly if
v
(
x,η(x)
)+ η˙(x)√C − 2gη(x)√
1 + η˙(x)2 = 0. (4.4)
4.4. Remark. Theorem 4.3 implies that without knowing the free surface any known candidate v(x, y) can in principle
be tested as a solution of the water wave problem. If v is moreover a solution, its harmonicity implies that C, γ and
v in any small open disc determine everything, including the surface. This is in line with the results of [11] where it
was shown in a more general situation that v = 0 in some small neighbourhood implies a flat surface.
4.5. Remark. Looking for a separable solution to (2.2a), v(x, y) = a(x)b(y), with the boundary conditions a(0) =
0 = a(π) and b(0) = 0, one obtains
v(x, y) = k sinmx sinhmy, k ∈ R, m ∈ Z+.
Such a solution satisfies (2.2a) except for the surface boundary conditions, and by linearity any linear combination
of such solutions does so too. For all such finite sums it is just a question of time (or computer power) to check
whether (4.3) admits a solution. If so, taking the L2(0,π) norm of the left-hand side of (4.4) gives a measure of how
far v is from an actual solution. In general this will be an expression including only C, g, γ , as well as constants
depending on v. Obtaining a solution has then been reduced to determining constants that make this norm vanish.
Proof of Theorem 4.1. While the Green’s function for Ω is not readily attainable, we shall make use of the fact that
Ω ⊂ K ≡ [0,π] × [0,π], (4.5)
for which the Green’s function with respect to the Dirichlet problem can be explicitly calculated as (4.1). While the
standard Green’s formula for solutions of the Dirichlet problem is not available, we still have [13, Section 2.4] that
for any w ∈ C2(Ω) holds
w(x,y) =
∫
∂Ω
(
w(ζ, θ)∂nG(ζ, θ, x, y) −G(ζ, θ, x, y)∂nw(ζ, θ)
)
dω +
∫
Ω
G(ζ, θ, x, y)w(ζ, θ) dζ dθ. (4.6)
Since the Dirichlet problem (2.2a) is uniquely solvable—neglecting the restriction on ∂nv|Γ —with v ∈ C2(Ω), we
find that
v(x, y) =
∫
Γ
(
v∂nG(·, x, y) −G(·, x, y)∂nv
)
dω, (4.7)
keeping in mind that both G and v vanishes on ∂Ω \Γ . Assuming that we have a solution to the water-wave problem,
since the right-hand side of (4.7) is explicitly known in terms of η, C and γ in view of Theorem 3.1, that theorem also
implies that ψ can be explicitly stated in terms of the same constructs. 
Proof of Theorem 4.3. If v solves the water wave problem, then (4.4) holds by Theorem 3.1. In view of that v is
positive we get
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C − 2gη − v(x, η) , (4.8)
and subsequently
η¨ = 2gη˙v(x, η) + (2C − 4gη − v(x, η))(∂1v(x, η) + η˙∂2v(x, η))
2(C − 2gη − v(x, η))3/2 . (4.9)
After some manipulation insertion of (4.8) and (4.9) into (3.1) yields (4.3). If also (4.4) holds, then the assumptions
of Theorem 3.1 are fulfilled so that the stream function can be obtained as is described in Theorem 4.1. 
References
[1] A. Constantin, The trajectories of particles in Stokes waves, Invent. Math. 166 (3) (2006) 523–535.
[2] A. Constantin, Mats Ehrnström, Erik Wahlén, Symmetry for steady gravity water waves with vorticity, Duke Math. J., in press.
[3] A. Constantin, J. Escher, Symmetry of steady deep-water waves with vorticity, European J. Appl. Math. 15 (6) (2004) 755–768.
[4] A. Constantin, J. Escher, Symmetry of steady periodic surface water waves with vorticity, J. Fluid Mech. 498 (2004) 171–181.
[5] A. Constantin, J. Escher, Particle trajectories in solitary water waves, Bull. Amer. Math. Soc. 44 (2007) 423–431.
[6] A. Constantin, D. Sattinger, W. Strauss, Variational formulations for steady water waves with vorticity, J. Fluid Mech. 548 (2006) 151–163.
[7] A. Constantin, W. Strauss, Exact steady periodic water waves with vorticity, Comm. Pure Appl. Math. 57 (4) (2004) 481–527.
[8] M. Ehrnström, A uniqueness result for steady symmetric water waves with affine vorticity, Dyn. Contin. Discrete Impuls. Syst. Ser. A Math.
Anal. 14 (2007).
[9] M. Ehrnström, Uniqueness for steady periodic water waves with vorticity, Int. Math. Res. Not. 60 (2005) 3721–3726.
[10] M. Ehrnström, A note on surface profiles for symmetric gravity waves with vorticity, J. Nonlinear Math. Phys. 13 (1) (2006) 1–8.
[11] M. Ehrnström, A unique continuation principle for steady symmetric water waves with vorticity, J. Nonlinear Math. Phys. 13 (4) (2006)
484–491.
[12] L.E. Fraenkel, An Introduction to Maximum Principles and Symmetry in Elliptic Problems, Cambridge Tracts in Math., vol. 128, Cambridge
Univ. Press, Cambridge, 2000.
[13] D. Gilbarg, N.S. Trudinger, Elliptic Partial Differential Equations of Second Order, Classics Math., Springer-Verlag, Berlin, 2001, reprint of
the 1998 edition.
[14] V.M. Hur, Symmetry of steady periodic water waves with vorticity, Philos. Trans. R. Soc. Lond. Ser. A, in press.
[15] V.M. Hur, Global bifurcation theory of deep-water waves with vorticity, SIAM J. Math. Anal. 37 (5) (2006) 1482–1521 (electronic).
[16] R.S. Johnson, A Modern Introduction to the Mathematical Theory of Water Waves, Cambridge Texts Appl. Math., Cambridge Univ. Press,
Cambridge, 1997.
[17] R.S. Johnson, Camassa–Holm, Korteweg–de Vries and related models for water waves, J. Fluid Mech. 455 (2002) 63–82.
[18] J. Jost, Partial Differential Equations, Grad. Texts in Math., vol. 214, Springer-Verlag, New York, 2002, translated and revised from the 1998
German original by the author.
[19] J. Lighthill, Waves in Fluids, Cambridge Univ. Press, Cambridge, 1978.
[20] H. Okamoto, M. Sho¯ji, The Mathematical Theory of Permanent Progressive Water-Waves, Adv. Ser. Nonlinear Dynam., vol. 20, World
Scientific Publishing Co. Inc., River Edge, NJ, 2001.
[21] E. Shargorodsky, J.F. Toland, Bernoulli free-boundary problems, Mem. Amer. Math. Soc. (2007), in press.
[22] C. Swan, I.P. Cummings, R.L. James, An experimental study of two-dimensional surface water waves propagating on depth-varying currents,
J. Fluid Mech. 428 (2001) 273–304.
[23] J.F. Toland, Stokes waves, Topol. Methods Nonlinear Anal. 7 (1) (1996) 1–48.
[24] J.F. Toland, On the symmetry theory for Stokes waves of finite and infinite depth, in: Trends in Applications of Mathematics to Mechanics,
Nice, 1998, in: Chapman & Hall/CRC Monogr. Surv. Pure Appl. Math., vol. 106, Chapman & Hall/CRC, Boca Raton, FL, 2000, pp. 207–217.
[25] E. Varvaruca, Singularities of Bernoulli free boundaries, Comm. Partial Differential Equations 31 (2006) 1451–1477.
[26] E. Wahlén, Steady periodic capillary-gravity waves with vorticity, SIAM J. Math. Anal. 38 (3) (2006) 921–943.
[27] E. Wahlén, Steady periodic capillary waves with vorticity, Ark. Mat. 44 (2006) 367–387.
[28] G.B. Whitham, Linear and Nonlinear Waves, Pure Appl. Math., John Wiley & Sons Inc., New York, 1999, reprint of the 1974 original,
Wiley–Interscience Publication.
[29] S. Yarmukhamedov, On the harmonic continuation of differentiable functions defined on a boundary segment, Sibirsk. Mat. Zh. 43 (1) (2002)
228–239.
