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With noisy intermediate scale quantum devices in mind, we propose a class of superconducting
circuits for the general implementation of U(1) lattice gauge models via the formalism of quantum
link models. The circuit can be modularly scaled to any lattice configuration. Simulating the circuit
dynamics with realistic circuit parameters we find that it implements the target dynamics with a
steady average fidelity of 99.5% or higher. The principles of these circuits can be generalized to
implement other, more complicated gauge symmetries. Finally, we consider readout of the circuit
using a method that yields information about all the degrees of freedom with resonators coupled
dispersively to only a subset of them. As an example of interesting physics to study with this
we show how such a quantum link model on a periodic chain exhibits dynamical quantum phase
transitions by studying the Loschmidt amplitude and a novel gauge invariant string order parameter.
The zeros of the Loschmidt amplitude as well as the zeros of our order parameter are revealed by
vortices in their phases, which can be counted by a topologically invariant winding number.
I. INTRODUCTION
There is an increasing study of non-equilibrium quan-
tum dynamics as improving experimental quantum con-
trol makes it accessible [1]. Quantum simulators have
been realized with cold atoms in optical lattices, ions, and
superconducting quantum circuits (SQCs) among others,
and have already been used to study exciting dynamical
phenomena like time crystals [2, 3], many-body localiza-
tion [4, 5], prethermalization and thermalization [6–8],
and particle-antiparticle creation and annihilation [9]. A
newly emerging addition to these is dynamical quantum
phase transitions (DQPTs) [10–22]. These phase transi-
tions have been studied experimentally [23–26], and offer
a broad spectrum of fascinating physics, like a connec-
tion to topology [27–30], allowing for the definition of
dynamical topological order parameters [26, 31], vortex
dynamics [32], scaling and universality [11], and a show-
ing both a connection to underlying equilibrium phase
transitions [10, 28, 33], as well as being completely inde-
pendent of them [34–36], the latter showing their truly
non-equilibrium nature. A particularly interesting type
of system for the study of dynamics is gauge theories,
specifically lattice gauge theories (LGTs) [37–39]. Gauge
theories are at the basis of our understanding of particle
physics, and are notoriously difficult to handle both an-
alytically and numerically. They are thus ideally suited
for analog simulation [40–47]. DQPTs in gauge theories
have been studied numerically [17, 30], as well as ana-
lytically in the non-interacting limit in Ref. [30], but
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have yet to be observed experimentally to the best of our
knowledge. In this work we show how to obtain LGTs, in
the form of quantum link models (QLM) [17, 40, 48–51],
in SQCs in a fully consistent way, showing that we get
the desired Hamiltonians with very high fidelity. We use
the example of U(1) to demonstrate this, and we show
that exploring the new field of DQPTs is possible with
NISQ-era devices [52]. Through use of the eigenmodes
of the capacitive network (also known as normal or elec-
trical modes) [53–57] the circuit implements three spin-
1/2’s interacting via Z-type couplings and a direct three-
body XXX-coupling. Through appropriate tuning the
XXX-coupling yields the desired U(1) invariant interac-
tion necessary for the analog simulation of a U(1) QLM.
The Z-type couplings essentially just shift the energy lev-
els of the system, and do not disturb the desired feature
of the circuit, but merely make more complicated numer-
ical tuning necessary. We find that with appropriately
tuned parameters the circuit implements the desired dy-
namics with an average fidelity of about 99.5% or higher,
with most of the loss caused by leakage to higher levels,
which could be further suppressed at the cost of slower
dynamics. The circuit can be scaled in a modular way to
construct any desired spin lattice configuration. We then
study a particular U(1) symmetric system, the massive
Schwinger model [9, 30, 58, 59], exhibiting DQPTs af-
ter a quench for all system sizes considered, and we show
how the smallest, non-trivial version can be realized with
our SQC. Furthermore, we provide a readout scheme for
how to observe this in concrete setups, inspired by that
of Refs. [55, 56]. This makes it possible now to use NISQ
devices to do precision studies of LGTs and DQPTs.
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2II. RESULTS
A. Target QLM Hamiltonian
The system we wish to realize with our circuit is the
following example of an interacting LGT: the (1+1)D
U(1) invariant theory of fermions on a periodic lattice
interacting via an electric-like field. We represent the
fermionic field with spinless, staggered mass fermions
on the sites of the lattice, and transform these via
the Jordan-Wigner transformation [51, 60–62] into spin-
1/2’s. We will be working in the quantum link model
framework [17, 40, 48–51], where gauge fields, living on
the links of the lattice, are represented by spin-1/2’s.
Thus the entire model is represented by a spin-1/2 sys-
tem. The Hamiltonian for this system is
H =
N−1∑
n=0
[
−(−1)nm
2
σzn +
J
2
(
σ+n S
+
n,n+1σ
−
n+1 + H.c.
)]
(1)
where N is the number of matter sites, which must be
even to conserve the symmetry between particles and an-
tiparticles, m is the staggered mass of the fermions, and
J is the matter-gauge coupling strength. σαn and S
α
n,n+1
with α = z,+,− are Pauli-Z, step-up and -down matrices
pertaining to the matter field spin at site n, and the gauge
field spin on the link connecting site n and site n+ 1, re-
spectively. After going through our proposal for a circuit
realization of this system, we will consider quenches of
the sign of the mass m→ −m and the resulting DQPTs.
B. Circuit realization
We present a circuit that implements two matter site
spins and a gauge link spin interacting via a direct three-
body XXX-coupling, which through appropriate tuning
yields the desired U(1) interaction seen in Eq. (1) in the
rotating wave approximation (RWA). The circuit scales
naturally in a modular fashion, and could be used to
create large 1D chains, 2D lattices, or any other config-
uration of matter sites interacting through gauge links.
Hence, the circuit could be used to experimentally imple-
ment dynamics in 1D or 2D models, to study for example
vacuum quenches similar to what we will look at below,
or strong CP-breaking in gauge models. Fig. 1c shows a
diagrammatic implementation of a plaquette of four sites,
hinting how a 2D configuration would have to be made.
Early work was done to indicate that circuits could be
used for simulating LGTs [62–71], but this work did not
consider concrete cases in detail, nor any checks whether
the circuits actually realize the right dynamics with high
fidelity. Here we do those things for the first time. We di-
rectly compare the time evolution operator implemented
by our circuit with the desired time evolution operator
of the U(1) spin-1/2 QLM presented above using average
fidelity [72].
The circuit can be seen in Fig. 1a. It consists of four all-
to-all connected nodes, and we may divide the branches
in two groups. The blue and red branches have the same
circuit elements but each their own circuit parameters.
They each host a transmon-like [73] anharmonic oscil-
lator mode, implementing a spin representing a matter
field. The purple branches likewise have the same cir-
cuit elements, with identical parameters, and they con-
nect the blue and red branches to each other. These
branches together host another anharmonic mode which
implements a spin that then represents the gauge link.
A similar circuit was designed and experimentally tested
in Ref. [74] to realize a qubit with a very long life time.
Each node has been coupled capacitively to ground via
an identical capacitance K. Ideally this capacitance is
zero, but has been included to study the effects of cou-
pling to ground as well as capacitive coupling to control
or readout devices. There are four external fluxes, Φi
for i = 1, 2, 3, 4, threaded through loops that each con-
sist of two Josephson junctions in parallel, in the purple
branches. The Josephson junctions themselves are imag-
ined as implemented with SQUIDs such that the Joseph-
son energy of each has an increased interval of possible
values and high tunability. In Fig. 1b the layout of the
circuit is chosen such that the Φi only pass through the
circuit loops with the Josephson junctions pertaining to
Es, using airbridges [75–80]. The modular scalability of
the circuit has also been made explicit in this diagram.
The idea is to make copies of the circuit in sequence,
while using the same branches for the matter site spins.
The circuit can thus be quite intuitively scaled to a chain
of matter sites interacting through gauge links. A mat-
ter site branch could potentially also be shared by more
than two copies of the circuit, making it possible to real-
ize more complicated configurations. This would however
result in many wires connecting to the same branch and
require many bridges. The ability to cross conductors via
airbridges makes SQCs a suitable platform to implement
periodic boundary conditions. Bridges make it possible
to access all points in a complicated circuit, while keep-
ing it planar. In order to simulate the periodic system
described by Eq. (1) for the simple case of N = 4 (which
we show below hosts DQPTs), we would have four copies
of the circuit put together in this way, forming a square.
A simple diagram of this can be seen in Fig. 1c. In the
next section we will consider readout of the circuit by
dispersively coupling resonators to just the matter site
branches, i.e. readout of the square would be done by
coupling resonators to its corner branches (the red and
blue).
In the following we will consider only a single copy of
the circuit, using circuit parameters optimized for that
case. Putting several together to form a square or some
larger system, the circuit parameters would have to be re-
tuned. However, only the modes on the branches which
are shared with the new copies will be affected by them,
i.e. the matter field modes. These do, however, have
their own circuit parameters, which affect only the mat-
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Figure 1. (a) The diagram of the circuit used to implement three spins interacting via a direct three-body XXX-coupling.
Notice the identical circuit parameters. The identical grounding of each node has been included only for completeness of
the study. We implement the spins via the eigenmodes of the capacitive network. The branches pertaining to each of these
modes have been coloured separately. The blue and red branches will implement matter sites spins, while the purple branches
implement the gauge link spin. (b) The same circuit but now folded to make the modular scalability of the circuit completely
clear. Multiple copies of the circuit, sharing the matter site branches pairwise, will implement a chain of matter sites coupled
via gauge links. (c) A simple diagram of how four copies of the circuit could be put together to implement the periodic N = 4
version of Eq. (1).
ter modes. These are the parameters with a subscript in
Fig. 1a on the red and blue branches. Hence, the effect
of the new copies could be compensated for by changing
these parameters correspondingly. Hence, we are assured
that if there is a good set of parameters for the case of
just one copy, we could easily find parameters for several
copies put together. In our study we have found that
it is not difficult to optimize the parameters for the cir-
cuit, and in the Supplemental Information we show an
example of these that we use in the following.
Truncating the anharmonic modes to their two lowest
levels, we find that this circuit implements the following
Hamiltonian (see the Methods section)
Hs = −1
2
Ω0σ
z
0 −
1
2
Ωgσ
z
g −
1
2
Ω1σ
z
1
+ Jz0gσ
z
0σ
z
g + J
z
01σ
z
0σ
z
1 + J
z
g1σ
z
gσ
z
1
+ Jz0g1σ
z
0σ
z
gσ
z
1 + J
x
0g1σ
x
0σ
x
gσ
x
1
(2)
where the Ω’s and J ’s are spin model parameters. To
calculate the parameters we use a method introduced
by the authors in Ref. [81], which avoids approximat-
ing the trigonometric functions via a Taylor expansion,
but instead takes their full effect into account. This
gives more accurate parameters, when truncating the flux
Hamiltonian, and can be used for any sine or cosine of
a linear combination of the flux coordinates. The ex-
act dependence of the spin model parameters on the cir-
cuit parameters, and details on their derivation can be
seen in the Supplemental Information. The circuit has
thus resulted in three spins interacting through several
Z-type couplings, and a direct XXX-coupling. Through
appropriate tuning the XXX-coupling can be reduced to
σ+0 σ
+
g σ
−
1 +H.c. in a RWA, which is exactly the U(1) gauge
coupling in Eq. (1), σ+0 S
+
0,1σ
−
1 + H.c.. The main effect of
the principally undesirable Z-type couplings is to shift en-
ergy levels, which we can compensate for. More impor-
tantly there are interactions between the spin-1/2 sub-
space and higher levels, which are similar to the Z-type
couplings and have similar coupling strengths. These dis-
turb the desired dynamics by leaking population out of
the spin-1/2 subspace, and virtual interactions via these
renormalize the spin model parameters, making the tun-
ing of the circuit more complicated, as we must now tune
effective parameters and not the explicit ones which ap-
pear in Eq. (2). This is, however, not unusual for SQCs,
and we can chose a regime where these effects are sup-
pressed and the circuit implements the desired dynamics
with a high fidelity as we show below. However, even
in this regime, where the dynamics mainly take place in
the spin-1/2 subspace, there will still be the important
question of the exact effect of the higher levels in the an-
harmonic oscillator degrees of freedom, both for effective
interactions and leakage [54, 73, 81–88]. Below we will
4include higher levels in our simulations to judge the im-
pact directly and show the regimes necessary to reduce
these effects. We discuss further the effects of the Z-type
couplings, tuning, and the working regime for the circuit
further in the Methods section.
In order to achieve a staggered mass for the matter site
spins, and no mass-like term for the gauge link spin, we
use an approach from Ref. [62]. Let Hs = H0 + Hint,
where H0 contains all the Z-type terms and Hint is just
the XXX-coupling. Consider Hs in a frame rotating with
respect to H0 +
1
2m(σ0 − σ1)
HR = e
iH0t (H −H0) e−iH0t
= −1
2
mσz0 +
1
2
mσz1 + J
x
0g1
∑
p,r,s∈{+,−}
e−iωprstσp0σ
r
gσ
s
1
(3)
where the sum is over all eight combinations of the three
σ±i , and the frequency of their phase is given by
ωprs = p(Ω0 −m) + rΩg + s(Ω1 +m) + 2prsJz0g1 (4)
If the system is now to tuned such that for example
ω++− = −ω−−+ = 0, then the operator σ+0 σ+g σ−1 + H.c.
will be resonant, as desired. All other combinations will
be off-resonant, and would disappear in a RWA, as long
as the spin transition frequencies and their differences
are much larger than the Jz, which is already something
we must fulfil to justify the truncation to the spin- 12 sub-
space, see the Methods section. Furthermore, we have re-
covered the staggered mass via the terms− 12mσz0+ 12mσz1 .
Thus in an appropriately rotating frame, the Hamiltonian
in Eq. (2) implemented by the circuit indeed recreates the
one-dimensional U(1) quantum link model of Eq. (1) for
two matter sites and the link between them.
In finding appropriate circuit parameters, we optimize
according to the effective spin model parameters in order
to compensate for the effects of the higher levels. We
then do a check of the overall behaviour of the circuit,
ensuring that it works as intended, including no signifi-
cant surviving interactions with higher levels. To do this
we use average fidelity [72]. In the Methods section we
explain how our use of the average fidelity gives a direct
comparison of the time evolution operators of circuit and
the target system, described in the previous, while taking
into account the higher levels of the circuit.
While we have explained how the XXX-coupling in a
RWA yields the desired U(1) interaction term, we do not
actually use this approximation, but instead retain all
terms to show that they do indeed not disturb the de-
sired dynamics significantly. As mentioned, we present
the specific set of optimized circuit parameters which is
used in these simulations in the Supplemental Informa-
tion. All simulations are performed without including
noise. However, with present superconducting qubit life
times [74, 89, 90] we do not believe noise would signifi-
cantly disturb the results presented here. In Fig. 2 the
calculated average fidelity of the circuit’s implementa-
tion of the target dynamics can be seen in black. The
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Figure 2. In black: The average fidelity of the circuit’s
implementation of the target dynamics in a rotating frame.
The fidelities are close to or above 99.5% and keep steady over
long times, with an oscillation on a short time scale. In green:
The fidelity without taking leakage to the higher levels into
account. From this we see that the largest part, 0.2−0.45%, of
the lost fidelity is due to population immediately leaking into
the higher levels and then partly oscillating back and forth.
A smaller contribution, about 0.05%, is from the effective
interactions induced by virtual processes involving the higher
levels.
fidelity is about or above 99.5% at all times, and while
it oscillates on a short timescale, it seems to keep steady
over the plotted interval. Hence, the implementation of
the desired dynamics is good, and stable in the sense
that we are not accumulating error or continuously los-
ing population to the higher levels. We seem to lose a
small fraction of the population immediately, which then
partly oscillates back and forth. In green is plotted the
same average fidelity plus the leakage to higher levels, i.e.
this plot shows the fidelity if we do not take leakage into
account. Hence, we can see that about 0.2−0.45% fidelity
is lost because of population leaking to the higher levels
of the circuit, while about 0.05% is lost due to effective
interactions induced by virtual processes involving the
higher levels. These high and steady fidelities show di-
rectly how our superconducting circuit truly implements
the desired dynamics, with circuit parameters available
to experiments. Hence, the circuit is a strong candidate
for studying the U(1) QLM with present, NISQ-era de-
vices.
The circuit design principles we have used here, i.e.
looking at the eigenmodes of the capacitive network in
a symmetric circuit to achieve multi-body couplings and
suppressing as many undesired interactions as possible,
could be used to achieve other interesting gauge invari-
ant systems. It would be an obvious next step to work
towards higher gauge symmetries, like SU(2), or to at-
tempt to implement gauge link operators with three lev-
els. The latter would allow for the study of confinement,
and might be implemented by using two spin-1/2’s to
represent one gauge field.
5C. Readout for state tomography
To perform readout of the circuit we would use a
method inspired by Refs. [55, 56]. Here they perform
quantum state tomography of two qubits by measuring
the dispersive shift of a resonator coupled to just one of
them. The idea is that strong ZZ-couplings shift the en-
ergy of one qubit conditioned on the state of the other
sufficiently such that it can be seen in the dispersive shift
of the resonator. Hence, where normally one observes two
shifts of the resonator corresponding to the two eigenval-
ues of σz, one would see four shifts corresponding to the
four combinations of eigenvalues from the two qubits.
Similarly, we imagine doing readout of just the matter
site spins, but still gain information about the gauge link
spins. A resonator coupled through identical capacitors
to the two nodes pertaining to a matter site mode (the
red and blue branches in Fig. 1) will couple to only that
mode. Hence, usual dispersive readout of the spin can be
performed. The ZZ-couplings between this mode and its
neighbouring gauge and matter modes will make it pos-
sible to derive some information about them as well. It
is easier to couple to the matter modes, as they live on a
single branch between two nodes, while the gauge modes
live on four branches between four nodes. We therefore
propose measuring on all matter modes and comparing
the data to extract information about the whole system.
In the next section we consider quench dynamics of
Eq. (1), finding DQPTs using the Loschmidt amplitude
G(t) = 〈ψ(0)|ψ(t)〉 (i.e. the overlap between the initial
and time-evolved state). An important thing to note is
that this quantity in the circuit’s own frame will not
be the same as in the rotating frame. This is essen-
tially because it involves an odd number of time evo-
lution operators. Transforming to a rotation frame via
|ψ(t)〉 → U(t)|ψ(t)〉, for some unitary, time dependent
operator U(t), the Loschmidt amplitude transforms as
〈ψ(0)|ψ(t)〉 → 〈ψ(0)|U(t)|ψ(t)〉. These two are not iden-
tical. However, the Loschmidt amplitude is often mea-
sured by performing state tomography [91–95] and then
calculating G(t) from the results [21, 23–26, 32]. With full
information about the state of the circuit at any time,
the Loschmidt amplitude can easily be calculated. In
our case we have U(t) = eiH0,efft, where H0,eff is an ef-
fective version of H0, taking renormalization from higher
level interactions into account. H0,eff, which describes
the effective energies, could be determined in a separate
experiment, by setting Es = 0 via flux tuning, thus turn-
ing off the XXX-coupling, and then initializing in each
of the spin-1/2 states, which would then be very close
to eigenstates of the system, such that their phase over
time would yield their effective energy. An alternative
to performing full state tomography is to have multiple
copies of the circuit, perform the quench experiment in
just one of them while initializing the other in the appro-
priate initial state. The circuits are then connected using
some appropriate scheme to make their states interfere,
potentially yielding information about the quantities we
are interested in. Such an approach is used in the context
of atoms in an optical lattice in Refs. [96, 97] to measure
the Re´nyi entropy. This has in fact been experimentally
probed [98–100].
The effective resonance frequency of a resonator dis-
persively coupled to a transmon qubit is [73]
ω′r = ωr −
g2r
∆ + α
−
(
g2r
∆
− g
2
r
∆ + α
)
σz (5)
Here ωr is the bare resonance frequency, σz pertains to
the qubit, ∆ = ωq − ωr is the detuning between the
transition frequency ωq of the qubit and ωr, α is the an-
harmonicity of the qubit, and finally gr is the strength
of the dispersive coupling. The transition frequency ωq
is in our case a combination of the bare spin transition
frequency and ZZ-coupling strengths. If we consider cou-
pling a resonator to spin 0 in Hs of Eq. (2), then we can
see that
ωq = Ω0 − 2
(
Jz0gσ
z
g + J
z
01σ
z
1 + J
z
0g1σ
z
gσ
z
1
)
where the operators are to be understood as the specific
eigenvalue they take on in the state that the circuit has
collapsed to as we measured it. We can now consider the
dispersive shift χijk = ω
′
r−ωr of the resonator frequency
as a function of the bare detuning ∆0 = Ω0 − ωr, where
i, j, k = 0, 1 refers to whether spin 0, g, 1 has collapsed to
|0〉 or |1〉. In Fig. 3 the eight shifts, corresponding to the
eight spin-1/2 states of the circuit, for both coupling to
spin 0 and 1 are plotted, using the same circuit param-
eters as above in Fig. 2. We now want to find values of
∆0 and ∆1 (with ∆1 the equivalent of ∆0 for the second
spin and resonator) such that the eight shifts are as dis-
tinct as possible, and where comparing shifts from both
of the spins helps to determine the state of the gauge
link spin in addition to the two matter site spins. In
order to remain in the dispersive region we must sat-
isfy gr/|∆|, gr/|∆ + α|  1 where ∆ now has a different
value for each of the spin-1/2 states according to the
eight values of ωq. Looking at Eq. (5), we can see that
χijk ∼ g2r/|∆|, g2r/|∆ + α|, and thus the conditions for
the dispersive regime can be written as χijk  gr. This
essentially means we must stay well away from the re-
gions where χijk diverges. These are marked with vertical
dashed lines in Fig. 3. If for the sake of example we con-
sider a resonator coupling strength of gr = 20×2piMHz,
we get the energy scale shown on the right y-axis of Fig. 3.
In the insets of Fig. 3 can be seen zoomed in regions which
are between χijk = ±4×2piMHz. If we choose a bare de-
tuning within these regions, we could use the shift of the
first resonator (the left inset) to distinguish between the
dashed and solid lines, i.e. the state of spin 0, and use the
second resonator (the right inset) to distinguish between
the blue/navy and the red/brown lines, i.e. the state
of spin 1. This is similar to dispersive measurement of
qubits, but we can then use this information to exclude
some of the theoretical predictions of the measurements,
making it easier to distinguish between the shifts caused
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Figure 3. Left and right, the shift χijk of the resonance frequency of a resonator dispersively coupled to spin 0 or spin 1,
respectively, for all eight spin-1/2 states of the circuit. The shifts are plotted as functions of the bare detuning ∆n = Ωn − ωr
for n = 0, 1 respectively. The indices ijk = 0, 1 denote the state, |0〉 or |1〉, of each of the three spins. Assuming a resonator
coupling strength of gr = 20×2piMHz, we get the energy scale shown on the right y-axis. The insets show intervals of the bare
detunings where the dispersive shifts of each state are distinct enough to distinguish between the eight spin state with just these
two measurements, particularly when the information from each measurement is compared. To be in the dispersive regime we
must have χijk  gr, i.e. we must stay well away from the points where χijk diverges, which are marked with vertical dashed
lines.
by the state of the gauge link spin. With a resolution
of 1×2piMHz in a measurement of the dispersive shift,
which is experimentally feasible [24, 55, 56, 101], it would
be possible to distinguish the states of the circuit with
this or even a smaller choice of gr.
The above analysis is approximate, as it uses only the
bare spin model parameters, and the formula Eq. (5) is
derived for a single qubit with some specific bare tran-
sition frequency coupled to a resonator. In our case it
is clear that the higher levels of the circuit would af-
fect these calculations, and it is in fact a resonator, or
several, coupled to a larger circuit, a system of multiple
interacting qubits or spins. A more accurate analysis us-
ing numerical methods could be carried out to find the
actual shifts of the resonance frequency of the resonator
dependent on the circuit state. However, the quantita-
tive results would be the same, namely that the different
states would result in different shifts. It would then be a
matter of determining whether those shifts would be suf-
ficient to distinguish the states in a measurement, using
the comparative method outlined above. Whether or not
this is the case is in the end a consequence of the cho-
sen circuit parameters, so one could optimize the circuit
parameters with respect to these considerations. These
dispersive readouts could then be used to perform a full
quantum state tomography, yielding all information nec-
essary to study the dynamics of the system.
D. DQPTs in QLM chain
A recent study by Zache et al. has considered DQPTs
in continuum and LGT models. In Ref. [30], DQPTs
were found through the study of vorticity in an appropri-
ate order parameter, implying that the transitions have
a topological nature. Here, we consider the QLM equiv-
alent of their system, described by Eq. (1), over a larger
range of parameters and write down a gauge invariant
string order parameter as an example of what the above
proposed realization of a spin-1/2 QLM could be used to
study. We show how the zeros of both this order parame-
ter as well as those of the Loschmidt amplitude G(t), fol-
lowing a quench of the sign of the mass term, m→ −m,
can be found by looking for vortices in their respective
phases in the Methods section. Hence, there is a topolog-
ical aspect to the DQPTs we observe, both through the
order parameter, but also directly in the Loschmidt am-
plitude. The vortices of the order parameter are dynam-
ical in the sense that as a function of the matter-gauge
interaction strength, they are created, move around, and
can annihilate with each other [32]. We find that the
Loschmidt echo L(t) = |G(t)|2 and its zeros, correspond-
ing to the zeros of the Loschmidt amplitude G(t) itself,
converge to a certain structure for larger system sizes,
particularly for small times. The zeros appear to be con-
verging to lines in the thermodynamic limit. Similar re-
sults have been found in other systems with DQPTs, and
is similar to how the zeros of a partition function are
known to converge to lines in the thermodynamic limit
[10, 15, 28, 102].
7This quench corresponds to a maximal quench of the
vacuum angle. The vacuum angle is a parameter that
may be included in Quantum Chromodynamics as well
as the Schwinger model, relating to the non-trivial struc-
ture of their vacua [103, 104], and quantifying a CP-
violating term. For more information see [59, 103–110].
We will, however, not be considering the vacuum angle
itself, but will rather focus on the quench, and the sub-
sequent DQPTs. Explicitly we will be initializing the
system in the ground state of the pre-quench Hamilto-
nian Hi = H(m,J) at time t = 0, and then perform uni-
tary time evolution according to the post-quench Hamil-
tonian Hf = H(−m,J). We then study the Loschmidt
amplitude, and Loschmidt echo L(t) = |G(t)|2 (the ze-
ros of these quantities define the occurrence DQPTs), as
well as a both spatially and temporally non-local order
parameter g(k, t) = 〈ψ(0)|g(k)|ψ(t)〉 that we introduce,
where g(k) is the Fourier transform of the gauge invariant
string order parameters of the system, which we discuss
further in the Methods section. We study the dynamics
of the Loschmidt amplitude and the order parameter for
different system sizes, N = 2, 4, ..., 18.
This novel order parameter has zeros along the troughs
of the Loschmidt echo, L(t), for all system sizes. As
mentioned these zeros are accompanied by vortices in the
phase of the order parameter, which can be counted by a
winding number (see the Methods section). Hence, even
in the smallest system this order parameter reveals the
structure of L(t), which repeats itself as the system size is
increased, and exhibits non-trivial vortex dynamics. The
order parameter that we employ here is related to the
gauge-invariant time-ordered Green’s function computed
in the context of lattice gauge theory in [30] and our work
demonstrates how to transfer this to QLM models.
In Fig. 4 can be seen L(t) for the considered range of
J/m and t, for system sizes N = 4, 8, 16. The zeros of
L(t) are marked with circles colour-coded according to
the orientation of the vortices, i.e. whether they wind
upwards counter-clockwise or clockwise, corresponding
to being right- or left-handed. It is unclear whether
the orientation of the vortices in the phase of G(t) has
any significance. Most of them are left-winding with a
few right-winding at late times in the middle and lower
frames of Fig. 4. The zeros of L(t) are found by apply-
ing the method described above to the phase, φG(t), of
G(t). This phase has two components φG(t) = φdyn +φP ,
where φdyn is the dynamical phase defined by φdyn =
− ∫ t
0
dt′〈ψ(t′)|Hf |ψ(t′)〉 = −t〈ψ(0)|Hf |ψ(0)〉, while the
φP is a purely geometric phase called the Pancharatnam
geometric phase [111], which is an extension of the con-
cept of Berry’s phase [21, 111, 112]. It is the Pancharat-
nam phase which contains the vortices, while the dynam-
ical varies smoothly as a function of J/m and is linear in
t.
The zeros of the order parameter are indicated with
triangles and a different colour code for distinguishabil-
ity. We can see how the zeros of the order parameter lie
along the troughs of L(t). Intuitively, one might think of
Figure 4. Contour plots of L(t) for the considered range of
J/m and t, for system sizes N = 4, 8, 16 from top to bottom.
The zeros, as found by considering vortices in the phase of
G(t), are marked with circles coloured blue for right-winding
vortices, and yellow for left-winding. A representative set
of the vortices of the order parameter are plotted with arrow
heads. White arrow heads pointing to the right indicate right-
winding vortices, and red arrow heads pointing left indicate
left-winding vortices. These trace out the continuous lines in
the (J, t)-plane where the order parameter vanishes. Partic-
ularly for N = 4 in the top panel it can be clearly seen how
vortices of opposite orientation move around the (J, t)-plane
and annihilate. The structure of L(t) and its zeros has a clear
pattern that is present in all three plots. For N = 16 L(t)
is very close to zero in large areas, and its zeros, particularly
at early times, trace out a curve following the center of these
lobes.
the vortices as charges, and when two charges of oppo-
site sign are near each other, they screen each other off,
allowing them to be in areas where L(t) takes on larger
values. For N = 4 in the upper panel of Fig. 4 it is partic-
ularly clear in for example the region 1 < J/m < 2, how
vortices in the phase of the order parameter of opposite
orientation are created as a pair, move in the J, t-plane,
and annihilate with each other. Furthermore, we see how
8the order parameter does not have zeros for very small
and very large J/m. Intuitively it is reasonable that for
both J/m 1 and J/m 1 we would not see any zeros
in the order parameter, as a weak coupling would make
the dynamics too slow for zeros to appear in the time
we simulate, and a very strong coupling would make the
mass, and as such the quench of it, become insignificant.
A similar conclusion was reached in [30].
There is a clear pattern of L(t) being small in large
lobes that start at around J/m = 0.5 and stretch towards
higher J/m while L(t) increases. The zeros of L(t) occur
near the center of these lobes. This patterns appears
already at N = 4 and repeats itself for larger system
sizes. We thus see how even the small system with N = 4
reproduces features of the much larger N = 16 system,
where the behaviour of L(t) has started to converge. This
means that even a small experimental realization of this
system could yield interesting results. While the even
smaller system with N = 2 does show zeros both in g
and L(t) the behaviour of these is considerably different
and simpler than for larger N . We explain this different
behaviour by its small size. Its dynamics are necessarily
quite different simply because it is so limited. Hence,
while that system may be interesting for experimental
studies in itself, it does not reflect the behaviour of large
N systems as well as N = 4 does. In a future work we
will elaborate on our results regarding this quench of a
U(1) QLM.
From the above we see how this systems hosts non-
trivial post-quench dynamics, and how even a small ver-
sion of the system reflects the behaviour of a much larger
versions. This makes it relevant for experimental study
using the SQC we proposed above. Using quantum state
tomography with the proposed method of measurement,
all information necessary for calculating the Loschmidt
amplitude and our order parameter could be extracted
to study the small version of the system.
III. DISCUSSION
We have shown how to realize lattice gauge theories
in superconducting quantum circuits. Specifically, we
have provided a method for general circuits to implement
quantum link models with a high average fidelity. This
opens up the possibility for experimental study of quan-
tum link models in NISQ-era devices. We have proposed
a superconducting circuit, which realizes three spin-1/2’s
interacting via a direct XXX-coupling, which through ap-
propriate tuning becomes the matter-gauge interaction
necessary for a U(1) quantum link model. The circuit
can be modularly scaled in an intuitive way and real-
izes the desired U(1) QLM dynamics with an average
fidelity of about 99.5% or above, using realistic circuit
parameters. We have proposed an approach for read-
out of the circuit, using a method of resonators coupled
dispersively to a subset of the circuit spins, but which
nonetheless gives information about all the spins, by ex-
ploiting their pairwise ZZ-couplings. Using the same set
of circuit parameters again we showed how this method
can principally reduce the complexity of measurement of
the circuit’s state.
As a demonstration of the principles in our work we
have studied a periodic (1+1)D spin-1/2 quantum link
model with local U(1) gauge symmetry, corresponding
to the Schwinger model. Even with the smallest lat-
tice considered the system undergoes dynamical quan-
tum phase transitions after a quench of the sign of the
mass. We studied an order parameter, which is essen-
tially the Fourier transform of the gauge invariant string
order parameter, which had zeros that correlated with
the minima of the Loschmidt amplitude and its zeros.
The zeros of both the Loschmidt amplitude and our com-
plex order parameter were found by looking for vortices
in their phases, which are much easier to find numeri-
cally, as they are extended structures. We will elaborate
on our results regarding this system in future work.
As an extension of this work it would be interesting
to study dynamics of more complicated lattice configu-
rations and gauge theories. For example periodic 2D,
i.e. toric, QLMs could be considered, which would likely
show interesting topological aspects. Additional degrees
of freedom could be added to the link operators, indeed
simply promoting them to spin-1’s would allow for the
study of confinement and pair production. It would be
natural to work towards a superconducting circuit real-
ization of such models using the same design principles
we have presented here. A similarly modular circuit real-
izing SU(2) symmetric interactions between fermions, or
some other interesting gauge symmetry like Zn would be
interesting to develop. Further work could also be done
on the specific system studied here. It would be inter-
esting to link the dynamical quantum phase transitions
found here to a potential underlying equilibrium phase
transition or entropy production [19, 21, 23].
IV. METHODS
A. Circuit Hamiltonian
We will here give a few details on the derivation of the
spin Hamiltonian of our circuit, as shown in Fig. 1. We
define the node fluxes of the circuit φ = (φ1, φ2, φ3, φ4)
T
[57], but will be working in the eigenmodes of the ca-
pacitive network [53–56, 81], ψ = (ψCM , ψ0, ψg, ψ1)
T ,
defined through
φ =

1 1 12 0
1 −1 12 0
1 0 − 12 1
1 0 − 12 −1
ψ
This results in no interactions through the capacitors,
greatly reducing the complexity of the interactions in the
system. We will furthermore introduce a new set of ex-
ternal fluxes, Ψ0,Ψg and Ψ1, of which the Φi are certain
9simple, linear combinations. We set these new external
fluxes to be constant Ψj = −pi/2 for j = 0, g, 1. In these
coordinates and with these choices of external fluxes the
circuit Hamiltonian becomes
Hc =
K−100
2
q20 +
K−1gg
2
q2g +
K−111
2
q21
− E0 cosψ0 − E1 cosψ1
− 4Ec cosψ0 cosψg cosψ1
− 4Es sinψ0 sinψg sinψ1
(6)
where the qj are momentum variables conjugate to the
ψj , and K−1jj are the diagonal entries of the inverse capac-
itance matrix in the ψj coordinates. This Hamiltonian
describes three transmon-like [73] anharmonic oscillator
modes, interacting only through the interesting triple co-
sine and sine interactions. These are direct, completely
even and completely odd, three-body interactions. The
sine functions come about as a consequence of setting
Ψj = −pi/2. Recasting each of the ψj and qj variables
in terms of harmonic oscillator operators, i.e. bosonic
creation and annihilation operators, a†j and aj , and trun-
cating the system to the two lowest levels of each, yields
the spin Hamiltonian in Eq. (2). This shows how the
ψ0- and ψ1-modes will represent matter site spins, while
the ψg-mode has the role of gauge link spin. For a full
derivation of the Hamiltonian, and explicit expressions
for the spin model parameters, see the Supplemental In-
formation.
B. Z-type couplings and working regime
Though the Z-type couplings in Eq. (2) are principally
undesirable, their effect is mainly to make the tuning
of the circuit slightly more complicated. They do not
disturb the main and interesting feature of the system.
Looking at the Hamiltonian, the Z-type couplings essen-
tially just shift the energy levels of the system, but it
turns out that this does not affect the detuning of the
states we are interested in, except for the ZZZ-coupling
which, however, is a weak coupling. More importantly,
however, is the fact that the coupling strengths of the
Z-type couplings are representative for even interactions
between the spin-1/2 subspace and higher levels of the
circuit. These are interactions like a†ja
†
jaj′aj′ + H.c. or
a†ja
†
ja
†
j′a
†
j′ + H.c., where there is an even number of cre-
ation and annihilation operators, a†j and aj , for each an-
harmonic mode. When working in the spin-1/2 subspace,
where each mode has at most one excitation, these inter-
action will either simply have no effect because they can
not remove two excitations from the modes, or they will
be suppressed if the coupling strengths are much smaller
than the spin transition energies. However, higher order
contributions from such interactions will turn out to af-
fect both the detuning of |101g01〉 and |000g11〉, and the
strength of the XXX-coupling. That is, the system will
undergo virtual excitations and de-excitations, which ef-
fectively change the spin model parameters. Again, this
does not disturb the main feature of the circuit, but sim-
ply renormalizes the parameters, making the tuning of
the circuit more complicated, as we must now tune effec-
tive parameters and not the bare ones which appear in
Eq. (2). Specifically, we are interested in tuning |101g01〉
and |000g11〉 into resonance, with all other states de-
tuned. Because of the staggered mass in Eq. (1), the first
of these two states represents a particle-antiparticle pair
connected by a gauge field flux tube, and the second rep-
resents two empty sites with the gauge field pointing the
opposite direction. If these are in resonance while all oth-
ers are not, the XXX-coupling will implement the proper
gauge invariant interaction, reducing to σ+0 σ
+
g σ
−
1 + H.c..
This corresponds to ω++− = −ω−−+ = 0, as discussed
below Eq. (4).
Though the Z-type couplings would all disappear by
setting Ec = 0, i.e. removing the junctions pertain-
ing to Ec, this would result in the anharmonicity of the
gauge link mode vanishing. The anharmonicities αj of
the three modes, which justify the truncation to the two
lowest level of each anharmonic oscillator, can be seen in
the Supplemental Information. We note that αg is in-
deed proportional to Ec, because the gauge link mode is
only affected by the Josephson junctions on the purple
branches. The anharmonicities of the matter site modes,
α0 and α1, each have contributions from both Ec, and E0
or E1 respectively. The truncation is justified if interac-
tions between the spin- 12 subspace and higher levels of the
Hilbert space of Eq. (2) are suppressed. This will, briefly
put, be the case if even interaction strengths are much
smaller than spin transition frequencies and their differ-
ences, and if odd interaction strengths are much smaller
than the anharmonicities, i.e. for our system if Jz  Ωj
and Jx0g1  αj .
C. Comparison of circuit and target dynamics
To compare the dynamics of our circuit, as described
by Eq. (6), with the target dynamics, described by
Eq. (1), we use average fidelity. Average fidelity is a mea-
sure of how well a certain process implements a desired
operation. In our case the process is the time evolution
of the circuit, determined by the full circuit Hamiltonian
in Eq. (6), in a frame rotating such that the resulting
Hamiltonian is HR in Eq. (3), where m is set to half the
effective detuning between |101g01〉 and |000g11〉 (here 0
and 1 refer to the ground and excited state of the spin,
and the subscripts denote which spin it is), and the bare
coupling strength Jx0g1 is replaced with the effective cou-
pling between these two states. To take contributions
beyond renormalized parameters from higher level inter-
actions into account, we truncate the anharmonic modes
of the circuit to the lowest four levels, when simulating
dynamics. We only rotate the spin-1/2 states, i.e. we use
a four-level version of H0 +
1
2m(σ0 − σ1), where all en-
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tries pertaining to levels higher than the spin-1/2 states
are just zero. The operation we compare this with is the
time evolution according to the target Hamiltonian, i.e.
H from Eq. (1) with two matter sites and a gauge link
between them. We compare only the dynamics of the
spin-1/2 states, i.e. time-evolution of the circuit takes
place with four levels included for each mode, with the
spin-1/2 states rotated, and the result is then projected
down to the spin-1/2 subspace, before comparing with
the time-evolution of H. For details on how the average
fidelity is calculated, using the clever formula of Ref. [72],
see the Supplemental Information. The average fidelity
thus compares the very time evolution operators them-
selves for the circuit and the target system. Following
our analysis, and as the mass and coupling strength of
the target Hamiltonian are chosen to be half the effective
detuning and the effective coupling strength respectively,
the fidelity is a priori expected to be quite high. Since
this is all done with four levels included in each anhar-
monic mode, the fidelity will, however, be a measure of
how much the higher levels affect the dynamics of the
circuit beyond just the renormalization of the mass and
coupling strength. In particular, some population will
be lost to the higher levels, and just as virtual processes
contribute to the strength of the XXX-coupling, they will
also to some extent induce other effective interactions.
These will disturb the desired dynamics and might be
gauge variant, resulting in population moving outside of
the chosen gauge sector of the spin-1/2 subspace. As
can be seen in Fig. 2 the circuit implements the desired
dynamics with a very high and steady fidelity.
D. Order parameter
Our order parameter is g(k, t) = 〈ψ(0)|g(k)|ψ(t)〉,
where |ψ(t)〉 is the state at time t and
g(k) =
∑
m=0,1
N−1∑
n=0
e−ikdm(n)σ−m
n−1∏
i=m
S
αm(n)
i,i+1 σ
+
n
This is a sum over two representative sites m = 0, 1 (a
particle site and an antiparticle site), and over all sites
of the lattice n = 0, ..., N −1. The summand is a Fourier
coefficient times a string operator, consisting of two mat-
ter site operators, one at the representative site m and
the other at n, connected by the gauge link operators
between the two sites, making the total operator gauge
invariant. Here the products of link operators are over
the shortest path between site m and site n, i.e. either
counter-clockwise or clockwise along the circular lattice,
see Fig. 5. Likewise dm(n) is the distance from site m to
n along the shortest path, with dm(n) being positive for
clockwise paths and negative for counter-clockwise paths.
Similarly, αm(n) = − for clockwise paths and αm(n) = +
for counter-clockwise paths, ensuring the gauge invari-
ance of the summands. For sites on the exact opposite
side of the circular lattice, i.e. m − n = N/2, the two
paths around the lattice are equidistant and so both are
included, see Fig. 5b. Thus the operator g(k) is essen-
tially the Fourier transform of the gauge invariant string
operators connecting the sites 0 and 1 with all sites of the
lattice. The order parameter g(k, t) is then the Fourier
transform of the amplitudes of a matter excitation mov-
ing from either site 0 or 1 to site n, via the shortest path,
in the time between initialization and t, in a gauge in-
variant manner. The reason we have both a term for site
0 and one for site 1 is to make the operator symmetric
with respect to particles and antiparticles, as site 0 is a
particle site while site 1 is an antiparticle site.
E. Counting vortices
Considering G(t) as a complex function in the (J, t)-
plane and g(k, t) a complex function in the (k, t)-plane
(with J fixed), we can find their zeros in a similar fashion,
namely by looking at their phase. Zeros of a smooth com-
plex function of two variables are accompanied by vor-
tices in the phase of that function. This leads to a method
for numerically finding the vortices as detailed below,
which is an adaptation of the work in Ref. [113], devel-
oped for computing Chern numbers in momentum space.
When a complex function, say f = reiϕ, becomes zero at
some critical point, its phase ϕ is undefined at that point.
For a smooth function of two variables, f = f(x, y), this
results in a vortex in ϕ surrounding the critical point.
The intuition of this is that while ϕ is undefined at the
critical point it is otherwise smooth, up to discontinuities
of 2pi. If there were no discontinuity around the critical
point there would obviously be a meaningful, smooth ex-
tension of ϕ at the undefined point, which contradicts
the fact that f goes to zero. The phase must thus have a
line of 2pi discontinuity extending from the critical point,
which we will refer to as tears (as in torn fabric). Starting
a this discontinuity and going around the critical point,
ϕ must then attain all possible values between −pi and
pi in a smooth way, as there would otherwise again be
a meaningful, smooth extension of ϕ, or discontinuities
with a different value than 2pi. Hence, going around the
critical point in a closed curve, ϕ will go through all val-
ues from −pi to pi, and have a discontinuity of 2pi between
the extremal values. Such vortices can be counted by a
winding number
ν =
1
2pi
∮
C
dl · ∇ϕ
where C is a closed curve. This number may then be con-
sidered a dynamical topological order parameter [26, 31],
as it is a parameter changing its value with time, taking
on discrete values which only depend on the topology of
ϕ, i.e. its vortices, and whether C encloses these vortices.
Such a winding number essentially detects and counts the
number of times ϕ has discontinuously jumped from pi to
−pi along C, minus the number of times ϕ has jumped
from −pi to pi, i.e. how many times in total ϕ increases
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Figure 5. Some examples of the paths taken by the string operators which are summed over in the order parameter for a
system size of N = 8 matter sites. a) Two examples, one originating from particle site 0 and the other from the antiparticle
site 1, showing the sign conventions for clockwise and counter-clockwise paths. b) An example of the case where m−n = N/2,
where the equidistant clockwise and counter-clockwise paths are both taken into account.
by 2pi along the closed curve. Hence, closing such a curve
tightly around a vortex, the winding number essentially
just detects that a tear enters the area enclosed by the
curve without exiting again. Together with the image of
the vortices always being tailed by these tears, we see that
to find the vortices we must simply be able to identify
the tears and their ends. The tears can only end either
at the edge of the considered parameter space or at a
vortex. Hence, one only needs sufficient resolution (in a
simulation or data) to distinguish discontinuous jumps of
2pi from the jumps between the data points on a coarse
grid in order to find the zeros of the function f . This
makes it possible to find and study zeros and vortices
with a minimal numerical computational effort, and we
have used an algorithm based on this idea to do so in our
system. Furthermore, one can be certain that these will
be true zeros of the function, and not points where the
complex function merely has a very small modulus. This
is otherwise principally quite hard to do, as unavoidable
numerical imprecision would usually make it necessary
to set an arbitrary limit on when the modulus is small
enough to indicate that the function has actually become
zero. Essentially, the vortices are easy to find numerically
even with low resolution because they are extended struc-
tures (as opposed to the single point where the function
vanishes). This extended nature is also the reason they
can be counted by a winding number.
V. DATA AVAILABILITY
The data that support the findings in this study are
available from the corresponding author upon reasonable
request.
VI. CODE AVAILABILITY
All code used to generate the presented data in this
paper is available upon reasonable request.
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SUPPLEMENTARY METHODS
In the five sections below we give additional details on the following: First a full derivation of the Hamiltonian,
anharmonicities and further details of our proposed circuit, using a method for truncation devised by the authors that
does not implement a Taylor expansion, yielding more exact spin model parameters. Secondly, we briefly detail how
we numerically found the necessary effective spin model parameters, which take renormalization from interactions
with levels outside the spin-1/2 subspace in account. Thirdly, we discuss how circuit parameters are optimized to
yield appropriate spin model parameters, anharmonicities, and a good fidelity for the desired dynamics. Fourthly, we
briefly derive the time evolution operator in a rotating frame. Finally, we detail how the average fidelity is calculated,
and how it is to be interpreted.
A. Deriving the circuit Hamiltonian
In a superconducting circuit of transmon qubits there is natively two-body interactions, as an interaction is between
nodes and is mediated by a branch, which could of course never connect more than two nodes at a time. To get multi-
body interactions we therefore need to change coordinates. Below we change coordinates to the eigenmodes of the
capacitance network, which simultaneously removes all interactions from capacitors (making the system simpler), and
allows for multi-body interactions, in particular the three-body XXX-coupling, we are interested in. The intuition
is that these modes are more spread out on the circuit and so more than two at a time can ”be at the same place”
and interact. In particular multi-body interactions come from Josephson junctions terms, as these are non-linear.
Capacitance and linear inductive terms are square in the coordinates, and so could never couple more than two at a
time.
The only way (seemingly) to get a direct, triple, odd (i.e. originates from a product of creation/annihilation
operators which all have an odd power) interaction like the XXX-coupling using capacitors, linear inductors, and
Josephson junctions in a superconducting circuit, is to shift the position of the minimum of the potential away from
the origin. Otherwise, all circuit elements contribute with terms that are even in the number of flux coordinates. This
shifting is done by introducing (constant) drives of the potential terms, such that the different functions and their
minima are shifted relative to each other. Shifting the minimum and expanding around it makes no difference for
capacitive and linear inductive terms. Capacitive terms involve the derivative and so do not care about a constant
shift, while linear inductive terms can only give first and second order terms (in the fluxes), and all first order terms
disappear when we expand around an extremal point, like the potential minimum. Hence, we only get new and
interesting terms from the Josephson junction. This in turn give us a myriad of messy terms. Consider the following
cosine term, in the context of a larger system, where the coordinates are chosen such that the minimum of the full
potential is at the origin, φ = 0, but such that the argument of the cosine is shifted
cos(φ+ α) = cos(α)− sin(α)φ− 1
2
cos(α)φ2 +
1
6
sin(α)φ3 +
1
24
cos(α)φ4 +O(φ5)
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Figure 1. The circuit for implementing the XXX-coupling in a more general form than the used in the main text. We have
here included linear inductors on all branches for the sake of generality.
Here φ represents any combination of fluxes and α is a shift combining different (constant) drives in the cosine, and
shifts of the coordinates/potential. We are interested in the φ3 term for our XXX interaction. We seek a circuit whose
symmetry ensures that all the undesired terms cancel. As we seek a three-body interaction we will work with a circuit
of four nodes, all-to-all connected, and in the basis of the eigenvectors of the capacitance matrix, i.e. the eigenmodes
of the capacitive network. Working in this basis removes interactions from capacitors, reducing the complexity by a
lot, and also allows for more than two coordinates to be involved in the same term, yielding multi-body interactions.
In Fig. 1 can be seen our circuit in a more general form than was used in the main text. We have here included
linear inductors on all branches for the sake of studying the most general case of the circuit. Notice the symmetry of
the circuit parameters. Defining the original node flux coordinates ~φ = (φ1, φ2, φ3, φ4), the circuit has the following
capacitance matrix
C =
2C + C0 +K −C0 −C −C−C0 2C + C0 +K −C −C−C −C 2C + C1 +K −C1
−C −C −C1 2C + C1 +K

We define new coordinates ~ψ = (ψCM , ψ1, ψg, ψ2), and make a change of coordinates according to
~φ =

1 1 12 0
1 −1 12 0
1 0 − 12 1
1 0 − 12 −1
 ~ψ
Notice that the coordinates ψ1 and ψ2 are simply φ2 − φ3 and φ1 − φ4, making the terms corresponding to these
branches affect only these modes individually, while φg will be affected by the four branches with identical circuit
3parameters. This transformation diagonalizes the capacitance matrix to
K =
4K 0 0 00 4C + 4C0 + 2K 0 00 0 4C +K 0
0 0 0 4C + 4C1 + 2K

It is important here that the capacitance to ground is identical for all nodes, as it will otherwise introduce interactions.
Now let us consider the Josephson junctions on the branches pertaining to the ψg mode. Taking either of the four
junctions with subscript c or s, we find that they can be neatly summed as follows
cos(φ1 − φ2) + cos(φ1 − φ3) + cos(φ2 − φ4) + cos(φ3 − φ4)
= cos(−ψ1 + ψg + ψ2) + cos(ψ1 + ψg + ψ2) + cos(ψ1 − ψg + ψ2) + cos(−ψ1 − ψg + ψ2)
= 2 cos(ψ1) cos(ψg + ψ2) + 2 cos(ψ1) cos(ψg − ψ2)
= 4 cos(ψ1) cos(ψg) cos(ψ2)
Hence, these four junctions result in some very neat interactions between the modes and contributions to their energies
and anharmonicities. We choose the spanning tree and the exact layout of the circuit such that the external fluxes,
Φi, i = 1, 2, 3, 4, enter in the junctions with subscript s. We then choose the Φi’s as sums of three other fluxes Ψj ,
j = 1, g, 2, where the sign of each Ψj in each cosine term must be the same as the corresponding ψj . For example, if
we include Φ1 in the first cosine in the above calculation, cos(φ1 − φ2 + Φ1) = cos(−ψ1 + ψg + ψ2 + Φ1), then we can
see that choosing Φ1 = −Ψ1 + Ψg + Ψ2 results in a Ψj-term for each ψj with the same sign. Doing the same with all
four cosines, we essentially shift ψj → ψj + Ψj . The result of the above calculation would then be
4 cos(ψ1 + Ψ1) cos(ψg + Ψg) cos(ψg + Ψ2)
Hence, we can use these to tune the interactions pertaining to Es. In particular choosing Ψj = −pi2 for all j, we get
a triple sine interaction. The triple sine will have its minimum at ψj = 0, as all other terms already did, and so this
shift will only affect this particular term of the Hamiltonian. Expanding to fourth order, it yields exactly a ψ1ψgψ2
interaction corresponding to the desired XXX coupling. Likewise for the four linear inductors we find
(φ1 − φ2)2 + (φ1 − φ3)2 + (φ2 − φ4)2 + (φ3 − φ4)2
= (−ψ1 + ψg + ψ2)2 + (ψ1 + ψg + ψ2)2 + (ψ1 − ψg + ψ2)2 + (−ψ1 − ψg + ψ2)2
= 4(ψ21 + ψ
2
g + ψ
2
2)
Thus they do no not introduce any interaction, as mentioned above, but merely add to the harmonicity and energy
of the modes. The cosines pertaining to Ec will yield ZZ interaction, which we would rather be without, but they
alone contribute to ψg’s anharmonicity. If we instead had only the identical linear inductors, we would get similar
contributions to the mode energies, but no interactions and also no contribution to anharmonicities. In this case
ψg would be a pure harmonic oscillator, but we would have fewer interactions. The other two modes get their
anharmonicities from the E1 and E2 junctions. The inductors turn out to not be necessary but could be used to tune
the energies of ψ1 and ψ2 if needed. In order for the XXX interaction to work the modes need to be detuned in a
proper way, as described below.
With these calculations and in these coordinates, the Hamiltonian of the circuit becomes
H =
1
2
1
4C + 4C1 + 2K
p21 +
1
2
1
4C +K
p22 +
1
2
1
4C + 4C2 + 2K
p22
+ (4EL1 + 4EL)ψ
2
1 − E1 cos(2ψ1) + 4ELψ2g + (4EL2 + 4EL)ψ22 − E2 cos(2ψ2)
− 4Ec cosψ1 cosψg cosψ2
− 4Es sinψ1 sinψg sinψ2
where EL =
1
2L and likewise for the others. We will not be performing the usual expansion to fourth order before
recasting and truncation, but will rather use a method developed by the authoer for in a previous paper [1], with
which the trigonometric functions can be truncated without performing any approximation. To do so we perform
the recasting in terms of harmonic oscillator modes first. We introduce bosonic creation and annihilation operators,
a†j , aj , via
ψj =
rj√
2
(a†j + aj)
pj = i
1√
2rj
(a†j − aj)
4Here rj is parameter which quantifies the ”size” of the ψj coordinate. When performing the usual expansion to fourth
order, one is in fact expanding to fourth order in rj/
√
2, and so the usual transmon regime (of circuit parameters) is
when rj/
√
2 is very small. The rj are defined as
rj =
(
Kpj
Kψj
)1/4
where Kpj and Kψj are the coefficients of the p
2
j and the ψ
2
j terms, respectively, in the Hamiltonian, when it is
expanded in powers of ψj . If we expand H to just second order to find these terms, we get
H =
1
2
1
4C + 4C1 + 2K
p21 +
1
2
1
4C +K
p22 +
1
2
1
4C + 4C2 + 2K
p22
+ (4EL1 + 4EL)ψ
2
1 − E1
(
1 + 2ψ21
)
+ 4ELψ
2
g + (4EL2 + 4EL)ψ
2
2 − E2
(
1 + 2ψ22
)
− 4Ec
(
1 +
1
2
ψ21
)(
1 +
1
2
ψ2g
)(
1 +
1
2
ψ22
)
− 4Esψ1ψgψ2 +O(ψ3j )
=
1
2
1
4C + 4C1 + 2K
p21 +
1
2
1
4C +K
p22 +
1
2
1
4C + 4C2 + 2K
p22
+ (4EL1 + 4EL − 2E1 − 2Ec)ψ21 + (4EL − 2Ec)ψ2g + (4EL2 + 4EL − 2E2 − 2Ec)ψ22 +O(ψ3j )
where we have ignored constant terms and all terms involving more than two ψj are hidden in O(ψ3j ). From this we
can see that for example
Kp1 =
1
2
1
4C + 4C1 + 2K
Kφ1 = 4EL1 + 4EL − 2E1 − 2Ec
and similarly for the other coordinates. With these we can define
r1 = [8(2C + 2C1 +K) (2EL1 + 2EL + E1 + Ec)]
−1/4
rg = [4(4C +K)(2EL + Ec)]
−1/4
r2 = [8(2C + 2C2 +K) (2EL2 + 2EL + E2 + Ec)]
−1/4
We will be writing the trigonometric functions in terms of complex exponentials, as this helps us truncate them later
on. Thus, we can write the Hamiltonian in terms of the creation and annihilation operators as
H = −1
2
1
4C + 4C1 + 2K
1
2r21
(a†1 − a1)2 −
1
2
1
4C +K
1
2r2g
(a†g − ag)2 −
1
2
1
4C + 4C2 + 2K
1
2r22
(a†2 − a2)2
+ 4 (EL1 + EL)
r21
2
(a†1 + a1)
2 − E1 1
2
(
ei
√
2r1(a
†
1+a1) + e−i
√
2r1(a
†
1+a1)
)
+ 4EL
r2g
2
(a†g + ag)
2
+ 4 (EL2 + EL)
r22
2
(a†2 + a2)
2 − E2 1
2
(
ei
√
2r2(a
†
2+a2) + e−i
√
2r2(a
†
2+a2)
)
− 1
2
Ec
(
eir1(a
†
1+a1)/
√
2 + e−ir1(a
†
1+a1)/
√
2
)(
eirg(a
†
g+ag)/
√
2 + e−irg(a
†
g+ag)/
√
2
)(
eir2(a
†
2+a2)/
√
2 + e−ir2(a
†
2+a2)/
√
2
)
− i
2
Es
(
eir1(a
†
1+a1)/
√
2 − e−ir1(a†1+a1)/
√
2
)(
eirg(a
†
g+ag)/
√
2 − e−irg(a†g+ag)/
√
2
)(
eir2(a
†
2+a2)/
√
2 − e−ir2(a†2+a2)/
√
2
)
In order to truncate this Hamiltonian to any number of desired levels in each mode, we must calculate the corresponding
matrix elements of each operator in the Hamiltonian. The matrix elements are calculated in the Fock basis, and so
operators like (a†j ± aj)2 are easily dealt with. Indeed, it is the trigonometric functions, now in terms of exponentials,
that require some work. Here we recognize that the exponentials are on the form of a displacement operator, known
from harmonic oscillators,
D(ξ) = eξa
†−ξ∗a
5Here ξ is some complex number, and the fundamental property of the displacement operator is that D(ξ)|0〉 = |ξ〉,
where |0〉 is the ground state of the harmonic oscillator, a|0〉 = 0, and |ξ〉 is a coherent state. The coherent states can
in turn be written out as a series, specifically
D(ξ)|0〉 = e−|ξ|2/2
∞∑
j=0
ξj√
j!
|j〉
Furthermore, we know the commutations relations of the displacement operator
D(ξ)a† = (a† − ξ∗)D(ξ)
With these relations and the definition |n〉 = 1√
n!
(a†)n|0〉, we can calculate the needed matrix elements. Looking at
the Hamiltonian we see that we will only need to consider ξ = ik for some real number k. Let us therefore consider
the general case, and find the matrix elements of D(ik) = eik(a
†+a). Let us also note that since the operator a† + a
is symmetric, the operator D(ik) = eik(a
†+a) is also symmetric, i.e. 〈n|eik(a†+a)|m〉 = 〈m|eik(a†+a)|n〉. We find with
the above relations
〈0|eik(a†+a)|0〉 = e−k2/2
〈1|eik(a†+a)|0〉 = ike−k2/2
〈1|eik(a†+a)|1〉 = (1− k2)e−k2/2
With these we can write the operator eik(a
†+a) truncated to two levels in terms of Pauli matrices and the identity
M2
[
eik(a
†+a)
]
=
[(
1− k
2
2
)
+
k2
2
σz + ikσx
]
e−k
2/2
where Mn[·] is the n× n matrix representation of an operator. It is now just a matter of replacing exponentials with
this expression and reducing the result, i.e. we don’t need to perform the truncation calculation more than once, from
now on it is just a mechanical method of inserting the right expressions into our equations. Likewise we can find the
following standard two-level expressions for the remaining operators
M2[a
†a] =
1
2
(1− σz)
M2[a
† − a] = −iσy
M2[(a
† − a)2] = −2 + σz
M2[a
† + a] = σx
M2[(a
† + a)2] = 2− σz
This procedure is easily expanded to include more levels in the truncation. Performing this exact truncation of the
trigonometric functions can reduce the numerical difficulty of simulating the dynamics of a circuit while including
higher levels. Such a study is often relevant to check the actual effect of the higher levels of a circuit rather than only
studying the approximate dynamics of system truncated to two levels in each mode.
6We can thus calculate the two level Hamiltonian exactly. We do so
H =
1
2
1
4C + 4C1 + 2K
p21 +
1
2
1
4C +K
p22 +
1
2
1
4C + 4C2 + 2K
p22
+
(
2
L1
+
2
L
)
ψ21 − E1 cos(2ψ1) +
2
L
ψ2g +
(
2
L2
+
2
L
)
ψ22 − E2 cos(2ψ2)
− 4Ec cosψ1 cosψg cosψ2
− 4Es sinψ1 sinψg sinψ2
= −1
2
1
4C + 4C1 + 2K
1
2r21
(a†1 − a1)2 −
1
2
1
4C +K
1
2r2g
(a†g − ag)2 −
1
2
1
4C + 4C2 + 2K
1
2r22
(a†2 − a2)2
+ 4 (EL1 + EL)
r21
2
(a†1 + a1)
2 − E1 1
2
(
ei
√
2r1(a
†
1+a1) + e−i
√
2r1(a
†
1+a1)
)
+ 4EL
r2g
2
(a†g + ag)
2
+ 4 (EL2 + EL)
r22
2
(a†2 + a2)
2 − E2 1
2
(
ei
√
2r2(a
†
2+a2) + e−i
√
2r2(a
†
2+a2)
)
− 1
2
Ec
(
eir1(a
†
1+a1)/
√
2 + e−ir1(a
†
1+a1)/
√
2
)(
eirg(a
†
g+ag)/
√
2 + e−irg(a
†
g+ag)/
√
2
)(
eir2(a
†
2+a2)/
√
2 + e−ir2(a
†
2+a2)/
√
2
)
− i
2
Es
(
eir1(a
†
1+a1)/
√
2 − e−ir1(a†1+a1)/
√
2
)(
eirg(a
†
g+ag)/
√
2 − e−irg(a†g+ag)/
√
2
)(
eir2(a
†
2+a2)/
√
2 − e−ir2(a†2+a2)/
√
2
)
=
1
2
1
4C + 4C1 + 2K
1
2r21
(2− σz1) +
1
2
1
4C +K
1
2r2g
(2− σzg) +
1
2
1
4C + 4C2 + 2K
1
2r22
(2− σz2)
+ 2 (EL1 + EL) r
2
1(2− σz1)− E1
[(
1− r21
)
+ r21σ
z
1
]
e−r
2
1
+ 4EL
r2g
2
(2− σzg)
+ 2 (EL2 + EL) r
2
2(2− σz2)− E2
[(
1− r22
)
+ r22σ
z
2
]
e−r
2
2
− 1
2
Ec
[(
2− r
2
1
2
)
+
r21
2
σz1
][(
2− r
2
g
2
)
+
r2g
2
σzg
] [(
2− r
2
2
2
)
+
r22
2
σz2
]
e−(r
2
1+r
2
g+r
2
2)/4
− i
2
Es[
√
2ir1σ
x
1 ][
√
2irgσ
x
g ][
√
2ir2σ
x
2 ]e
−(r21+r2g+r22)/4
= −1
2
[
2(E1 + 4EL1 + 4EL + Ec)r
2
1 + 2E1r
2
1e
−r21 +
Ecr
2
1
2
(
2− r
2
g
2
)(
2− r
2
2
2
)
e−
r21+r
2
g+r
2
2
4
]
σz1
− 1
2
[
2(4EL + Ec)r
2
g +
Ecr
2
g
2
(
2− r
2
1
2
)(
2− r
2
2
2
)
e−
r21+r
2
g+r
2
2
4
]
σzg
− 1
2
[
2(E2 + 4EL2 + 4EL + Ec)r
2
2 + 2E2r
2
2e
−r22 +
Ecr
2
2
2
(
2− r
2
1
2
)(
2− r
2
g
2
)
e−
r21+r
2
g+r
2
2
4
]
σz2
− Ecr
2
1r
2
g
8
(
2− r
2
2
2
)
e−
r21+r
2
g+r
2
2
4 σz1σ
z
g
− Ecr
2
1r
2
2
8
(
2− r
2
g
2
)
e−
r21+r
2
g+r
2
2
4 σz1σ
z
2
− Ecr
2
gr
2
2
8
(
2− r
2
1
2
)
e−
r21+r
2
g+r
2
2
4 σzgσ
z
2
− Ecr
2
1r
2
gr
2
2
16
e−
r21+r
2
g+r
2
2
4 σz1σ
z
gσ
z
2
−
√
2Esr1rgr2e
− r
2
1+r
2
g+r
2
2
4 σx1σ
x
gσ
x
2
7Defining the spin-model parameters
Ω1 = 2(E1 + 4EL1 + 4EL + Ec)r
2
1 + 2E1r
2
1e
−r21
+
Ecr
2
1
2
(
2− r
2
g
2
)(
2− r
2
2
2
)
e−
r21+r
2
g+r
2
2
4
Ωg = 2(4EL + Ec)r
2
g +
Ecr
2
g
2
(
2− r
2
1
2
)(
2− r
2
2
2
)
e−
r21+r
2
g+r
2
2
4
Ω2 = 2(E2 + 4EL2 + 4EL + Ec)r
2
2 + 2E2r
2
2e
−r22
+
Ecr
2
2
2
(
2− r
2
1
2
)(
2− r
2
g
2
)
e−
r21+r
2
g+r
2
2
4
Jz1g = −
Ecr
2
1r
2
g
8
(
2− r
2
2
2
)
e−
r21+r
2
g+r
2
2
4
Jz12 = −
Ecr
2
1r
2
2
8
(
2− r
2
g
2
)
e−
r21+r
2
g+r
2
2
4
Jzg2 = −
Ecr
2
gr
2
2
8
(
2− r
2
1
2
)
e−
r21+r
2
g+r
2
2
4
Jz1g2 = −
Ecr
2
1r
2
gr
2
2
16
e−
r21+r
2
g+r
2
2
4
Jx1g2 = −
√
2Esr1rgr2e
− r
2
1+r
2
g+r
2
2
4
we get the final Hamiltonian
H = −1
2
Ω1σ
z
1 −
1
2
Ωgσ
z
g −
1
2
Ω2σ
z
2
+ Jz1gσ
z
1σ
z
g + J
z
12σ
z
1σ
z
2 + J
z
g2σ
z
gσ
z
2
+ Jz1g2σ
z
1σ
z
gσ
z
2 + J
x
1g2σ
x
1σ
x
gσ
x
2
Furthermore, the anharmonicities can be calculated with the same exact method, by including a third level and
defining the anharmonicities as α = E12 − E01, where Eij is the energy gap between level i and j, and the energies
are defined as the diagonal entries of the Hamiltonian. With this we get the following anharmonicities
α1 = −2E1r41e−r
2
1 − Ecr
4
1
2
(
1− r
2
g
4
)(
1− r
2
2
4
)
e−
r21+r
2
g+r
2
2
4 ,
αg = −
Ecr
4
g
2
(
1− r
2
1
4
)(
1− r
2
2
4
)
e−
r21+r
2
g+r
2
2
4 ,
α2 = −2E2r42e−r
2
2 − Ecr
4
2
2
(
1− r
2
1
4
)(
1− r
2
g
4
)
e−
r21+r
2
g+r
2
2
4
In the main text we did not include the linear inductors in the circuit. Removing them corresponds simply to setting
EL, EL0 , EL1 = 0 in the above expressions.
B. Derive effective parameters
In the above section we found exact spin model parameters, taking two levels in each mode into account. For the
detuning and XXX-coupling strength, however, we need to numerically find effective parameters, as the above bare
spin model parameters are renormalized by virtual processes involving the higher levels of the system. We consider
only the effective detuning and XXX-coupling strength this way, because they need to be accurate in order for the
circuit to result in the desired dynamics, while anharmonicities and other parameters do not have such exact demands
imposed on them. The effective detuning we are looking for is the detuning between the states |101g01〉 and |000g11〉
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Figure 2.
with respect to the σ+0 σ
+
g σ
−
1 + H.c. interaction. The effective coupling strength we are looking for is the strength of
this interaction. To find these we simply simulate the dynamics of the circuit Hamiltonian truncated to four levels in
each mode and initialized in |101g01〉 (which is also a valid state, when each mode has four states). We then calculate
the fidelity with the state |000g11〉 at subsequent times. Ideally, these two levels behave as if they are only coupled
to each other, and as such follow the evolution of a single two level system, with a certain detuning and coupling
between the states, described by
H2 = −1
2
ωσz + Jσx =
(− 12ω J
J 12ω
)
(1)
Initializing in one of the two states described by this Hamiltonian, the evolution of the fidelity, F (t), of the other is
then described by
F (t) =
J2
ω2/4 + J2
sin2
(√
ω2
4
+ J2t
)
. (2)
Hence, fitting the simulated data with a sine curve gives us information about ∆eff between |101g01〉 and |000g11〉, and
also the effective strength, Jeff, of the coupling between these states. Fig. 2 shows an example of such a fit yielding
the effective parameters we discussed in the main text. Clearly the fidelity does follow a sine, as if these two states
are all alone in the world. This is effectively the case because all other interactions are suppressed by detuning, but
as explained it is virtual processes resulting from these suppressed interactions that renormalizes the detuning and
interaction strength such that we can not directly use the bare expressions found above. The bare expressions are
off by a significant amount because of this renormalization as can be seen in the example below, Fig. 3. Using the
described method here to find the effective parameters, however, makes it just as easy to optimize with respect to the
effective parameters as the bare, though of course it takes more computation time.
C. Optimizing circuit parameters and calculating
Higher order contributions from interactions with states outside the spin- 12 subspace mean that we must consider
effective spin model parameters when optimizing the circuit parameters. We are in particular interested in the
detuning between |101g01〉 and |000g11〉, and the coupling strength of the XXX-coupling. Furthermore, we want the
numerical value of the anharmonicities of the modes to be about 100×2piMHz or larger in order to be able to address
9the spins for initialization and control [2]. The effective detuning, ∆eff, and the effective coupling strength, Jeff, are
found as described in the previous section.
We want to show that our circuit can be used to realize the quench dynamics presented in the main text. In this
case, the effective detuning should not be zero, but rather it defines the staggered mass m. Considering the rotated
Hamiltonian HR in Eq. (3) of the main text, it can be seen that we will have m = ∆eff/2, as the energy difference
between the states |101g01〉 and |000g11〉 is that of two particles, i.e. twice the mass, 2m = ∆eff, consistent with ∆eff
being the energy gap between the two states. Likewise, if J is the desired strength of the matter-gauge coupling in
Eq. (1) of the main text, then J = 2Jeff, because of the factor 1/2 in the interaction term in Eq. (1). We will thus be
tuning J/m = 4Jeff/∆eff to find good circuit parameters producing spin model parameters that would be interesting
for the analog simulation of the dynamics we found in the main text. The anharmonicities are obtained with the bare
expressions given above. These too will be renormalized to some extent, but since we do not need them to have some
specific value, they should simply be large, it is sufficient to calculate their bare value.
Since only the Josephson energies of a SQC can be tuned in situ, it is difficult to actually perform the appropriate
quench of the circuit. Instead we intend for the circuit to be constructed with the post-quench parameters. The quench
will then be implemented by initializing the system in the ground state of the pre-quench Hamiltonian. Whether we
have the system in its pre-quench setup, go into its ground state, and then quench to the post-setup, or simply
start with the system in the post-quench setup, and then quickly initialize in the ground state of the pre-quench
Hamiltonian, we will see the same resulting dynamics. This moves the difficulty from performing a fast quench to
performing a fast initialization. With this in mind we tune the circuit parameters to yield a negative J/m (as the
quench is to a negative mass, m→ −m), corresponding to post-quench parameters.
In Fig. 3a,b we show a set of circuit parameters, which yield J/m = −2.0 and good anharmonicities. In the
parameter optimization we have fixed the capacitance to ground at K = 1 fF. As mentioned in the main text, K
would ideally be zero, which is why we fixed it at this low value, but an experimental realization where it is completely
negligible would be even better. Es, which controls the strength of J
x
0g1, and thus Jeff, is likewise fixed at the small
value of Es = 0.5×2piGHz to ensure that odd interactions with higher levels are suppressed by the anharmonicities.
That is, the higher level interactions caused by the triple sine term, which would move population outside of the
spin-1/2 subspace are suppressed by the anharmonicities, as usual. The other Josephson energies have large values,
but there are also good sets of circuit parameters where they are smaller, but at the cost of Es also being smaller,
or interactions with higher levels being less suppressed. In Fig. 3c the resulting bare spin model parameters can
be seen. Notice that some of the parameters are negative, despite being plotted with bars pointing in the positive
direction. The bars should be used as graphical comparison of absolute sizes, while the numbers indicate the exact
values. Clearly the Z-type coupling strengths are much smaller than the spin transition frequencies, which is needed
as explained in the main text. In Fig. 3d the effective detuning and XXX-coupling strength, and the anharmonicities
can be seen. We see that Jeff is noticeably smaller than the bare J
x
0g1. Furthermore, it is much smaller than the
anharmonicities, as required to make the dynamics remain in the spin-1/2 subspace. This effective detuning and
XXX-coupling strength result in J/m = 4Jeff/∆eff = −2.0 (corresponding to pre-quench J/m = 2.0) which according
to Fig. 4 of the main text would result in interesting dynamics of the order parameter and Loschmidt amplitude
within a time of tm = 2, corresponding to t = 49.5 ns.
In our work with tuning the circuit we have found that it is well capable of implementing the interval of J/m
considered in the main text. The tuning effectively takes place via two options. Either Jeff = J/2 is tuned separately
by changing Es, or ∆eff = 2m is tuned by changing all parameters but Es (which does also change Jeff, but only
slightly). While tuning Jeff is easy because it is proportional to Es, ∆eff is quite sensitive to the circuit parameters.
This is essentially because in the parameter regime we are interested in, ∆eff is about the same size as Jeff, which
itself has to be much smaller than the anharmonicities, say a factor of 10, and finally the anharmonicities are about
1 − 2% of the spin transition frequencies. Hence, the effective detuning ∆eff of the spins must be about 0.1 − 0.2%
of the spin frequencies. They must therefore be tuned carefully. If a circuit is made that implements an interesting
value of J/m, other nearby values could be achieved by varying just the Josephson energies, making it possible to use
the same circuit to study different values of J/m.
D. Time evolution in rotating frame
To find an expression for the time evolution operator in a rotating frame, we essentially just have to take advantage
of the fact that we can transform between the non-rotating and the rotating frame at any time using the same
time-dependent operator. Imagine some state in the non-rotating frame |ψ(t)〉 = U(t)|ψ(0)〉, where U(t) is the time
evolution operator in the non-rotating frame. We then define a unitary, time-dependent operator R(t), which we use
to define the state in the rotating frame |ψ(t)〉R = R(t)|ψ(t)〉, and which satisfies that the two frames are identical at
t = 0, i.e. R(0) = ∞. Let UR(t) be the time evolution operator of the rotating frame that we seek. We then quite
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Figure 3. Circuit and spin model parameters. Notice that some parameters are negative, despite being plotted with positive
bars. The bars are for graphical comparison of sizes, while the numbers above the bars give the exact value. (a),(b) Optimized
circuit parameters implementing J/m = −2.0 and good anharmonicities. K has been fixed at 1 fF as we want it to be as low
as possibly. Es has been fixed at 0.5×2piGHz to ensure that the higher level odd interactions of the triple sine-term are weak
enough to be suppressed by the anharmonicities. (c) The resulting bare spin model parameters. The Z-type coupling strengths
are much smaller than the spin transition frequencies as required. (d) The effective detuning and XXX-coupling strength, as
well as the anharmonicities. The anharmonicities are much larger than the effective XXX-coupling strength as required, and
we can see that J/m = 4Jeff/∆eff = −2.0.
simply have
UR(t)|ψ(0)〉 = UR(t)|ψ(0)〉R = |ψ(t)〉R = R(t)|ψ(t)〉 = R(t)U(t)|ψ(0)〉
From this we conclude that UR(t) = R(t)U(t). Hence, if for example we have a Hamiltonian H = H0 + Hint in the
non-rotating frame, i.e. U(t) = e−iHt, and we want to look at the frame rotating with respect to H0, i.e. R(t) = eiH0t,
then the time evolution operator in the rotating frame is UR(t) = e
iH0te−iHt. This is the result we used in the previous
section.
E. Calculating the average fidelity
After finding appropriate circuit parameters we do a check of the overall behaviour of the circuit, ensuring that
it works as intended, including no disturbing interactions with higher levels. To do this we use average fidelity [3].
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Average fidelity is a measure of how well a certain process implements a desired operation. In our case the process
is the time evolution of the circuit, determined by Hc in Eq. (6) of the main text, in a frame rotating such that the
resulting Hamiltonian is HR in Eq. (3), where m = ∆eff/2 and the coupling strength is Jeff (rather than the bare
Jx0g1), as explained. To take contributions from higher level interactions into account we again truncate to the lowest
four levels. We only rotate the spin-1/2 states, i.e. we use a four-level version of H0 +
1
2m(σ0 − σ1), where all entries
pertaining to levels higher than the spin-1/2 states are just zero. The operation we compare this with is the time
evolution according to the target Hamiltonian, i.e. H from Eq. (1) of the main text with two matter sites and the
gauge link between them. We compare only the dynamics of the spin-1/2 states, i.e. time evolution of the circuit
takes place with four levels included for each mode, and the result is then projected down to the spin-1/2 subspace,
before comparing with the time evolution of H. The average fidelity will thus be comparing the very time evolution
operators themselves for the circuit and the target system. The mass and coupling strength of the target Hamiltonian
are chosen to be ∆eff/2 and 2Jeff. The fidelity would thus a priori be expected to be quite high, but since this is all
done with four levels included in each anharmonic mode, the fidelity will be a measure of how much the higher levels
affect the dynamics of the circuit beyond just the renormalization of the mass and coupling strength. In particular,
some population will be lost to the higher levels, and just as virtual processes contribute to the strength of the XXX-
coupling, they will also to some extent induce other effective interactions. These will disturb the desired dynamics and
might be gauge-variant, resulting in population moving outside of the chosen gauge sector of the spin-1/2 subspace.
The average fidelity can be calculated from [3]
F (U, E) =
∑
j Tr
(
UU†jU
†E(UJ)
)
+ d2
d2(d+ 1)
(3)
where U is the target operation, and E is a quantum map representing the process used to implement the target
operation. The Uj are a unitary basis for operators on the relevant space of states, which has dimension d. In our
case the target operation is time evolution U = e−iHt, with H = H(∆eff/2, 2Jeff) from Eq. (1). This is an operator
on the spin-1/2 subspace, and so the Uj are a unitary basis for operators on that subspace. The quantum map E
takes an operator ρ pertaining to the spin-1/2 subspace, and returns E(ρ) = PeiH0,effte−iHctP †ρPeiHcte−iH0,efftP †,
where P is the projection operator from the four-level subspace to the spin-1/2 subspace. Hence, this map first
projects the operator ρ into the four-level space, performs time evolution according to the four-level version of the
circuit Hamiltonian Hc, and then projects the result back into the spin-1/2 subspace. Here H0,eff is an effective four-
level equivalent of H0, taking energy shifts caused by virtual processes into account. The construction e
iH0,effte−iHct
implements time evolution according to Hc in the frame rotating with respect to H0,eff by first time evolving forwards
with Hc and then backwards with H0,eff. See the next section for details on this. We determine H0,eff numerically by
turning off the XXX-coupling and time evolving each of the eight spin-1/2 states in a frame rotating with respect to
H0 (expanded to the four-level Hilbert space). As the Hamiltonian only involves Z-type interactions, and other, very
suppressed interactions caused by the virtual processes, the spin-1/2 states will almost be eigenstates of the system,
and their phase will thus be e−iEefft, where Eeff is their effective energy. With these H0,eff can be constructed.
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