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Emergency Medical Service (EMS) providers are the first responders for an injured patient on the 
field. Their assessment of patient injuries and determination of an appropriate hospital play a 
critical role in patient outcomes. A majority of states in the US have established a state-level 
governing body (e.g., EMS Division) that is responsible for developing and maintaining a robust 
EMS system throughout the state. Such divisions develop standards, accredit EMS agencies, 
oversee the trauma system, and support new initiatives through grants and training. But to do so, 
these divisions require data to enable them to first understand the similarities between existing EMS 
agencies in the state in terms of their resources and activities. Benchmarking them against similar 
peer groups could then reveal best practices among top performers in terms of patient outcomes. 
While limited qualitative data exists in the literature based on surveys of EMS personnel related to 
their working environment, training, and stress, what is lacking is a quantitative approach that can 
help compare and contrast EMS agencies across a comprehensive set of factors and enable 
benchmarking. 
Our study fills this gap by proposing a data-driven approach to cluster EMS agencies (by 
county level) and subsequently benchmark them against their peers using two patient safety 
performance measures, under-triage (UT) and over-triage (OT). The study was conducted in three 




specific capabilities, volume, and Performance Improvement activities. This data was collected by 
our collaborating team of health services researchers through a survey of over 300 EMS agencies 
in the state of OH. To estimate UT and OT, we used 6,002 deidentified patient records from 2012 
made available by the state of OH’s EMS Division. All the data was aggregated at county level. 
We then used several clustering methods to group counties using three different methods: K-means, 
K-medoids and CLARANS. For the former two, we identified key features using the Random 
Forest classification technique; the latter automatically identifies such features internally. Finally, 
we benchmarked each county against its peer within the same cluster using guidelines from the 
American College of Surgeons (ACS).  
  Our results based on the state of OH data indicated that a small number of clusters may be 
sufficient to group counties by their EMS capabilities, volume, and Performance Improvement (PI) 
activities. EMS agencies appear to cluster around county type (rural vs urban), number of trauma 
runs, number of paid vs. voluntary employees, and additional resources provided by EMS agencies 
to help with well-being and coping mechanisms for EMS providers. Benchmarking based on ACS 
guidelines revealed a large variation in UT and OT rates among counties in the same cluster. Up to 
3-4 times higher rates were observed in several counties compared to the best performing county 
in that cluster, even though some of these counties had better capabilities. Such comparison among 
peer counties in the same cluster can unravel new insights that could be used to target cluster-
specific interventions that can achieve improved outcomes.  
While our proposed approach was tested with state of OH’s data and highlighted specific 
findings for OH’s EMS Division, this approach is generic enough to be used by any other regional 
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Emergency Medical Service (EMS) providers are the first responders for an injured patient on the 
field. Their assessment of patient injuries and determination of an appropriate hospital play a 
critical role in patient outcomes. Studies suggest that prompt EMS transport of severely injured 
patients to Level I and Level II trauma centers, which have specialists and emergency surgery 
available, can reduce mortality of severely injured patients by 25% (MacKenzie et al., 2006).  
A robust EMS system can significantly extend the capacity of hospital emergency 
departments in two ways: (1) treating people on the scene who might otherwise go to hospitals and 
(2) efficiently distributing patients to area hospitals with the capacity to treat them (Van Milligan 
et al., 2014). In doing so, the EMS system can not only increase the number of patients who receive 
treatment, but also increase treatment quality through efficient alignment of medical needs and 
capacity, thus improving outcomes. Better medical outcomes in the context of mass casualties 
translates into less disruption of business and government services if more people can resume their 
work and recovery can proceed more quickly (Kemp et al., 2014). It is, however, critical to first 
understand what level of care each EMS agency delivers based on its capabilities to improve trauma 
care and reduce cost. 
Prior qualitative studies provide guidance on EMS personnel perception of stress 
recognition, teamwork culture, working conditions, perceptions of management, safety climate and 
job satisfaction (Patterson et al., 2010), along with reasons for selection of trauma centers and ways 
to prevent fatal outcomes (Newgard et al., 2013). But these studies are limited in accounting for a 
broad spectrum of EMS capabilities, volume, and performance improvement activities that not only 




 In the state of Ohio, similar to most other states in the U.S., no standardized toolkits to 
collect such data exist. If such data can be collected across EMS agencies, then it will enable state 
EMS agency to quantitatively compare and contrast the performance of EMS agencies against their 
capabilities. Clustering the counties categorizes them as equivalent peers and is an essential step 
before benchmarking. Benchmarking counties on patient safety outcomes against similar peer 
groups in a cluster could reveal best practices among top performers in terms of care provision (the 
Joint Commission, 2020).  
Considering the lack of a systematic, quantitative approach to evaluate EMS performance, 
in this study we propose an approach that uses state-of-the-art clustering methods using both 
qualitative and quantitative data collected from the state of OH. Because EMS agencies within a 
county experience similar patient population and geography, we focus on county-level analysis and 
aggregate capabilities, operations, and PI activities across all EMS agencies in that county during 
clustering. Specific to each cluster, we identify the top performing agencies based on their 
underlying patient safety measures; we use under- and over-triage rates as surrogates. While our 
findings are specific to the state of OH, we believe our approach is general enough to be used by 
any state or region to quantitatively benchmark their EMS agencies and identify steps to improve 






We now present our approach to data collection and analysis below; see Figure 1 for a schematic. 
This research was approved by Wright State University’s Institutional Review Board.  
2.1. Data Collection 
Ohio has 88 counties, 38 urban and 50 rural as designated by the state (ODPS, 2018). Across the 
state, 1235 EMS agencies provide emergency care to the state's 11.69 million citizens. Both 
qualitative and quantitative data were collected from these EMS agencies. A survey with 25 
questions created by our surgery and health services collaborators at Wright State University’s 
Boonshoft School of Medicine in late 2019 and was validated by the state of OH. The survey was 
distributed to the chiefs of all EMS agencies and their satellite stations in the state; survey questions 
can be found in Repas et al. (2020). The survey was voluntary and anonymous. There were both 
closed and open-ended questions in the survey and the data were analyzed descriptively and 
thematically. The questions were categorized into capabilities of EMS agencies, volume, and 
performance improvement activities; see Table 1. Notice that data collected was geared towards 
capacity and training at that EMS agency; other operational factors that may affect EMS decisions 
on the scene (e.g., weather, access time to nearby hospitals, hospital capacity, and negotiations with 
local healthcare system) were not considered in this study. Questions related to the demographics 
of the participant in the survey were also included. Additional phone calls were made to EMS 
agencies in counties with very low response rates. 
2.2. Data Preprocessing and Analysis 
Records with missing data and duplicate entries from the same station within an agency were 
excluded. Records of stations belonging to the same agency were aggregated into a single record 
for that agency. Categorical questions with Yes/No answers were transformed into binary variables. 
Questions about PI  had a wide range of choices; for the question related to possible barriers to 




to train were grouped into a new category and referred to as ‘Time Constraint.’ The categories for 
PI were also represented as binary variables for each category.  
We then conducted a pairwise correlation among these 22 factors to identify if any of these 
factors was highly correlated with others. Finally, we aggregated the agency-level data into county-
level in our further county-specific analysis. 
Table 1. Summary of factors considered in this study 
Capabilities PI activities 
- EMS vehicles 
- Volunteer providers 
- Paid workers 
- Average response time for an agency 
in a county to reach the trauma scene 
- Rural area service 
- Urban or Rural 
- Additional Resources offered to Employees  
e.g., SMT, CWTC, PRTC, CWDP, LB, CSID, EAP 
 
- What the agency considered trauma performance 
improvement activities (PI)  
e.g., opinion about PI, trauma PI activities 
 
- Barriers related to conducting PI activities   
e.g., LOPI, LOFR, LOSFR, TC, FFH, UOTC 
Volume 
- EMS volume handled per year 
- Area covered 
Note: SMT = Stress Management Techniques, CWTC =Coping With Trauma Cases, PRTC = Post Run 
Trauma Counseling, CWDP = Coping With Death of Patient, LB= Life Balance, CSID = Critical Incident 
Stress Debriefing, EAP = Employee Assistance Program, LOFR = Lack of Financial Resources, LOPI = Lack 
of Participation or Interest from EMS providers, LOSFR = Lack of Support from Regional or State level 




The county-level aggregation meant that we had only 87 counties worth of data; we did not get any 
response even after multiple attempts for 1 county (i.e., Noble). Realizing that 87 is a relatively 
small number to conduct clustering and benchmarking, we, therefore, employed Bootstrap 
sampling.  
Bootstrapping is a powerful statistical method used to calculate an estimate from a given 
sample. The process is done by creating many random sub-samples from a given dataset with 




dependent on previous set, thereby decreasing the randomness of the criteria. The estimate is 
calculated on each sub-sample and aggregated to get the estimate of the entire dataset. This 
technique when used in machine learning ensemble algorithm is called Bootstrap Aggregation, in 
short bagging. Decision trees are built on each random sample of data. These predictions of several 
random models are aggregated to get the best prediction, thereby increasing stability and accuracy 
of random forest classification algorithm. It helps to decrease variance and hence reduce the chance 
of overfitting. 
Accordingly, we created 1000 samples of size 87 by repeatedly sampling from the original 
87 counties, with replacement. In so doing, some counties could be duplicated in each sample, but 
by training on different samples, the aggregate outcome tends to have a lower variance while not 
increasing the bias (Nguyen et al., 2013). The most common use cases include estimating variances 
and/or confidence intervals.  
2.4. Clustering Approaches 
There are several types of clustering. Centroid-based clustering algorithm determines if a data point 
is similar to a centroid based on its closeness to it. Data is organized into non-hierarchical clusters, 
in contrast to hierarchical clustering. k-means is the most widely used centroid-based clustering 
algorithm. Centroid-based algorithms are efficient, fast and robust but sensitive to how data is 
arranged and to outliers. These models run iteratively to find the local optima. 
Density-based clustering searches for varied density of data. All the data points belonging 
to same density regions are assigned to same cluster. Randomly shaped distributions can be 
clustered as long as they can be connected in terms of density. These algorithms work poorly if 
there is varying density in data, and if the data has many dimensions. Also, the outliers are never 
assigned to a cluster. Popular examples are Density Based Spatial Clustering of Applications with 








Figure 1. Schematic of the overall approach; this approach was used for K-means and 





Distribution-based clustering approach assumes data is composed of distributions. The 
clusters are formed based on probability of a data point belonging to a distribution. Expectation 
Maximization algorithm is an example of distribution-based clustering which uses multivariate 
normal distributions. It is more flexible than k-means and clusters can be of elliptical shape. But 
we cannot use this algorithm unless we know the distribution of the data and the models from this 
algorithm type often suffers from overfitting. 
    Connectivity-based clustering algorithm is based on assumption that closer data points are 
more similar to each other in a given data than the data points which are away. There are two 
approaches of this type: top down and bottom up. In top down, all data point form a single cluster 
and then partitioned as the distance increases. In bottom up, every data point is considered a 
separate cluster and then aggregated as the distance decreases, also known as hierarchical 
agglomerative clustering. These models are very easy to interpret but lacks scalability for handling 
big datasets. This algorithm is not sensitive to the choice of distance metric but is not so efficient 
as k-means and EM (Xu et al., 2015). 
    To cluster counties, we adopted three methods: K-means, K-medoids, and CLARANS, 
which are centroid based clustering algorithms. K-means clustering algorithm is an iterative 
approach that partitions the dataset into k clusters which are distinct and non-overlapping. K-means 
minimizes the total squared error between data points within a cluster. K-means is relatively simple 
to implement, and scales to large data sets. It is fast and efficient in terms of computational cost. 
Major disadvantage of K-means is it is sensitive to outliers. Also, K-means uses Euclidean distance 
metric which is not a good metric in high dimensions (Sarkar et al., 2019).  
    In contrast, K-medoids uses real data points as initial cluster centers instead of mean value 




within a cluster. A wide range of dissimilarity functions can be used with K-medoids. While            
K-medoids is not sensitive to outliers, it is computationally expensive for large datasets.  
    CLARANS (Clustering Large Applications based on RANdomised Search), a recent 
extension of K-medoids, is a clustering technique that uses a randomized search technique for the 
clustering of large datasets. CLARANS can be less sensitive to outliers and could often be faster in 
case of large datasets and does not need a distance metric (Ng et al., 2002) and does not need feature 
selection (Ng et al., 2002). But the drawback of CLARANS is it is not as efficient to train as other 
clustering techniques and gives random results each time it is run (due to the randomized search 
technique).  
    We compared all 3 approaches based on Silhouette scores, which measures how similar an 
object is to its own cluster compared to other clusters, and Davies-Bouldin score, which measures 
how well the clustering has been done based on quantities and features inherent to the dataset. 
Typically, a higher Silhouette and a lower Davies-Bouldin (DB) score indicate high-quality 
clusters.  
2.5. Feature Selection Criteria (for K-means and K-medoids) 
Because we had over 22 factors (referred to as dimensions in the clustering literature), we first 
implemented a Feature Selection (FS) approach to identify dominant factors that could determine 
clustering. The benefits of feature selection are many including (i) reduced risk of overfitting, (ii) 
improved accuracy as few misleading factors employed, (iii) lower computational time, (iv) fewer 
factors, so less data collection in the future when re-clustering the counties, (v) reduced complexity 
making it easily interpretable, and (vi) faster training (Belouch et al., 2018; Hancer et al., 2020; 
Shang et al., 2019). 
For FS, we need labeled data, i.e., the output clusters must be known a priori. For this, we 
first identified cluster labels for each county using the same method we used for final clustering. In 




verified empirically. As per the Elbow method, we plot the within sum of squared distances for 
each cluster k (2 ≤ k ≤ 9); the place in the graph which shows the elbow (i.e., point of diminishing 
return) is  chosen to be the best number of clusters for the dataset. For K-medoids, we experimented 
with a range of clusters (2 ≤ k ≤ 9). CLARANS selects the appropriate features directly. 
With the now available labeled data, we then employed Random Forest (RF) − decision 
trees with bagging − to identify the important features in data (Nguyen et al., 2013). RF is better 
than the traditional single tree decision tree approach because the number of uncorrelated trees 
increases the chance of correct predictions. RF learns a mapping function, f which maps input 
variables (x) to correct output variable (y), referred to as training. During training, the algorithm 
will search for patterns in the data and estimates the functional relationship, f: x → y, also known 
as classifier (Von Luxburg et al., 2011). The objective of RF model is to predict the correct label 
for testing data where the output variable is hidden from the Random Forest algorithm. After 
training, RF algorithm will take in new unseen inputs and will determine which label the new inputs 
will be classified as based on prior training data. Each time model makes a right classification on 
training set, the model’s accuracy increases. Usually, the data is split 80:20 where the model has 
access to 80% of classified data.  
More variation among trees is obtained by picking only a random subset of features for 
splitting on a node for each tree (Zhou et al., 2016). RF uses averaging or applies majority rule to 
improve the predictive accuracy and control over-fitting. The impurity decrease from each feature 
is averaged across trees to get the final importance of that feature and all the features are ranked 
accordingly.  
In our implementation, the samples are drawn from training set of 70,000 records to create 
large variety of trees which will be used together as a composite classifier. RF parameters were 
fine-tuned using a grid-search approach where we identified the best depth (30), the number of 




The accuracy of RF was calculated using precision, recall, and F1-score. The top features ranked 
were selected and used in the clustering method (i.e., K-means and K-medoids) to cluster the 
counties.  
2.6. Benchmarking Approach 
Having identified clusters based on the capabilities, volume, and PI activities of counties, we then 
benchmarked the counties in each cluster using their performance in terms of patient safety. We 
used under-triage and over-triage as a surrogate for patient safety, estimated based on county-level 
data available from the Ohio Department of Public Safety for 2012. To benchmark counties within 
a cluster, we set up lower and upper bounds on the UT and OT rates. We used the American College 
of Surgeons’ recommendation of UT≤0.05 and OT≤0.25 as the lower bounds, and UT>0.15 and 
OT>0.5 as upper bounds. The counties with UT and/or OT rates smaller than the lower bound in 
each cluster represented best practices in that cluster given similar EMS capabilities, resources, and 
PI activities. Counties with UT and/or OT rates more than the upper bound were deemed relatively 








A total of 335 EMS agencies in the state initially responded to the 25-question survey (both from 
agencies and their stations/satellite locations). Of the 335 responses, 92 were removed due to 
missing values and duplicate entries. Further, stations within the same agency were aggregated, 
which resulted in 243 agencies. Additional phone calls were made to EMS agencies in counties 
with very low response rates (<0.20%), which allowed us to collect an additional 75 agency-level 
responses. The resulting dataset had a total of 318 agencies (final response rate of 25.7%) across 
87 counties (out of 88 total in the state). This data was appropriately encoded into either 
categorically or binary form (see Section 2). Two features were removed due to high correlation 
with other features; Transport Vehicles (Pearson correlation coefficient of 0.75 with EMS Runs 
and of 0.58 with Paid Workers) and CWDP (Pearson correlation coefficient of 0.78 with CWTC). 
The final data had 87 rows (one for each county) and 22 columns representing the features of the 
EMS agencies in each county.  
The proportion of agencies who responded to the total agencies in each region across all 
the 8 regions are shown in Figure 2(a-h). Tables 1 and 2 summarize the list of parameters and 
decision variables used in the model, respectively. 
 







 b) Survey response by each county in Region 2  
 
  
 c) Survey response by each county in Region 3  
 
  






 e) Survey response by each county in Region 5  
 
  
f) Survey response by each county in Region 6  
 
 






                                    h) Survey response by each county in Region 8  
 
Figure 2: Proportion of agencies in each region who responded to our survey 
 
3.1. Clustering Approaches 
Because the number of clusters is an input in K-means and K-medoids, we had to first determine 
the best number of clusters that provided the highest accuracy. For K-means, we explored clusters 
ranging from 2 to 9. For each setting, we first generated labels using K-means for each county that 
would assign it to a specific cluster number. Both the Silhouette and elbow methods seem to suggest 
3 clusters; see Figures 3a and 3b. However, we continued to use 2, 3, and 4 as they were all very 
competitive. For K-medoids, we also considered the same range (2-9 clusters) and generated labels, 
except that we directly used the Silhouette score to find the best cluster value; again, 2-4 cluster 
range turned out to be very competitive. For the labeled dataset, we then created 1000 bootstrap 
samples with replacement and divided them into testing and training sets (80:20). We then trained 





























   
 
The RF parameters we set to 400 trees, each limited to a depth of 30 nodes, upon initial 
experimentation. The accuracy of the trained RF classifier was excellent; precision, recall, and F1-
scores were nearly 1.0 for the testing dataset. Features were assigned importance based on their 
composite ranking given by RF across the 800 trees (one for each training sample). The top 10 
ranked features that were similar between K-means and K-medoids runs were finally selected were 
Urban/Rural, CSID, LOPI, CWTC, LB, EAP, Volunteer Providers, Paid Workers, Area Covered 
and EMS Runs for subsequent use in the final cluster formation.   
 









In the case of CLARANS, we specified the number of clusters, the maximum number of 
neighbors examined (40), and the number of local minima obtained (5). To conduct a fair 
comparison, we ran CLARANS with cluster values of 2, 3, and 4. 
Table 2 shows a comparison of the performance of the 3 clustering approaches. Clearly, 
both K-medoids and CLARANS resulted in much higher Silhouette and Davies-Bouldin scores; K-
means clustering was deemed having insufficient accuracy for further analysis. The counties were 
always clustered the same way every time K-medoids was run, unlike CLARANS. 
Table 2. Comparison of clustering algorithms; Silhouette(S) and Davies-Bouldin (DB) scores for 
each category 
 
While the performance of K-means was poor, both K-Medoids and CLARANS were 
competitive, with K-medoids demonstrating slightly better results. Owing to this and the fact that 
the assignment of counties to the clusters was not consistent during multiple runs of CLARANS, 
we chose K-medoids for further analysis.  
3.2. Cluster Analysis 
The Figure 4 illustrates the 3-cluster K-medoids solution; 87 counties were clustered into 35, 29, 
and 23 counties. Table 3 shows a comparison of the features in each cluster.  
Cluster 1 consisted of only Urban counties characterized by EMS agencies with (i) high 
EMS Runs, (ii) large number of paid workers, (iii) a large number of volunteer providers, (iv) most 
miles of the area covered, and (v) a minimal number of additional resources offered to employees 
Clusters 
K-means K-medoids CLARANS 
# of 
counties 
Performance # of counties Performance # of counties Performance 














(35, 29, 23) 
S=0.547 
DB=1.09 








(29, 36, 6, 16) 
S=0.391 
DB=1.21 






(e.g., CSID, LB, EAP, and CWTC). Further, for around 38% of EMS agencies belonging to Cluster 
1, Lack of Participation or Interest from Employees were regarded as possible barriers to conduct 
trauma-specific PI activities. 
Cluster 2 consisted of only Rural counties characterized by EMS agencies with (i) 2nd 
highest EMS Runs, (ii) 2nd highest number of paid workers, (iii) 2nd highest number of volunteer 
providers, (iv) moderate miles of the area covered, and (v) additional resources offered to 
employees like CSID, LB, EAP and CWTC by these EMS agencies were minimal. For around 65% 
of EMS agencies belonging to cluster 2, Lack Of Participation or Interest from employees were 
regarded as a possible barrier to conduct trauma-specific PI activities. 
Cluster 3 consisted of a combination of 20 rural counties and 3 urban counties characterized 
by EMS agencies with (i) least EMS Runs, (ii) least number of paid workers, (iii) least number of 
volunteer providers, (iv) least miles of the area covered and (v) additional resources offered to 
employees like CSID, LB, EAP and CWTC by these EMS agencies were highest among the 3 
clusters. For around only 11% of EMS agencies belonging to cluster 3, Lack of Participation or 



















(b) Cluster1 - Urban counties 
 
c) Cluster 2 – Rural counties 
 
d) Cluster 3 – 3 Urban, 13 Rural 
counties 





Table 3. Comparison of features in each cluster. (Note: the values from LOPI to EMS runs are 






3.3. Benchmarking approach 
Given the identified clusters based on the capabilities, volume, and PI activities of counties, we 
then benchmarked the counties in each cluster using under-triage and over-triage cases. We 
estimated UT and OT cases based on the data available from the Ohio Department of Public Safety 
for 2012. 
For this peer-group benchmarking, we ranked the counties from lowest to highest 
according to the OT and UT cases (individually) and select the counties with the least UT/OT cases 
as top-performing counties. We found two different (EMS) peer groups based on county-level UT 
and OT cases based on the lower and upper bounds on UT (0.05 and 0.15) and OT (0.25 and 0.5).  
Figures 5 (a-c) and 6(a-c) illustrate the top-performing counties in each cluster. 
 




 Figure 5:  Benchmarking top-performing counties based on county-level UT cases 
 
 
Note: ‘Green line’ corresponds to ACS recommendation of UT≤0.05, bars under green line are 
doing well, while ‘Red line’ refers to 3 times of this recommendation, bars above red line are 
doing poor. The following counties were not included in these graphs because of no cases with 
ISS>15 in that county (6,002 data for 2012) 
- Cluster 1: Belmont, Fulton, Jefferson 
- Cluster 2: Ashtabula, Athens, Coshocton, Gallia, Harrison, Mercer, Monroe, Scioto 
- Cluster 3: Crawford, Jackson, Lawrence, Meigs, Pike, Van Wert, Vinton, Wyandot 






  b) Benchmarking Cluster 2 based on UT Rate 
 
 













    
 







  a) Benchmarking Cluster 1 based on OT Rate 
 






Figure 6: Benchmarking top-performing counties based on county-level OT cases 
  
Note: ‘Green line’ corresponds to ACS recommendation of OT≤0.25, bars under green line are 
doing well, while ‘Red line’ corresponds to OT≤0.5, bars above red line are doing poor. The 
following counties were not included in these graphs because of no cases with ISS≤15 in that 
county (6,002 data for 2012) 
- Cluster 2: Athens, Gallia, Harrison, Mercer, Scioto 










Benchmarking EMS agencies to reduce variability in trauma care has been alluded before, but 
quantitative approaches are lacking. This has restricted state EMS Divisions in the US to 
quantitatively compare the capabilities of their EMS agencies and corresponding outcomes. 
Without this, root causes for subpar performance cannot be determined and appropriate 
interventions cannot be developed. Our proposed data-driven framework can enable analysis of a 
comprehensive set of qualitative and quantitative factors at the county-level such as trauma-specific 
EMS capabilities, volume, and PI activities. Each cluster then allows for subsequent benchmarking 
of the counties with their peers in that same cluster. We used patient safety measures such as under-
triage (UT) and over-triage (OT) for benchmarking purposes. An illustration of our approach on 
the state of OH’s data revealed two things: (i) only a small number of clusters may be needed to 
group counties based on their trauma-specific capabilities, volume, and PI activities, and (ii) 
similarly-equipped counties in a cluster exhibit substantial variation in their patient safety metrics. 
The implications of findings from our proposed framework can be profound for the state EMS 
Division. They can use these findings to contact EMS chiefs at these under-performing counties to 
discuss and devise training and resource-specific interventions to improve patient care. 
In the emergency medicine literature and practice, benchmarking of Emergency 
Department (ED) in the hospital has received significant attention (Welch et al., 2006). Common 
ED comparison measures are categorized into structural (Operational Characteristics), process 
(Length of Stay) and outcome (Left Before Treatment Complete (LBTC), Left Without Being Seen 
(LWBS)) to compare the operational performance on metrics which can then be used to cluster and 
benchmark the EDs (Welch et al., 2012). Scatterplots and fractiles were used in these studies for 
comparing and benchmarking the EDs based on patient flow and other criteria. However, it is 
difficult to translate such findings to pre-hospital emergency medical services, which involves a 




the situation at the scene (mass casualty, motor vehicle crash, fall) and ensuing dynamics, limited 
clinical and diagnostic tools, transportation constraints, and network of hospitals in the vicinity. 
To aid in the quality improvement of EMS service delivery and patient care, the state of 
North Carolina has developed a toolkit that enables individual EMS agencies to benchmark 
themselves with similar agencies based on EMS service area population and size (Mears et al., 
2010). The Pan-Asian Resuscitation Outcome Study (PAROS) used structure, process and outcome 
performance indicators to compare EMS systems in Asia and the performance of quality of care 
provided by the EMS systems is assessed based on service delivery, personnel performance and 
clinical care (Rahman et al., 2015). Another study, qualitative in nature, compared 50 EMS 
providers based on how they approached trauma triage, patient factors that influence trauma triage 
decisions and system-level that influence trauma triage decisions (Jones et al., 2016). While such 
toolkits and qualitative comparisons are a good starting point, they do not necessarily adjust for the 
differences in the evaluated EMS personnel or agencies; e.g., urban vs. rural, training, resources, 
volume, PI activities, and similar. An effective comparison is only possible when peer groups are 
first identified based on strong similarities within the group and differences between the groups.  
While a positive correlation was observed between volume and outcome, (David et al., 
2009) and that staffing impacts EMS system performance (Sayed et al., 2012), our clustering results 
suggest several other factors that appear to impact how counties can be clustered. Besides EMS Runs 
and type of employees (volunteer vs paid workers), other factors such as the location of a county 
(Urban vs Rural), area covered by EMS agencies, availability of additional resources to employees 
(stress management, life balance, assistance program, and similar), and lack of participation in 
trauma-PI by EMS providers were prominent in clustering EMS agencies aggregated across 
counties.  
EMS providers have identified additional resources to assist them when coping with the 




counties appeared to provide more additional resources to their employees, especially in dealing 
with difficult runs (trauma, patient death, and wellbeing), than urban counties. A similar finding was 
also observed in ED benchmarking where the efficiency and performance capabilities of rural EDs 
serving lower patient volumes was better on time and proportion measures in comparison to EDs 
serving higher volumes (Welch et al., 2012). The reasons for our finding with EMS agencies could 
not be deciphered from the data we collected, and will require subsequent follow up with those 
counties. 
Benchmarking results revealed substantial variation in patient safety outcomes (UT and 
OT rates) among counties in a given cluster. We noticed that counties had 2-3 times higher UT or 
OT rates compared to peer-counties in the same cluster. While occurrence of high UT is strongly 
discouraged and penalized on multiple levels, high OT rates do not have such implications 
(Newgard et al, 2011). While some of this may have to do with the training and/or resource 
limitations during on-scene decision making process, others may be due to the limited access to a 
Level I or II trauma center from the scene or even possible negotiations with nearby hospital 
systems. A data-driven approach likes ours can serve as a building block for generating deeper 
understanding of the performance in each county against its peers and enable the next step of 
designing cluster-specific targeted interventions.    
Our study has a few limitations. First, we could only obtain data from 25.7% of the total 
agencies in the state, with no data from one of the counties.  Second, we used Random Forest 
approach for selecting the important feature set in our data. While we did repeat our experiments 
multiple times to ensure robustness of these features, an alternative approach could provide further 
assurance. Third, we only had access to a small sample of all trauma cases in 2012; however, a 
comparison of number of cases in each county with 2018 revealed a 0.84 correlation, suggesting 
that this sample is a reasonable approximation of the total cases. Finally, while our clustering was 




in their capabilities, volume, and PI activities, and/or even their performance. However, our 
approach is generic enough to either analyze agencies within a county or agencies within the entire 
state. Although the latter will increase the amount of data to be handled, recent advances in speeding 
up K-medoids and CLARANS could be adopted (Schubert E. et al., 2019).  
In summary, our novel data-driven clustering and benchmarking approach, which can use 
both qualitative and quantitative data, can help effectively compare and contrast EMS agencies 
against their peer groups. While our specific findings results highlight opportunities for improving 
EMS system in the state of OH and subsequent management of trauma patients, the approach is 
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