We consider fitting an ODE model to time series data of the system variables. We assume that the parameters of the model have some initial range of possible values and the goal is to reduce these ranges to produce a smaller parameter region from which to start a global nonlinear optimization algorithm. We introduce the class of cumulative backward differentiation formulas (CBDFs) and show that they inherit the accuracy and stability properties of their generating backward differentiation formulas (BDFs). Discretizing the system with these CBDFs and applying consistency conditions results in reductions of the parameter ranges. We show that these reductions are better than can be obtained simply using BDFs. In addition CBDFs inherit any monotonicity properties with respect to the parameters that the vector field possesses, and we exploit these properties to make the consistency checking more efficient. We illustrate with several examples, analyze some of the behaviour of our range reduction method, and discuss how the method could be extended and improved.
Introduction
Mathematical models of various processes often have a relatively large number of parameters which need to be estimated from observed data. Sometimes these parameters can be estimated from direct measurements and sometimes their values are limited by their physical interpretations. However, often there are parameters that are not directly observable and/or their possible values cover a wide range. Such parameters must be fit from observations of the model variables. Here we focus on models expressed in terms of systems of nonlinear first order ordinary differential equations (ODEs) where the unknown parameters are to be estimated from observed time series data of one or more of the system variables.
The fitting of nonlinear ODE models to time series data is usually done in one of two ways. In the first approach, for each putative set of parameter values the system is numerically integrated and compared with the observed data. A new set of parameter values is chosen based on some inferred information on how solutions alter with the parameters. Any one of a large number of nonlinear optimization algorithms could be used to determine the new set of parameter values (for example, the classic Levenberg-Marquardt [15] , or even derivative-free methods such as described in [17] ) but in all cases, the function being minimized is some measure of the difference between the observed data and the numerically integrated solution. Further, if the optimization algorithm uses gradient information to determine the new set of parameter values, then these gradients with respect to the parameters would also have to be numerically integrated or computed through finite differences (which also require further numerical integration of the system). Computation of these "sensitivity" gradients can be made more efficient by utilizing information available from the numerical integration of the original system [5, 3, 19] . In the second approach, the system is discretized completely, treating the solution values at each time step as independent, yielding an optimization problem involving perhaps thousands of highly constrained variables. Optimization algorithms for these types of problems have been improving in the recent past, for example [10, 11, 7, 9, 22] . In either approach though, the task requires a significant amount of computational time and effort and the nonlinear optimization algorithms are often highly dependent (both in terms of whether they converge, and what speed they do so) on the initial set of parameters chosen. If the initial parameter ranges are large, choosing a good set of initial values may be very difficult or impossible. The method we present here, is designed to reduce the parameter ranges so that, even if the resulting ranges are not sufficiently small for the purposes of the investigator, they provide a smaller region from which to choose an initial set prior to implementing one of the approaches outlined above. At the very least, the method will reduce the range of the specific parameter to which the model is most sensitive down to a range over which its effect is only as large as the effect of the next most sensitive parameter varying over its full range.
We assume that each parameter has an a priori range, perhaps quite large, and our task is to reduce the ranges of all parameters as much as possible maintaining model consistency with the observed data. We also assume that the observed time series is contaminated with some error and that this uncertainty in the observations is expressed by replacing each observed value with a range of values. For example, a local smoothing algorithm could be applied to the observed data and ranges obtained by adding and subtracting some multiple of the distance between the observed and smoothed data from the smoothed curve. Of course, the larger the ranges in the observed data, the more difficult it will be to reduce the parameter ranges.
Our parameter range reduction scheme is based on local discretization of the model with what we call cumulative backward differentiation formulas. Backward differentiation formulas are primarily useful for their ability to deal efficiently and robustly with stiff systems of ODEs [8, 12, 18] . They have been modified and extended in various ways to improve their stability and increase their range of applicability, for example [2, 6, 14, 21] . However, the primary feature of BDFs that we utilize is the fact that they evaluate the vector field at just one time point. As a consequence BDFs and CBDFs (which we define below) preserve monotonicity properties of the vector field, and we exploit this fact to reduce the ranges of the parameters using a "box consistency" [13] approach.
The problem of reducing ranges of variables to find zeros of functions is the realm of interval analysis [16, 13] . One of the primary features of interval analysis is the ability to rigorously prove with finite arithmetic various mathematical statements such as the existence of a zero of a function within some box of variable values. Here, however, we are not concerned with rigorous reductions of the parameter ranges for several reasons. The observed data are assumed to have intrinsic error that cannot be precisely quantified, it is likely that the model is not a completely accurate description of the observed phenomenon, and the goal is simply to obtain sufficiently small ranges to allow for a reasonable selection of initial parameter values for a more sophisticated optimization scheme. In Section 5 we discuss how our algorithm could be made more rigorous and how it might be extended to reduce the parameter ranges to within the error introduced by the discretization.
In the next section we introduce cumulative backward differentiation formulas and their properties. We outline the range reduction algorithm in Section 3 and illustrate its use with several examples in Section 4. Section 5 provides some discussion of the algorithm and its capabilities.
Cumulative Backward Differentiation Formulas
Linear multistep (LMS) formulas are recursive relations for the numerical integration of ODEs. Consider a system of ODEs x ′ = f (x, t), x ∈ R q , discretized by a constant step size h: t i = ih, i = 0, . . . , N . An s-step LMS formula for this system may be written in the form
where x n+j is the approximation to x(t n+j ) and f n+j = f (x n+j , t n+j ). The constant a s is set to 1 otherwise all constants could be scaled arbitrarily, and either a 0 or b 0 must be nonzero otherwise the formula could be recast as an (s − 1)-step formula. If b s is nonzero the formula is implicit, otherwise it is explicit. The order of accuracy of an LMS formula is p if
but (3) does not hold for m = p + 1. The characteristic polynomials for an s-step LMS are defined by
The first two accuracy conditions ((2) and m = 1 in (3)) are equivalent to ρ(1) = 0 and ρ
, then the accuracy conditions (2),(3) can be written as
where the exponent on L indicates repeated application of the operator and L 0 is the identity map. The LMS is stable if and only if all roots of ρ(z) have magnitude less than or equal to one and all roots with magnitude equal to one are simple [20] . It is A(θ)-stable if for all k ∈ C such that | arg(k) − π| < θ, all roots of the stability polynomial
have magnitude less than or equal to one and roots with magnitude equal to one are simple.
Backward differentiation formulas (BDFs) are a subclass of linear multistep formulas which are implicit and only evaluate the vector field at the final time point [20] . That is, b j = 0, 0 ≤ j < s. The constants a j , 0 ≤ j ≤ s, and b s are uniquely determined by the scaling condition a s = 1, and by the accuracy conditions (2),(3), for p = s. For example, the 3-step BDF is
The s-step BDF has order of accuracy s and is stable for s < 7 [20] . BDFs are especially useful for integrating stiff systems of ODEs, although that is not the reason we use them here. We label the s-step BDF constants a j , 0 ≤ j ≤ s, and b s as α j and β respectively.
We define here the (s + w)-step cumulative backward differentiation formula by adding the s-step BDF at w + 1 consecutive time points (w ≥ 0):
or, equivalently,
We call w the "accumulation index." (Note that the (s + 0)-step CBDF is the s-step BDF.) For example, the (3 + 1)-step CBDF is
CBDFs are simply another class of LMS formulas (in this case (s + w)-step) which have the properties that the vector field is evaluated at the last w time points with the same weighting factor, and only the first s and last s values of x are used. Specifically, if w ≥ s the (s + w)-step CBDF is independent of x n+k , s ≤ k ≤ w. From (5) and using the fact that the s-step BDF satisfies (2), the (s + w)-step CBDF can be written as
where
If w ≥ s we may rewrite (5) as
for n = 0, . . . , N − s − w. For example, the (3 + 4)-step CBDF is
Constants for the LMS formula (1) corresponding to various (s + w)-step CBDFs are given in Table 1 .
The (s + w)-step CBDF inherits the accuracy and stability properties from its generating BDF, that is, it has order of accuracy s and is stable for s < 7. In addition, the (s + w)-step CBDF is A(θ)-stable for the same θ as the s-step BDF. To establish these results, let ρ B (z) and σ B (z) be the characteristic polynomials for the s-step BDF. By construction, the corresponding polynomials for the (s + w)-step CBDF are Table 1 Constants for (s + w)-step CBDFs, s ≤ 6. The constants b j , s ≤ j ≤ s + w take the value β. Unspecified constants are zero.
, it follows that the roots of g(z) are the (w + 1)st roots of unity, excluding 1 itself. For s < 7, the roots of ρ B (z) are well known to be 1 and a set of roots with magnitude less than one, which can be verified by direct computation with a computer algebra package. This establishes stability of the CBDF. For A(θ)-stability, note that the stability polynomial for the (s + w)-step CBDF is simply g(z) times the corresponding polynomial for the s-step BDF. We conclude that the dependence of the magnitudes of the roots of the stability polynomial on k is the same for the (s + w)-step CBDF and the s-step BDF, hence they are both A(θ)-stable for the same θ. To establish accuracy, consider the conditions (4) and the fact that the s-step BDF satisfies these for p = s. The differential operator L obeys the usual product rule so, at z = 1, for fixed
and
We do not use CBDFs for numerical integration per se, that is to compute values of the variables at succeeding time points, but rather as a discretization of the ODE from which we wish to obtain information about the model parameters based on the observed variables. The advantage of CBDFs over BDFs for our purposes is the fact that they are in general relatively more sensitive to the model parameters than the preceding variable values, which we explain more fully in the next section.
If each x n+k , k = 0, . . . , s + w, is exactly equal to the true value of the solution x(t n+k ) for a given set of parameter values, then the magnitude of each component of the left side of (6) is the discretization error, E d , for that component, which is in general time dependent. Note that since the CBDF is implicit, that is, involves the term f n+s+w , E d is slightly different than the local truncation error of a linear multistep method. The latter is generally defined as the magnitude of the difference between the true value of the solution at the last time point and the value determined by exact equality of the LMS formula given that the previous x values are exact.
Range Reduction Algorithm
We now consider systems of ODEs dependent on parameters λ ∈ R m , where each parameter is initially specified as some range of values. For a system with q ODEs discretized into N + 1 equally spaced time points the total number of (s + w)-step CBDF formulas constraining the system is (N − s − w + 1)q. The number of steps, s, is fixed by the user. We alter the size of w (sometimes even using w = 0, that is, a regular BDF) depending on the monotonicity properties of the vector field, the current ranges of the parameters and variables, and the particular sensitivity we wish to achieve. For each CBDF that we use, we label the components of the left hand side of (6) as F i , 1 ≤ i ≤ q, and call all these functions the constraint functions. (We drop the subscript i if we wish to refer to any one of these components.) If the observed data are without error and if the model is an exact description of the natural phenomenon, then, in the limit as the step size, h, goes to zero, these functions F would all tend to zero when the correct values of the parameters are chosen. We assume that the data are collected at a constant frequency, 1/h, and we do not attempt to refine the step size in our range reduction algorithm. Thus even if the model is an exact description of the phenomenon and the parameter ranges are chosen perfectly, our constraint functions can only be expected to achieve magnitudes equal to the size of the discretization error, E d .
At the start of the algorithm the user supplies each parameter range with a width goal, which is the desired width of the reduced range for that parameter. The algorithm attempts to reduce the ranges of all parameters to somewhere between one half and one times their width goals, and will terminate if the ranges of all parameter ranges have achieved their goals. As indicated earlier, we deal with error in the observed data by replacing the observed variable values at each time point with ranges. Thus, each observed variable value at each time point could be considered like another parameter to the problem, albeit, one that only affects a small number of the constraint functions. The goals for the ranges of the observed variables are set equal to their initial widths since conceptually we are using the data to constrain the model parameters and not vice versa. However, if the ranges of the observed variables are initially set conservatively large, then it is possible that the constraint functions will impose some reduction in the ranges of the observed variables and smaller goals would be appropriate. If only a subset of the q variables are observed, then the unobserved variables could be assigned initial ranges sufficiently large to accommodate their possible values, and a smaller goal width. In this case we hope the algorithm will significantly reduce the ranges of the unobserved variables as well as those of the unknown system parameters.
The key feature we exploit is monotonicity of the constraint functions with respect to the parameters and variables. The primary advantage of CBDFs over other LMS formulas for our purpose is the fact that they maintain the monotonicity properties of the vector field with respect to the parameters. Since the vector field appears in the formula at w + 1 consecutive time points, each weighted by the same factor β, any monotonicity properties of f are inherited by F . For example, if f (x) = ax(1 − x) then f is monotone nondecreasing with respect to a provided 0 ≤ x ≤ 1. If the ranges of x n+s+k , 0 ≤ k ≤ w, are all within [0, 1], then F also inherits this monotonicity property.
From (6) and (7) it is immediately clear that F i is monotonic with respect to x n+k i , 0 ≤ k ≤ s − 1. Monotonicity with respect to x n+k j , s ≤ k ≤ s + w, 1 ≤ j ≤ q, and the model parameters depends on the right hand side of the ODE, f i . In the typical case, h is small and the x n+k i term will dominate the hβf i term so F i will usually be monotonic with respect to x n+k i , s ≤ k ≤ s+w. Monotonicity properties with respect to the parameters can often be improved by appropriate recombinations and scalings of the original parameters. For example, the ODE dx dt = ax(1 − x/K) could be recast as dx dt = ax − bx 2 , where b = a/K. Assume x is nonnegative and all parameters are positive. In the former formulation, f is monotone nondecreasing with K but the variation of f with a depends on whether x is larger than K (both of which are ranges). However, in the latter formulation f is monotonic nondecreasing with a and monotonic nonincreasing with b regardless of x. The price to pay for such recombinations is that, depending on their precise form, the initial ranges for the transformed parameters may be substantially larger than for the original ones. This is simply a result of the fact that the box in the transformed parameter space must fully contain the box in the original parameter space. 
or Table 2 Sum of the magnitude of the coefficients of x for CBDF formulas, s ≤ 6. * indicates all other values of w including w = 0.
so that the computation of F need only be done over the range of one variable, x 3 2 . Clearly if the variation of F over its range is primarily due to the variation of a, it will be relatively easy to find a value a * to allow reduction of a. Conversely, if variation of a only contributes a small amount to the variation of F then it is unlikely a will be able to be reduced. In particular, if we wish to reduce ranges of the parameters, we would like F to be more sensitive to these parameters than to the values of the variables. It is for this reason that we use CBDFs rather than simply BDFs when applying these box consistency conditions to the parameter ranges. For example, for the 3-step BDF, F involves the terms 2 11
x n − 9 11
as well as the term h(6/11)f n+3 . If all observations are subject to approximately the same observation error, E o , then the deviation of F away from ±E d due to the first set of terms could be as large as (40/11)E o (obtained by summing the magnitudes of the coefficients of x), which may be significantly larger than the variation in F due to a parameter inside f . However, using the (3 + 4)-step CBDF, (9), the variation in F due to a parameter in f is five times greater but the variation due to the observation errors in x is no larger than for the 3-step BDF. Indeed, as Table 2 shows, the sum of magnitudes of the coefficients of x in the (s + w)-step CBDF is identical to the s-step BDF when w is even or greater than s − 2, and is smaller when w is odd and less than s − 1. Conversely, when we are attempting to reduce the range of a variable, we apply the box consistency tests using w = 0 (i.e. the s-step BDF) since we expect the w = 0 case to be relatively more sensitive to the variable than when w is greater than zero.
If variable ranges are large and we wish to reduce them, we can apply a second test, known in interval analysis as "hull consistency". When attempting to solve g(x, y) − h(x) = 0 by interval methods, if h(x) is analytically invertible, then x = h −1 (g(x, y)), hence an update for the initial range x is given by , y) ). This update is beneficial typically when h varies more over x than g varies over x and y. (assuming f i depends on x i , if it does not then this test collapses to the box consistency tests discussed above). In many cases, the latter term will have less variation than x n+s and a hull consistency test with g(x n+s ) = x n+s can be applied to successfully reduce x n+s .
A rough outline of the algorithm is given below. As can be seen, the algorithm will terminate in one of three ways: if all parameter and variable goals are met, if the iteration count exceeds the maximum, or if progress in reducing the ranges is no longer being made.
For this algorithm, the user must supply three functions for the ODE model of interest,
The first function simply returns a q × q array of boolean values where row i column j indicates whether equation i depends on x j or not. This function is called just once in the algorithm. The second function determines monotonicity properties of f . It takes as input the equation number, the current time point, and the current parameter and variable ranges. The output indicates for each parameter whether f i at this time for these parameter and variable ranges is monotonic nondecreasing, monotonic nonincreasing, nonmonotonic, or independent of this parameter. This function is used in partitioning the time series into windows over which the monotonicity properties of f i are unchanged. Note that for time points where f i is nonmonotonic with respect to a parameter, we do no updating of ranges. This simplifies the computation of ranges for f i but means that f i should be cast in a form so that it will be monotonic with respect to the parameters at most time points in the series.
The third function calculates lower or upper values for g = f − ax. It takes as input the equation number, an indicator as to whether a lower or upper value for g i is desired, the current time point, the value of a for this time point, the parameter values which correspond to the desired value of g i , and the current variable ranges. It must determine the lower or upper value of g i based on the given parameter values and ranges of the variables. If g i is also monotonic with respect to the variables then this is easily coded, however, if the dependence on x is more complex the function needs to carefully determine the extreme value of g i for the given ranges of x.
One of the major sources of uncertainty is the value of the discretization error, E d . This value is essential in applying the range reduction criteria (10) . If E d is over-estimated, less range reduction will occur, while if it is under-estimated, there is the possibility of erroneous reduction of the range, when one of the bounds of the parameter or variable is moved past its true value so that the true value is no longer contained in the range. The discretization error is time dependent. Its magnitude is likely to vary significantly over the time series since we expect the time series to have some portions where the system is undergoing rapid change and other portions where the variables are changing slower, while the step size h is constant and fixed by the frequency of the experimental data measurements. Of course E d is reduced overall if the order of accuracy (s) is increased, but using larger step sizes does have the disadvantage of involving more variables in each constraint function which can result in less parameter range reduction if the variable ranges are large. Our current algorithm approximates E d by initially choosing a set of "typical" parameters (the midpoint of the current parameter ranges), and then using a Runge-Kutta 4/5 order algorithm to numerically integrate from x n for s + w time steps of size h, keeping track of the local truncation error, R. The integrated variable values are expanded to ranges by adding and subtracting R resulting in a set of "typical" variable ranges. The constraint function, F , is then evaluated at the typical parameter values and typical variable ranges to produce the range F and the discretization error is approximated as
The factor of 2 is an ad hoc adjustment which we found to be useful in helping prevent erroneous range reduction. Since the typical parameter values are likely somewhat distant from the true parameters, the integrated values of x will likely be considerably different from the recorded data. For this reason integration needs to be done for s+w steps starting at each time step, that is, we are essentially doing as much work as numerically integrating the system s+w times. If the parameter ranges are reduced so that the typical parameters are no longer within the parameter box, then a new set of "typical" parameters is chosen at the new midpoint of the ranges and the discretization error calculation is repeated. Although this means of estimating E d significantly increases the computation time, preliminary analysis indicates that simply setting E d to a pre-determined constant does not work well. Further investigation into the most efficient way of estimating E d is needed. We discuss this more in Section 5.
Examples
For both of the following models, a set of true parameter values was chosen and data were generated by integrating the system numerically via a Runge-Kutta 4/5 algorithm with absolute and relative error tolerances set at 10 −9 . The given noise level was added and subtracted from each data point producing the ranges for the observed variables.
Nonlinear, Damped, Forced Pendulum
The nonlinear pendulum of length L, mass m, and damping coefficient a which is exposed to a sinusoidal force of size b at frequency ω is governed by
where g is the gravitational constant. Suppose the parameters of the forcing function, b and ω are precisely known, as is g, and the task is to determine the intrinsic parameters L, m, and a from time series data. In the above form the right hand side of the second equation is generally not monotonic with respect to the parameters. We therefore define A = 1/L, B = a/m, and C = 1/mL so that the second equation is now
In this form, throughout most of the time series, the right hand side is monotonic with respect to the new parameters, A, B, and C. For example, monotonicity with respect to A only fails to hold at times where sin(x) spans zero. In contrast, in the original form, monotonicity with respect to L fails to hold at any time for which g sin(x) − b m sin(ωt) spans zero, an event which occurs much more regularly since m varies over its range.
The true parameters were chosen as L = 0.5, m = 0.6, a = 0.05, b = 1.4, ω = 2, g = 9.8, and the system was integrated for 100 seconds with a step size of h = 0.1 from an initial condition of [x, y] = [3, 0] . The noise level used in this example was 0.01 for x and 0.08 for y; thus we are assuming that the angle and angular velocity could be measured to within about ±0.57 degrees and ±4.6 degrees per second respectively. These noise levels are quite small; the upper and lower values of the ranges of the variables are indistinguishable at the scale of the time series shown in Figure 1 . For the unknown parameters, we used initial parameter ranges
which correspond to
With s = 2 and w = 5, the algorithm terminated due to lack of progress after four iterations at which point the parameter ranges had been reduced to We see that transforming to increase monotonicity properties was advantageous for most bounds but not all.
Suppose now that only the x coordinate is recorded and the y value (the angular velocity) is only known to lie within the range [−10, 10] rad/sec. Applying the algorithm (again with s = 2 and w = 5) in this case should produce much less reduction in the system parameters since much less information is available. Indeed, using the system with transformed parameters yielded final parameter ranges of These ranges are not as good as when y was an observed variable, however, the algorithm was very successful in reducing the ranges of y(t) as shown in Figure 2 . The standard deviation of both upper and lower bounds from the true values of y was 0.64. 
3D Predator-Prey
We analyzed a 3D predator-prey model with two competing prey species, x and y, and a single predator, z.
The true values of the parameters were chosen as
We generated the time series shown in Figure 3 using h = 0.05 for 0 ≤ t ≤ 40 (801 data points), and the initial condition [x(0), y(0), z(0)] = [3, 1, 2]. The noise level was again chosen small, 0.001, to see how the algorithm performs absent of complications due to noisy data. In this case, after some large transitory oscillations, the prey species x goes to extinction while the other two species approach positive equilibrium values, the predator, z, doing so faster than y. For this model, since the variables and parameters are nonnegative, the constraint functions, F , are clearly monotonic with respect to B, D, E, G, and H. Monotonicity with respect to A and C depends on the size of H(x + y). In this case however, we do not employ the trick mentioned earlier of defining new variables K = AH and L = CH to obtain monotonicity since this increases the number of parameters by one. It turns out that for our data and initial parameter ranges H(x + y) is nearly always less than one and so monotonicity with respect to A and C is already present.
In this example we wanted to see how the algorithm performed in a "real" situation where one might be expected to have fairly tight bounds on some parameters but wide ones for others, and where the true values are not necessarily near the centre of the original range. Ranges for the model parameters were generated as follows. For each parameter two uniformly random numbers were generated so that the low end of the parameter range was between 0 and 90% of the true value and the high end of the range was between 110 and 210% of the true value.
The results of running the algorithm on this data set with s = 3 and w = 16 are displayed in Figure 4 . As shown, substantial reductions in the parameter ranges were achieved by the algorithm, which terminated after 6 iterations due to lack of further progress. We tested the effect of varying the step size, s, and accumulation index, w, for this data. Figure 5 shows a plot of the summed distance between each of the bounds and the true parameter values (i.e. A − A true + · · · + H − H true , and similarly for the lower bound) as a function of w, for various values of s. As can be seen, for every value of s, the algorithm's performance improves substantially as w is increased from 1 to somewhere between 5 and 10. There is then a very wide range of w values for which the range reductions are nearly the same, just slowly getting worse until about w = 50, at which point the performance begins to rapidly get worse with increasing w. We believe that this deterioration of performance is a result of the fact that as the length of the entire window (w +s+1) increases, the discretization error, E d , also increases meaning that less range reduction is possible. Why the performance remains nearly optimal for a wide range of w values and then very rapidly deteriorates is less clear. It is possible that for this example, the period of the oscillations in the data is important; with h = 0.05 and w + s + 1 about 50, the entire window is including data over a time span of about 2.5 seconds which is nearly the period of the oscillations seen in Figure 3. Step sizes s = 2 and s = 3 gave the best range reductions over most of the range of w although, above about w = 70 distinction between step size is lost, even though at these values some of the parameter ranges were still being substantially reduced. The summed distance from the true values to the initial parameter range bounds were 13.8 (lower) and 9.8 (upper) . Running the algorithm with s = 1 resulted in a number of the parameter ranges being erroneously reduced so that the true parameter values were no longer within the ranges. This did not occur for s > 1. The erroneous range reduction in the case s = 1 is a result of E d being underestimated. For a fixed s as h → 0, the discretization error will tend to zero and so no matter what parameter values are used to estimate E d this estimate should be good. However, for finite h and as s decreases (order of accuracy decreases), E d will be larger and thus likely more sensitive to the parameter values used in its estimation. For this example, it appears that s = 1 with h = 0.05 yields a discretization error that varies too much over the parameter ranges so that using the midpoint of the ranges to estimate E d sometimes results in an underestimate of E d leading to erroneous range reduction. Figure 6 shows the reduction success for each parameter as a function of w for s = 3. This figure simply illustrates that the success of the algorithm for various values of w applies to all parameters in nearly the same way with the parameter H being the only parameter behaving differently. The very slow worsening of the success measure plotted in Figure 5 as w increases from about 10 to about 50 is seen here to be caused by the range of H getting larger while the other parameters' ranges remain the same. It is not clear why the parameter H is singled out in this way.
To determine the effect of the step size, h, on the algorithm's success, we applied the algorithm to this same model with s = 2 and various values of w, but with data recorded step sizes of h = 0.05, h = 0.075 and h = 0.1. Figure 7 shows the summed distance between each of the bounds and the true parameter values for these trials. From this figure it is clear that an increase in the step size causes smaller range reductions for low values of w, and decreases the range of w for which range reductions are nearly optimal. The cause for this is simply the fact that at larger step sizes E d is larger. It appears that exactly which CBDF is chosen for the box consistency tests is not so critical as long as w is chosen above about 5 and below the point at which the curves in this figure begin to rise. This point is dependent on h but, for reasonable step sizes, that is, step sizes small enough to capture the dynamics of the system, should be well above w = 10. (The transient spike in z at the start of the time series, Figure 3 , occurs within about 0.25 time units, so h = 0.1 is already quite large for this system.) 
Discussion
In the case where only a subset of the q variables are observed, the reduction of the ranges of the system parameters is expected to be substantially less than if all variables were observed. In particular, the ranges of the unobserved variables are reduced to the point where variation of that variable across its range causes a variation in the constraint function F by approximately the same amount as variation of the system parameters. For parameters that are only involved in the equations for the unobserved variables (as is the case in the nonlinear pendulum example given in the previous section) we expect little reduction in their ranges. Nonetheless, the information about the ranges of the unobserved variables could perhaps be utilized in different types of consistency tests. Further work along these lines is needed.
One of the primary difficulties with this algorithm is the issue of estimating the discretization error, E d . The algorithm which we have used estimates E d by performing separate numerical integrations of the system at a set of typical parameter values as outlined in Section 3. To limit the computational burden we re-use these discretization error estimates for as long as the typical parameters lie within the current parameter ranges. Nonetheless, the numerical integration substantially increases the running time of the algorithm. In addition, there is some question as to whether integrating the system using parameter values from the midpoint of the parameter box yields discretization error estimates that are reasonably close to the discretization error at the true parameter values, which is the quantity we are trying to estimate. We also tried simply setting E d to a constant value, but, for the examples discussed in the previous section, found that this yielded unsatisfactory results. It appears that in these examples at least, E d varies substantially with time, and some of the most useful range reductions occur at points where E d is relatively large. Thus if E d was set too small erroneous range reduction occurred while if it was set too large, points where E d is in fact very small could not contribute to the reduction process.
The algorithm terminates if over one iteration, the difference between all previous and current parameter value and variable value extremes is insufficiently large (which we have currently defined as 5% of the goal values, but the precise number is not important). This lack of progress is expected when more than two parameters are involved. Figure 8 shows the typical location of the region where a constraint function has magnitude less than E d when three parameters are involved. No further progress can be made since varying just one parameter over its range from either the low extreme or high extreme of F fails to make F cross through the region |F | < E d . Hopefully, when progress is halted, the parameter ranges are sufficiently small to allow for a good initial guess for the parameters as input to a nonlinear optimization algorithm for minimizing some measure (say least squares) of the distance between the observed data and numerical solutions of the model.
If the ranges of parameters and variables are deemed insufficiently small then several avenues to continue are possible. As is common in many interval arithmetic algorithms or in branch-and-bound global optimization algorithms, one could divide one or more of the parameter or variable ranges in two, thus splitting the parameter/variable box into two or more mutually exclusive boxes. The algorithm is then applied to each of the resulting subboxes and further box splitting is performed when progress again halts. The goal is to eliminate the boxes that do not contain the true parameters and sufficiently reduce the box that does contain them. This approach has two problems. First, even with a moderate number of parameters, combinatorial explosion in the number of boxes can be computational restrictive. Secondly, in order to eliminate boxes an adequate test for inconsistency must be determined. Conceptually, if the value of any constraint function F is greater in magnitude than E d over a box then that box cannot contain the true parameter/variable values. We are still left with the difficulties in estimating E d . In addition, this ignores any error in the model's form, that is, its adequacy in representing the observed phenomenon. In the absence of noise, if the model cannot exactly duplicate the data regardless of parameter values, then this inadequacy will manifest itself in nonzero contributions to F , quite possibly swamping the discretization error E d . It is possible that for a given desirable size for a parameter box that no box that size located anywhere in the original box would be consistent. Thus it is necessary to distinguish between inconsistency in the sense that the model's form is good but the given parameter box does not contain the true parameters, and inconsistency in the sense that the model's form is insufficiently descriptive of the data. Ideally we would like the splitting algorithm to eventually output the smallest possible parameter box which is consistent with the data. Then, the size of the final box would be reflective of (i) the noise in the data and (ii) the adequacy of the model form in describing the phenomenon.
We have found that using cumulative backward differentiation formulas in discretizing the system has allowed for significantly better range reduction than with simple backward differentiation formulas. These CBDFs inherit the monotonicity properties of the right hand sides of the differential equations with respect to the parameters, allowing for efficient computation of the ranges of the constraint functions. The algorithm we have presented here could be made more efficient and could be extended to deal with cases when progress is halted, as discussed above, however, even in its current form it has been able to substantially reduce a priori parameter ranges for the models and data we have analyzed. This method of applying consistency tests to CBDFs appears to be a good means of obtaining initial bounds on the parameters of an ODE model to allow for good initial guesses for the parameters to use as input to various nonlinear optimization algorithms for fitting the model to the data.
