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Abstract
We construct a flat (and fake-flat) 2-connection in the configuration space of n indistinguishable particles in
the complex plane, which categorifies the sl(2,C)-Knizhnik-Zamolodchikov connection obtained from the
adjoint representation of sl(2,C). This will be done by considering the adjoint categorical representation of
the string Lie 2-algebra and the notion of an infinitesimal 2-Yang-Baxter operator in a differential crossed
module. Specifically, we find an infinitesimal 2-Yang-Baxter operator in the string Lie 2-algebra, proving
that any (strict) categorical representation of the string Lie-2-algebra, in a chain-complex of vector spaces,
yields a flat and (fake flat) 2-connection in the configuration space, categorifying the sl(2,C)-Knizhnik-
Zamolodchikov connection. We will give very detailed explanation of all concepts involved, in particular
discussing the relevant theory of 2-connections and their two dimensional holonomy, in the specific case
of 2-groups derived from chain complexes of vector spaces.
Keywords: Higher Gauge Theory, two-dimensional holonomy, Categorification, crossed module, braid
group, braided surface, configuration spaces, Knizhnik-Zamolodchikov equations, Zamolodchikov tetra-
hedron equation, infinitesimal braid group relations, infinitesimal relations for braid cobordisms, categorical
representation.
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1 Introduction
Let I = [−1, 1]. Given a positive integer n, recall that a braid [17, 18, 37, 4], with n-strands is, by definition, a
neat embedding B of the manifold ⊔n
i=1
I into C × I (where C is the complex plane) such that the projection
on the last variable (which unusually we take to be the horizontal one) is monotone. Moreover, we suppose
that B∩ (C× {±1}) = {1, . . . , n} × {0} × {±1}. Two braids B and B′ are said to be isotopic (or equivalent) if there
exists a level preserving (with respect to the last variable) isotopy of C× I , relative to the boundary of C× I,
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sending B to B′. Isotopy classes of braids with n-strands form a group, the Artin braid group Bn, where two
braids B and B′ are multiplied, defining BB′, by putting B′ on the right hand side of B.
Isotopy classes of braids are, canonically, in one-to-one correspondencewith elements of the fundamental
group of the manifoldC(n)/Sn, the configuration space of n indistinguishable particles in the complex plane.
In fact Bn  π1(C(n)/Sn), as groups. Here:
C(n) = {(z1, . . . , zn) ∈ C
n : i , j =⇒ zi , z j}
is the configuration space of n distinguishable particles in the complex plane, with the obvious (properly
discontinuous) action of the symmetric group Sn by diffeomorphisms.
Consider a vector bundle, with typical fibre V, over the configuration space C(n)/Sn, with a connection.
If the connection is flat, then the holonomy of it (which in this case is invariant under homotopy) will yield a
homomorphismBn  π1(C(n)/Sn)
H
−→ GL(V), where GL(V) is the Lie group of invertible linear mapsV → V.
An example of this is given by the well known Knizhnik-Zamolodchikov connection [39, 15, 40, 37]. Let us
explain its construction. Choose a Lie algebra g and a symmetric tensor r =
∑
i xi ⊗ yi ∈ g ⊗ g such that the
following relation, called the 4-term relation, is satisfied:
[r12 + r13, r23] = 0. (1)
Explicitly (1) means that in g ⊗ g ⊗ gwe have:∑
i, j
xi ⊗ [yi, x j] ⊗ y j + xi ⊗ x j ⊗ [yi, y j] = 0.
Such element r ∈ g ⊗ gwill be called an infinitesimal Yang-Baxter operator (or infinitesimal R-matrix) in g.
Let ρ : g→ gl(V) be a Lie algebra representation of g in the vector space V. Here gl(V) is the Lie-algebra
of linear maps V → V, with the usual commutator [ f , g] = f g − g f . Denote the tensor product V ⊗ . . . ⊗ V
of V with itself n times as V⊗n. Consider the trivial vector bundle C(n) × V⊗n. Given 1 ≤ a < b ≤ n, define a
linear map φ
ρ
ab(r) : V
⊗n → V⊗n (called insertion map) as:
φ¯
ρ
ab
(r)(v1 ⊗ . . . ⊗ va ⊗ . . . ⊗ vb ⊗ . . . ⊗ vn) =
∑
i
v1 ⊗ . . . ⊗ xi ⊲ va ⊗ . . . ⊗ yi ⊲ vb ⊗ . . . ⊗ vn, (2)
where ρ(X)(v) = X ⊲ v, for v ∈ V and X ∈ g. We therefore inserted (ρ ⊗ ρ)(r) in the positions a and b of V⊗n.
The Knizhnik-Zamolodchikov connection is given by the following gl(V⊗n)-valued 1-form in the config-
uration space C(n):
A =
h
2πi
∑
1≤a<b≤n
ωabφ¯
ρ
ab
(r), (3)
where
ωab =
dza − dzb
za − zb
.
This connection appeared originally in the context of conformal field theory [39], and while calculat-
ing Chern-Simons path integrals [50]; see also the reference [42]. It follows easily that the Knizhnik-
Zamolodchikov connection is flat, by using the 4-term relation (1); see for example [15, 37, 41].
We have obvious left actions of Sn on C(n) and on V
⊗n. Clearly, the product action of Sn on C(n) × V
⊗n
is an action by vector bundle maps, so we can consider the quotient vector bundle (C(n) × V⊗n)/Sn, over
the configuration space C(n)/Sn; see [41]. Since the Knizhnik-Zamolodchikov connection is invariant under
this action, we have a quotient Knizhnik-Zamolodchikov connection, also called A, in the vector bundle
(C(n) × V⊗n)/Sn.
There is a standard way to find tensors r ∈ g ⊗ g satisfying the 4-term relation: consider a g-invariant
non-degenerate symmetric bilinear form 〈, 〉 in g. Let {xi} be a basis of g. Let {yi} be the dual basis of g∗,
identified with g by using the bilinear form 〈, 〉. Then r =
∑
i xi ⊗ yi is symmetric and g-invariant, namely:
[∆(X), r] = 0, for each X ∈ g, inU(g) ⊗U(g) ; (4)
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whereU(g) is the universal enveloping algebra of g, with the usual co-product∆ : U(g)→U(g)⊗U(g).From
(4) we can easily see [15, 23, 37] that r satisfies the 4-term relation (1), thus r is an infinitesimal Yang-Baxter
operator in g. Relation (4), in other words the g-invariance of a tensor r ∈ g ⊗ g, is not implied by the 4-term
relation (1). A symmetric g-invariant tensor r ∈ g ⊗ g will be called an infinitesimal braiding [37] in g.
Given a semisimple Lie algebra g, let r be the infinitesimal Yang-Baxter operator coming from the
Cartan-Killing form in g, a g-invariant, symmetric, non-degenerate, bilinear form. In the particular case of
sl(2,C) = sl2, with the standard generators {e−1, e0, e1}, satisfying the commutation relations:
[e0, e−1] = − e−1 , [e−1, e1] = 2e0 , [e0, e1] = e1 ,
the associated infinitesimal Yang-Baxter operator has the form:
r = 2 e−1 ⊗ e1 + 2 e1 ⊗ e−1 − 4 e0 ⊗ e0 . (5)
Given a finite dimensional representation ρ of g, the representation of the braid group constructed via the
holonomy of the Knizhnik-Zamolodchikov connection defined from r and ρ, see (3), is equivalent to the
representation of the braid group coming from the R-matrix of the quantum group Uh(g), considering the
representation ρh of Uh(g) which quantizes ρ. This beautiful result is due to Kohno [41]; see also [37, 25].
The holonomy of the Knizhnik-Zamolodchikov connection does not immediately yield invariants of
links in S3, given that the forms ωab explode at maximal and minimal points. However, there exist well
defined regularisation methods for the holonomy at the extreme points, albeit forcing us to introduce knot
framings. For this see [2, 43], in the identical case of the Kontsevich integral, also defined from the holonomy
of a universal Knizhnik-Zamolodchikov connection. This construction gives knot invariants which coincide
with the usual quantum group knot invariants; see [37, 26].
This paper, which is a sequel of [24] and solves one of its main open problems, has the objective of
addressing how to extend this holonomy approach for defining invariants of braids to the case of braided
surfaces. A (simple) braided surface B
S
−→ B′ [22] (which is called a braid cobordism in [38]), connecting the
braids B and B′, both being embedded 1-manifolds in C × I, and not considered to be up to isotopy, is a
2-manifold with corners S, neatly embedded in C × I × I, defining an embedded cobordism between B and
B′. One also requires that the projection of S onto {0}× I2 is a simple branched cover, with a finite number of
branch points, andmoreover that the restriction of S toC×{±1}× Idoes not depend on the last variable. Two
braided surfaces B
S1
−→ B′ and B
S2
−→ B′ are said to be equivalent if they are isotopic, relative to the boundary
of C × I × I. There exists a (non-strict) monoidal category whose objects are the braids with n-strands (not
considered to be up to isotopy), the morphisms B → B′ are the braided surfaces S connecting the braids B
and B′, up to isotopy, with the obvious vertical composition, and the tensor product (B1
S1
−→ B′
1
)⊗ (B2
S2
−→ B′2)
is given by the obvious horizontal juxtaposition B1B2
S1S2
−−−→ B′
1
B′2.
A braided surface B
S
−→ B′, without branch points, defines a map S′ : I2 → C(n)/Sn, [22, 1.6], restricting
to B : I → C(n)/Sn and to B′ : I → C(n)/Sn on the top and bottom of I2, with S′ being constant on the left
and right sides of I2. If S has branch points, then S′ is defined on I2 minus the set of branch points of the
projection of S onto {0} × I2. In each branch point S′ has a very particular type of singularities; see [24].
LetM be a smooth manifold. The theory of Lie 2-group 2-connections overMwas initiated in [19, 5, 12,
13]; see also the excellent review [9]. Their (in general non-abelian) two-dimensional (surface) holonomy
was addressed in [12, 13, 47, 48]; see also [30, 31, 32]. We will always see a strict Lie 2-group [10, 21, 16]
as being represented by its associated Lie crossed module (β : H → G, ⊲), where G and H are Lie groups
and ⊲ is a smooth left action of G on H by automorphisms, satisfying the well known Peiffer relations,
[21]. Analogously, we will always consider, instead of a strict Lie 2-algebra [7, 6], its associated differential
crossedmoduleG = (β : h→ g, ⊲), where g and h are Lie algebras and ⊲ is a left action of g on h by derivations.
These are to satisfy the following natural compatibility conditions, called Peiffer relations:
∂(u) ⊲ v = [u, v] and ∂(X ⊲ v) = [X, ∂(v)] , ∀u, v ∈ h ,∀X ∈ g. (6)
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Let us briefly explain the (local) differential geometry of 2-connections and their two-dimensional holon-
omy, in the particular case when the underlying Lie 2-group is obtained from a chain complex of vector
spaces V; [7, 10, 36, 32, 29, 24]. We will provide full definitions and detailed calculations in this paper.
We will not make use of the general theory of 2-vector bundles, since everything we use can be presented
locally, and the natural global setting for the examples we present fits nicely inside the theory of vector
bundles whose typical fibre is a chain-complex of vector spaces (differential graded vector bundles [1]).
Let V be a chain complex of vector spaces. Let Aut(V) be the 2-category, with a single object, whose
1-morphisms are the (degree 0) chain-maps f : V → V, with composition (in the reverse order) as hori-
zontal composition. Given chain maps f , f ′ : V → V, the 2-morphisms f
s
=⇒ f ′ in Aut(V) are given by
(equivalence classes of) the usual chain complex homotopies (degree-1 maps s : V → V), connecting f and
f ′, with sum as vertical composition. The whiskerings of homotopies with chain maps are given by the
obvious compositions of (degree 0 and degree 1) maps V → V, rendering two distinct possible horizontal
compositions of homotopies. In order that these coincide, so that the interchange law for 2-categories holds,
we must consider homotopies s : V → V up to 2-fold homotopy.
From the chain complex of vector spaces Vwe also derive a differential crossed module:
gl(V) = (β : gl1(V)→ gl0(V), ⊲),
where gl0(V) is the Lie algebra of (degree 0) chain-maps, with the usual commutator defining the Lie algebra
structure, and the underlying vector space of gl1(V) is the vector space of degree 1mapsV→ V (homotopies)
up to 2-fold homotopy, with a certain natural bracket. Of course β(s) = s∂ + ∂s, for s ∈ gl1(V), where ∂ is the
boundary map in V.
A (fake-flat) local 2-connection (A,B) in the manifoldM is given by a gl0(V)-valued 1-form A inM and a
gl1(V)-valued 2-form B inM, such that β(B) = FA = dA+
1
2A∧A, the curvature of A. A local 2-connection can
be integrated to define a 2-dimensional holonomy H = (H1,H2). Explicitly, if γ : [0, 1] → M is a piecewise
smooth path we have a chain map H1(γ) : V→ V; if Γ : [0, 1]2 →M is a piecewise smooth homotopy γ→ γ′
(relative to the end-points) connecting the paths γ and γ′, called a 2-path, then we have a chain complex
homotopy (up to 2-fold homotopy) H2(Γ) connecting the chain maps H1(γ) and H1(γ′). These holonomy
maps, particular cases of constructions in [1, 13, 48, 32], preserve horizontal and vertical compositions of
2-paths, and of course the composition of paths. Moreover, if the pair (A,B) is 2-flat, meaning that the
2-curvature 3-tensorM = dB + A ∧⊲ B vanishes, the two dimensional holonomy H2(Γ) depends only on the
homotopy class, relative to the boundary, of Γ : [0, 1]2 →M.
Therefore, if we construct a 2-flat 2-connection (A,B) in the configuration space C(n)/Sn, the holonomy
of it will define an invariant of braid-cobordisms S, without branch points, by considering the two dimen-
sional holonomy of the associated maps S′ : [0, 1]2 → C(n)/Sn. In particular, this renders a solution of the
Zamolodchikov tetrahedron equation [7], albeit in a weak (i.e. bicategorical) sense. An important open
problem is whether (for the example given in this article) this two dimensional holonomy is convergent, or
for the least can be regularised, in the case when the braid cobordisms have branch points, in which case
we need to compute the holonomy of a map S′ : [0, 1]2 \ β(S) → C(n)/Sn, where β(S) is the (finite) set of
branch points of S, in which S′ has a very particular kind of singularities. This would permit us to have a
full fledged invariant of braid cobordisms.
Consider a chain complex V and a positive integer n. Consider also a family of chain maps tab : V
⊗ n →
V⊗n, where a, b are distinct elements of {1, . . . , n}, as well as chain homotopies (up to 2-fold homotopy) Kabc
of V⊗ n, where a, b, c are distinct elements of {1, . . . , n}. Here ⊗ denotes the usual tensor product of chain
complexes. In [24], we found necessary and sufficient conditions for a local 2-connection (A,B) in C(n), of
the form:
A =
∑
1≤a<b≤n
ωabtab , B =
∑
1≤a<b<c≤n
ωba ∧ ωac Kbac + ωab ∧ ωbc Kabc (7)
to be flat and also so that its 2-dimensional holonomy descend to the quotient C(n)/Sn (which yields the
obvious Sn-covariance condition); see Theorem 23 below. An efficient way to construct data like this
is to consider infinitesimal 2-Yang-Baxter operators (which we will also call infinitesimal 2-R-matrices)
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in a differential crossed module G = (β : h → g, ⊲). These are pairs (r,P), where r ∈ g ⊗ g and P lives
in U
(3)
, satisfying further properties. Here U
(3)
is the degree 1 component of the chain complex tensor
product (β : h → g)⊗ (β : h → g)⊗ (β : h → g), modulo the images of the boundary map from the degree-2
component of it. Therefore U
(3)
naturally maps to g ⊗ g ⊗ g, through a map β′. Suppose we are given a
categorical representation ρ of G in the chain complex V, in other words a differential crossed module map
ρ : G→ gl(V), [24]. Put, see (2):
A =
∑
1≤a<b≤n
ωab φ¯
ρ
ab
(r) , B =
∑
1≤a<b<c≤n
ωba ∧ ωac φ¯
ρ
bac
(P) + ωab ∧ ωbc φ¯
ρ
abc
(P) . (8)
In order that (A,B) be a flat local 2-connection, and that it is, moreover, Sn, covariant, (r,P) should satisfy
(prior or after applying the categorical representation ρ) the following set of equations, categorifying the
4-term relation (1):
r12 = r21
β′(P) = [r12 + r13, r23]
r14 ⊲ (P213 + P234) + (r12 + r23 + r24) ⊲ P314 − (r13 + r34) ⊲ P214 = 0
r23 ⊲ (P214 + P314) − r14 ⊲ (P423 + P123) = 0
P123 + P231 + P312 = 0
P123 = P132
(9)
In such a case, the pair (A,B) will be called a Knizhnik-Zamolodchikov 2-connection. The above conditions,
whichwe discuss in detail here, definewhat we call an infinitesimal 2-Yang-Baxter operator, or infinitesimal
2-R-matrix, (r,P) in G, free or eventually with respect to a categorical representation ρ of G, see definitions
26 and 28. Relations (9) where used in [24] to define the differential crossed module of horizontal 2-chord
diagrams. In this paper we will construct a non-trivial representation of these relations by defining an
infinitesimal 2-Yang-Baxter operator in the string Lie-2-algebra. For the time being, we note that given any
Lie algebra g and any symmetric tensor r ∈ g ⊗ g, if we put P = [r12 + r13, r23], then relations (9) are satisfied
by (r,P), in g⊗4, where ⊲ is in this case the adjoint action of g on g. This essential fact was proven in [24].
Let G = (∂ : h→ g, ⊲) be a differential crossed module. Thus g acts on h by derivations, and it is easy to
see, by the crossed modules rules (6), that ⊲ descends to a Lie algebra representation of π1(G)  coker(∂) on
π2(G)  ker(G). Similarly to the group crossed module case, treated in [20, 45], we can in addition derive
fromG a Lie algebra cohomology class, the k-invariant [27], k3(G) ∈ H3(π1(G), π2(G)). Reciprocally [33, 50],
any Lie algebra cohomology class ω ∈ H3(k, a) can be induced from a differential crossed module G, with
π1(G)  k and π2(G) = a, and we say that G geometrically realises ω. Two crossed modules have the same
k-invariant if, and only if, they are weak equivalent, in the model category of differential crossed modules,
or, what is the same, if they are equivalent in the larger category of (not-necessarily strict) Lie 2-algebras [7].
Let g be a simple Lie algebra, acting in C trivially. The vector space H3(g,C) is one dimensional and
generated by the cocyle ω : g ∧ g ∧ g → C, such that ω(X,Y,Z) = 〈[X,Y],Z〉, where 〈, 〉 denotes the Cartan-
Killing form. The string Lie 2-algebra is, by definition, a differential crossed module geometrically realising
this cohomology class for the case of sl2; it is therefore defined only up to weak equivalence.
Explicit realisations of the string Lie 2-algebra appear in [8] and [49]. The realisation appearing in [49] is
completely algebraic, therefore fitting nicely in the framework of this article. Let us sketch this construction.
The differential crossed module String associated to the string Lie 2-algebra (the string differential crossed
module) has the form String = (∂ : F0 → F1 ⋊α sl2, ⊲), where F0 is the sl2-module of formal power series
in C, and F1 is the sl2-module of formal differential forms in C. Here sl2 acts on F0 and F1 through Lie
derivatives, via a natural inclusion of sl2 into the Lie algebra of formal vector fields in C. Both F0 and F1 are
to be seen as being abelian Lie algebras. Finally F1 ⋊α sl2 denotes a semidirect product, twisted by a certain
Lie algebra 2-cocycle α : sl2 ∧ sl2 → F1. The string differential crossed module can be embedded into the
exact sequence:
{0} → C
i
−→ F0
∂
−→ F1 ⋊α sl2
π
−→ sl2 → {0}. (10)
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Here ∂ = (d, 0), where d denotes the formal de Rham differential.
Despite the fact that F0 is abelian, the differential crossed module associated to the underlying complex
String = (F0
∂
−→ F1 ⋊α sl2) of String ( the relevant one at the level of 2-dimensional holonomy), namely:
gl(F0 ∂−→ F1 ⋊α sl2) =
(
β : gl1(F0
∂
−→ F1 ⋊α sl2)→ gl
0(F0
∂
−→ F1 ⋊α sl2), ⊲
)
(11)
is a differential crossed module of non-abelian Lie algebras. For instance, given two homotopies s, t : F1 ⋊α
sl2 → F0, both of which are elements of gl
1(F0
∂
−→ F1 ⋊α sl2), their commutator is:
{s, t} = s ◦ ∂ ◦ t − t ◦ ∂ ◦ s,
which is clearly non-zero in general.
LetG = (∂ : h→ g, ⊲) be any differential crossedmodule. There exists a natural categorical representation
ρ = (ρ1, ρ0) : G → gl(G) of G in its underlying complex G = (∂ : h → g), called the adjoint categorical
representation of G. For the case of Lie crossed modules this appeared in [51]. Specifically, any element
X ∈ g is sent to the chain map ρ0
X
: G→ G, with:
h × g ∋ (v,Y)
ρ0
X
7−→
(
X ⊲ v, [X,Y]
)
∈ h × g,
and each element v ∈ h is sent to the chain homotopy ρ1v of G, with:
g ∋ X
ρ1v
7−→ −X ⊲ v ∈ h.
In particular a g-invariant element v ∈ h is always sent to the null homotopy.
Let us now go back to the string differential crossed module String = (∂ : F0 −→ F1 ⋊α sl2, ⊲). Looking
at the exact sequence (10), let us try to find an infinitesimal 2-Yang-Baxter operator (r¯,P) inString, such that
(π ⊗ π)(r¯) = r, where r is the infinitesimal Yang-Baxter operator in sl2; see (5). Let r be the obvious lift of r to
(F1 ⋊α sl2) ⊗ (F1 ⋊α sl2). Explicitly:
r = 2 (0, e1) ⊗ (0, e−1) + 2 (0, e−1) ⊗ (0, e1) − 4 (0, e0) ⊗ (0, e0) =
∑
i
si ⊗ ti ∈ (F1 ⋊α sl2) ⊗ (F1 ⋊α sl2) .
Unlike r, the tensor r does not satisfy the 4-term relations (1). However, since r is an infinitesimal Yang-
Baxter operator, the exactness of (10) implies, since π([r¯12 + r¯13, r¯23]) = [r12 + r13.r23] = 0, that [r¯12 + r¯13, r¯23] is
in the image of ∂′ : U
(3)
→ (F1 ⋊α sl2)
⊗3. Let P0 be the most obvious lift of [r¯12 + r¯13, r¯23] to U
(3)
. Explicitly:
P0 = 16
(
(0, e−1) ⊗ (0, e0) ⊗ x + (0, e−1) ⊗ x ⊗ (0, e0) − (0, e0) ⊗ x ⊗ (0, e−1) − (0, e0) ⊗ (0, e−1) ⊗ x
)
∈ U
(3)
. (12)
Let also (where, if c ∈ C, the constant polynomial with value c is denoted by cF0):
C =
∑
i
2F0 ⊗ si ⊗ ti −
∑
i
si ⊗ ti ⊗ 1F0 −
∑
i
si ⊗ 1F0 ⊗ ti ∈ U
(3)
. (13)
The main result of this paper (Theorem 44) states that relations (9) are satisfied by (r,P) = (r,P0 + 4C).
Therefore (r,P) is a free infinitesimal 2-Yang-Baxter operator in the string differential crossed module.
It is also remarkable, and essentially follows from the fact that, in String = (∂ : F0 −→ F1 ⋊α sl2, ⊲), the
kernel ker(∂) of ∂ is (F1 ⋊α sl2)-invariant, that the pair (r,P0) is an infinitesimal 2-Yang-Baxter operator in the
string differential crossed module, with respect to the adjoint categorical representation of it; Theorem 36.
However the same is also true for (r,Q), where Q is any inverse image, in U
(3)
, of the tensor [r¯12 + r¯13, r¯23];
Remark 37.
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Since (π ⊗ π)(r) = r, where r ∈ sl2 ⊗ sl2 is the usual infinitesimal Yang-Baxter operator of sl2, given a
positive integer n, we therefore have a lift of the Uh(sl2) representation of the braid group in sl
⊗n
2 to be an
invariant of braid cobordisms, without branchpoints. The non-trivial part of the twodimensional holonomy
will essentially live in the homology group:
Kn = H1
(
HOM
(
String⊗n,String⊗ n
) )
.
Here String = (∂ : F0 → F1 ⋊a sl2) is the underlying complex of the string differential crossed module, ⊗
denotes the tensor product of chain-complexes, and given chain complexes V and V′,HOM(V,V′) denotes
the hom-chain complex. Clearly K1 is the vector space hom(sl2,C) of linear maps sl2 → C. Since String is a
complex of vector spaces with finite dimensional cohomology groups, [25, 10.24], we deduce
Kn ⊃ hom(sl2,C) ⊗ hom(sl2, sl2) ⊗ . . . ⊗ hom(sl2, sl2) ⊕ cyclic permutations.
To get a full fledged invariant of braid cobordisms from the holonomy of the Knizhnik-Zamolodchikov
2-connection derived from (r,P), we need to investigate whether the integrals defining the two-dimensional
holonomy of a general (possiblywith branchpoints) braid cobordism S converge or not, or for the least find a
regularisation process. Recall that braid cobordisms S yield in general, rather than a map S′ : [0, 1]2 → C(n),
a map S′ : [0, 1]2 \ β(S) → C(n), where β(S) is the set of branch points of S, which are points where S′ has
a very particular type of singularities, [24]. We expect to address this very important issue in a future
publication. The case of loop braids, defined in [14], is a very promising one, since the singularities of the
maps to the configuration space are of the simplest type in this case. Independent of this, we conjecture
that a braidedmonoidal bicategory [11, 35] can be derived from the framework developed in this paper and
[24], by making use of categorified Drinfeld associators, through a holonomy construction similar to [37,
chapters XIX and XX], [26] and [2, 43].
Let g be a Lie algebra. Let r ∈ g⊗ g be a symmetric tensor. As mentioned before, the 4-term relation (1) is
implied by the much stronger g-invariance condition (4). In the latter case, the holonomy of the Knizhnik-
Zamolodchikov connection A of (3) is not only a braid-group representation, but also all holonomy maps
are g-module intertwiners. For this reason, it is natural to address the categorification of the g-invariance
condition (4), in the realm of a differential crossed module G with π1(G) = g. This can be accomplished by
making use of the 2-category of weak categorical representations of the differential crossed moduleG, their
weak intertwiners, and 2-intertwiners connecting them; see [28, 16] for the case of crossedmodules of groups.
In such a framework, the pair (r,P) should induce aweak intertwinerG⊗G→ G⊗G, whereG is the adjoint
categorical representation of G and ⊗ denotes the tensor product of categorical representations, defined in
[24]. If an infinitesimal 2-Yang-Baxter operator (r,P) in G satisfies this quasi-invariance property, then the
1-dimensional and 2-dimensional holonomies of the associated Knizhnik-Zamolodchikov 2-connectionwill
be weak 1- and 2-intertwiners for categorical representations of G. This framework will be fully developed
in a future publication.
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2 Preliminaries
Note: Given morphisms f : A→ B and g : B→ C, of chain complexes or of vector spaces, their composition
is written as g◦ f or as g f . Wewill often not distinguish a chain-complex of vector spaces from its underlying
Z-graded vector space. A chain map of chain complexes will always mean a degree 0 chain map.
2.1 Differential and Lie crossed modules
A differential crossed module G = (β : h → g, ⊲), see [6, 7], is given by a Lie algebra map β : h → g together
with a left action ⊲ of g on h by Lie algebra derivations, such that the following conditions (called Peiffer
relations) hold for each X ∈ g and each v,w ∈ h:
1. β(X ⊲ v) = [X, β(v)]
2. β(v) ⊲ w = [v,w]
The fact that ⊲ is a Lie algebra action of g on h by derivations means that the map
g × h ∋ (X, v) 7→ X ⊲ v ∈ h
is bilinear, and, moreover, that for each X,Y ∈ g and u, v ∈ h :
1. X ⊲ [u, v] = [X ⊲ u, v] + [u,X ⊲ v]
2. [X,Y] ⊲ u = X ⊲ (Y ⊲ u) − Y ⊲ (X ⊲ v)
A morphism f = (ψ : h → h′, φ : g → g′) between the differential crossed modules G = (β : h → g, ⊲) and
G′ = (β′ : h′ → g′, ⊲′) is given by Lie algebras maps ψ : h→ h′ and φ : g→ g′ making the following diagram
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commutative:
h
β
−−−−−→ g
ψ
y yφ
h′
β′
−−−−−→ g′
,
and such that for each v ∈ h and X ∈ g we have:
ψ(X ⊲ v) = φ(X) ⊲′ ψ(v).
It is a well known fact that the category of differential crossed modules is equivalent to the category of strict
Lie 2-algebras and strict maps. For details on this construction see [6, 7, 10], and [21] for the case of crossed
modules of groups.
A Lie crossed module G = (β : H → G, ⊲) is given by a Lie group map β : H → G and a smooth action of
G on H by automorphisms, such that the following relations (called Peiffer relations) hold for each g ∈ G
and h, h′ ∈ H:
1. β(g ⊲ h) = β(g)hβ(g)−1
2. β(h) ⊲ h′ = hh′h−1.
Morphisms of Lie crossed modules are defined in the obvious way.
Passing from Lie groups to Lie algebras yields a functor from the category of Lie crossed modules to the
category of differential crossedmodules. StandardLie theory tells us that any differential crossedmodule of
finite dimensional Lie algebras is the differential crossedmodule associated to a unique (up to isomorphism)
Lie crossed module of simply connected groups.
2.2 Differential crossed modules from chain-complexes of vector spaces
This will be our most fundamental example of a differential crossed module. Let
V =
{
. . .
∂
−→ Vi
∂
−→ Vi−1
∂
−→ . . .
}
i∈Z
be a chain complex of vector spaces. We can define out of it a differential crossed module:
gl(V) =
(
β : gl1(V)→ gl0(V), ⊲
)
.
Let us explain the construction of this [7, 36, 29, 32]. The Lie algebra (gl0(V), { , }) is given by all chain maps
f : V → V with Lie bracket { , } given by the usual commutator of chain maps:
{ f , g} = [ f , g] = f g − g f , for each f , g ∈ gl0(V).
Here a chain map f : V → V is given by a sequence of linear maps f : Vi → Vi satisfying the following
compatibility condition with the boundary maps:
fi∂ = ∂ fi+1 , ∀i ∈ Z.
Note that we only consider chain-maps of degree 0.
The underlying vector space of the Lie algebra (gl1(V), { , }) is a quotient of the vector space Hom1(V) of
degree 1 maps (homotopies) s : V → V. In other words Hom1(V) is given by all sequences of linear maps
s = (si : Vi → Vi+1)i∈Z, without any compatibility relation with the boundary maps ∂. There exists a linear
map β : Hom1(V)→ gl0(V), where
β(s) = ∂s + s∂.
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Two chain maps f and f ′ are said to be homotopic if there exists a homotopy s such that
f ′ = f + β(s).
If two chain maps f and g are homotopic to the null chain map through homotopies s and t, i.e. β(s) = f
and β(t) = g, then their commutator { f , g} is homotopic to zero. In fact:
{ f , g} = [s∂ + ∂s, t∂ + ∂t]
= s∂t∂ + ∂st∂ + ∂s∂t − t∂s∂ − ∂ts∂ − ∂t∂s
= β(s∂t + st∂ − t∂s − ts∂) = β(s∂t + ∂st − t∂s − ∂ts)
This calculation induces two Lie algebra structures in Hom1(V), both of them satisfying that the map
β : Hom1(V)→ gl0(V) is a Lie algebra morphism. These are:
{s, t}l = s∂t + st∂ − t∂s − ts∂ ,
{s, t}r = s∂t + ∂st − t∂s − ∂ts .
The antisymmetry of these bilinear maps is immediate. The Jacobi identity follows from an explicit calcu-
lation, which we leave to the reader (and recommend the reader to perform).
There are actions by derivations of gl0(V) on both (Hom1(V), {, }l) and (Hom
1(V), {, }r) . They both have
the form:
f ⊲ s = f s − s f , where s ∈ Hom1(V) and f ∈ gl0(V).
That this is a Lie algebra representation is straightforward. That the map s 7→ f ⊲ s is always a derivation
for {, }l and {, }r follows from an explicit calculation, which we urge the reader to perform by him/her-self.
The fact that f is a chain-map (that is: f∂ = ∂ f ) has a primary role here.
Lemma 1. For each f ∈ gl0(V) and each s, t ∈ Hom1(V) we have:
1. β( f ⊲ s) = { f , β(s)}.
2. β(t) ⊲ s = {t, s}l − ts∂ + ∂ts
3. β(t) ⊲ s = {t, s}r − st∂ + ∂st.
Again the proof is straightforward. Therefore we have almost defined two differential crossed modules
(β : Hom1(V)→ gl0(V), ⊲), one for each Lie algebra structure {, }l and {, }r in Hom
1(V), except that the second
Peiffer identity only holds up to 2-fold homotopy. Indeed, let Hom2(V) be the space of degree 2maps V → V
and consider the usual map β : Hom2(V)→ Hom1(V) with
β(a) = ∂a − a∂, for each a ∈ Hom2(V). (14)
Notice β2 = 0, thus β : Hom1(V)→ gl0(V) descends to a map (also called β) from the vector space quotient
gl1(V) =
Hom1(V)
β(Hom2(V))
into gl0(V).
Lemma 2. The vector subspace β(Hom2(V)) ⊂ Hom1(V) is a Lie algebra ideal both for {, }l and {, }r. Moreover
β(Hom2(V)) is invariant under the action of gl0(V). In particular the Lie brackets {, }l and {, }r both descend to the
quotient gl1(V) = Hom1(V)/β(Hom2(V)), defining the same Lie algebra structure in gl1(V) (whose Lie bracket we
denote by {, }). Finally, the action ⊲ descends to an action of gl0(V) on gl1(V) by derivations.
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Proof. We compute, for a ∈ Hom2(V) and s ∈ Hom1(V):
{β(a), s}l = {∂a − a∂, s}l = ∂a∂s + ∂as∂ − a∂s∂ = β(a∂s + as∂)
and
{β(a), s}r = {∂a − a∂, s}r = −∂s∂a + ∂sa∂ + s∂a∂ = β(sa∂ − s∂a) ,
which proves the first assertion. The second assertion follows from the calculation (here f ∈ gl0(V) and
a ∈ Hom2(V)):
f ⊲ β(a) = [ f , ∂a − a∂] = f∂a − f a∂ − ∂a f + a∂ f = β( f a − a f ) .
The only non-trivial instance of third assertion follows from the fact that {s, t}l = {s, t}r + β(−st + ts) . 
Given a chain complex V of vector spaces, we have thus constructed a differential crossed module
gl(V) =
(
β : gl1(V)→ gl0(V), ⊲
)
,
which will have an essential role in this article. Of course, this construction defines a functor from the
category of chain-complexes of vector spaces and chain-maps to the category of differential crossedmodules.
2.3 Local 2-connections and their two-dimensional holonomy
Let M be a manifold. Let also G = (β : H → G, ⊲) be a Lie crossed module. Let G = (β : h → g, ⊲) be the
associated differential crossed module. A G-valued local 2-connection (A,B) in M is given by a 1-form
A ∈ Ω1(M; g) and a 2-form B ∈ Ω2(M; h) such that β(B) = FA, where FA = dA +
1
2A ∧
[ , ] A is the curvature of
A. Here A∧[ , ] A is twice the antisymmetrisation of the tensor X,Y 7→ [A(X),A(Y)], for vector fields X and Y
inM.
A local 2-connection determines a 2-dimensional holonomy H = (H1,H2) for paths and 2-paths in M.
Let us explain this construction in the particular (and slightly simpler than the general) case when G is the
Lie crossed module associated to the differential crossed module gl(V) = (β : gl1(V) → gl0(V), ⊲), where V
is a chain complex of vector spaces, [29]. We also suppose that V = (Vi, ∂)i∈Z is such that all but a finite
number of the Vi are non trivial, and each of these is finite dimensional; in other words we suppose that V
is a chain-complex of finite type. In this case gl(V) is a differential crossed module of finite dimensional Lie
algebras.
2.3.1 The 2-category Aut(V) for a chain complex V
Define a 2-category Aut(V) with a single object (in other words a monoidal category), whose morphisms
are the chain maps V→ V. The composition is done in the reverse order:
(V
f
−→ V
g
−→ V) = (V
f g
−→ V).
Given two chain maps f , g : V → V, a 2-morphism f =⇒ g is given by a pair ( f , s), where s ∈ gl1(V) =
Hom1(V)/β′(Hom2(V)), for which:
f = g + β(s) = g + ∂s + s∂.
The vertical and horizontal composition of 2-morphisms are, respectively:
f+β(s)+β(t)
f+β(s) //
f
HH
⇑( f+β(s),t)
⇑( f ,s)
=
f+β(s)+β(t)

⇑( f ,s+t)
f
DD
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f2

f1
??⇑ ( f1, s)
g2

g1
??⇑ (g1, t) =
f2g2
!!
f1g1
<<⇑ ( f1g1, s.t) .
Here:
f2g2 = f1g1 + β( f1t + sg2) = f1g1 + β(sg1 + f2t)
and
s.t = f1t + sg2 = sg1 + f2t in gl
1(V).
Note:
f1t + sg2 − (sg1 + f2t) = s(g2 − g1) + ( f1 − f2)t = sβ(t) − β(s)t = st∂ − ∂st = −β(st).
We leave it to the reader to verify that the interchange law and the remaining 2-category axioms are satisfied.
2.3.2 The form of a 2-dimensional holonomy
Parts of this appear in several places, most notably [12, 13, 47, 48, 30, 31, 32, 34]. However note that given
that we are working in the 2-category Aut(V), the formula for the two-dimensional holonomy of a 2-path
is considerably simpler than in those references, being analogous to the two-dimensional holonomy of a
representation up to homotopy of a Lie algebroid [1].
Let M be a manifold. A path x
γ
−→ y is a piecewise smooth path γ : [0, 1] → M, where x, y ∈ M are the
initial and end points of γ. These paths can be concatenated in the obvious way, defining γ1γ2, if the paths
γ1 and γ2 are such that the end point of γ1 coincides with the initial point of γ2. If x
γ1
−→ y and x
γ2
−→ y are
paths, a 2-path Γ : γ1 =⇒ γ2 is a map Γ : [0, 1]2 →M, such that:
1. Γ is piecewise smooth for some paving of the square [0, 1]2 by poligons.
2. Γ(s, 0) = x and Γ(s, 1) = y, for each s ∈ [0, 1].
3. Γ(0, t) = γ1(t) and Γ(1, t) = γ2(t), for each t ∈ [0, 1].
Clearly 2-paths can be composed horizontally ΓΓ′ and vertically Γ
Γ′
in the obvious way, as long as they
coincide in the relevant sides of the square [0, 1]2 .
Definition 3. Let V be a chain-complex of vector spaces and M be a manifold. An Aut(V)-valued 2-dimensional
holonomyH = (H1,H2) is given by a map H1 from the set of paths of M into the set of chain-maps of V and a map H2
from the set of 2-paths of M into gl1(V) such that the following holds:
1. H1 preserves the composition of paths, i.e. H1(γ1γ2) = H1(γ1)H1(γ2), given paths x
γ1
−→ y
γ2
−→ z.
2. (Globularity) If x, y ∈M and x
γ1
−→ y and x
γ2
−→ y are paths and γ1
Γ
=⇒ γ2 is a 2-path, then:
β(H2(Γ)) +H1(γ1) = H
1(γ2).
3. H2 preserves the horizontal and vertical compositions of 2-paths and of homotopies (up to 2-fold homotopies).
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Remark 4. We can define a 2-dimensional holonomy with values in any 2-category in exactly the same fashion.
We need however an additional bit of data, which is a map H0 from M into the set of objects of the 2-category. The
globularity condition should have an extra condition which is that if x
γ
−→ y is a path in M then H0(x)
H1(γ)
−−−→ H0(γ)
has to be a 1-morphism in the 2-category.
Remark 5. Continuing the previous remark, consider a manifold M and a chain complex V of vector spaces. Let us
define a 2-category Aut(V,M), whose set of objects is M. Given x, y ∈ M, a morphism x → y is a triple (x, f , y),
where f : V → V is a chain-map. The composition (x
(x, f ,y)
−−−−→ y
(y, f ′,z)
−−−−→ z) is x
(x, f f ′,z)
−−−−−→ z. The set of 2-morphisms
(x
(x, f ,y)
−−−−→ y) =⇒ (x
(x, f ′,y)
−−−−→ y) is in one-to-one correspondence with the set of homotopies (up to 2-fold homotopy)
f → f ′, with the obvious vertical and horizontal compositions. Clearly anyAut(V)-valued two dimensional holonomy
induces a Aut(V,M)-valued 2-dimensional holonomy, where H0 is the identity map.
Below we will consider 2-dimensional holonomies taking values in a quotient of Aut(M,V).
Remark 6. A coordinate free, andmore general, definition of a 2-dimensional holonomy can be stated in the framework
of graded vector bundles E, provided with a fibrewise chain map D : E→ E, making each fibre into a chain-complex of
vector spaces, [1]. Then the 2-categoryAut(V,M) can be substituted by the 2-category whose objects are the points of
M, the morphisms x → y being the chain-maps Ex → Ey, and the 2-morphisms ( f : Ex → Ey) =⇒ ( f
′ : Ex → Ey)
being in one-to-one correspondence with chain complex homotopies s (considered up to 2-fold homotopy) connecting
f and f ′. We will not need nor use this generality.
Remark 7. Considering appropriate thin-homotopy [44, 30, 31, 32, 12] equivalence relations between paths and
2-paths, these will form a 2-category, in fact 2-groupoid, P2(M), considering the compositions above. We could define
a two dimensional holonomy with values in a 2-category C as being a (smooth) 2-functor P2(M)→ C.
Theorem 8. Consider a chain complex V of vector spaces, which we suppose to be of finite type, and the differential
crossed module (of finite dimensional Lie algebras)
gl(V) =
(
β : gl1(V)→ gl0(V), ⊲
)
.
Let A be a 1-form in M with values in gl0(V) and B be a 2-form in M with values in gl1(V) such that β(B) =
dA + 12A ∧
[,] A  FA, the curvature of A. Then we can integrate the local 2-connection (A,B) in order to obtain a
2-dimensional holonomyH = (H1,H2)with values in the 2-categoryAut(V,M), or equivalently, in this case,Aut(V).
Proof. Let us explain the construction of the 2-dimensional holonomy, as well as give the proof of this result.
This is a particular case of [12, 13, 47, 48, 30, 31, 32], very influenced by the exposition in [1]. In particular, on
the contrary of the former references, and solely because we work in the 2-category Aut(V), no differential
equations are needed in order to express the 2-dimensional holonomy of a 2-path.
Given a path γ, thenH1(γ) is simply the 1-dimensional holonomy of it, and lives in the Lie group GL0(V)
of invertible chain maps V → V. In other words H(γ) = gγ(1), where t 7→ gγ(t) is the solution of the
differential equation:
d
dt
gγ(t) = gγ(t) A
(
d
dt
γ(t)
)
, with gγ(0) = 1.
This is a differential equation in the Lie group GL0(V). It can also be seen as a differential equation in the
vector space gl0(V), which is the point of view we will take from now on. Note that if γ(1) = γ′(0) then
H(γγ′) = H(γ)H(γ′).
Given a 2-path γ0
Γ
=⇒ γ1, say Γ(t, s) = γs(t) for t, s ∈ [0, 1]2, it is well known (for a proof see [48, 30, 32]) that:
d
ds
H1(γs) =
∫ 1
0
gγs(t) FA
(
∂
∂s
Γ(t, s),
∂
∂t
Γ(t, s)
)
gγs(t)
−1dt H1(γs).
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Again, this can either be seen as a differential equation in the Lie group GL0(V), or as a differential equation
in the vector space gl0(V) of chain maps V→ V. Looking at the latter picture, we therefore have:
H1(γ1) = H
1(γ0) +
∫ 1
0
∫ 1
0
gγs(t) FA
(
∂
∂s
Γ(t, s),
∂t
∂t
Γ(t, s)
)
gγs(t)
−1 H1(γs) dtds.
Therefore, given that β(B) = FA, if we put:
H2(Γ) =
∫ 1
0
∫ 1
0
gγs(t)B
(
∂
∂s
Γ(t, s),
∂t
∂t
Γ(t, s)
)
gγs(t)
−1H1(γs) dtds ∈ gl
1(V),
it thus follows that the globularity condition of Definition 3 is satisfied. Compare with [1, Proof of Prop.
3.13]. This is a particular case of the construction in [13, 47, 31].
ThatH2 preserves the vertical compositions of 2-paths is trivial to check. Let us prove that H2 preserves
horizontal compositions. Consider points x, y, z ∈ M and also paths γ0, γ1 : x → y and γ′0, γ
′
1
: y → z, and
finally 2-paths Γ : γ0 =⇒ γ1 and Γ′ : γ′0 =⇒ γ
′
1
. Put γs(t) = Γ(t, s) and γ′s(t) = Γ
′(t, s), where t, s ∈ [0, 1].
Define 2-paths for each s ∈ [0, 1] as Γs(t, s′) = Γ(t, 1 − ss′) and Γ′s(t, s
′) = Γ(t, ss′) for s′, t ∈ [0, 1]. Since
H1(γsγ′s) = H
1(γs)H2(γ′s) we have:
H2(ΓΓ′) =
∫ 1
0
∫ 1
0
gγs(t)B
(
∂
∂s
Γ(t, s),
∂t
∂t
Γ(t, s)
)
gγs(t)
−1H1(γs)H
1(γ′s) dtds+
+
∫ 1
0
∫ 1
0
H1(γs) gγ′s(t)B
(
∂
∂s
Γ′(t, s),
∂t
∂t
Γ′(t, s)
)
gγ′s(t)
−1H1(γ′s)dtds =
=
∫ 1
0
∫ 1
0
gγs(t)B
(
∂
∂s
Γ(t, s),
∂t
∂t
Γ(t, s)
)
gγs(t)
−1H1(γs) (H
1(γ′0) + β(H
2(Γ′s)) dtds+
+
∫ 1
0
∫ 1
0
(H1(γ1) − β(H
2(Γs)) gγ′s(t)B
(
∂
∂s
Γ′(t, s),
∂t
∂t
Γ′(t, s)
)
gγ′s(t)
−1H1(γ′s)dtds =
= H2(Γ)H1(γ′0) +H
1(γ1)H
2(Γ′)+
+
∫ 1
0
∫ 1
0
gγs(t)B
(
∂
∂s
Γ(t, s),
∂t
∂t
Γ(t, s)
)
gγs(t)
−1H1(γs)β(H
2(Γ′s)) dtds+
−
∫ 1
0
∫ 1
0
β(H2(Γs)) gγ′s(t)B
(
∂
∂s
Γ′(t, s),
∂t
∂t
Γ′(t, s)
)
gγ′s(t)
−1H1(γ′s) dtds .
Given homotopies s and t then β(s)t = sβ(t) + β(st), equation (14), thus sβ(t) = β(s)t in gl1(V). Therefore:∫ 1
0
∫ 1
0
gγs(t)B
(
∂
∂s
Γ(t, s),
∂t
∂t
Γ(t, s)
)
gγs(t)
−1H1(γs)β(H
2(Γ′s)) dtds =
=
∫ 1
0
∫ 1
0
gγs(t) FA
(
∂
∂s
Γ(t, s),
∂t
∂t
Γ(t, s)
)
gγs(t)
−1H1(γs)H
2(Γ′s) dtds =
=
∫ 1
0
d
ds
(
H1(γs)
)
H2(Γ′s)ds =
= H1(γ1)H
2(Γ′1) −H
1(γ0)H
2(Γ′0) −
∫ 1
0
H1(γs)
d
ds
H2(Γ′s)ds =
= H1(γ1)H
2(Γ′1) −
∫ 1
0
H1(γs)
d
ds
H2(Γ′s)ds ,
where we have integrated by parts and use the fact that Γ′
0
is a constant 2-path. We also have:
∫ 1
0
∫ 1
0
β(H2(Γs) gγ′s(t)B
(
∂
∂s
Γ′(t, s),
∂t
∂t
Γ′(t, s)
)
gγ′s(t)
−1H1(γ′s)dtds =
14
=∫ 1
0
(H1(γ1) −H
1(γs))
∫ 1
0
gγ′s(t)B
(
∂
∂s
Γ′(t, s),
∂t
∂t
Γ′(t, s)
)
gγ′s(t)
−1H1(γ′s)dtds =
=
∫ 1
0
(H1(γ1) −H
1(γs))
d
ds
H2(Γ′s)ds =
∫ 1
0
H1(γ1)
d
ds
H2(Γ′s)ds −
∫ 1
0
H1(γs)
d
ds
H2(Γ′s)ds =
= H1(γ1)H
2(Γ′1) −H
1(γ1)H
2(Γ′0) −
∫ 1
0
H1(γs)
d
ds
H2(Γ′s)ds = H
1(γ1)H
2(Γ′1) −
∫ 1
0
H1(γs)
d
ds
H2(Γ′s)
since Γ′0 is a constant 2-path. These calculations prove that H
2 preserves horizontal composites of 2-paths
and of homotopies. 
Remark 9. Let V be a chain complex of vector spaces and M be a manifold. Let (A,B) be a gl(V)-valued local 2-
connection inM. Let
(A,B)
H = (H1,H2) be its associated two-dimensional holonomy. Consider a smoothmap f : M→M.
Let f ∗(A,B) = ( f ∗(A), f ∗(B)). Then f ∗(A,B) is a local 2-connection. Let
f ∗(A,B)
H be its holonomy. Then
(A,B)
H1 ( f ◦ γ) =
f ∗(A,B)
H1 (γ)
and
(A,B)
H2 ( f ◦ Γ) =
f ∗(A,B)
H2 (Γ),
for each path γ and a 2-path Γ.
Remark 10. In the notation of the previous remark, let φ : V → V be an invertible chain-map. Then we have a
2-functor φˆ : Aut(V) → Aut(V), and also a differential crossed module map φˆ : gl(V) → gl(V), where any chain
map and any homotopy (up to fold homotopy) are conjugated by φ, namely gl0(V) ∋ g 7→ φgφ−1 ∈ gl0(V) and
gl1(V) ∋ s 7→ φsφ−1 ∈ gl1(V). Then φˆ(A,B) = (φˆ(A), φˆ(B)) is a local 2-connection. Moreover:
φˆ(A,B)
H = φˆ◦
(A,B)
H .
2.3.3 The 2-curvature 3-tensor
Let V be a chain complex of vector spaces andM a manifold. Let (A,B) be a gl(V)-valued local 2-connection
inM. Therefore β(B) = FA, the curvature of A. The 2-curvature 3-tensorM of (A,B) is defined as
M = dB + A ∧⊲ B,
where A ∧⊲ B is 3/2 times the antisymmetrisation of the tensor (X,Y,Z) 7→ A(X) ⊲ B(Y,Z), where X,Y,Z are
vector fields inM. In particular
(A ∧⊲ B)(X,Y,Z) = A(X) ⊲ B(Y,Z) + A(Y) ⊲ B(Z,X) + A(Z) ⊲ B(X,Y).
Theorem 11. Suppose that Γ0 and Γ1 are 2-paths inMwhich are homotopic relative to the boundary of [0, 1]2, through
a piecewise smooth map J : [0, 1]3 → M. Explicitly, suppose that J(t, s, 0) = Γ0(t, s) and J(t, s, 1) = Γ1(t, s). Also put
γ(x,s)(t) = J(t, s, x), for t, s, x ∈ [0, 1]. Then:
H2(Γ1) = H
2(Γ0) +
∫ 1
0
∫ 1
0
∫ 1
0
gγ(x,s)(t)M
(
∂
∂x
J(t, s, x),
∂
∂s
J(t, s, x),
∂
∂t
J(t, s, x)
)
gγ(x,s)(t)
−1H1(γ(x,s)) dtdsdx.
Proof. Let Γx(t, s) = J(t, s, x) for t, s, x ∈ [0, 1]. Given g ∈ GL
0(V), an invertible chain map, and s ∈ gl1(V), we
put g ⊲ s = gsg−1. It is easy to see that gl1(V) ∋ s 7→ g ⊲ s ∈ gl1(V) is a Lie algebra map. We have:
H2(Γx) =
∫ 1
0
∫ 1
0
gγ(x,s)(t) ⊲ B
(
∂
∂s
J(t, s, x),
∂t
∂t
J(t, s, x)
)
H1(γ(x,s)) dtds ∈ gl
1(V).
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The following is well known (however for a proof see [32]):
∂
∂s
gγ(x,s)(t) =
∫ t
0
gγ(x,s)(t
′) FA
(
∂
∂s
Γx(t
′, s),
∂
∂t′
Γx(t
′, s)
)
gγ(x,s)(t
′)−1 gγ(x,s)(t) dt
′ + gγ(x,s)(t)A
(
∂
∂s
J(t, x, s)
)
,
∂
∂x
gγ(x,s)(t) =
∫ t
0
gγ(x,s)(t
′) FA
(
∂
∂x
Γx(t
′, s),
∂
∂t′
Γx(t
′, s)
)
gγ(x,s)(t
′)−1 gγ(x,s)(t) dt
′ + gγ(x,s)(t)A
(
∂
∂x
J(t, x, s)
)
.
Also, by definition:
∂
∂t
gγ(x,s)(t) = gγ(x,s)(t)A
(
∂
∂t
J(t, x, s)
)
,
and finally:
∂
∂x
B
(
∂
∂s
J(t, s, x),
∂t
∂t
J(t, s, x)
)
=
∂
∂x
J∗(B)
(
∂
∂s
,
∂
∂t
)
= J∗(dB)
(
∂
∂x
,
∂
∂s
,
∂
∂t
)
−
∂
∂s
J∗(B)
(
∂
∂t
,
∂
∂x
)
−
∂
∂t
J∗(B)
(
∂
∂x
,
∂
∂s
)
.
Then, integrating by parts, and using the fact that the homotopy J is relative to the boundary of [0, 1]2:
d
dx
H2(Γx) =
"
[0,1]2
gγ(x,s)(t)M
(
∂
∂x
J(t, s, x),
∂
∂s
J(t, s, x),
∂
∂t
J(t, s, x)
)
gγ(x,s)(t)
−1H1(γ(x,s)) dtds+
+
"
[0,1]2
∫ t
0
(
gγ(x,s)(t
′) FA
(
∂
∂s
Γx(t
′, s),
∂
∂t′
Γx(t
′, s)
)
gγ(x,s)(t
′)−1 gγ(x,s)(t)
)
⊲ B
(
∂
∂t
J(t, s, x),
∂
∂x
J(t, s, x)
)
H1(γ(x,s)) dt
′dtds+
+
"
[0,1]2
∫ t
0
(
gγ(x,s)(t
′) FA
(
∂
∂x
Γx(t
′, s),
∂
∂t′
Γx(t
′, s)
)
gγ(x,s)(t
′)−1 gγ(x,s)(t)
)
⊲ B
(
∂
∂s
J(t, s, x),
∂t
∂t
J(t, s, x)
)
H1(γ(x,s)) dt
′dtds+
+
$
[0,1]3
gγ(x,s)(t) ⊲ B
(
∂
∂s
J(t, s, x),
∂t
∂t
J(t, s, x)
)
gγ(x,s)(t
′) FA
(
∂
∂x
Γx(t
′, s),
∂
∂t′
Γx(t
′, s)
)
gγ(x,s)(t
′)−1H1(γ(x,s)) dt
′dtds+
+
$
[0,1]3
gγ(x,s)(t) ⊲ B
(
∂
∂t
J(t, s, x),
∂
∂x
J(t, s, x)
)
gγ(x,s)(t
′) FA
(
∂
∂s
Γx(t
′, s),
∂
∂t′
Γx(t
′, s)
)
gγ(x,s)(t
′)−1H1(γ(x,s)) dtdt
′ds .
(15)
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Recall that if s, t ∈ gl1(V) we have β(s)t = sβ(t). Since β(B) = FA the last two terms of (15) can be written as:$
[0,1]3
gγ(x,s)(t) FA
(
∂
∂s
J(t, s, x),
∂t
∂t
J(t, s, x)
)
gγ(x,s)(t)
−1gγ(x,s)(t
′) ⊲ B
(
∂
∂x
Γx(t
′, s),
∂
∂t′
Γx(t
′, s)
)
H1(γ(x,s)) dt
′dtds+
+
$
[0,1]3
gγ(x,s)(t) FA
(
∂
∂t
J(t, s, x),
∂
∂x
J(t, s, x)
)
gγ(x,s)(t)
−1gγ(x,s)(t
′) ⊲ B
(
∂
∂s
Γx(t
′, s),
∂
∂t′
Γx(t
′, s)
)
H1(γ(x,s)) dt
′dtds =
=
"
[0,1]2
∫ t′
0
gγ(x,s)(t) FA
(
∂
∂s
J(t, s, x),
∂t
∂t
J(t, s, x)
)
gγ(x,s)(t)
−1gγ(x,s)(t
′) ⊲ B
(
∂
∂x
Γx(t
′, s),
∂
∂t′
Γx(t
′, s)
)
H1(γ(x,s)) dtdt
′ds+
+
"
[0,1]2
∫ t
0
gγ(x,s)(t) FA
(
∂
∂s
J(t, s, x),
∂t
∂t
J(t, s, x)
)
gγ(x,s)(t)
−1gγ(x,s)(t
′) ⊲ B
(
∂
∂x
Γx(t
′, s),
∂
∂t′
Γx(t
′, s)
)
H1(γ(x,s)) dt
′dtds+
+
"
[0,1]2
∫ t
0
gγ(x,s)(t) FA
(
∂
∂t
J(t, s, x),
∂x
∂x
J(t, s, x)
)
gγ(x,s)(t)
−1gγ(x,s)(t
′) ⊲ B
(
∂
∂s
Γx(t
′, s),
∂
∂t′
Γx(t
′, s)
)
H1(γ(x,s)) dt
′dtds+
+
"
[0,1]2
∫ t′
0
gγ(x,s)(t) FA
(
∂
∂t
J(t, s, x),
∂
∂x
J(t, s, x)
)
gγ(x,s)(t)
−1gγ(x,s)(t
′) ⊲ B
(
∂
∂s
Γx(t
′, s),
∂
∂t′
Γx(t
′, s)
)
H1(γ(x,s)) dtdt
′ds
(16)
where we have split an integral over [0, 1]2 in a sum of integrals over two triangles. Using the expression
of the action of gl0(V) on gl1(V), namely b ⊲ s = bs− sb, for a chain map b ∈ gl1(V) and homotopy s, the second
and third terms of (15) can be written as:"
[0,1]2
∫ t
0
(
gγ(x,s)(t
′) FA
(
∂
∂s
Γx(t
′, s),
∂
∂t′
Γx(t
′, s)
)
gγ(x,s)(t
′)−1
)
gγ(x,s)(t) ⊲ B
(
∂
∂t
J(t, s, x),
∂
∂x
J(t, s, x)
)
H1(γ(x,s)) dt
′dtds+
+
"
[0,1]2
∫ t
0
(
gγ(x,s)(t
′) FA
(
∂
∂x
Γx(t
′, s),
∂
∂t′
Γx(t
′, s)
)
gγ(x,s)(t
′)−1
)
gγ(x,s)(t) ⊲ B
(
∂
∂s
J(t, s, x),
∂t
∂t
J(t, s, x)
)
H1(γ(x,s)) dt
′dtds+
−
"
[0,1]2
∫ t
0
gγ(x,s)(t) ⊲ B
(
∂
∂t
J(t, s, x),
∂
∂x
J(t, s, x)
) (
gγ(x,s)(t
′) FA
(
∂
∂s
Γx(t
′, s),
∂
∂t′
Γx(t
′, s)
)
gγ(x,s)(t
′)−1
)
H1(γ(x,s)) dt
′dtds+
−
"
[0,1]2
∫ t
0
gγ(x,s)(t) ⊲ B
(
∂
∂s
J(t, s, x),
∂t
∂t
J(t, s, x)
) (
gγ(x,s)(t
′) FA
(
∂
∂x
Γx(t
′, s),
∂
∂t′
Γx(t
′, s)
)
gγ(x,s)(t
′)−1
)
H1(γ(x,s)) dt
′dtds .
(17)
We can see that the sum of (16) and (17) is zero, by using the fact that if s, t ∈ gl1(V) then ∂(t)s = t∂(s).
Therefore (15) simplifies to
d
dx
H2(Γx) =
∫ 1
0
∫ 1
0
gγ(x,s)(t)M
(
∂
∂x
J(t, s, x),
∂
∂s
J(t, s, x),
∂
∂t
J(t, s, x)
)
gγ(x,s)(t)
−1H1(γ(x,s)) dtds,
which leads at once to the statement of the theorem. 
A local 2-connection (A,B) is said to be 2-flat if the 2-curvature 3-form M = dB + A ∧⊲ B vanishes. An
immediate corollary of the previous Theorem is:
Corollary 12. If (A,B) is 2-flat and if Γ0 and Γ1 are homotopic relative to the boundary, then
H2(Γ0) = H
2(Γ1) .
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2.3.4 Manifolds with a group action
LetM be a manifold. Let V = {Vn, ∂ : Vn → Vn−1}n∈Z be a chain complex of vector spaces. Suppose that V is
of finite type. Consider a local 2-connection (A,B) with values in gl(V) = (β : gl1(V)→ gl0(V), ⊲). We therefore
have, see Definition 3, an Aut(V)-valued two dimensional holonomy H = (H1,H2).
Suppose that we have a left action of a (discrete) group G on M by diffeomorphisms, free (stabilisers
are trivial) and properly discontinuous. We denote the action as g 7→ Lg and Lg(x) = g(x), for x ∈ M.
Consider the quotient manifold M/G. Denote the projection map as M ∋ x 7→ [x] ∈ M/G. By standard
covering space theory, applied to the covering M → M/G, any path [x]
[γ]
−→ [y] in M/G can be lifted to a
path x
γ
−→ y in M, and any two such lifts are related by the action of a unique element of G. Similarly, if
([x]
[γ0]
−−→ [y])
[Γ]
=⇒ ([x]
[γ1]
−−→ [y]) is a 2-path inM/G then it can be lifted to a 2-path Γ inM, connecting lifts γ0
and γ1 of [γ0] and [γ1], with γ0(0) = γ1(0) and γ0(1) = γ1(1), and any two lifts like these are related by the
action of a unique element of G.
Let us consider also a left action of G on V by chain-complex maps, G ∋ g 7→ τg ∈ GL
0(V). We thus have
a right action R of G on the 2-category Aut(V), by 2-functors. This has the form:
Rg( f ) = τg−1 ◦ f ◦ τg , for each f ∈ gl
0(V) and each g ∈ G ,
Rg(s) = τg−1 ◦ s ◦ τg , for each s ∈ gl
1(V) and each g ∈ G .
(18)
Let us define a 2-category Aut(V,M,G). The objects are the points of the quotient manifold M/G. A
morphism [x]→ [y] is an equivalence class of triples of the form (x′, f , y′), where x′ ∈ [x], y′ ∈ [y] and f is a
chain map V → V. Two of these are said to be equivalent if they are related by the transformation:
(x, f , y) 7→ (g(x), τg fτg−1 , g(y))  Lg(x, f , y).
The composition of (x, f , y) : [x]→ [y] and (y′, f ′, z) : [y]→ [z] is:
(x, fτg−1 f
′τg, g
−1(z)) ,
where y′ = g(y). This is independent of the representatives chosen. Indeed if (here a, b ∈ G):
(x′, f1, y
′′) = (a(x), τa fτa−1 , a(y))
and
(y′′′, f ′1 , z
′) 7→ (b(y′), τb f
′τb−1 , b(z))
then y′′′ = b(y′) = b(g(y)) = (bga−1)(y′′), and the composition of these two morphisms is(
a(x), τa fτa−1τ(bga−1)−1τb f
′τb−1τ(bga−1), (bga
−1)−1(b(z))
)
=
(
a(x), τa fτg−1 f
′τgτa−1 , ag
−1(z)
)
= La
(
(x, fτg−1 f
′τg, g
−1(z))
)
.
It is easy to check that the composition of 1-morphisms is associative.
Analogously, the set of 2-morphisms ([x]
(x′ , f ′,y′)
−−−−−→ [y]) =⇒ ([x]
(x′′, f ′′,y′′)
−−−−−−−→ [y]) is the set of all matrices

(x′, f ′′, y′)
s
(x′′, f ′, y′′)

where s ∈ gl1(V) is such that β(s)+ f ′ = τg−1 f
′′τg, where g(x′) = x′′, considered up to the equivalence relation:
(x′, f ′′, y′)
s
(x′′, f ′, y′′)
 =

La(x
′, f ′′, y′)
τasτa−1
La(x
′′, f ′, y′′)

for arbitrary a ∈ G. These compose horizontally and vertically, analogously to 1-morphisms.
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Theorem 13. Let M be a manifold and V be a chain complex of vector spaces. Let (A,B) be a gl(V)-valued local
2-connection in M. Suppose that there is a free and properly discontinuous left action G ∋ g 7→ Lg ∈ diff(M) of a
discrete group G on M. Suppose also that we have a left action of G on V by chain-complex maps, made into a right
action of G on Aut(V) by 2-functors, by using (18). If these actions satisfy:
(Lg−1)
∗(A) = Rg(A) and (Lg−1)
∗(B) = Rg(B) , (19)
for each g ∈ G, then the 2-dimensional holonomy of (A,B) with values in Aut(V,M) descends to a 2-dimensional
holonomy in the manifold M/G with values in the 2-category Aut(V,M,G).
Proof. This essentially follows from Remarks 9 and 10 and standard covering space theory. If we have a
path [x]
[γ]
−→ [y] inM/G, we lift it to a path x′
γ
−→ y′. Put
H1([γ]) = [x]
(x′ ,
(A,B)
H1 (γ),y′)
−−−−−−−−→ [y] .
If we choose another lift Lg(γ) of [γ] then
(A,B)
H1 (Lg(γ)) =
L∗g(A,B)
H1 (γ) =
Rg−1 (A,B)
H1 (γ) = τg
(A,B)
H1 (γ)τg−1 .
Thus
[x]
(Lg(x
′),H1(Lg(γ)),Lg(y′))
−−−−−−−−−−−−−−−−→ [y] = [x]
(Lg(x
′),τgH1(γ)τg−1 ,Lg(y
′))
−−−−−−−−−−−−−−−−−−→ [y] = [x]
(x′,H1(γ),y′)
−−−−−−−−→ [y] ,
and this shows that H1(γ) is well defined. The same analysis applies to 2-paths. 
Definition 14. A local 2-connection satisfying (19) will be called a G-covariant local 2-connection.
Equations (19) need only to be checked on group generators of G. Indeed if (19) holds for g and h inG, then:
(L(gh)−1)
∗(A) = (L(h−1g−1))
∗(A) = (Lh−1Lg−1)
∗(A) = (Lg−1)
∗
(
(Lh−1)
∗(A)
)
= (Lg−1)
∗
(
Rh(A)
)
= Rh
(
Rg(A)
)
= Rgh(A) ,
and the same for B.
2.4 Categorical representations of differential crossed modules on chain-complexes
of vector spaces
2.4.1 Definition of a categorical representation
Similar constructions appear for example in [16, 28, 51]. A categorical representation of a differential crossed
module G = (β : h→ g, ⊲) on a chain-complex of vector spaces V = (Vi, ∂)i∈Z is by definition a morphism of
differential crossed modules ρ = (ρ1, ρ0) : G→ gl(V), see Section 2.2. We thus have Lie algebra maps
ρ0 : g→ gl0(V) , g ∋ X 7→ ρ0X ∈ gl
0(V)
ρ1 : h→ gl1(V) , h ∋ v 7→ ρ1v ∈ gl
1(V) .
These are to satisfy, for each X,Y ∈ g and u, v ∈ h:
i) ρ0
[X,Y]
= {ρ0
X
, ρ0
Y
} , ii) ρ1
[u,v]
= {ρ1u, ρ
1
v} , iii) β(ρ
1
u) = ρ
0
β(u)
, iv) ρ1
X⊲u = ρ
0
X
⊲ ρ1u .
We will frequently drop the indices on ρ0 and ρ1 when they are obvious from the context.
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2.4.2 The adjoint categorical representation of a differential crossed module
Avery simple and natural example, whichwill play amajor role in this paper, of a categorical representation
is the adjoint categorical representation of a differential crossed module G = (∂ : h→ g, ⊲) on its underlying
(short) complex of vector spacesG = (∂ : h→ g). In the case of Lie crossed modules this appeared in [51].
The adjoint categorical representation ρ = (ρ1, ρ0) on generic elements X,Y ∈ g and v ∈ h has the form:
ρ0X(v,Y) = (X ⊲ v, [X,Y]) (20)
ρ1v(X) = −X ⊲ v , (21)
where we characterize the chain map of short complexes ρ0
X
by its underlying pair of maps, and ρ1v : g→ h
as it should. Clearly relation i) above is true. Also for each u, v ∈ h and X ∈ g:
ρ1[v,u](X) = −X ⊲ [v, u]
and, since the underlying complex (∂ : h→ g) of G has length two, thus ρ1uρ
1
v = ρ
1
vρ
1
u = 0:
{ρ1v, ρ
1
u}(X) = (ρ
1
v∂ρ
1
u − ρ
1
u∂ρ
1
v)(X) = −ρ
1
v(∂(X ⊲ u)) + ρ
1
u(∂(X ⊲ v))
= ∂(X ⊲ u) ⊲ v − ∂(X ⊲ v) ⊲ u = [X, ∂(u)] ⊲ v − [X, ∂(v)] ⊲ u
= X ⊲ ∂(u) ⊲ v − ∂(u) ⊲ X ⊲ v − X ⊲ ∂(v) ⊲ u + ∂(v) ⊲ X ⊲ u
= X ⊲ [u, v] − [u,X ⊲ v] − X ⊲ [v, u] + [v,X ⊲ u].
Thus, by using X ⊲ [v, u] = [X ⊲ v, u] + [v,X ⊲ u], we see that ρ1
[v,u]
= {ρ1v, ρ
1
u}, which proves ii). To prove iii)
note that for each u, v ∈ h and X ∈ g:
ρ0∂(u)(v,X) = (∂(u) ⊲ v, [∂(u),X]) = ([u, v], [∂(u),X]),
whereas:
β(ρ1u)(v,X) =
(
ρ1u(∂(v)), ∂(ρ
1
u(X))
)
= (−∂(v) ⊲ u,−∂(X ⊲ u)
)
= −([v, u], [X, ∂(u)]) .
Finally we have for X,Y ∈ g and u ∈ h:
ρ1X⊲u(Y) = −Y ⊲ X ⊲ u.
On the other hand:
(ρ0X ⊲ ρ
1
u)(Y) = (ρ
0
Xρ
1
u)(Y) − (ρ
1
uρ
0
X)(Y) = −X ⊲ Y ⊲ u + [X,Y] ⊲ u = −Y ⊲ X ⊲ u .
by definition of a Lie algebra representation, and this proves iv).
2.5 Tensor product of complexes
2.5.1 The symmetric monoidal category of chain complexes
Most of the framework presented here is quite classical. See for example [25] for the tensor product of
complexes and also [46] for graded tensor calculus.
Let V j = {V
j
i
, ∂i : V
j
i
→ V
j
i−1
}i∈Z be a family of complexes of vector spaces, indexed by a j ∈ {1, . . . , n}, for
a positive integer n. Let us recall the definition of the chain complex tensor product
⊗ nj=1V
j = {Wk, ∂ : Wk →Wk−1}k∈Z.
This complex is such that the vector space of elements of degree k is:
Wk =
⊕
i1+i2+···+in=k
Vi1 ⊗ Vi2 ⊗ . . . ⊗ Vin ,
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with boundary, for x
j
i
∈ V
j
i
, where i ∈ Z and j ∈ {1, . . . , n}:
∂
(
x1i1 ⊗ x
2
i2
⊗ x3i3 ⊗ . . . ⊗ x
n
in
)
= ∂(x1i1) ⊗ x
2
i2
⊗ x3i3 ⊗ . . . ⊗ x
n
in
+ (−1)i1x1i1 ⊗ ∂(x
2
i2
) ⊗ x3i3 ⊗ . . . ⊗ x
n
in
+
+ (−1)i1+i2x1i1 ⊗ x
2
i2
⊗ ∂(x3i3) ⊗ . . . ⊗ x
n
in
+ · · · + (−1)i1+i2+i3+···+in−1x1i1 ⊗ x
2
i2
⊗ x3i3 ⊗ . . . ⊗ ∂(x
n
in
). (22)
The tensor product of chain complexes is associative up to (the obvious) isomorphism of complexes.
Given chain complexes U = {Ui, ∂ : Ui → Ui−1}i∈Z and V = {Vi, ∂ : Vi → Vi−1}i∈Z there is an isomorphism
U⊗V→ V⊗U; it has the form, for ui ∈ Ui and v j ∈ V j:
ui ⊗ v j 7→ (−1)
i jv j ⊗ vi.
This gives the category of chain complexes and (degree zero) chain-maps the structure of a symmetric
monoidal category. More generally, for each k ∈ {1, . . . , n − 1}, we have an isomorphism τXk , of chain
complexes, for each transposition, Xk exchanging k and k + 1. Here
V
1 ⊗V2 ⊗ . . . ⊗Vk ⊗Vk+1 ⊗ . . . ⊗Vn
τXk
−−→ V1 ⊗V2 ⊗ . . . ⊗Vk+1 ⊗Vk ⊗ . . . ⊗Vn,
where if x
j
i
∈ V
j
i
we have
x1i1 ⊗ x
2
i2
⊗ x3i3 ⊗ . . . ⊗ x
⊗
ik
kxk+1ik+1 ⊗ . . . ⊗ x
n
in
τXk
7−→ (−1)ikik+1x1i1 ⊗ x
2
i2
⊗ x3i3 ⊗ . . . ⊗ x
k+1
ik+1
⊗ xkik ⊗ . . . ⊗ x
n
in
.
These satisfy the well known symmetric group Sn relations, namely:
τXkτXk+1τXk = τXk+1τXkτXk+1 .
Inparticular, givenapermutationσof the symmetric groupSn wecandefine a chain isomorphismτσ : V⊗n →
V⊗n (where V⊗ n denotes the tensor product of V with itself n times) as:
x1i1 ⊗ x
2
i2
⊗ x3i3 ⊗ . . . ⊗ x
n
in
7→ ǫ(σ, i1, . . . in) x
σ−1(1)
iσ−1(1)
⊗ x
σ−1(2)
iσ−1(2)
⊗ x
σ−1(3)
iσ−1(3)
⊗ . . . ⊗ xσ
−1(n)
iσ−1(n)
, (23)
where
ǫ(σ, i1, . . . in) =
∏
{
k,l∈{1,...,n} such that k<l and σ(k)>σ(l)
}(−1)ikil .
Clearly if σ, σ′ are elements of the symmetric group Sn, it holds τσσ′ = τστσ′ . We thus have a representation
τ of Sn on V⊗ n by degree zero chain maps, which will have a primary role later.
Given complexes U = {Ui, ∂ : Ui → Ui−1}i∈Z and V = {Vi, ∂ : Vi → Vi−1}i∈Z we define Hom
n(U,V), the
space of maps of degree n, as being the space of sequences a = (ai) of linear maps ai : Ui → Vi+n, called n-fold
homotopies. There exists a chain complex of vector spaces:
HOM(U,V) = {Homn(U,V), β : Homn(U,V)→ Homn−1(U,V)}n∈Z,
where if a : U → V is a map of degree nwe define:
β(a) = ∂a − (−1)na∂. (24)
Given complexes Vi andWi, where i = 1, . . . , n, there exists a degree zero chain map:
⊗ n
i=1
HOM(Vi,Wi)
κ
−→ HOM(⊗ ni=1V
i, ⊗ ni=1W
i),
sending f 1 ⊗ f 2 ⊗ . . . ⊗ f n to f 1 ⊗ f 2 ⊗ . . . ⊗ f n, for each sequence of maps f k : Vk → Wk of degree mk
(k = 1, . . . , n). Here, if xk are degree ik elements of Vk, we put:
( f 1 ⊗ f 2 ⊗ . . . ⊗ f n)(x1 ⊗ x2 ⊗ · · · ⊗ xn) = (−1)χ({mk},{ik}) f 1(x1) ⊗ f 2(x2) ⊗ · · · ⊗ f n(xn) (25)
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where
χ({mk}, {ik}) = i1(m2 + · · · +mn) + i2(m3 + · · · +mn) + · · · + in−1mn .
The following result will be crucial later.
Lemma 15. For any permutation σ ∈ Sn it holds that
τσ ◦
(
κ( f 1 ⊗ . . . ⊗ f n)
)
◦ τ−1σ = κ
(
τσ( f
1 ⊗ . . . ⊗ f n)
)
, (26)
as degree m1 +m2 + · · · +mn maps ⊗
n
i=1
Vi → ⊗ n
i=1
Wi.
A word on notation: τσ is used here to denote the morphisms associated to the permutation σ, however
in three different complexes, namely, by order of appearance in the previous formula: ⊗ n
i=1
Wi, ⊗ n
i=1
Vi and
⊗
n
i=1HOM(V
i,Wi).
Proof. It is enough to prove the result for the transpositions Xk exchanging k and k + 1. Put τk = τXk , thus:
τk(x
1 ⊗ . . . ⊗ xk ⊗ xk+1 ⊗ . . . ⊗ xn) = (−1)ikik+1 (x1 ⊗ . . . ⊗ xk+1 ⊗ xk ⊗ . . . ⊗ xn) .
We then compute the left-hand-side of (26) on x1 ⊗ . . . ⊗ xk ⊗ xk+1 ⊗ . . . ⊗ xn
τk ( f
1 ⊗ . . . ⊗ f n) τ−1k (x
1 ⊗ . . . ⊗ xk ⊗ xk+1 ⊗ . . . ⊗ xn) =
= (−1)ikik+1 τk ( f
1 ⊗ . . . ⊗ f n)(x1 ⊗ . . . ⊗ xk+1 ⊗ xk ⊗ . . . ⊗ xn)
= (−1)ikik+1 (−1)χ({mk},{ik}) (−1)mk+1ik+1+mk+1 ik τk
(
f 1(x1) ⊗ . . . ⊗ f k(xk+1) ⊗ f k+1(xk) ⊗ . . . ⊗ f n(xn)
)
= (−1)ikik+1 (−1)χ({mk},{ik}) (−1)mk+1ik+1+mk+1 ik (−1)(mk+ik+1)(mk+1+ik)
(
f 1(x1) ⊗ . . . ⊗ f k+1(xk) ⊗ f k(xk+1) ⊗ . . . ⊗ f n(xn)
)
= (−1)χ({mk},{ik}) (−1)mkik+mk+1 ik+mkmk+1
(
f 1(x1) ⊗ . . . ⊗ f k+1(xk) ⊗ f k(xk+1) ⊗ . . . ⊗ f n(xn)
)
.
A shorter computation for the right hand side gives:
κ
(
τσ( f
1 ⊗ . . . ⊗ f n)
)
(x1 ⊗ . . . ⊗ xk ⊗ xk+1 ⊗ . . . ⊗ xn) =
= (−1)mkmk+1 ( f 1 ⊗ . . . ⊗ f k+1 ⊗ f k ⊗ . . . ⊗ f n)(x1 ⊗ . . . ⊗ xn)
= (−1)mkmk+1 (−1)χ({mk},{ik}) (−1)mk+1ik+mkik
(
f 1(x1) ⊗ . . . ⊗ f k+1(xk) ⊗ f k(xk+1) ⊗ . . . ⊗ f n(xn)
)
. 
2.5.2 Insertion maps
Let V = (. . .
∂
−→ Vi
∂
−→ Vi−1
∂
−→ . . . ) be a chain complex of vector spaces. Then gl(V⊗n) is a differential crossed
module. We can also perform the tensor product of the underlying chain complex of gl(V) with it self
k-times. The latter is not a differential crossed module, however for every n ≥ k it maps to gl(V⊗n) naturally.
This paragraph is devoted to carefully describe this map, which will have a major role in our construction.
We first introduce some notation. Given V, we denote (V)2  V2 = (V1
∂
−→ V0), which is a chain complex
of length two. Let also V2 be the chain-complex V2 = (V1/∂(V2)
∂
−→ V0). We clearly have functors ( . )2 and
( . )2 from the category of chain complexes to the category of length two chain complexes (of vector spaces).
Given another chain complex of vector spaces V′, we will normally abbreviate f2 : V2 → V′2 as f for a chain
map f : V→ V′. For every differential crossedmoduleG = (β : h→ g, ⊲), letG = (β : h→ g) be its underlying
chain complex of vector spaces.
Let k and n be positive integers with k ≤ n. Let ψ : {1, . . . , k} → {1, . . . , n} be an injective map. The goal of
this section is to define and study the properties of the chain map of length two chain complexes:
Fψ : (gl(V)⊗ k)2 → gl(V⊗n) .
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In each of these complexes, the single boundary map will be denoted by β. We start by the case when ψ is
increasing, ψ(i + 1) > ψ(i) for every i. In this case we define Fψ : (gl(V)⊗ k)2 → gl(V⊗n) as:
Fψ( f1 ⊗ . . . ⊗ fk) = id⊗ . . . ⊗ f1 ⊗ . . . ⊗ fk ⊗ . . . ⊗ id  κ(id ⊗ . . . ⊗ f1 ⊗ . . . ⊗ fk ⊗ . . . ⊗ id),
where we have inserted fi in the ψ(i)
th position of the n-fold tensor product V⊗n, inserting identities in the
remaining positions. Each fi is to be either a chain-map V→ V or a homotopy of V, up to 2-fold homotopy.
Only one homotopy up to 2-fold homotopy can appear in the list f1, . . . , fk (since we are only concerned
with what happens in degree 0 and 1).
Some details need checking. First, let us show that FΨ is well defined. Let i ∈ {1, . . . , k}. Suppose f j, j , i
are chain maps V→ V and that si = s
′
i
+ β(ai), where si, s′i ∈ Hom
1(V) and ai ∈ Hom
2(V). In this case we have:
Fψ( f1 ⊗ . . . ⊗ si ⊗ . . . ⊗ fk) = Fψ( f1 ⊗ . . . ⊗ s
′
i ⊗ . . . ⊗ fk) + β(id⊗ . . . ⊗ f1 ⊗ . . . ⊗ ai ⊗ . . . ⊗ fk ⊗ . . . ⊗ id)
since, given that all maps f j are chain maps, thus β( f j) = 0, by (22):
β(id⊗ . . . ⊗ f1 ⊗ . . . ⊗ ai ⊗ . . . ⊗ fk ⊗ . . . ⊗ id) = β
(
κ(id ⊗ . . . ⊗ f1 ⊗ . . . ⊗ ai ⊗ . . . ⊗ fk ⊗ . . . ⊗ id)
)
= κ
(
β(id ⊗ . . . ⊗ f1 ⊗ . . . ⊗ ai ⊗ . . . ⊗ fk ⊗ . . . ⊗ id)
)
= κ
(
id ⊗ . . . ⊗ f1 ⊗ . . . ⊗ β(ai) ⊗ . . . ⊗ fk ⊗ . . . ⊗ id
)
= κ
(
id ⊗ . . . ⊗ f1 ⊗ . . . ⊗ si − s
′
i ⊗ . . . ⊗ fk ⊗ . . . ⊗ id
)
= id⊗ . . . ⊗ f1 ⊗ . . . ⊗ si − s
′
i ⊗ . . . ⊗ fk ⊗ . . . ⊗ id,
and we conclude. Next, Fψ is a chain-map since
β
(
Fψ( f1 ⊗ . . . ⊗ si ⊗ . . . ⊗ fk)
)
= β
(
κ(id ⊗ . . . ⊗ f1 ⊗ . . . ⊗ si ⊗ . . . ⊗ fk ⊗ . . . ⊗ id)
)
= κ
(
β(id ⊗ . . . ⊗ f1 ⊗ . . . ⊗ si ⊗ . . . ⊗ fk ⊗ . . . ⊗ id)
)
= κ(id ⊗ . . . ⊗ f1 ⊗ . . . ⊗ β(si) ⊗ . . . ⊗ fk ⊗ . . . ⊗ id)
= Fψ( f1 ⊗ . . . ⊗ β(si) ⊗ . . . ⊗ fn).
It is also true that Fψ descends to a map of length two chain complexes of vector spaces:
Fψ : (gl(V)⊗ k)2 → gl(V⊗n).
Indeed, consider a general element of the degree 2 component of gl(V)⊗ k. It is a linear combination of
elements of the form: f1 ⊗ . . . ⊗ si ⊗ . . . ⊗ s j ⊗ . . . ⊗ fk, where only two of the terms in this tensor product are
homotopies (up to 2-fold homotopy) namely si and s j, the remaining ones being chain-maps. Then
Fψ
(
β( f1 ⊗ . . . ⊗ si ⊗ . . . ⊗ s j ⊗ . . . ⊗ fk)
)
= 0.
In other words, by (22):
Fψ( f1 ⊗ . . . ⊗ β(si) ⊗ . . . ⊗ s j ⊗ . . . ⊗ fk) = Fψ( f1 ⊗ . . . ⊗ si ⊗ . . . ⊗ β(s j) ⊗ . . . ⊗ fk).
This is because, by definition and (22), and inserting fl in the ψ(l)
th position of the tensor product we have:
β
(
κ(. . . ⊗ f1 ⊗ . . . ⊗ si ⊗ . . . ⊗ s j ⊗ . . . ⊗ fk . . . )
)
= κ
(
β(. . .⊗ f1 ⊗ . . . ⊗ si ⊗ . . . ⊗ s j ⊗ . . . ⊗ fk . . . )
)
=
= κ
(
. . . ⊗ f1 ⊗ . . . ⊗ β(si) ⊗ . . . ⊗ s j ⊗ . . . ⊗ fk . . .
)
− κ
(
. . . ⊗ f1 ⊗ . . . ⊗ si ⊗ . . . ⊗ β(s j) ⊗ . . . ⊗ fk . . .
)
=
= Fψ( f1 ⊗ . . . ⊗ β(si) ⊗ . . . ⊗ s j ⊗ . . . ⊗ fk) − Fψ( f1 ⊗ . . . ⊗ si ⊗ . . . ⊗ β(s j) ⊗ . . . ⊗ fk) .
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To define FΨ for a generic injective map ψ : {1, . . . , k} → {1, . . . , n}, not necessarily increasing, we observe
that Ψ factors uniquely as ψ′ ◦ σ, where ψ′ is increasing and σ ∈ Sk, the symmetric group of degree k. We
then put
Fψ  Fψ′ ◦ τσ. (27)
Here τσ : gl(V)⊗ k → gl(V)⊗ k is the chain map associated to σ, see (23), and τσ is its projection onto a map:
τσ : (gl(V)⊗ k)2 → (gl(V)⊗ k)2 .
Lemma 16. Let k, k′ ≤ n. Given ψ : {1, . . . , k} → {1, . . . , n} and ψ′ : {1, . . . , k′} → {1, . . . , n}, if
ψ({1, . . . , k}) ∩ ψ′({1, . . . , k′}) = ∅,
then in the differential crossed module gl(V⊗n) we have:
{Fψ( f1 ⊗ . . . ⊗ fk), Fψ′ (g1 ⊗ . . . ⊗ g
′
k)} = 0,
Fψ( f1 ⊗ . . . ⊗ fk) ⊲ Fψ′ (g1 ⊗ . . . ⊗ t j ⊗ . . . ⊗ g
′
k) = 0,
{Fψ( f1 ⊗ . . . ⊗ si ⊗ . . . ⊗ fk), Fψ′(g1 ⊗ . . . ⊗ t j ⊗ . . . ⊗ g
′
k)} = 0.
Proof. The first two assertions follow from the definition of gl(V⊗n), given that in this case Fψ( f1 ⊗ . . . ⊗ fk)
and Fψ′ (g1 ⊗ . . . ⊗ g′k) commute as degree 0 maps, and so do Fψ( f1 ⊗ . . . ⊗ fk) and Fψ′ (g1 ⊗ . . . ⊗ t j ⊗ . . . ⊗ g
′
k
).
Also β(Fψ( f1 ⊗ . . .⊗ si ⊗ . . .⊗ fk)) = Fψ( f1 ⊗ . . .⊗ β(si)⊗ . . .⊗ fk) and Fψ′ (g1 ⊗ . . .⊗ t j ⊗ . . .⊗ g′k) do commute as
maps V⊗n → V⊗n. Therefore, by the differential crossed module rules:
{Fψ( f1 ⊗ . . . ⊗ si ⊗ . . . ⊗ fk), Fψ′ (g1 ⊗ . . . ⊗ t j ⊗ . . . ⊗ g
′
k)}
= β
(
Fψ( f1 ⊗ . . . ⊗ si ⊗ . . . ⊗ fk)
)
⊲ Fψ′ (g1 ⊗ . . . ⊗ t j ⊗ . . . ⊗ g
′
k) = 0 . 
Let now ψ : {1, . . . , k} → {1, . . . , n} be an injective map, and ψ = ψ′ ◦ σ the factorization as before, σ ∈ Sk and
ψ′ increasing. Suppose that σ′ ∈ Sn. Then σ′ ◦ ψ′ = ψ′′ ◦ σ′′, uniquely, where ψ′′ is increasing and σ′′ ∈ Sk.
Note that ψ′′σ′′σ = σ′ψ′σ = σ′ψ. This notation is used in the proof of the following lemma.
Lemma 17. As chain maps (gl(V)⊗ k)2 → gl(V⊗n), we have:
τσ′ ◦ Fψ ◦ τσ′−1 = Fσ′ψ.
Proof. We start by supposing that ψ′ is increasing. Let us see that τσ′ ◦ Fψ′ ◦ τσ′−1 = Fσ′ψ′ in this case. Let
us be given f1 ⊗ . . . ⊗ fk in (gl(V)⊗ k)
2
, where fi is either a chain map or a homotopy, up to 2-fold homotopy.
Then, by definition and Lemma 15:
τσ′ ◦ Fψ′ ( f1 ⊗ . . . ⊗ fk) ◦ τσ′−1  τσ′ ◦
(
id⊗ . . . ⊗ f1 ⊗ . . . ⊗ fk ⊗ . . . ⊗ id
)
◦ τσ′−1
= κ
(
τσ′
(
id ⊗ . . . ⊗ f1 ⊗ . . . ⊗ fk ⊗ . . . ⊗ id
) )
= Fψ′′τσ′′ ( f1 ⊗ . . . ⊗ fk)  Fψ′′σ′′ ( f1 ⊗ . . . ⊗ fk)
= Fσ′ψ′ ( f1 ⊗ . . . ⊗ fk) ,
where in the third identity we used (23). Now, for not necessarily increasing ψ, we have:
τσ′ ◦ Fψ( f1 ⊗ . . . ⊗ fn) ◦ τσ′−1  τσ′ ◦
(
Fψ′
(
τσ( f1 ⊗ . . . ⊗ fn)
) )
◦ τσ′−1
= Fψ′′
(
τσ′′τσ( f1 ⊗ . . . ⊗ fn)
) )
= Fψ′′σ′′σ
(
f1 ⊗ . . . ⊗ fn
)
= Fσ′ψ
(
f1 ⊗ . . . ⊗ fn
)
. 
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3 Categorified Knizhnik-Zamolodchikov Connections
3.1 Knizhnik-Zamolodchikov 2-connections in configuration spaces
We now recall some results from [24]. Let us consider and fix a positive integer n. LetW be a chain complex
of vector spaces. Let us suppose that we have a left action σ 7→ τσ of the symmetric group Sn on W by
chain-complex isomorphisms. The motivation for this is the case when W = V⊗ n is the tensor product of a
chain-complex V with it self n times, together with the standard action of Sn, see (23).
Let C(n) be the configuration space of n distinct particles in the complex plane:
C(n) = {(z1, . . . , zn) ∈ C
n : zi , z j if i , j}.
This has an obvious left action Sn ∋ σ 7→ Lσ ∈ diff(C(n)) of the symmetric group Sn. The configuration space
of n indistinguishable particles in C is defined as C(n)/Sn.
Recalling the definition of the crossed module gl(W) = (β : gl1(W) → gl0(W), ⊲), see Section 2.2, and also
Section 2.3.4, we thus have a right action σ 7→ Rσ of Sn on gl(W) by differential crossed module maps. Here
Rσ( f )  τσ−1 f τσ , for each f ∈ gl
0(W) and σ ∈ Sn ,
Rσ(s)  τσ−1 s τσ , for each s ∈ gl
1(W) and σ ∈ Sn .
We will write the Lie algebra brackets on gli(W) as {, }, for i = 0, 1.
Define closed 2-forms ωi j in the configuration space C(n), for 1 ≤ i, j ≤ n and i , j:
ωi j =
dzi − dz j
zi − z j
.
Clearly for each σ ∈ Sn:
L∗σ(ωi j) = ωσ−1(i)σ−1( j). (28)
An easy calculation proves the well known Arnold’s relation [3], for each distinct indices i, j, k ∈ {1, . . . , n}:
ωi j ∧ ω jk + ω jk ∧ ωki + ωki ∧ ωi j = 0. (29)
Also, for each distinct indices i, j ∈ {1, . . . , n}, we have ωi j = ω ji.
For i < j, with i, j ∈ {1, . . . , n}, we consider arbitrary degree zero chain maps ti j : W → W and suppose
that
{ti j, ti′ j′} = 0 , if {i, j} ∩ {i
′, j′} = ∅ . (30)
Define the following gl0(W)-valued 1-form:
A =
∑
1≤i< j≤n
ωi jti j (31)
Its curvature FA = dA +
1
2A ∧
{,} A = 12A ∧
{,} A is:
FA =
∑
a<b<c
Rbacωba ∧ ωac + Rabc ωab ∧ ωbc,
where if a < b < c we put:
Rabc = {tab + tac, tbc} and Rbac = {tab + tbc, tac}.
This calculation appears for example in [24], and previously in several other places [15, 40, 37, 41].
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Theorem 18. In the conditions of (30), the connection form A =
∑
1≤i< j≤nωi jti j of (31) is flat if and only if the
following relation, called the 4-term relation, is satisfied:
{tab + tac, tbc} = 0 = {tab + tbc, tac} , for 1 ≤ a < b < c ≤ n. (32)
In this case the connection form A of (31) will be called a Knizhnik-Zamolodchikov connection.
Relations (30) and (32) are sometimes called infinitesimal braid group relations.
In order to define a local 2-connection (A,B) on C(n) with values in gl(W) = (β : gl1(W) → gl0(W), ⊲), we
need a gl1(W)-valued 2-form B such that β(B) = FA. We also want to impose that (A,B) be a flat 2-connection,
in other words that the 2-curvature 3-formM = dB + A ∧⊲ B vanishes, see Section 2.3.3.
To match the condition β(B) = FA we define a gl
1(W)-valued 2-form B in the configuration space C(n) as:
B =
∑
a<b<c
Kbac ωba ∧ ωac + Kabc ωab ∧ ωbc, (33)
for some Kabc,Kbac ∈ gl
1(W) such that:
β(Kabc) = Rabc,
β(Kbac) = Rbac,
tab ⊲ Ki jk = 0 if {a, b} ∩ {i, j, k} = ∅,
(34)
where we have 1 ≤ a < b < c ≤ n and either 1 ≤ i < j < k ≤ n or 1 ≤ j < i < k ≤ n. The following crucial
Theorem is proved in [24].
Theorem 19. Given a gl(W)-valued 2-connection (A,B) on C(n) with A as in (31), where the relations in (30) hold,
and B as in (33), such that (34) holds, then the 2-curvature 3-form M = dB + A ∧⊲ B vanishes if and only if the
following conditions are satisfied:
tad ⊲ (Kbac + Kbcd) + (tab + tbc + tbd) ⊲ Kcad − (tac + tcd) ⊲ Kbad = 0
tbd ⊲ (Kabc + Kacd) + (tab + tad + tac) ⊲ Kcbd − (tbc + tcd) ⊲ Kabd = 0
tbc ⊲ (Kbad + Kcad) + tad ⊲ (Kcbd + Kbcd − Kabc) = 0
tac ⊲ (Kabd + Kcbd) + tbd ⊲ (Kcad + Kacd − Kbac) = 0
tcd ⊲ (Kbac + Kbad) + (tab + tbc + tbd) ⊲ Kacd − (tac + tad) ⊲ Kbcd = 0
tcd ⊲ (Kabc + Kabd) + (tab + tac + tad) ⊲ Kbcd − (tbd + tbc) ⊲ Kacd = 0
(35)
with a < b < c < d ∈ {1, . . . , n}.
Relations (30), (34) and (35) can be interpreted as being infinitesimal relations for braid cobordisms.
Remark 20. A useful observation for later: note that if we exchange a and b in the first, third and fifth condition,
and putting tba = tab, we get, respectively, the second, fourth and sixth conditions. Exchanging a and c in the first
equation also yields the fifth, provided that we have Kbca = Kbac.
Remark 21. The relations (35) are satisfied in the differential crossed module (id : gl0(W)→ gl0(W), ⊲ad), where ⊲ad
is the adjoint action of gl0(W) on itself, if we put Kabc = Rabc ∈ gl
0(W). Indeed in this case (35) are the components of
the Bianchi identity dFA + A ∧ FA = 0, always satisfied by the curvature form FA of A.
Remark 22. Even thoughwe stated Theorem19 in the context of the differential crossedmodulegl(W) = (β : gl1(W)→
gl0(W), ⊲), for a chain complexW, this result remains true, with the obvious modifications, for any differential crossed
moduleG = (β : h→ g, ⊲); see [24, Corollary 23].
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In the conditions of Theorem 19, for the case when (35) holds, in order that the holonomy of the local
2-connection (A,B) descend to the quotient manifoldC(n)/Sn, wemust impose conditions (19). For instance,
as far as the 1-form A is concerned, these say that given σ ∈ Sn we must have
L∗σ
( ∑
1≤i< j≤n
ωi jti j
)
= Rσ−1
( ∑
1≤i< j≤n
ωi jti j
)
,
or: ∑
1≤i< j≤n
ωσ−1(i)σ−1( j)ti j =
∑
1≤i< j≤n
ωi j(τσti jτσ−1).
Thus we must have:
τσti jτσ−1 =

tσ(i)σ( j) if σ(i) < σ( j)
tσ( j)σ(i) if σ( j) < σ(i)
.
Therefore defining
tab = tba, if a > b,
the condition
L∗σ
(
A
)
= Rσ−1
(
A
)
holds for each permutation σ ∈ Sn if, and only if, for each s ∈ Sn we have
τσti jτσ−1 = tσ(i)σ( j). (36)
We now put for any distinct i, j, k ∈ {1, . . .n}:
Ri jk = {ti j + t jk, t jk}.
This is compatible with the previous formulae, given that ti j = t ji. Also:
Ri jk + R jki + Rki j = 0 and Ri jk = Rik j.
The same kind of argument that gives conditions for the covariance of the 1-form A under the action of
the symmetric group permits us to find out the conditions that make the relation (19) true for the case of the
B form. This was sketched in [24]. The stated result was:
Theorem 23. Choose a positive integer n. Let W be a chain-complex, provided with an action σ 7→ τσ of Sn on it by
chain-complex isomorphism. Choose chain maps
tab : W→W, for distinct 1 ≤ a, b ≤ n.
These should satisfy, for all distinct i, j and distinct i′, j′:
ti j = t ji,
{ti j, ti′ j′} = 0, if {i, j} ∩ {i
′, j′} = ∅.
(37)
Define, for each distinct a, b, c ∈ {1, . . . , n}:
Rabc = {tab + tac, tbc}. (38)
Also choose homotopies (up to 2-fold homotopy) Kabc ∈ gl
1(W), for each distinct a, b, c ∈ {1, . . . , n}, satisfying:
β(Kabc) = Rabc,
tab ⊲ Ki jk = 0 if {a, b} ∩ {i, j, k} = ∅,
(39)
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where a, b, c are distinct indices and i, j, k are distinct indices, in both cases in {1, . . . , n}. Then the local 2-connection
(A,B) in (31) and (33) is covariant under the action of the symmetric group (19), if, and only if, for any distinct indices
a, b, c ∈ {1, . . . , n} we have that:
Kabc + Kbca + Kcab = 0, Kbca = Kbac , (40)
and that for each permutation σ ∈ Sn:
tσ(a)σ(b) = τσtabτσ−1 and Kσ(a)σ(b)σ(c) = τσKabcτσ−1 . (41)
Morever, in this case the pair (A,B) is 2-flat if and only if, for any distinct indices a, b, c, d ∈ {1, . . . , n} we have:
tad ⊲ (Kbac + Kbcd) + (tab + tbc + tbd) ⊲ Kcad − (tac + tcd) ⊲ Kbad = 0
tbc ⊲ (Kbad + Kcad) − tad ⊲ (Kdbc + Kabc) = 0.
(42)
Remark 24. As we did for Theorem 19, we stated Theorem 23 in the context of the differential crossed module
gl(W) = (β : gl1(W) → gl0(W), ⊲), derived from a chain complex W. However, Theorem 23 remains true, with the
obvious modifications, for any differential crossed moduleG = (β : h→ g, ⊲); see [24, Corollary 23].
Let us give full details of the proof of the most important part of Theorem 23, which is that if equations (37)
to (42) hold then condition (35) of Theorem 18 and equation (19) are satisfied.
Proof. Concerning the Sn covariance, the first equation of (19) was already discussed. As for the second
equation of (19), note that we can rewrite the 2-form B of (33) as, by using (40) and Arnold identity (29):
B =
∑
a<b<c
Kbac ωba ∧ ωac + Kabc ωab ∧ ωbc (43)
=
∑
a<b<c
−(Kcba + Kacb)ωba ∧ ωac − Kacb(ωbc ∧ ωca + ωca ∧ ωab) (44)
=
∑
a<b<c
−Kcbaωba ∧ ωac − Kacb ωbc ∧ ωca (45)
=
∑
a<b<c
Kacb ωac ∧ ωcb + Kcab ωca ∧ ωab. (46)
Analogously:
B =
∑
a<b<c
Kcba ωcb ∧ ωba + Kbcaωbc ∧ ωca. (47)
Thus, summing (43),(46) and (47) we have:
B =
1
3
∑
1≤a1<a2<a3≤n
∑
σ∈S3
Kaσ(1)aσ(2)aσ(3) ωaσ(1)aσ(2) ∧ ωaσ(2)aσ(3)
=
1
3 × 3!
∑
a1,a2,a1,a2,a1,a3
∑
σ∈S3
Kaσ(1)aσ(2)aσ(3) ωaσ(1)aσ(2) ∧ ωaσ(2)aσ(3)
Therefore for any permutation σ′ ∈ Sn we have, by (28):
L∗
σ′−1
(B) =
1
3 × 3!
∑
a1,a2,a1,a2,a1,a3
∑
σ∈S3
Kaσ(1)aσ(2)aσ(3) ωσ′(aσ(1))σ′(aσ(2)) ∧ ωσ′(aσ(2))σ′(aσ(3)).
Whereas, by (41):
Rσ′ (B) = τσ′−1Bτσ′ =
1
3 × 3!
∑
a1,a2,a1,a2,a1,a3
∑
σ∈S3
Kσ′−1(aσ(1))σ′−1(aσ(2))σ′−1(aσ(3)) ωaσ(1)aσ(2) ∧ ωaσ(2)aσ(3) .
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These last two clearly coincide. As for the 2-flatness, all equations of (35) hold because of (42) and the
Sn-covariance, see Remark 20. 
Theorem 23 implies that, provided that the covariance properties (41) hold, to define the pair (A,B)
in (31) and (33), with zero 2-curvature, one only needs to specify the chain map t12 = t ∈ gl
0(W) and the
chain-homotopy (up to 2-fold homotopy) K123 = K ∈ gl
1(W). Then obligatory we must have:
tσ(1)σ(2) = τσ t τσ−1  Rσ−1(t),
Kσ(1)σ(2)σ(3) = τσ K τσ−1  Rσ−1(K);
(48)
for any permutation σ ∈ Sn. Therefore t and K must satisfy, for any σ, σ′ ∈ Sn:
τσ t τσ−1 = τσ′ tτσ′−1 , if σ(1) = σ
′(1) and σ(2) = σ′(2);
τσ K τσ−1 = τσ′Kτσ′−1 if σ(1) = σ
′(1), σ(2) = σ′(2) and σ(3) = σ′(3);
(49)
and also, in the crossed module gl(W):
β(K) = {t12 + t13, t23}. (50)
To ensure the 2-flatness and the Sn-equivariance of (A,B), the following conditions are to be satisfied:
t14 ⊲ (K213 + K234) + (t12 + t23 + t24) ⊲ K314 − (t13 + t34) ⊲ K214 = 0,
t23 ⊲ (K214 + K314) − t14 ⊲ (K423 + K123) = 0,
(51)
plus:
t12 = t21 , K123 + K231 + K312 = 0 , K231 = K213 (52)
and in addition, for any pair / triple of distinct indices a, b and i, j, k:
ti j, tab = 0, if {i, j} ∩ {a, b} = ∅,
tab ⊲ Ki jk = 0 if {a, b} ∩ {i, j, k} = ∅.
(53)
The following lemma simplifying the conditions of Theorem 23 will be very useful later.
Lemma 25. LetW be a chain complex of vector spaces. Let n be a positive integer. Suppose we have an action of Sn on
W by chain-complex isomorphisms. Consider a chainmap t = t12 : W→W and a chain homotopyK = K123 ∈ gl
1(W).
Suppose (49) holds, and define tab and Kabc by using (48). Then the pair (A,B) as in (31) and (33) is a gl(V)-valued
local 2-connection in the configuration space C(n), with zero 2-curvature 3-tensor, and covariant with respect to the
action of Sn, see equations (19), if, and only if, equations (50), (51), (52) and (53) are satisfied.
Proof. The claim follows almost trivially from our discussion. Let us look at the conditions of Theorem
23. The second equation of (37), the second part of (39) and (41) are exactly equations (53) and (48). The
remaining conditions follow from equations (48), (49), (50), (51) and (52), by applying the right action
σ 7→ Rσ of Sn on gl(W) by differential crossed module morphisms to each side of (49), (50), (51) and (52), and
considering the yielded set of equations for each σ in Sn. 
3.2 Infinitesimal 2-Yang-Baxter operators in a differential crossed module
In this subsection we actively use the results and notation of Sections 2.5.1 and 2.5.2.
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3.2.1 Insertion maps for a categorical representation
Let G = (β : h → g, ⊲) be a differential crossed module. Consider its underlying (short) complex of vector
spacesG = (β : h→ g).Given a positive integer k, define U(k) as being the degree-1 part of the tensor product
of Gwith it self k-times. Define also U
(k)
as being U(k), modulo the boundary of the degree two part of G⊗ n.
Explicitly:
U(k) = h ⊗ g ⊗ g ⊗ · · · ⊗ g + cyclic permulations,
and U
(k)
equal is to U(k) modulo the relations:
X1 ⊗ · · · ⊗ Xm ⊗ β(v) ⊗ Xm+1 ⊗ · · · ⊗ Xm′−1 ⊗ w ⊗ Xm′+1 ⊗ · · · ⊗ Xn =
X1 ⊗ · · · ⊗ Xm ⊗ v ⊗ Xm+1 ⊗ · · · ⊗ Xm′−1 ⊗ β(w) ⊗ Xm′+1 ⊗ · · · ⊗ Xk (54)
where all Xi live in g, and v,w ∈ h, furthermore 1 ≤ m < m′ ≤ k. There exists an obvious map β′ : U(k) → g⊗ k,
which descends to the quotient U
(k)
, defined as being:
β′ = β ⊗ 1 ⊗ . . . ⊗ 1 + cyclic permulations.
Clearly β′ is the first non-trivial boundary map of the tensor product of (β : h→ g) with it self k times. In the
notation of Section 2.5.2 we thus have that
(G⊗ k)2 = (β
′ : U
(k)
→ g⊗k).
Let (V, ∂) be a chain-complex of vector spaces. Let gl(V) be the differential crossed module constructed
in Section 2.2. Consider its underlying short complex of vector spaces gl(V) =
(
β : gl1(V)→ gl0(V)
)
. Let
ρ : G → gl(V) be a categorical representation of G. Suppose that we are given k distinct indices ai in
{1, . . . , n}, describing therefore an injective map ψ : {1, . . . , k} → {1, . . . , n}, with i 7→ ai. We define:
φ(1)a1...ak : U
(k)
→ gl1(V⊗n)
as being:
φ(1)a1...ak

k∑
i=1
u1i ⊗ . . . ⊗ u
k
i
 =
k∑
i=1
id⊗ . . . ⊗ρ(u1i )⊗ . . . ⊗ρ(u
k
i )⊗ . . . ⊗ id (55)
for each
k∑
i=1
u1i ⊗ . . . ⊗ u
k
i ∈ U
(k).
Within (55), in every summand we have inserted the ρ image of ur
i
in the athr factor of the tensor product as
the only non trivial entries (the exact order in which the ρ(ur
i
) appear in the tensor product may not be the
one indicated in (55)). The definition of
φ(0)a1...ak : g
⊗k → gl0(V⊗n)
is entirely similar (we will frequently drop the indices in φ(0) and φ1(1) when they are obvious from the
context). Then the pair (φ(1)a1...ak , φ
(0)
a1...ak )  F
ρ
ψ
defines a chain-map F
ρ
ψ
: (G⊗ k)2 → gl(V⊗n), in the notation of
Section 2.5.2. This map is the following composition, which proves that it is well defined:
(G⊗ k)2
ρ⊗ k
−−→ (gl(V)⊗ k)2
Fψ
−→ gl(V⊗n). (56)
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We thus have the following commutative diagram of vector space maps:
U¯(k)
β′

φ(1)a1 ...ak // gl1(V⊗n)
β

g⊗k
φ(0)a1 ...ak // gl0(V⊗n)
, (57)
covariant with respect to the actions of the symmetric groups Sk and Sn, see equations (62) and (63) below.
3.2.2 Infinitesimal 2-Yang-Baxter operators
Let V be a chain complex. If σ ∈ Sk and if L is an homogeneous element in (V⊗ k)2 we denote
Lσ(1)...σ(k) = τσ(L) ,
where τ is the projection of the standard action of Sk on V⊗ k to (V⊗ k)2. If L =
∑
iXi ⊗ Yi ⊗ Zi ∈ (V
⊗ k)2 then:
L123 = L , L132 =
∑
i
Xi ⊗ Zi ⊗ Yi , L231 =
∑
i
Zi ⊗ Xi ⊗ Yi.
Note that no minus signs need to be inserted here since all but possibly one of the elements Xi,Yi and Zi
have degree 0, for each i.
Definition 26 (Free infinitesimal 2-Yang-Baxter operator). Let G = (β : h→ g) be a differential crossed module.
A free infinitesimal 2-Yang-Baxter operator (or free infinitesimal 2-R-matrix) (r,P) in G is given by:
1. A tensor r ∈ g ⊗ g,
2. A tensor P ∈ U
(3)
,
such that:
1. r12 = r21,
2. P123 + P231 + P312 = 0,
3. P123 = P132,
4. β′(P) = [r12 + r13, r23],
5. r14 ⊲ (P213 + P234) + (r12 + r23 + r24) ⊲ P314 − (r13 + r34) ⊲ P214 = 0,
6. r23 ⊲ (P214 + P314) − r14 ⊲ (P423 + P123) = 0.
The last two identities are to hold in U
(4)
.
A word on notation: here if r =
∑
i xi ⊗ yi ∈ g ⊗ g and P =
∑
iUi ⊗Vi ⊗Wi ∈ U
(3)
then, for example:
[r12 + r13, r23] =
∑
i, j
xi ⊗ [yi, x j] ⊗ y j + xi ⊗ x j ⊗ [yi, y j] ,
r14 ⊲ P213 =
∑
i, j
(xi ⊲ V j) ⊗U j ⊗W j ⊗ yi ,
(58)
where in the second equation ⊲ may either mean the action of g on h or the adjoint action of g on h. The
second equation of (58) does descend to the quotient U¯(4). Indeed given u, v ∈ hwe have ∂(u)⊗ v = u ⊗ ∂(v),
and, on the other hand, if X ∈ g, we have:
(X ⊲ ∂(u)) ⊗ v = ∂(X ⊲ u) ⊗ v = (X ⊲ u) ⊗ ∂(v) .
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Example 27. Let g be a Lie algebra. Let G = (id : g → g, ⊲ad), where ⊲ad is the adjoint action; this is a differential
crossed module. In this case U
(n)
 g⊗n. If r ∈ g ⊗ g is symmetric, and if we put P = [r12 + r13, r23] ∈ g ⊗ g ⊗ g, then
the pair (r,P) is a free infinitesimal 2-Yang-Baxter operator in G. For a proof see [24].
Belowwewill construct an infinitesimal 2-Yang-Baxter operator in the differential crossedmodule associated
to the string Lie-2-algebra.
It is also useful to deal with representations of the conditions which characterize an infinitesimal 2-Yang-
Baxter operator. For this reason we introduced insertion maps. Indeed, given a categorical representation
ρ : G→ gl(V) we have, in gl0(V ⊗ V ⊗ V):
ρ⊗ 3([r12 + r13, r23]) = (ρ⊗ρ⊗ ρ)[r12 + r13, r23]
=
∑
i, j
ρ(xi) ⊗ ρ([yi, x j]) ⊗ ρ(y j) + ρ(xi) ⊗ ρ(x j) ⊗ ρ([yi, y j])
=
∑
i, j
ρ(xi) ⊗ {ρ(yi), ρ(x j)} ⊗ ρ(y j) + ρ(xi) ⊗ ρ(x j) ⊗ {ρ(yi), ρ(y j)}
= {φ12(r) + φ13(r), φ23(r)} .
(59)
Also, in gl(V ⊗ V ⊗ V):
β(φ123(K)) = φ123(β
′(K)) = φ123([r12 + r13, r23])
= ρ⊗ 3([r12 + r13, r23]) = {φ12(r) + φ13(r), φ12(r)} .
(60)
We can also see that, since ρ is a categorical representation, and where ⊲ is either the adjoint action of gl0(V)
on gl0(V) or the already defined action of gl0(V) on gl1(V):
ρ⊗ 4(r14 ⊲ P213) =
∑
i, j
ρ⊗ 4
(
(xi ⊲ V j) ⊗U j ⊗W j ⊗ yi
)
=
∑
i, j
ρ
(
xi ⊲ V j
)
⊗ρ(U j)⊗ρ(W j)⊗ρ(yi)
=
∑
i, j
(
ρ(xi) ⊲ ρ(V j)
)
⊗ ρ(U j)⊗ρ(W j)⊗ρ(yi)
= φ14(r) ⊲ φ231(P) .
(61)
Definition 28 (Infinitesimal 2-Yang-Baxter operator with respect to a categorical representation). In the
conditions of Definition 26, let ρ : G → gl(V) be a categorical representation of G. Then (r,P) is said to be an
infinitesimal 2-Yang-Baxter operator (or infinitesimal 2-R-matrix) in G, with respect to ρ, if conditions 1. to 6. of
Definition 26 hold after applying ρ⊗ k, where k can be, depending in the condition, 2, 3 or 4.
Recall now Theorem 23 and Lemma 25. We now show that (representations of) infinitesimal 2-Yang-
Baxter operators provide natural examples of chain maps and homotopies satisfying the conditions of
Theorem 23, hence yielding 2-flat connections on C(n), covariant with respect to the action of Sn. Let
ρ : G→ gl(V) be a categorical representation of a differential crossed module. By (56) and (27) we have, for
each injective map ψ : {1, . . . , k} → {1, . . . , n} and each σ ∈ Sk:
F
ρ
ψ
(τσ(L)) = F
ρ
ψ◦τ
(L) (62)
since by (23), and given that ρ⊗ k : (G⊗k)2 → (gl(V)⊗k)2 is a chain-map of degree 0, it is
ρ⊗ k ◦ τσ = τσ ◦ ρ⊗ k .
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Also, by Lemma 17 we have, for each σ ∈ Sn and each L,
τσF
ρ
ψ(L)τσ−1 = F
ρ
σψ(L). (63)
Lemma 29. Fix a positive integer n. Let V be a chain-complex of vector spaces. Let Sn act on V
⊗n in the usual way,
equation (23). LetG = (β : h→ g, ⊲) be a differential crossed module and ρ : G→ gl(V) be a categorical representation
of G. Let (r,P) be an infinitesimal 2-Yang-Baxter operator in G, with respect to ρ. If we define:
t = t12 = φ12(r) ∈ gl
0(V⊗n)
K = K123 = φ123(P) ∈ gl
1(V⊗n)
then all conditions of Theorem 23 are satisfied, in the formulation of Lemma 25.
Proof. This essentially follows immediately from (62), (63) and Lemma 16. Explicitly, conditions (49) holds
since if σ ∈ Sn is such that σ(1) = σ′(1), σ(2) = σ′(2) and σ(3) = σ′(3) then, putting (from now on until the end
of the proof) ψ(1) = 1, ψ(2) = 2, ψ(3) = 3:
τσKτσ−1 = τσF
ρ
ψ
(P)τσ−1 = F
ρ
σψ
(P) = F
ρ
σ′ψ
(P) = τσ′F
ρ
ψ
(P)τσ′−1 = τσ′Kτσ′−1 ,
and analogously if σ(1) = σ′(1) and σ(2) = σ′(2):
τσ t τσ−1 = τσ′ t τσ′−1 .
From (48) and (63) we also have that, for distinct a, b, c ∈ {1, . . . , n},
Kabc = φabc(P) and tab = φab(r).
From (60) and (61) we thus obtain (50) and (51). Conditions (53) follow from Lemma 16.
All equations of (52) are proved in exactly the same way. For example, considering the permutations in
Sn and S3 defined as σ0 = id, σ1 = (231) and σ2 = (312), we have:
K123 + K231 + K312  τσ0Kτσ−1
0
+ τσ1Kτσ−1
1
+ τσ2Kτσ−1
2
 τσ0F
ρ
ψ(P)τσ−10 + τσ1F
ρ
ψ(P)τσ−11 + τσ2F
ρ
ψ(P)τσ−12
= F
ρ
σ0ψ
(P) + F
ρ
σ1ψ
(P) + F
ρ
σ2ψ
(P)
= F
ρ
ψσ0
(P) + F
ρ
ψσ1
(P) + F
ρ
ψσ2
(P)
= F
ρ
ψ(τσ0(P)) + F
ρ
ψ(τσ1(P)) + F
ρ
ψ(τσ2(P))
= F
ρ
ψ(P123 + P231 + P312) = 0.

As an immediate corollary we have one of the main results of this paper, also stated in [24] for free
infinitesimal 2-R-matrices.
Theorem 30. Consider a positive integer n. LetG = (β : h→ g, ⊲) be a differential crossed module. Let ρ : G→ gl(V)
be a categorical representation ofG, where V is a chain-complex of vector spaces. Let (r,P) be an infinitesimal 2-Yang-
Baxter operator in G with respect to ρ. Then putting, for each distinct a, b, c ∈ {1, . . . , n}:
tab = φab(r) and Kabc = φabc(P),
the condition of Theorem (23) are satisfied. Therefore the pair (A,B):
A =
∑
1≤a<b≤n
ωab φab(r)
B =
∑
1≤a<b<c≤n
ωab ∧ ωbc φabc(P) + ωba ∧ ωac φbac(P)
(64)
defines a 2-flat gl(V)-valued local 2-connection in the configuration space C(n), covariant under the action of Sn.
These local 2-connections (A,B) are our proposal for a Knizhnik-Zamolodchikov 2-connection.
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4 An infinitesimal 2-Yang-Baxter operator in the string Lie-2-algebra
4.1 Lie algebra cohomology, abelian extensions and differential crossed modules
We recall a general construction of differential crossed modules that will be used in this section to provide
an explicit presentation (due to Wagemann [49]) of the string Lie 2-algebra (discussed in the Introduction),
or more precisely of its associated differential crossed module String.
Recall that given a Lie algebra g with an action ⊲ on a vector space V, we have a cochain complex
C•(g,V) =
(
Cn(g,V), δV
)
, where Cn(g,V) = hom(∧n(g),V). For ω : ∧n (g)→ V the differential reads:
δV(ω)(X0, . . . ,Xn) =
∑
0≤i≤n
(−1)iXi ⊲
(
ω
(
X0, . . . , Xˆi, . . . ,Xn
))
+
∑
1≤i< j≤n
(−1)i+ jω
(
[Xi,X j],X0, . . . , Xˆi, . . . , Xˆ j, . . . ,Xn
)
,
where as usual Xˆi means omitting Xi.
An exact sequence of Lie algebras:
0 −→ V3
ν
−→ e
π
−→ g −→ 0 (65)
is said to be an abelian Lie algebra extension of g by V3 if ν(V3) is abelian. Note that V3 has a natural
g-module structure, described explicitly on ν(V3) by x ⊲ ν(u) := [π−1(x), ν(u)] for x ∈ g, u ∈ V3. It is very easy
to check that such expression is well defined and that it does not depend on the choice of the pre-image of
x. It is well known that abelian extensions are classified by the Lie algebra cohomology groupH2(g,V3). We
sketch the correspondence; in one direction, take α ∈ H2(g,V3) and define V3 ⋊α g as the vector space V3 ⊕ g
endowed with the Lie bracket[
(v, x), (w, y)
]
:=
(
x ⊲ w − y ⊲ v + α(x, y), [x, y]
)
, where v,w ∈ V3, x, y ∈ g . (66)
Then set e = V3 ⋊α g in (65). In the opposite direction, take any section of π, i.e. a linear map a : g→ e such
that π◦ a = idg, and denote by α : g∧g→ e the failure of a to be a Lie algebramorphism, namely, for x, y ∈ g:
α(x, y) := a([x, y])− [a(x), a(y)] .
Since π ◦ α = 0 we know that α takes value in im (ν) ⊂ e. This means there exists a unique α′ : g ∧ g → V3
such that ν ◦ α′ = α. Such α′ is a 2-cochain on g with values in V3, i.e. α′ ∈ C2(g,V3). It is a standard result,
which we nevertheless prove for completeness, that α′ is a 2-cocycle.
Lemma 31. The two cochain α′ ∈ C2(g,V3) satisfies δV3α′ = 0, namely α′ is a 2-cocycle on g with values in V3.
Proof. Note that the g-module structure on V3 (see discussion above) is defined on ν(V3) ⊂ e by an arbitrary
section of σ, which we now take to be a. Almost by definition ν : V3 → im(ν) is an injective g-module map.
We show that ν(δV3α′) = 0:
ν(δV3α′)(x1, x2, x3) =
= − να′([x1, x2], x3) + να
′([x1, x3], x2) − να
′([x2, x3], x1) + ν (x1 ⊲ α
′(x2, x3) − x2 ⊲ α
′(x1, x3) + x3 ⊲ α
′(x2, x3) )
= −α([x1, x2], x3) + α([x1, x3], x2) − α([x2, x3], x1) + x1 ⊲ α(x2, x3) − x2 ⊲ α(x1, x3) + x3 ⊲ α(x2, x3)
= − [a([x1, x2]), a(x3)] + a([x1, x2], x3) + [a([x1, x3]), a(x2)] − a([x1, x3], x2) + [a([x2, x3]), a(x1)] + a([x2, x3], x1)+
+ [a(x1), [a(x2), a(x3)]] − a([x2, x3])] − [a(x2), [a(x1), a(x3)]] − a([x1, x3])] + [a(x3), [a(x1), a(x2)]] − a([x1, x2])]
= − [a([x1, x2]), a(x3)] + [a([x1, x3]), a(x2)] − [a([x2, x3]), a(x1)]a([x1, x2], x3) − a([x1, x3], x2) + a([x2, x3], x1)+
+ [a(x1), [a(x2), a(x3)]] − [a(x2), [a(x1), a(x3)]] + [a(x3), [a(x1), a(x2)]] − [a(x1), a([x2, x3])] + [a(x2), a([x1, x3])]+
− [a(x3), a([x1, x2])] = 0
where in the last step we used twice the Jacobi identity. 
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Note that there is no dependence on the choice of the section a : g → e (i.e. different sections produce
cohomologous cocycles).
Next, consider a sequence of g-modules (when necessary thought as abelian Lie algebras):
0 −→ V1
i
−→ V2
p
−→ V3 −→ 0 . (67)
This yields a short exact sequence of cochain complexes:
0 −→ C•(g,V1)
i
−→ C•(g,V2)
p
−→ C•(g,V3) −→ 0 , (68)
whose cohomology long exact sequence will have an important role below.
Consider a Lie algebra 2-cocycle α. Putting together the two sequences (65) and (67), where the former
is derived from α, thus e = V3 ⋊α g, we get an exact sequence of e-modules:
0
  ❇
❇❇
❇❇
❇❇
❇ 0
V3
ν
❄
❄❄
❄❄
❄❄
❄
??⑧⑧⑧⑧⑧⑧⑧⑧
0 // V1
i // V2
p
>>⑥⑥⑥⑥⑥⑥⑥⑥ µ:=νp
// e
π // g // 0
(69)
where every g-module has been trivially extended to an e-module, by using the morphism π : e → g. The
following theorem shows thatwe have obtained a differential crossedmodule µ : V2 → e. It may be seen as a
constructive example of Gerstenhaber correspondence [33] betweenweak equivalence classes of differential
crossed modules (∂ : h→ g, ⊲) and H3(coker(∂), ker (∂)).
Theorem 32 (Wagemann). In the above setting, (69) is a differential crossed module µ : V2 → e. Its associated
cohomology class in H3(g,V1) is the image of the 2-cocycle defining the abelian Lie algebra extension (65) under the
connecting homomorphism in the long exact cohomology sequence associated to (68).
Proof. We give the most important steps of the proof, for more details see [49, Thm 3] and references therein.
That µ : V2 → e satisfies the axioms of a differential crossed modules it is a standard exercise that we leave
to the reader. More interesting is the second claim about cohomology classes.
To associate a cocycle γ ∈ H3(g,V1) to the differential crossed module µ : V2 → e we can proceed
as follows. We already know how to associate to the abelian extension 0 → V3 → e → g → 0 a 2-
cocycle α′ ∈ H2(g,V3). We go on by considering b : im (p) → V2 a section of p, i.e. p ◦ b = idim(p); we
then set β(x1, x2) := b(α′(x1, x2)). Hence p(β(x1, x2)) = α′(x1, x2) and β ∈ C2(g,V2). We now show that
p
(
(δV2β)(x1, x2, x3)
)
= 0. Indeed:
p
(
(δV2β)(x1, x2, x3)
)
=
= p
(
− β([x1, x2], x3) + β([x1, x3], x2) − β([x2, x3], x1) + x1 ⊲ β(x2, x3) − x2 ⊲ β(x1, x3) + x3 ⊲ β(x1, x2)
)
= −α′([x1, x2], x3) + α
′([x1, x3], x2) − α
′([x2, x3], x1) + x1 ⊲ α
′(x2, x3) − x2 ⊲ α
′(x1, x3) + x3 ⊲ α
′(x1, x2)
= (dV3α′)(x1, x2, x3) = 0 ,
where we used that p is a g-module map. This shows that δV2β takes value in im(i). We can further lift by
considering c : i(V1) ⊂ V2 → V1 a section of i, and introducing γ := c(dV2β). So we have γ ∈ C3(g,V1), and
δV1γ = 0 from
i δV1γ = δV2(iγ) = δV2(i c dV2β) = δV2(δV2β) = 0
where we denoted by the same symbol i the injective chain map i : C•(g,V1) → C•(g,V2) induced from
the sequence (67). We have therefore determined the cohomology class γ ∈ H3(g,V1) associated to the
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differential crossed module. Of course one has further to show that the choice of different sections a′, b′ or
c′ would lead to a γ′ such that [γ′] = [γ] in H3(g,V1). (The process we used to define a three dimensional
cohomology class from µ : V2 → e generalises readily to any differential crossed module.)
On the other hand, the image of α′ under the connecting homomorphism δ : H2(g,V3) → H3(g,V1) is
computed exactly in the same way we obtained γ:
0 // C2(g,V1)
i //
δV1

β=b(α′)
C2(g,V2)
p
//
δV2

α′
C2(g,V3) //
δV3

b
tt
0
0 //
γ=c(δV2β)
C3(g,V1)
i //
δV2β
C3(g,V2)
p
//
c
tt
C3(g,V3) // 0
so that indeed δα′ = c(δV2(b(α′))) = γ ∈ H3(g,V1). 
4.2 The differential crossed module String associated to the string Lie 2-algebra
In this section we apply Theorem 32 to a particular abelian extension of sl2, recovering the differential
crossed module String = (∂ : F0 −→ F1 ⋊α sl2, ⊲), associated to the string Lie 2-algebra as a particular
instance of (69). As mentioned above, this construction is due to Wagemann [49].
We start by fixing the notation. Let W1 be the Lie algebra of vector fields in one variable x, with Lie
bracket given by the commutator of vector fields:
[
f (x)
d
dx
, g(x)
d
dx
]
=
(
f
dg
dx
−
d f
dx
g
)
(x)
d
dx
=
(
f g′ − f ′g
)
(x)
d
dx
, ∀ f (x)
d
dx
, g(x)
d
dx
∈W1 ,
where f ′ denotes the derivative of f . Identify sl2 ⊂W1 as the Lie subalgebra generated by:
e−1 =
d
dx
, e0 = x
d
dx
, e1 = x
2 d
dx
, (70)
so that the commutation relations read:
[e0, e−1] = − e−1 , [e−1, e1] = 2e0 , [e0, e1] = e1 . (71)
The Cartan-killing form 〈 , 〉 : sl2 ⊗ sl2 → C is taken with the normalisation: 〈x, y〉 = −(1/2) Tr (adx ◦ ady),
in terms of the adjoint representation adx(y) = [x, y] for x, y ∈ sl2. An orthonormal basis is given by the
matrices:
s1 =
(
0 i
i 0
)
, s2 =
(
0 1
−1 0
)
, s3 =
(
i 0
0 −i
)
(72)
satisfying 〈si, s j〉 = δi j, i, j = 1, 2, 3. The relation between the two basis of sl2 is:
s1 = i (e1 − e−1) , s2 = e1 + e−1 , s3 = 2i e0 . (73)
Let F0 be the space of complex polynomials in the variable x, and F1 the space of formal one-forms f (x)dx,
over the space of real numbers, where f (x) is a complex polynomial. We consider F0 and F1 to be abelian
Lie algebras, i.e. with the trivial Lie bracket. They are bothW1-modules via the Lie derivative:
f (x)
d
dx
⊲ g(x) = ( f g′)(x) , f (x)
d
dx
⊲ g(x)dx = ( f g′ + f ′g)(x) dx , ∀ f (x)
d
dx
∈W1 , g(x) ∈ F0 , g(x) dx ∈ F1
(74)
hence they are sl2-modules as well, by restriction of the module structure.
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Consider the 2-cochain on sl2 with values in F1, α ∈ C2(sl2,F1), defined as, in the basis {e−1, e0, e1} of sl2:
α(e0, e1) = −α(e1, e0) = 2dx , and zero otherwise . (75)
It is a direct computation to verify that δF1α = 0 and that [α] ∈ H2(sl2,F1) is a non trivial cohomology class.
We denote F1 ⋊α sl2 the abelian extension of sl2 by F1 associated to α. We recall from (66) that F1 ⋊α sl2 is the
vector space F1 ⊕ sl2 endowed with the Lie bracket:
[
(a, y), (b, z)
]
:=
(
y ⊲ b − z ⊲ a + α(y, z) , [y, z]
)
, ∀ a, b ∈ F1 , y, z ∈ sl2 . (76)
Note that every sl2-module F extends trivially to a F1 ⋊α sl2-module by setting:
(a, y) ⊲ f := y ⊲ f , (a, y) ∈ F1 ⋊α sl2, f ∈ F. (77)
In particular, wewill be interested in the case F = F0 . We now apply the general construction of the previous
section to the abelian extension:
0 −→ F1
ν
−→ F1 ⋊α sl2
π
−→ sl2 −→ 0 (78)
together with the sequence of sl2-modules (restricting theW1-module structure)
0 −→ C
i
−→ F0
p
−→ F1 −→ 0 (79)
where p = dDR is the formal de Rham differential. The differential crossed module (69) associated to this
example is denoted byString = (∂ : F0 −→ F1 ⋊α sl2, ⊲), and it fits inside the four-terms exact sequence:
0 −→ C
i
−→ F0
∂
−→ F1 ⋊α sl2
π
−→ sl2 −→ 0 . (80)
For the reader’s convenience we repeat the relevant structures inString = (∂ : F0 −→ F1⋊α sl2, ⊲): the Lie
bracket in F1 ⋊α sl2 is given in (76), considering (75), while in F0 is trivial. The (F1 ⋊α sl2)-action on F0 is of
the type (77), trivially extending the one of sl2. The maps ∂ and π are explicitly ∂( f ) = (ν ◦ dDR)( f ) = (d f , 0)
and π(ω, y) = y, for f ∈ F0 , (ω, y) ∈ F1 ⋊α sl2; hence ker(∂) = C and coker(∂) = sl2.
From Theorem 32 we know that ∂ : F0 −→ F1 ⋊α sl2 geometrically realises the 3-cocycle δ(α) ∈ H3(sl2,C),
where δ is the connecting homomorphism in the long exact cohomology sequence associated to (79). We
conclude that it is an explicit realisation of the string Lie 2-algebra by the following lemma of [49].
Lemma 33 (Wagemann). The cocycle δα is proportional to the Cartan-Killing 3-cocycle Ξ ∈ H3(sl2,C), explicitly
given by Ξ(x, y, z) = 〈[x, y], z〉 ,∀ x, y, x ∈ sl2 .
Proof. We compute both cocycles. Recall from the proof of Theorem 32 that δα is obtained as δα = c(dF0β),
with β(e0, e1) = 2x (and zero otherwise) being the simplest lift of α′ to F0. We evaluate the 3-cocycle dF0β on
(e−1, e0, e1) and the only non-zero contribution comes from e−1⊲β(e1, e0) = e−1⊲2x = 2. Hence δα′(e−1, e0, e1) = 2.
On the other hand Ξ(e−1, e0, e1) = 〈[e−1, e0], e1〉 = 〈e−1, e1〉. Passing to the orthonormal basis (72) via (73)
we get (1/4)〈i s1 + s2, i s1 − s2〉 = − (1/2). 
Remark 34. Looking at String = (∂ : F0 −→ F1 ⋊α sl2, ⊲), by using (70), (74) and (77), we can see that (F1 ⋊α sl2)
acts trivially on the set of constant functions of x in F0. Note that this set of constant polynomials in x is exactly the
kernel of the map ∂ : F0 → F1 ⋊α sl2, thus (F1 ⋊α sl2) ⊲ ker(∂) = {0}. This fact will be crucial later.
4.3 An infinitesimal 2-Yang-Baxter operator in the string Lie-2-algebra
In this section we use the notation and nomenclature of Section 3.2. Let g be a Lie algebra provided with
a non-degenerate, symmetric bilinear form 〈 , 〉. Let {xi} be a basis of g and {yi} be the dual basis of g∗
identified with g by using 〈 , 〉. Then r =
∑
i xi ⊗ yi ∈ g ⊗ g is symmetric and satisfies the 4-term relation
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[r12 + r13, r23] = 0, in (U(g))⊗3, whereU(g) is the enveloping algebra of g, and it is therefore an infinitesimal
Yang-Baxter operator in g; see the Introduction.
We want to determine elements r ∈ (F1 ⋊α sl2)
⊗3 and P ∈ U
(3)
, in such a way that (r,P) is an infinitesimal
2-Yang-Baxter operator in the differential crossed module String = (∂ : F0 −→ F1 ⋊α sl2, ⊲), associated to
the string Lie 2-algebra. Our guiding principle in doing so is to use a lift of the infinitesimal Yang-Baxter
operator r in sl2, by the obvious section of π : F1 ⋊α sl2 −→ sl2. In the notation of Section 4.2, the element
r ∈ sl2 ⊗ sl2 associated to the Cartan-Killing form on sl2 is:
r = 2 e−1 ⊗ e1 + 2 e1 ⊗ e−1 − 4 e0 ⊗ e0 . (81)
Consider the section σ : sl2 → F1 ⋊α sl2 defined as σ(ei) := (0, ei). Denote by r the lift of r ∈ sl2 ⊗ sl2 via σ:
r = (σ ⊗ σ)(r) = 2 (0, e1) ⊗ (0, e−1) + 2 (0, e−1) ⊗ (0, e1) − 4 (0, e0) ⊗ (0, e0) ∈ F1 ⋊α sl2 ⊗ F1 ⋊α sl2 . (82)
Since σ is not a Lie algebra map, r does not satisfy the 4-term relation [r12 + r13, r23] in (1), unlike r.
However, by Definition 26, the tensor P must be a pre-image, under ∂′ : U
(3)
→ (F1 ⋊α sl2)
3⊗, of the tensor
[r12 + r13, r23] ∈ (F1 ⋊α sl2) ⊗ (F1 ⋊α sl2) ⊗ (F1 ⋊α sl2).
Proposition 35. The tensor [r¯12 + r¯13, r¯23] explicitly reads:
1
16
[r¯12 + r¯13, r¯23] = (0, e−1) ⊗ (0, e0) ⊗ (dx, 0)+ (0, e−1) ⊗ (dx, 0)⊗ (0, e0)+
− (0, e0) ⊗ (dx, 0)⊗ (0, e−1) − (0, e0) ⊗ (0, e−1) ⊗ (dx, 0) . (83)
Every element P ∈ U
(3)
such that ∂′(P) = [r¯12 + r¯13, r¯23] therefore has the form:
P = P0 + λC
 16
(
(0, e−1) ⊗ (0, e0) ⊗ x + (0, e−1) ⊗ x ⊗ (0, e0) − (0, e0) ⊗ x ⊗ (0, e−1) − (0, e0) ⊗ (0, e−1) ⊗ x
)
+ λC ,
(84)
where C ∈ ker
(
∂′ : U
(3)
→ (F1 ⋊α sl2)
3⊗
)
and λ ∈ C.
Proof. By direct computation:
[r¯12 + r¯13, r¯23] =
[
2 (0, e1) ⊗ (0, e−1) ⊗ 1 + 2 (0, e−1) ⊗ (0, e1) ⊗ 1 − 4 (0, e0) ⊗ (0, e0) ⊗ 1+
+ 2 (0, e1) ⊗ 1 ⊗ (0, e−1) + 2 (0, e−1) ⊗ 1 ⊗ (0, e1) − 4 (0, e0) ⊗ 1 ⊗ (0, e0) ,
2 · 1 ⊗ (0, e1) ⊗ (0, e−1) + 2 · 1 ⊗ (0, e−1) ⊗ (0, e1) − 4 · 1 ⊗ (0, e0) ⊗ (0, e0)
]
=
= 4 (0, e1) ⊗ (α(e−1, e1), 2e0) ⊗ (0, e−1) − 8 (0, e1) ⊗ (α(e−1, e0), e−1) ⊗ (0, e0)+
+ 4 (0, e−1) ⊗ (α(e1, e−1),−2e0) ⊗ (0, e1) − 8 (0, e−1) ⊗ (α(e1, e0),−e1) ⊗ (0, e0)+
− 8 (0, e0) ⊗ (α(e0, e1), e1) ⊗ (0, e−1) − 8 (0, e0) ⊗ (α(e0, e−1),−e−1) ⊗ (0, e1)+
+ 4 (0, e1) ⊗ (0, e−1) ⊗ (α(e−1, e1), 2e0) − 8 (0, e1) ⊗ (0, e0) ⊗ (α(e−1, e0), e−1)+
+ 4 (0, e−1) ⊗ (0, e1) ⊗ (α(e1, e−1),−2e0) ⊗ −8 (0, e−1) ⊗ (0, e0) ⊗ (α(e1, e0),−e1)+
− 8 (0, e0) ⊗ (0, e1) ⊗ (α(e0, e−1),−e−1) − 8 (0, e0) ⊗ (0, e−1) ⊗ (α(e0, e1), e1) .
Denoting with l.i the ith term in the lth line, the following cancellations occur: 1.1 with 4.2, 1.2 with 4.1. We
are left with
8 (0, e−1)⊗ (0, e0)⊗ (2dx, 0)+8 (0, e−1)⊗ (2dx, 0)⊗ (0, e0)−8 (0, e0)⊗ (2dx, 0)⊗ (0, e−1)−8 (0, e0)⊗ (0, e−1)⊗ (2dx, 0) ,
explicitly (2.1 + 5.2) + (2.2 + 5.1)+ (3.1 + 5.1) + (3.2 + 6.2). The second claim is easily verified. 
Given that β′(P) = [r12 + r13, r23], the pair (r,P) = (r,P0 + λC) will be an infinitesimal 2-Yang-Baxter
operator in String, if, and only if, the following relations hold, freely or evaluated in some categorical
representation of the string differential crossed module, definitions 26 and 28:
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(i) r12 = r21,
(ii) P123 + P231 + P312 = 0,
(iii) P123 = P132,
(iv) r¯14 ⊲ (P213 + P234) + (r¯12 + r¯23 + r¯24) ⊲ P314 − (r¯13 + r¯34) ⊲ P214 = 0,
(v) r¯23 ⊲ (P214 + P314) − r¯14 ⊲ (P423 + P123) = 0.
Our main result (Theorem 44) states that there exist C ∈ ker(∂′) and λ ∈ C, so that (r,P0 + λC) is a free
infinitesimal 2-Yang-Baxter operator in String. We now start discussing the proof of this result.
Noting that r12 = r21, thus relation (i) is satisfied, let us now evaluate the left-hand-side of relations (ii)
to (v) on P0. We immediately see that (concerning conditions (ii) and (iii)):
P0123 + P
0
231 + P
0
312 = 0,
P0123 = P
0
132.
(85)
Concerning conditions (iv) and (v), we compute, in a lengthy but straightforward way, r¯14 ⊲ (P0213 + P
0
234
) +
(r¯12 + r¯23 + r¯24) ⊲ P0314 − (r¯13 + r¯34) ⊲ P
0
214
and r¯23 ⊲ (P0214 +P
0
314
)− r¯14 ⊲ (P0423 + P
0
123
), in 4.3.1 and 4.3.2; see (86) and
(87). While relation (v) holds for P0, the left-hand-side of (iv) produces non-zero terms when applied to P0.
In section 4.3.3, we discuss how it is possible to choose C ∈ ker
(
∂′ : U
(3)
→ (F1 ⋊α sl2)
3⊗
)
and λ ∈ C, in order
to cancel these terms. Nevertheless, by the calculations in 4.3.1, we will be able to see that the left-hand-side
of relation (iv) applied to P0 acts trivially in the adjoint categorical representation of String, so that (r¯,P0) is
found to be an infinitesimal 2-Yang-Baxter operator, with respect to the adjoint categorical representation.
The latter result can however be obtained in a more general way:
Theorem 36. The following elements r ∈ (F1 ⋊α sl2) ⊗ (F1 ⋊α sl2) and P
0 ∈ U
(3)
:
r = 2 (0, e1) ⊗ (0, e−1) + 2 (0, e−1) ⊗ (0, e1) − 4 (0, e0) ⊗ (0, e0) ,
P0 = 16
(
(0, e−1) ⊗ (0, e0) ⊗ x + (0, e−1) ⊗ x ⊗ (0, e0) − (0, e0) ⊗ x ⊗ (0, e−1) − (0, e0) ⊗ (0, e−1) ⊗ x
)
,
define an infinitesimal 2-Yang-Baxter operator, with respect to the adjoint categorical representation of String.
Proof. The crucial fact here is that, inString = (∂ : F0 → F1 ⋊α sl2, ⊲), the kernel of ∂′ : U
(4)
→ (F1 ⋊α sl2)
⊗4 acts
trivially in the chain complexString⊗4, via the insertion map 3.2.1. This is a consequence of the fact that the
kernel of ∂ : F0 → F1 ⋊α sl2 (which is the set of constant functions in F0) is (F1 ⋊α sl2)-invariant, Remark 34.
Let us give full details. Since we are considering chain complexes of length 2, of vector spaces, Ku¨nneth
Theorem tells us that:
ker
(
∂′ : U
(4)
→ (F1 ⋊α sl2)
⊗4
)
=
(
ker(∂ : F0 → F1 ⋊α sl2)
)
⊗ ({0} ⋊ sl2) ⊗ ({0} ⋊ sl2) ⊗ ({0} ⋊ sl2) ⊕ cyclic permutations .
From the explicit expression of the insertionmaps for a categorical representation (see 3.2.1 and in particular
(55)) and of themap ρ = ρ1 in the adjoint categorical representation, see (21), we conclude, since ker(∂ : F0 →
F1 ⋊α sl2) is (F1 ⋊α sl2)-invariant, that the kernel of ∂′ : U
(4)
→ (F1 ⋊α sl2)
⊗4 acts trivially in the fourth tensor
power of chain complex String, associated to String.
By Example 27, if we apply ∂′ : U
(4)
→ (F1 ⋊α sl2)
⊗4 to the left-hand-side of relations (iv) and (v), above,
on P0, we get zero, since ∂′ : U
(4)
→ (F1 ⋊α sl2)
⊗4 is an (F1 ⋊α sl2)-module map and ∂′(P0) = [r¯12 + r¯13, r¯23].
Therefore relations (iv) and (v) are satisfied by (r,P0), in the adjoint categorical representation of String. 
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Remark 37. By the proof of the previous theorem a more general result holds. Looking at (80), let t ∈ (F1 ⋊α sl2) ⊗
(F1 ⋊α sl2) be any inverse image, under π ⊗ π, of r ∈ sl2 ⊗ sl2, where r is in (81). Let also Q be any inverse image,
under ∂′ : U
(3)
→ (F1 ⋊α sl2)
⊗3, of [t12 + t13, t23]. Then (t,Q) is an infinitesimal 2-Yang-Baxter operator in String,
with respect to the adjoint representation.
4.3.1 The left-hand-side of relation (iv) applied to P0
A word on notation: to distinguish between the unital elements of F0 (i.e. the constant function of value
1) and the identity in the enveloping algebraU(F1 ⋊α sl2), from now on we will denote the former as 1F0 ,
writing simply 1 for the latter.
Let us explicitly compute:
r¯14 ⊲ (P
0
213 + P
0
234) + (r¯12 + r¯23 + r¯24) ⊲ P
0
314 − (r¯13 + r¯34) ⊲ P
0
214.
We compute one term at a time, starting with 116 r¯14 ⊲ (P
0
213
+ P0
234
) which explicitly is
(
2 (0, e1) ⊗ 1 ⊗ 1 ⊗ (0, e−1) + 2 (0, e−1) ⊗ 1 ⊗ 1 ⊗ (0, e1) − 4 (0, e0) ⊗ 1 ⊗ 1 ⊗ (0, e0)
)
⊲(
(0, e0) ⊗ (0, e−1) ⊗ x ⊗ 1 + x ⊗ (0, e−1) ⊗ (0, e0) ⊗ 1 − x ⊗ (0, e0) ⊗ (0, e−1) ⊗ 1 − (0, e−1) ⊗ (0, e0) ⊗ x ⊗ 1+
+ 1 ⊗ (0, e−1) ⊗ (0, e0) ⊗ x + 1 ⊗ (0, e−1) ⊗ x ⊗ (0, e0) − 1 ⊗ (0, e0) ⊗ x ⊗ (0, e−1) − 1 ⊗ (0, e0) ⊗ (0, e−1) ⊗ x
)
.
The computations are done in the following order: in the first two lines we write the first term of r14 acting
on P0
213
, in the third and fourth line we write the second term of r14 acting on P
0
213
, then the fifth and sixth
line refer to the third term of r14 acting on P
0
213
; finally the same order is used for r14 acting on P
0
234
, giving
12 lines in total:
2 (α(e1, e0),−e1) ⊗ (0, e−1) ⊗ x ⊗ (0, e−1) + 2 e1 ⊲ x ⊗ (0, e−1) ⊗ (0, e0) ⊗ (0, e−1)+
− 2 e1 ⊲ x ⊗ (0, e0) ⊗ (0, e−1) ⊗ (0, e−1) − 2 (α(e1, e−1),−2 e0) ⊗ (0, e0) ⊗ x ⊗ (0, e−1)+
+ 2 (α(e−1, e0), e−1) ⊗ (0, e−1) ⊗ x ⊗ (0, e1) + 2 e−1 ⊲ x ⊗ (0, e−1) ⊗ (0, e0) ⊗ (0, e1)+
− 2 e−1 ⊲ x ⊗ (0, e0) ⊗ (0, e−1) ⊗ (0, e1)+
− 4 e0 ⊲ x ⊗ (0, e−1) ⊗ (0, e0) ⊗ (0, e0) + 4 e0 ⊲ x ⊗ (0, e0) ⊗ (0, e−1) ⊗ (0, e0)+
+ 4 (α(e0, e−1),−e−1) ⊗ (0, e0) ⊗ x ⊗ (0, e0)+
+ 2 (0, e1) ⊗ (0, e−1) ⊗ (0, e0) ⊗ e−1 ⊲ x + 2 (0, e1) ⊗ (0, e−1) ⊗ x ⊗ (α(e−1, e0), e−1)+
− 2 (0, e1) ⊗ (0, e0) ⊗ (0, e−1) ⊗ e−1 ⊲ x+
+ 2 (0, e−1) ⊗ (0, e−1) ⊗ (0, e0) ⊗ e1 ⊲ x + 2 (0, e−1) ⊗ (0, e−1) ⊗ x ⊗ (α(e1, e0),−e1)+
− 2 (0, e−1) ⊗ (0, e0) ⊗ x(α(e1, e−1),−2e0) − 2 (0, e−1) ⊗ (0, e0) ⊗ (0, e−1) ⊗ e1 ⊲ x+
− 4 (0, e0) ⊗ (0, e−1) ⊗ (0, e0) ⊗ e0 ⊲ x + 4 (0, e0) ⊗ (0, e0) ⊗ x ⊗ (α(e0, e−1),−e−1)+
+ 4 (0, e0) ⊗ (0, e0) ⊗ (0, e−1) ⊗ e0 ⊲ x .
We next evaluate the cocycle α and the action of ei on x. We denote as before l.i the ith term in the lth line;
then 2.2 cancels with 11.2, and 6.1 with 10.1. We can also sum 1.1 with 7.2 and 3.1 with 9.2. We get:
− 4 (dx, 0)⊗ (0, e−1) ⊗ x ⊗ (0, e−1) + 2 x
2 ⊗ (0, e−1) ⊗ (0, e0) ⊗ (0, e−1)+
− 2 x2 ⊗ (0, e0) ⊗ (0, e−1) ⊗ (0, e−1) − 4 (0, e−1) ⊗ (0, e−1) ⊗ x ⊗ (dx, 0)+
+ 2 · 1F0 ⊗ (0, e−1) ⊗ (0, e0) ⊗ (0, e1) − 2 · 1F0 ⊗ (0, e0) ⊗ (0, e−1) ⊗ (0, e1)+
− 4 x ⊗ (0, e−1) ⊗ (0, e0) ⊗ (0, e0) + 4 x ⊗ (0, e0) ⊗ (0, e−1) ⊗ (0, e0)+
+ 2 (0, e1) ⊗ (0, e−1) ⊗ (0, e0) ⊗ 1F0 − 2 (0, e1) ⊗ (0, e0) ⊗ (0, e−1) ⊗ 1F0 +
+ 2 (0, e−1) ⊗ (0, e−1) ⊗ (0, e0) ⊗ x
2 − 2 (0, e−1) ⊗ (0, e0) ⊗ (0, e−1) ⊗ x
2 +
− 4 (0, e0) ⊗ (0, e−1) ⊗ (0, e0) ⊗ x + 4 (0, e0) ⊗ (0, e0) ⊗ (0, e−1) ⊗ x .
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We refer to these terms as the term of type I; so the first term will be denoted as I.1, the second as I.2 etc.
We proceed nowwith 116 (r¯12+ r¯23 + r¯24) ⊲P
0
314
. Using the explicit expressions for r and P0 this is written as(
2 (0, e1) ⊗ (0, e−1) ⊗ 1 ⊗ 1 + 2 (0, e−1) ⊗ (0, e1) ⊗ 1 ⊗ 1 − 4 (0, e0) ⊗ (0, e0) ⊗ 1 ⊗ 1+
+ 2 ⊗ (0, e1) ⊗ (0, e−1) ⊗ 1 + 2 ⊗ (0, e−1) ⊗ (0, e1) ⊗ 1 − 4 ⊗ (0, e0) ⊗ (0, e0) ⊗ 1+
+ 2 ⊗ (0, e1) ⊗ 1 ⊗ (0, e−1) + 2 ⊗ (0, e−1) ⊗ 1 ⊗ (0, e1) − 4 ⊗ (0, e0) ⊗ 1 ⊗ (0, e0)
)
⊲(
(0, e0) ⊗ 1 ⊗ (0, e−1) ⊗ x + x ⊗ 1 ⊗ (0, e−1) ⊗ (0, e0) − x ⊗ 1 ⊗ (0, e0) ⊗ (0, e−1) − (0, e−1) ⊗ 1 ⊗ (0, e0) ⊗ x
)
.
We compute the terms using the same order as before: the first two lines refer to the action of the first term
of r12, then the second (resp. third) term of r12 acting on P
0
314
gives the third and fourth (resp. fifth and sixth)
lines, the seventh and eight line refer to the action of the first term of r23 and so on:
2 (α(e1, e0),−e1) ⊗ (0, e−1) ⊗ (0, e−1) ⊗ x + 2 e1 ⊲ x ⊗ (0, e−1) ⊗ (0, e−1) ⊗ (0, e0)+
− 2 e1 ⊲ x ⊗ (0, e−1) ⊗ (0, e0) ⊗ (0, e−1) − 2 (α(e1, e−1),−2e0) ⊗ (0, e−1) ⊗ (0, e0) ⊗ x+
+ 2(α(e−1, e0), e−1) ⊗ e1 ⊗ e−1 ⊗ x + 2 e−1 ⊲ x ⊗ (0, e1) ⊗ (0, e−1) ⊗ (0, e0)+
− 2 e−1 ⊲ x ⊗ (0, e1) ⊗ (0, e0) ⊗ (0, e−1)+
− 4 e0 ⊲ x ⊗ (0, e0) ⊗ (0, e−1) ⊗ (0, e0) + 4 e0 ⊲ x ⊗ (0, e0) ⊗ (0, e0) ⊗ (0, e−1)+
+ 4 (α(e0, e−1),−e−1) ⊗ (0, e0) ⊗ (0, e0) ⊗ x+
− 2 x ⊗ (0, e1) ⊗ (α(e−1, e0), e−1) ⊗ (0, e−1) − 2, (0, e−1) ⊗ (0, e1) ⊗ (α(e−1, e0), e−1) ⊗ x+
+ 2 (0, e0) ⊗ (0, e−1) ⊗ (α(e1, e−1),−2e0) ⊗ x + 2 x ⊗ (0, e−1) ⊗ (α(e1, e−1),−2e0) ⊗ (0, e0)+
− 2 x ⊗ (0, e−1) ⊗ (α(e1, e0),−e−1) ⊗ (0, e−1) − 2 (0, e−1) ⊗ (0, e−1) ⊗ (α(e1, e0),−e1) ⊗ x,+
− 4 (0, e0) ⊗ (0, e0) ⊗ (α(e0, e−1),−e−1) ⊗ x − 4 x ⊗ (0, e0) ⊗ (α(e0, e−1),−e−1) ⊗ (0, e0)+
+ 2 (0, e0) ⊗ (0, e1) ⊗ (0, e−1) ⊗ e−1 ⊲ x + 2 x ⊗ (0, e1) ⊗ (0, e−1) ⊗ (α(e−1, e0), e−1)+
− 2 (0, e−1) ⊗ (0, e1) ⊗ (0, e0) ⊗ e−1 ⊲ x+
+ 2 (0, e0) ⊗ (0, e−1) ⊗ (0, e−1) ⊗ e1 ⊲ x + 2 x ⊗ (0, e−1) ⊗ (0, e−1) ⊗ (α(e1, e0),−e1)+
− 2 x ⊗ (0, e−1) ⊗ (0, e0) ⊗ (α(e1, e−1),−2e0) − 2 (0, e−1) ⊗ (0, e−1) ⊗ (0, e0) ⊗ e1 ⊲ x+
− 4 (0, e0) ⊗ (0, e0) ⊗ (0, e−1) ⊗ e0 ⊲ x + 4 x ⊗ (0, e0) ⊗ (0, e0) ⊗ (α(e0, e−1),−e−1)+
+ 4 (0, e−1) ⊗ (0, e0) ⊗ (0, e0) ⊗ e0 ⊲ x .
Again we evaluate the cocycle α and the action of ei on x. After that there are several cancellations; in the
usual notation these are: 2.2 with 8.1, 3.1 with 7.2, 5.1 with 10.2, 5.2 with 15.2, 6.1 with 16.1, 7.1 with 11.2,
8.2 with 14.1 and 10.1 with 15.1. Hence we get:
− 2 (2dx, e1) ⊗ (0, e−1) ⊗ (0, e−1) ⊗ x + 2 x
2 ⊗ (0, e−1) ⊗ (0, e−1) ⊗ (0, e0)+
− 2 x2 ⊗ (0, e−1) ⊗ (0, e0) ⊗ (0, e−1) + 2 · 1F0 ⊗ (0, e1) ⊗ (0, e−1) ⊗ (0, e0)+
− 2 · 1F0 ⊗ (0, e1) ⊗ (0, e0) ⊗ (0, e−1) + 2 x ⊗ (0, e−1) ⊗ (2dx, e1) ⊗ (0, e−1)+
+ 2 (0, e−1) ⊗ (0, e−1) ⊗ (2dx, e1) ⊗ x + 2 (0, e0) ⊗ (0, e1) ⊗ (0, e−1) ⊗ 1F0 +
− 2 (0, e−1) ⊗ (0, e1) ⊗ (0, e0) ⊗ 1F0 + 2 (0, e0) ⊗ (0, e−1) ⊗ (0, e−1) ⊗ x
2 +
− 2 x ⊗ (0, e−1) ⊗ (0, e−1) ⊗ (2dx, e1) − 2 (0, e−1) ⊗ (0, e−1) ⊗ (0, e0) ⊗ x
2 .
We denote these terms as the terms of type II, and refer to them as II.1, II.2 etc.
We finally compute 116 (r¯13 + r¯34) ⊲ P
0
214
. The explicit form is:(
2 (0, e1) ⊗ 1 ⊗ (0, e−1) ⊗ 1 + 2 (0, e−1) ⊗ 1 ⊗ (0, e1) ⊗ 1 − 4 (0, e0) ⊗ 1 ⊗ (0, e0) ⊗ 1+
+ 2 ⊗ 1 ⊗ (0, e1) ⊗ (0, e−1) + 2 ⊗ 1 ⊗ (0, e−1) ⊗ (0, e1) − 4 ⊗ 1 ⊗ (0, e0) ⊗ (0, e0)
)
⊲(
(0, e0) ⊗ (0, e−1) ⊗ 1 ⊗ x + x ⊗ (0, e−1) ⊗ 1 ⊗ (0, e0) − x ⊗ (0, e0) ⊗ 1 ⊗ (0, e−1) − (0, e−1) ⊗ (0, e0) ⊗ 1 ⊗ x
)
.
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With the usual order of computation (first two lines given by the first term of r¯13 acting on P
0
214
, seventh and
eight line given by the first term of r¯34 acting on P
0
214
etc.), we have:
2 (α(e1, e0),−e1) ⊗ (0, e−1) ⊗ (0, e−1) ⊗ x + 2 e1 ⊲ x ⊗ (0, e−1) ⊗ (0, e−1) ⊗ (0, e0)+
− 2 e1 ⊲ x ⊗ (0, e0) ⊗ (0, e−1) ⊗ (0, e−1) − 2 (α(e1, e−1),−2e0) ⊗ (0, e0) ⊗ (0, e−1) ⊗ x+
+ 2 (α(e−1, e0), e−1) ⊗ (0, e−1) ⊗ (0, e1) ⊗ x + 2 e−1 ⊲ x ⊗ (0, e−1) ⊗ (0, e1) ⊗ (0, e0)+
− 2 e−1 ⊲ x ⊗ (0, e0) ⊗ (0, e1) ⊗ (0, e−1)+
− 4 e0 ⊲ x ⊗ (0, e−1) ⊗ (0, e0) ⊗ (0, e0) + 4 e0 ⊲ x ⊗ (0, e0) ⊗ (0, e0) ⊗ (0, e−1)+
+ 4 (α(e0, e−1),−e−1) ⊗ (0, e0) ⊗ (0, e0) ⊗ x+
+ 2 (0, e0) ⊗ (0, e−1) ⊗ (0, e1) ⊗ e−1 ⊲ x + 2 x ⊗ (0, e−1) ⊗ (0, e1) ⊗ (α(e−1, e0), e−1)+
− 2 (0, e−1) ⊗ (0, e0) ⊗ (0, e1) ⊗ e−1 ⊲ x+
+ 2 (0, e0) ⊗ (0, e−1) ⊗ (0, e−1) ⊗ e1 ⊲ x + 2 x ⊗ (0, e−1) ⊗ (0, e−1) ⊗ (α(e1, e0),−e1)+
− 2 x ⊗ (0, e0) ⊗ (0, e−1) ⊗ (α(e1, e−1),−2e0) − 2 (0, e−1) ⊗ (0, e0) ⊗ (0, e−1) ⊗ e1 ⊲ x+
− 4 (0, e0) ⊗ (0, e−1) ⊗ (0, e0) ⊗ e0 ⊲ x + 4 x ⊗ (0, e0) ⊗ (0, e0) ⊗ (α(e0, e−1),−e−1)+
+ 4 (0, e−1) ⊗ (0, e0) ⊗ (0, e0) ⊗ e0 ⊲ x .
We evaluate the cocycle α and the action of ei on x. We have cancellations of 5.2 with 11.2 and of 6.1 with
12.1. We then get:
− 2 (2dx, e1) ⊗ (0, e1) ⊗ (0, e−1) ⊗ x + 2 x
2 ⊗ (0, e−1) ⊗ (0, e−1) ⊗ (0, e0)+
− 2 x2 ⊗ (0, e0) ⊗ (0, e−1) ⊗ (0, e−1) + 4 (0, e0) ⊗ (0, e0) ⊗ (0, e−1) ⊗ x+
+ 2 (0, e−1) ⊗ (0, e−1) ⊗ (0, e1) ⊗ x + 2 · 1F0 ⊗ (0, e−1) ⊗ (0, e1) ⊗ (0, e0)+
− 2 · 1F0 ⊗ (0, e0) ⊗ (0, e1) ⊗ (0, e−1) − 4 x ⊗ (0, e−1) ⊗ (0, e0) ⊗ (0, e0)+
+ 2 (0, e0) ⊗ (0, e−1) ⊗ (0, e1) ⊗ 1F0 + 2 x ⊗ (0, e−1) ⊗ (0, e1) ⊗ (0, e−1)+
− 2 (0, e−1) ⊗ (0, e0) ⊗ (0, e1) ⊗ 1F0 + 2 (0, e0) ⊗ (0, e−1) ⊗ (0, e−1) ⊗ x
2 +
− 2 x ⊗ (0, e−1) ⊗ (0, e−1) ⊗ (2dx, e1) + 4 x ⊗ (0, e0) ⊗ (0, e−1) ⊗ (0, e0)+
− 2 (0, e−1) ⊗ (0, e0) ⊗ (0, e−1) ⊗ x
2 − 4 (0, e0) ⊗ (0, e−1) ⊗ (0, e0) ⊗ x .
We denote these terms as the terms of type III, and refer to them as III.1, III.2 etc.
We can now sum everything together, i.e. terms of type I plus terms of plus II minus terms of type III.
We have the following cancellations:
I.2 with II.3 ; I.3 with III.3 ; I.7 with III.8 ; I.8 with III.14 ;
I.11 with II.12 ; I.12 with III.15 ; I.13 with III.16 ; I.14 with III.4 ;
II.1 with III.1 ; II.2 with III.2 ; II.10 with III.12 ; II.11 with III.13 .
Among what is left, we compute II.6 - III.10 to be
4 x ⊗ (0, e−1) ⊗ (dx, 0)⊗ (0, e−1)
and this cancel with I.1 in U
(4)
by (54). Similarly, we compute II.7 - III.5 to be
4 (0, e−1) ⊗ (0, e−1) ⊗ (dx, 0)⊗ x
which cancels with I.4, again in U
(4)
. The remaining terms are conveniently assembled into two groups as
I.5 + I.6 + II.4 + II.5 − III.6 − III.7 ; I.9 + I.10 + II.8 + II.9 − III.9 − III.11 .
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If we write these terms explicitly following the same order we see that:
1
2 × 16
(
r¯14 ⊲ (P
0
213 + P
0
234)+(r¯12 + r¯23 + r¯24) ⊲ P
0
314 − (r¯13 + r¯34) ⊲ P
0
214
)
=
= 1F0 ⊗ (0, e−1) ⊗ (0, e0) ⊗ (0, e1) − 1F0 ⊗ (0, e0) ⊗ (0, e−1) ⊗ (0, e1)+
+ 1F0 ⊗ (0, e1) ⊗ (0, e−1) ⊗ (0, e0) − 1F0 ⊗ (0, e1) ⊗ (0, e0) ⊗ (0, e−1)+
− 1F0 ⊗ (0, e−1) ⊗ (0, e1) ⊗ (0, e0) + 1F0 ⊗ (0, e0) ⊗ (0, e1) ⊗ (0, e−1)+
+ (0, e1) ⊗ (0, e−1) ⊗ (0, e0) ⊗ 1F0 − (0, e1) ⊗ (0, e0) ⊗ (0, e−1) ⊗ 1F0 +
+ (0, e0) ⊗ (0, e1) ⊗ (0, e−1) ⊗ 1F0 − (0, e−1) ⊗ (0, e1) ⊗ (0, e0) ⊗ 1F0 +
− (0, e0) ⊗ (0, e−1) ⊗ (0, e1) ⊗ 1F0 + (0, e−1) ⊗ (0, e0) ⊗ (0, e1) ⊗ 1F0
= −
1
8
(
1F0 ⊗ V + V ⊗ 1F0
)
,
(86)
where V is defined in 4.3.3, below. These terms do not vanish in general. However, since 1F0 , appearing in
(86) either in the first or in the fourth factor of the tensor product, is (F1 ⋊α sl2)-invariant (Remark 34), the
right-hand-side of (86) vanishes in the adjoint categorical representation of String, a result anticipated in
Theorem 36.
4.3.2 The left-hand-side of relation (v) applied to P0
Let us now explicitly compute:
r¯23 ⊲ (P
0
214 + P
0
314) − r¯14 ⊲ (P
0
423 + P
0
123) .
Again we compute one term at time. We start with 116 r¯23 ⊲ (P
0
214
+ P0
314
), which explicitly is
(
2 ⊗ (0, e1) ⊗ (0, e−1) ⊗ 1 + 2 ⊗ (0, e−1) ⊗ (0, e1) ⊗ 1 − 4 ⊗ (0, e0) ⊗ (0, e0) ⊗ 1
)
⊲(
(0, e0) ⊗ (0, e−1) ⊗ 1 ⊗ x + x ⊗ (0, e−1) ⊗ 1 ⊗ (0, e0) − x ⊗ (0, e0) ⊗ 1 ⊗ (0, e−1) − (0, e−1) ⊗ (0, e0) ⊗ 1 ⊗ x+
+ (0, e0) ⊗ 1 ⊗ (0, e−1) ⊗ x + x ⊗ 1 ⊗ (0, e−1) ⊗ (0, e0) − x ⊗ (0, e0) ⊗ 1 ⊗ (0, e−1) − (0, e−1) ⊗ 1 ⊗ (0, e0) ⊗ x
)
.
We follow the usual order for computations, acting first with each factor of r23 on each factor of P
0
214
, and
then on P0
314
. We directly evaluate the action of the cocycle α. We get:
2 (0, e0) ⊗ (0,−2e0) ⊗ (0, e−1) ⊗ x + 2 x ⊗ (0,−2e0) ⊗ (0, e−1) ⊗ (0, e0)+
− 2 x ⊗ (−2dx,−e1) ⊗ (0, e−1) ⊗ (0, e−1) − 2 (0, e−1) ⊗ (−2dx,−e1) ⊗ (0, e−1) ⊗ x+
− 2 x ⊗ (0, e−1) ⊗ (0, e1) ⊗ (0, e−1) − 2 (0, e−1) ⊗ (0, e−1) ⊗ (0, e1) ⊗ x+
− 4 (0, e0) ⊗ (0,−e−1) ⊗ (0, e0) ⊗ x − 4 x ⊗ (0,−e−1) ⊗ (0, e0) ⊗ (0, e0)+
− 2 x ⊗ (0, e1) ⊗ (0, e−1) ⊗ (0, e−1) − 2 (0, e−1) ⊗ (0, e1) ⊗ (0, e−1) ⊗ x+
+ 2 (0, e0) ⊗ (0, e−1) ⊗ (0,−2e0) ⊗ x + 2 x ⊗ (0, e−1) ⊗ (0,−2e0) ⊗ (0, e0)+
− 2 x ⊗ (0, e−1) ⊗ (−2dx, e1) ⊗ (0, e−1) − 2 (0, e−1) ⊗ (0, e−1) ⊗ (−2dx,−e1) ⊗ x+
− 4 (0, e0) ⊗ (0, e0) ⊗ (0,−e−1) ⊗ x − 4 x ⊗ (0, e0) ⊗ (0,−e−1) ⊗ (0, e0) .
We have the following cancellations: 1.1 with 8.1, 1.2 with 8.2, 4.1 with 6.1 and 4.2 with 6.2. The remaining
contribution is
4 x ⊗ (dx, 0)⊗ (0, e−1) ⊗ (0, e−1) + 4 (0, e−1) ⊗ (dx, 0)⊗ (0, e−1) ⊗ x+
4 x ⊗ (0, e−1) ⊗ (dx, 0)⊗ (0, e−1) + 4 (0, e−1) ⊗ (0, e−1) ⊗ (dx, 0)⊗ x
where the four terms come respectively from the summation of 2.1 with 5.1, 2.2 with 5.2, 3.1 with 7.1 and
3.2 with 7.2. We denote them terms of type I.
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We go ahead by computing 116 r14 ⊲ (P
0
423
+ P0
123
). This explicitly is(
2 (0, e1) ⊗ 1 ⊗ 1 ⊗ (0, e−1) + 2 (0, e−1) ⊗ 1 ⊗ 1 ⊗ (0, e1) − 4 (0, e0) ⊗ 1 ⊗ 1 ⊗ (0, e0)
)
⊲(
1 ⊗ (0, e0) ⊗ x ⊗ (0, e−1) + 1 ⊗ x ⊗ (0, e0) ⊗ (0, e−1) − 1 ⊗ x ⊗ (0, e−1) ⊗ (0, e0) − 1 ⊗ (0, e−1) ⊗ x ⊗ (0, e0)+
+ (0, e−1) ⊗ (0, e0) ⊗ x ⊗ 1 + (0, e−1) ⊗ x ⊗ (0, e0) ⊗ 1 − (0, e0) ⊗ x ⊗ (0, e−1) ⊗ 1 − (0, e0) ⊗ (0, e−1) ⊗ x ⊗ 1
)
.
We follow the usual order for computing the various terms, evaluating the action of the cocycle α. We get:
− 2 (0, e1) ⊗ x ⊗ (0, e−1) ⊗ (0, e−1) − 2 (0, e1) ⊗ (0, e−1) ⊗ x ⊗ (0, e−1)+
+ 2 (0, e−1) ⊗ (0, e0) ⊗ x ⊗ (0,−2e0) + 2 (0, e−1) ⊗ x ⊗ (0, e0) ⊗ (0,−2e0)+
− 2 (0, e−1) ⊗ x ⊗ (0, e−1) ⊗ (−2dx,−e−1) − 2 (0, e−1) ⊗ (0, e−1) ⊗ x ⊗ (−2dx,−e1)+
− 4 (0, e0) ⊗ (0, e0) ⊗ x ⊗ (0,−e−1) − 4 (0, e0) ⊗ x ⊗ (0, e0) ⊗ (0,−e−1)+
+ 2 (0,−2e0) ⊗ (0, e0) ⊗ x ⊗ (0, e−1) + 2 (−2dx,−e1) ⊗ (0, e−1) ⊗ x ⊗ (0, e−1)+
− 2 (0, e−1) ⊗ x ⊗ (0, e−1) ⊗ (0, e1) − 2 (0, e−1) ⊗ (0, e−1) ⊗ x ⊗ (0, e1)+
− 4 (0,−e−1) ⊗ (0, e0) ⊗ x ⊗ (0, e0) − 4 (0,−e−1) ⊗ x ⊗ (0, e0) ⊗ (0, e0) .
We have the following cancellations: 2.1 with 8.1, 2.2 with 8.2, 4.1 with 5.1 and 4.2 with 5.2. We are left with
4 (dx, 0)⊗ x ⊗ (0, e−1) ⊗ (0, e−1) + 4 (dx, 0)⊗ (0, e−1) ⊗ x ⊗ (0, e−1)+
+ 4 (0, e−1) ⊗ x ⊗ (0, e−1) ⊗ (dx, 0)+ 4 (0, e−1) ⊗ (0, e−1) ⊗ x ⊗ (dx, 0)
where the four terms come respectively from the sum of 1.1 with 6.1, 1.2 with 6.2, 3.1 with 7.1 and 3.2 with
7.2. These are denoted terms of type II.
We can now sum the two contributions, i.e. terms of type I minus terms of type II. This amounts to:
4 x ⊗ (dx, 0) ⊗ (0, e−1) ⊗ (0, e−1) + 4 (0, e−1) ⊗ (dx, 0)⊗ (0, e−1) ⊗ x+
+ 4 x ⊗ (0, e−1) ⊗ (dx, 0)⊗ (0, e−1) + 4 (0, e−1) ⊗ (0, e−1) ⊗ (dx, 0)⊗ x+
− 4 (dx, 0)⊗ x ⊗ (0, e−1) ⊗ (0, e−1) + 4 (dx, 0)⊗ (0, e−1) ⊗ x ⊗ (0, e−1)+
− 4 (0, e−1) ⊗ x ⊗ (0, e−1) ⊗ (dx, 0) + 4 (0, e−1) ⊗ (0, e−1) ⊗ x ⊗ (dx, 0),
where we can recognize four pairs of terms, each one being equal to zero in U
(4)
, by (54): 1.1 with 3.1, 1.2
with 4.1, 2.1 with 3.2 and 2.2 with 4.2. Hence we have:
r¯23 ⊲ (P
0
214 + P
0
314) − r¯14 ⊲ (P
0
423 + P
0
123) = 0 . (87)
4.3.3 The correction term C
From our computations in 4.3.1 and 4.3.2, we see that the pair (r¯,P0) satisfies all the relations for a free
infinitesimal 2-Yang-Baxter operator inString = (∂ : F0 → F1⋊α sl2, ⊲), except for the remaining terms (86) in
relation (iv). By considering P = P0+λC, for suitable C ∈ ker
(
∂′ : U
(3)
→ (F1⋊α sl2)
3⊗
)
and λ ∈ C, Proposition
35, it is possible to cancel out these terms.
We start with some general observations. Given X ∈ sl2, we denote its lift by the obvious section
σ : sl2 → F1 ⋊α sl2 of π : F1 ⋊α sl2 → sl2 (80) as X = σ(X) = (0,X) ∈ F1 ⋊α sl2. By (76) we have:
[X,Y] = [(0,X), (0,Y)] =
(
α(X,Y), [X,Y]
)
, for each X,Y ∈ sl2,
thence σ is not a Lie algebra morphism. It is however very close to being so. Indeed, let 1F0 ∈ F0 be the
constant function of x ∈ R, with value “1”, thus µ ⊲ 1F0 = 0, for each µ ∈ F1 ⋊α sl2, Remark 34. Recalling the
notation of 3.2.1, in U(2), we have, for each X,Y ∈ sl2:
[X,Y] ⊗ 1F0 = [X,Y] ⊗ 1F0 +
(
α(X,Y), 0
)
⊗ 1F0 .
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Now by (75), certainly α(X,Y) = d f , for some f ∈ F0. Thus
(
α(X,Y), 0
)
= ∂( f ) for some f ∈ F0. Looking at
the defining relations (54) for U
(n)
, we have:
(
α(X,Y), 0
)
⊗ 1F0 = ∂( f ) ⊗ 1F0 = f ⊗ ∂(1F0) = f ⊗ (0, 0) = 0,
since, for each g ∈ F0, ∂(g) = (dg, 0), where d denotes exterior derivative. Therefore, for each X,Y ∈ sl2:
[X,Y] ⊗ 1F0 = [X,Y] ⊗ 1F0 , in U
(2)
.
By a completely analogous argument, one can prove the following lemma:
Lemma 38. Fix integers n ≥ 2 and a ∈ {1, . . . , n}. Consider arbitrary elements Yi ∈ sl2, for i ∈ {1, . . . , n} \ {a}. For
each j ∈ {1, . . . , n} \ {a}, and each X ∈ sl2, we have the following equality in U
(n)
:
Y1 ⊗ . . . ⊗ [X,Y j] ⊗ . . . ⊗ Ya−1 ⊗ 1F0 ⊗ Ya+1 ⊗ . . . ⊗ Yn = Y1 ⊗ . . . ⊗ [X,Y j] ⊗ . . . ⊗ Ya−1 ⊗ 1F0 ⊗ Ya+1 ⊗ . . . ⊗ Yn .
This result will be used time after time in the following discussion.
Let r =
∑
i si⊗ti ∈ sl2⊗sl2 be the infinitesimal Yang-Baxter operator in sl2, derived from the Cartan-Killing
form; see (81). It is a symmetric tensor, and it further satisfies the 4-term relation: [r12+r13, r23] = 0, explicitly:∑
i, j
si ⊗ [ti, s j] ⊗ t j +
∑
i, j
si ⊗ s j ⊗ [ti, t j] = 0, in sl2 ⊗ sl2 ⊗ sl2.
Given that r is symmetric, several variants of the equation [r12 + r13, r23] hold. For example:
[r31 + r32, r12] = 0 and [r21 + r23, r13] = 0.
Since X ∈ sl2 7→ X ∈ F1 ⋊α sl2 is not a Lie algebra map, the tensor:
r =
∑
i
si ⊗ ti ∈ (F1 ⋊α sl2) ⊗ (F1 ⋊α sl2),
made explicit in (82), does not satisfy the 4-term relation. However, by the previous lemma:
Lemma 39. Define
T = T123 =
∑
i
si ⊗ ti ⊗ 1F0 ∈ U
(3)
. (88)
Then T123 = T213, and moreover:
r¯12 ⊲ T234 + r¯13 ⊲ T234 = 0 , in U
(4)
.
Explicitly: ∑
i, j
si ⊗ [ ti, s j ] ⊗ t j ⊗ 1F0 +
∑
i, j
si ⊗ s j ⊗ [ ti, t j ] ⊗ 1F0 = 0 , in U
(4)
.
Proof. It follows from Lemma 38 and the fact that r =
∑
i si ⊗ ti satisfies the 4-term relation. 
Let us now define:
V = V123 =
∑
i, j
si ⊗ [ti, s j] ⊗ t j = [r12, r23] ∈ sl2 ⊗ sl2 ⊗ sl2 .
Explicitly:
V = 8
(
− e−1 ⊗ e0 ⊗ e1 + e0 ⊗ e−1 ⊗ e1 − e1 ⊗ e−1 ⊗ e0 + e1 ⊗ e0 ⊗ e−1 + e−1 ⊗ e1 ⊗ e0 − e0 ⊗ e1 ⊗ e−1
)
.
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Also put:
V = V123 =
∑
i, j
si ⊗ [ti, s j] ⊗ t j = [r12, r23] ∈ (F1 ⋊α sl2) ⊗ (F1 ⋊α sl2) ⊗ (F1 ⋊α sl2) .
Explicitly:
1
8
V = − (0, e−1) ⊗ (0, e0) ⊗ (0, e1) + (0, e0) ⊗ (0, e−1) ⊗ (0, e1) − (0, e1) ⊗ (0, e−1) ⊗ (0, e0)+
+ (0, e1) ⊗ (0, e0) ⊗ (0, e−1) + (0, e−1) ⊗ (0, e1) ⊗ (0, e0) − (0, e0) ⊗ (0, e1) ⊗ (0, e−1) .
In general, given a positive integer n, noting that r is symmetric, for distinct a, b, c ∈ {1, . . . , n}, we put:
Vabc = [rab, rbc] ∈ sl2 ⊗ sl2 ⊗ sl2 .
By the 4-term relation and the symmetry of r, we have cyclic invariance:
Vabc = Vbca = Vcab ,
and, by anti-symmetry of the Lie bracket, we also have:
Vabc = −Vcba = −Vbac = −Vacb .
Recalling the right-hand-side of equation (86), consider now, noting Lemma 38:
W =W1234 = V ⊗ 1F0 =
∑
i, j
si ⊗ [ti, s j] ⊗ t j ⊗ 1F0 =
∑
i, j
si ⊗ [ti, s j] ⊗ t j ⊗ 1F0 ∈ U
(4)
.
Explicitly:
1
8
W = − (0, e−1) ⊗ (0, e0) ⊗ (0, e1) ⊗ 1F0 + (0, e0) ⊗ (0, e−1) ⊗ (0, e1) ⊗ 1F0 − (0, e1) ⊗ (0, e−1) ⊗ (0, e0) ⊗ 1F0+
+ (0, e1) ⊗ (0, e0) ⊗ (0, e−1) ⊗ 1F0 + (0, e−1) ⊗ (0, e1) ⊗ (0, e0) ⊗ 1F0 − (0, e0) ⊗ (0, e1) ⊗ (0, e−1) ⊗ 1F0 .
From the symmetries of V, hence of V, we have cyclic invariance in the first three indices, namely:
Wabcd =Wbcad =Wcabd, (89)
and also the anti-symmetry:
Wabcd = −Wbacd = −Wcbad = −Wacbd. (90)
Equation (86) can be written as:
r¯14 ⊲ (P
0
213 + P
0
234)+ (r¯12 + r¯23 + r¯24) ⊲ P
0
314 − (r¯13 + r¯34) ⊲ P
0
214 = −4 (V ⊗ 1F0 + 1F0 ⊗V) = −4 (W1234 +W2341). (91)
Next lemma motivates linear combinations of tensors Ti jk as natural candidates for the correction term C.
Lemma 40. Let n be a positive integer. For a, b, c, d, distinct indices in {1, . . . , n}, we have, in U
(n)
:
rab ⊲ Tbcd =Wabcd , rad ⊲ Tbcd = 0 .
Proof. The first equation follows from Lemma 38, the second from the fact that the action of F1 ⋊α sl2 on the
constant functions in F0 is trivial, Remark 34. 
Remark 41. There are several variants of these equations obtained by using Tabc = Tbac and r¯ab = r¯ba; for example:
r¯ba ⊲ Tcbd = r¯ab ⊲ Tbcd =Wabcd.
These will be used without further explanation.
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We can now present the correction term. Define C ∈ U
(3)
as (where 2F0 = 2× 1F0 , a constant polynomial in x):
C = C123 = 2T231 − T123 − T312 =
∑
i
2F0 ⊗ si ⊗ ti −
∑
i
si ⊗ ti ⊗ 1F0 −
∑
i
si ⊗ 1F0 ⊗ ti . (92)
We next compute the left-hand-side of relations (ii)-(v) on C. From the symmetry of r we easily get that
C123 + C231 + C312 = 0 and C123 = C132. Since ∂( f ) = (d f , 0), for each f ∈ F0, we have:
∂′(C) =
∑
i
∂(2F0) ⊗ si ⊗ ti −
∑
i
si ⊗ ti ⊗ ∂(1F0) −
∑
i
si ⊗ ∂(1F0) ⊗ ti = 0.
Lemma 42. We have (compare with relation (iv)):
r¯14 ⊲ (C213 + C234) + (r¯12 + r¯23 + r¯24) ⊲ C314 − (r¯13 + r¯34) ⊲ C214 =W1234 +W2341 = V ⊗ 1F0 + 1F0 ⊗ V.
Proof. By using the explicit formula (92) for C, Lemma 40 and (89) and (90), the left-hand-side is:
r¯14 ⊲ (2T132 − T213 − T321 + 2T342 − T234 − T423) + (r¯12 + r¯23 + r¯24) ⊲ (2T143 − T314 − T431)+
− (r¯13 + r34) ⊲ (2T142 − T214 − T421) =
= 2W4132 −W4123 + 2W1432 −W1423 + 2W2143 −W2134 −W2314 −W2341 + 2W2413 −W2431+
− 2W3142 +W3124 − 2W3412 +W3421 =
=W3124 +W3421 =W1234 +W2341 = V ⊗ 1F0 + 1F0 ⊗ V.

Lemma 43. We have (compare with relation (v)):
r¯23 ⊲ (C214 + C314) − r¯14 ⊲ (C423 + C123) = 0.
Proof. As before, we use the explicit formula (92) for C, and Lemma 40, to compute:
r¯23 ⊲ (C214 + C314) − r¯14 ⊲ (C423 + C123) =
= r¯23 ⊲ (2T142 − T214 − T421 + 2T143 − T314 − T431) − r¯14 ⊲ (2T234 − T423 − T342 + 2T231 − T123 − T312) =
= −W3214 −W3241 −W2314 −W2341 +W1423 +W1432 +W4123 +W4132 = 0 .

The two previous lemmas, and remaining calculations on C, together with (86) and (87), and the
remaining calculations on P0, lead us to the following theorem, which is the main result of this paper:
Theorem 44. Consider the differential crossed module String = (∂ : F0 → F1 ⋊α sl2, ⊲), associated to the string Lie
2-algebra, embedded inside the exact sequence:
0 −→ C
i
−→ F0
∂
−→ F1 ⋊α sl2
π
−→ sl2 −→ 0.
We denote by {e−1, e0, e1} the standard basis of sl2 satisfying (71), and by r =
∑
i si ⊗ ti ∈ sl2 ⊗ sl2 the infinitesimal
Yang-Baxter operator in sl2, derived from the Cartan-Killing form; explicitly:
r = 2 e−1 ⊗ e1 + 2 e1 ⊗ e−1 − 4 e0 ⊗ e0 =
∑
i
si ⊗ ti.
Also, let x be the formal variable in F0. Consider the following elements r ∈ (F1 ⋊α sl2)⊗ (F1 ⋊α sl2) and P
0,C ∈ U(3):
r = 2 (0, e1) ⊗ (0, e−1) + 2 (0, e−1) ⊗ (0, e1) − 4 (0, e0) ⊗ (0, e0) =
∑
i
si ⊗ ti ,
P0 = 16
(
(0, e−1) ⊗ (0, e0) ⊗ x + (0, e−1) ⊗ x ⊗ (0, e0) − (0, e0) ⊗ x ⊗ (0, e−1) − (0, e0) ⊗ (0, e−1) ⊗ x
)
,
C =
∑
i
2F0 ⊗ si ⊗ ti −
∑
i
si ⊗ ti ⊗ 1F0 −
∑
i
si ⊗ 1F0 ⊗ ti .
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Then the pair:
(r¯,P) =
(
r¯,P0 + 4C
)
is a free infinitesimal 2-Yang-Baxter operator in the differential crossed moduleString. Moreover (π ⊗ π)(r) = r.
By combining this theorem with Theorem 30, and mainly (64), we can see that, given a categorical
representation of String in a chain-complex of vector spaces, then we have a flat 2-connection in the
configuration space C(n)/Sn, categorifying the sl(2,C)-Knizhnik-Zamolodchikov connection. As explicit
examples of categorical representation of String, we can consider the adjoint representation, and its tensor
powers, considering the tensor product of categorical representations defined in [24].
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