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Abstract
We give upper bounds, linear in the rank, to the topological dimensions of the
Gromov boundaries of the intersection graph, the free factor graph and the cyclic
splitting graph of a finitely generated free group.
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Introduction
The curve graph C(Σ) of an orientable hyperbolic surface of finite type Σ is an essential
tool in the study of the mapping class group of Σ. It was proved to be Gromov hyperbolic
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by Masur–Minsky [22], and its Gromov boundary was identified with the space of ending
laminations on Σ by Klarreich [17]. A striking application of the curve graph and
its geometry at infinity is the recent proof by Bestvina–Bromberg–Fujiwara [2] that
Mod(Σ) has finite asymptotic dimension, which implies in turn that it satisfies the
integral Novikov conjecture. A crucial ingredient in the proof is the finite asymptotic
dimension of the curve graph: this was first proved by Bell–Fujiwara [4] using Masur–
Minsky’s tight geodesics, and recently recovered (with a bound linear in the genus of Σ
and the number of punctures) by Bestvina–Bromberg [1], via finite capacity dimension of
the Gromov boundary. The latter approach builds upon work of Gabai [10], who bounded
the topological dimension of ∂∞C(Σ) by building covers in terms of train-tracks on the
surface; bounding the capacity dimension requires getting more metric control on such
covers.
The importance of the curve graph in the study of mapping class groups led people to
look for hyperbolic graphs with Out(FN )-actions. In the present paper, we will be mainly
interested in three of them: the free factor graph FFN , the cyclic splitting graph FZN
and the intersection graph IN . The Gromov boundary of each graph is homeomorphic
to a quotient of a subspace of the boundary ∂CVN of outer space [5, 12, 14, 8]. As ∂CVN
has dimension equal to 3N − 5 [3, 11] and the quotient maps are cell-like, this bounds
the cohomological dimension of each of these Gromov boundaries. A priori this does not
imply finiteness of their topological dimensions. This is the goal of the present paper.
Main Theorem. The boundary ∂∞IN has topological dimension at most 2N − 3.
The boundary ∂∞FFN has topological dimension at most 2N − 2.
The boundary ∂∞FZN has topological dimension at most 3N − 5.
We do not know whether equality holds in any of these cases (see the open questions
at the end of the introduction). Following Gabai’s work, our proof relies on constructing
a decomposition of each Gromov boundary in terms of a notion of train-tracks. We hope
that, by getting further control on the covers we construct, this approach may pave
the way towards a proof of finite asymptotic dimension of FFN , FZN or IN (via finite
capacity dimension of their Gromov boundaries).
The rest of the introduction is devoted to explaining the strategy of our proof. Al-
though we treat the cases of ∂∞IN , ∂∞FFN and ∂∞FZN all at once in the paper, we
will mainly focus on the free factor graph in this introduction for simplicity, and only
say a word about how the proof works for FZN (the proof for IN is similar).
Bounding the topological dimension. To establish our main theorem, we will use
the following two topological facts [9, Lemma 1.5.2 and Proposition 1.5.3]. Let X be a
separable metric space.
1. If X can be written as a finite union X = X0 ∪ X1 ∪ · · · ∪ Xk where each Xi is
0-dimensional, then dim(X) ≤ k.
Zero-dimensionality of each Xi will be proved by appealing to the following fact.
2. If there exists a countable cover of Xi by closed 0-dimensional subsets, then
dim(Xi) = 0.
For example, one can recover the fact that dim(Rn) ≤ n from the above two facts,
by using the decomposition of Rn where Xi is the set of points having exactly i rational
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coordinates. Zero-dimensionality of each Xi can be proved using the second point, by
decomposing each Xi into countably many closed subsets X
j
i , two points being in the
same set precisely when they have the same rational coordinates (one easily checks that
these sets Xji are 0-dimensional by finding arbitrarily small boxes around each point of
Xji with boundary outside of X
j
i ).
Notice that a decomposition (hereafter, a stratification) of X into finitely many
subsets Xi as in the first point can be provided by a map X → {0, . . . , k} (hereafter,
an index map). Showing that each Xi is zero-dimensional amounts to proving that
every point in Xi has clopen neighborhoods (within Xi) of arbitrary small diameter
(equivalently, every point in Xi has arbitrary small open neighborhoods in Xi with
empty boundary). Actually, thanks to the second point above, it is enough to write each
stratum Xi as a countable union of closed subsets (called hereafter a cell decomposition)
and prove 0-dimensionality of each cell of the decomposition.
Stratification and cell decomposition of ∂∞FFN . The boundary ∂∞FFN is a
separable metric space when equipped with a visual metric. Points in the boundary are
represented by FN -trees, and a first reasonable attempt could be to define a stratification
of ∂∞FFN by using an index map similar to the one introduced by Gaboriau–Levitt in
[11], that roughly counts orbits of branch points and of directions at these points in
the trees. Although we make use of these features, our definition of the stratification is
slightly different; it is based on a notion of train-tracks.
A train-track τ consists of a triple (Sτ ,∼V ,∼D), where S
τ is a free FN -action on a
simplicial tree, and ∼V (respectively ∼D) is an equivalence relation on the set of vertices
(respectively directions) in Sτ . We then say that a tree T ∈ cvN is carried by τ if there is
an FN -equivariant map f : S
τ → T (called a carrying map) that is in a sense compatible
with the train-track structure. The typical situation is when f identifies two vertices in
Sτ if and only if they are ∼V -equivalent, and identifies the germs of two directions based
at equivalent vertices in Sτ if and only if the directions are ∼D-equivalent. For technical
reasons, our general definition of a carrying map is slightly weaker; in particular it is a
bit more flexible about possible images of vertices in Sτ at which there are only three
equivalence classes of directions. A point ξ ∈ ∂∞FFN – which is an equivalence class of
trees that all admit alignment-preserving bijections to one another – is then carried by
τ if some (equivalently, any) representative is carried.
A train-track τ as above has an index i(τ) of at most 2N − 2: this is a combinatorial
datum which mainly counts orbits of equivalence classes of vertices and directions in
τ . The index i(ξ) of a point ξ ∈ ∂∞FFN is then defined as the maximal index of a
train-track that carries ξ. A train-track determines a cell P (τ) in ∂∞FFN , defined as
the set of points ξ ∈ ∂∞FFN such that τ carries ξ and i(τ) = i(ξ).
We define a stratification of ∂∞FFN by letting Xi be the collection of points of index
i. Each Xi is covered by the countable collection of the cells P (τ), where τ varies over all
train-tracks of index i. In view of the topological facts recalled above, our main theorem
follows for ∂∞FFN from the following points:
1. (Proposition 3.1) The boundary of P (τ) in ∂∞FFN is contained in a union of cells
of strictly greater index. This implies that P (τ) is closed in Xi(τ).
2. (Proposition 4.1) Each cell P (τ) has dimension at most 0.
We say that P (τ) has dimension ‘at most’ 0, and not ‘equal to’ 0, as we do not
exclude the possibility that P (τ) is empty.
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For the first point, we show that if (ξn)n∈N ∈ P (τ)
N converges to ξ ∈ ∂P (τ), then
the carrying maps fn from S
τ to representatives of ξn converge to a map f from S
τ to
a representative T of ξ. However, the limiting map f may no longer be a carrying map:
for example, inequivalent vertices in Sτ may have the same image in the limit, and edges
in Sτ may be collapsed to a point by f . We then collapse all edges in Sτ that map to
a point under f and get an induced map f ′ from the collapse S′ to T . This determines
a new train-track structure τ ′ on S′. A combinatorial argument enables us to count the
number of directions ‘lost’ when passing from τ to τ ′, and show that i(τ ′) > i(τ) unless
T is carried by τ .
Our proof of the second point relies on a cell decomposition process similar to Gabai’s
[10], who used splitting sequences of train-tracks on surfaces to get finer and finer covers
of the space of ending laminations. In our context, starting from a cell P (τ), we will
construct finer and finer decompositions of P (τ) into clopen subsets by means of folding
sequences of train-tracks. Eventually the subsets in the decomposition have small enough
diameter.
More precisely, starting from a train-track τ one can ‘resolve’ an illegal turn in τ
by folding it. There are several possibilities for the folded track (see the figures in
Section 4), so this operation yields a subdivision of P (τ) into various P (τ j). A first
crucial fact we prove is that these P (τ j) are all open in P (τ). Now, if ξ ∈ P (τ) and
ε > 0, then by folding the train-track τ for sufficiently long we can reach a train-track τ ′
with diam(P (τ ′)) < ε. Here, hyperbolicity of FFN is crucial: our folding sequence will
determine an (unparameterized) quasi-geodesic going to infinity (towards ξ) in FFN .
The set P (τi) defined by the train-track obtained at time i of the process is contained in
the set of endpoints of geodesic rays in FFN starting at the simplicial tree associated to
τ0 and passing at a bounded distance from τi. From the definition of the visual metric on
the boundary, this implies that the diameter of P (τi) converges to 0 as we move along the
folding path. All in all, we find a train-track τ ′ such that P (τ ′) is an open neighborhood
of ξ in P (τ), and diam(P (τ ′)) < ε. The boundary of P (τ ′) in P (τ) is empty (it contains
points of strictly greater index), so we get dim(P (τ)) = 0, as required.
A word on ∂∞FZN . Some points in ∂∞FZN are represented by trees in which some
free factor system of FN is elliptic. This leads us to work with train-tracks that are
allowed to have bigger vertex stabilizers, and the index of a train-track now also takes
into account the complexity of this elliptic free factor system. A priori, our definition of
index in this setting only yields a quadratic bound in N to the topological dimension of
∂∞FZN , but we then get the linear bound from cohomological dimension. We also have
to deal with the fact that a point ξ ∈ ∂∞FZN is an equivalence class of trees that may
not admit alignment-preserving bijections between different representatives; this leads
us to analysing preferred (mixing) representatives of these classes more closely.
Organization of the paper. In Section 1, we review the definitions of FFN , IN
and FZN , and the descriptions of their Gromov boundaries. We also prove a few facts
concerning mixing representatives of points in ∂∞FZN , which are used to tackle the last
difficulty mentioned in the above paragraph. Train-tracks and indices are then defined
in Section 2, and the stratifications of the Gromov boundaries are given. We prove in
Section 3 that each cell P (τ) is closed in its stratum, by showing that ∂P (τ) is made of
points with strictly higher index. We introduce folding moves in Section 4, and use them
to prove that each cell P (τ) has dimension at most 0. The proof of our main theorem
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is then completed in Section 5. The paper has an appendix in which we illustrate the
motivations behind some technical requirements that appear in our definitions of train-
tracks and carrying maps.
Some open questions. As mentioned earlier, we hope that the cell decompositions
of the boundaries defined in the present paper may provide a tool to tackle the question
of finiteness of the asymptotic dimension of the various graphs, following the blueprint
of [1].
Gabai uses the cell decomposition of the ending lamination space EL to show that
it is highly connected for sufficiently complicated surfaces [10] (connectivity had been
established earlier for most surfaces by Leininger–Schleimer [18]). It is unknown whether
the boundaries of IN , FFN or FZN are connected. The question of local connectivity
of these boundaries (or the related question of local connectivity of the boundary of
Culler–Vogtmann’s outer space) are also open to our knowledge.
Finally, we would like to address the question of finding lower bounds on the di-
mensions. Gabai shows that the topological dimension of EL is bounded from below by
3g+ p− 4 (where g is the genus of the surface and p is the number of punctures). Since
the ending lamination space of a once-punctured surface sits as a subspace of ∂∞FF2g
and ∂∞FZ2g, this gives a lower bound on the dimension of ∂∞FF2g and ∂∞FZ2g. Im-
proving the gap between the upper and lower bounds, as well as finding a lower bound
for ∂∞IN , is an interesting problem.
Acknowledgments. We would like to thank Patrick Reynolds for conversations we
had related to the present project, and Vera Tonic´ for pointing out to us the reference
[9] relating topological and cohomological dimensions. The present work was supported
by the National Science Foundation under Grants No. DMS-1440140 while the authors
were in residence at the Mathematical Sciences Research Institute in Berkeley, California,
during the Fall 2016 semester. The first author was supported by the NSF under Grant
No. DMS-1607236.
1 Hyperbolic Out(FN)-graphs and their boundaries
We review the definitions of three hyperbolic Out(FN )-graphs (the free factor graph,
the intersection graph and the Z-splitting graph) and the descriptions of their Gromov
boundaries. The only novelties are some facts concerning mixing Z-averse trees in the
final subsection.
1.1 The free factor graph
The free factor graph FFN is the graph (equipped with the simplicial metric) whose
vertices are the conjugacy classes of proper free factors of FN . Two conjugacy classes
[A] and [B] of free factors are joined by an edge if they have representatives A,B such
that A ( B or B ( A. Its hyperbolicity was proved in [4].
To describe its Gromov boundary, we first recall that unprojectivized outer space cvN
is the space of all FN -equivariant isometry classes of minimal, free, simplicial, isometric
FN -actions on simplicial metric trees. Its closure cvN (for the equivariant Gromov–
Hausdorff topology) was identified in [6, 4] with the space of all minimal very small
FN -trees, i.e. FN -actions on R-trees in which all stabilizers of nondegenerate arcs are
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cyclic (possibly trivial) and root-closed, and tripod stabilizers are trivial. There exists a
coarsely Out(FN )-equivariant map pi : cvN → FFN , which sends a tree T to a free factor
that is elliptic in a tree T obtained from T by collapsing some edges to points.
An FN -tree T ∈ ∂cvN is arational if no proper free factor of FN is elliptic in T , or acts
with dense orbits on its minimal subtree. Two arational trees T and T ′ are equivalent
(T ∼ T ′) if there exists an FN -equivariant alignment-preserving bijection from T to T
′.
We denote by AT N the subspace of ∂cvN made of arational trees. Arational trees were
introduced by Reynolds in [25], where he proved that every arational FN -tree is either
free, or dual to an arational measured lamination on a once-holed surface.
Theorem 1.1. (Bestvina–Reynolds [5], Hamensta¨dt [12]) There is a homeomorphism
∂pi : AT N/∼ → ∂∞FFN ,
which extends the map pi continuously to the boundary. By this we mean that for all
sequences (Sn)n∈N ∈ (cvN )
N converging to a tree S∞ ∈ AT N (for the topology on cvN),
the sequence (pi(Sn))n∈N converges to ∂pi(S∞) (for the topology on FFN ∪ ∂∞FFN ).
1.2 The intersection graph
A conjugacy class α of FN is geometric if it is either part of a free basis of FN , or
else corresponds to the boundary curve of a once-holed surface with fundamental group
identified with FN . The intersection graph IN (with Mann’s definition [21], a variation
on Kapovich–Lustig’s [16]) is the bipartite graph whose vertices are the simplicial FN -
trees in ∂cvN together with the set of geometric conjugacy classes of FN . A tree T is
joined by an edge to a conjugacy class α whenever α is elliptic in T . Its hyperbolicity
was proved in [21]. The intersection graph is also quasi-isometric to Dowdall–Taylor’s
co-surface graph [8, Section 4]. We denote by FAT N ⊆ AT N the space of free arational
trees in cvN . Again, there is a coarsely Out(FN )-equivariant map pi : cvN → IN , which
sends a tree T ∈ cvN to a tree T ∈ ∂cvN obtained by collapsing some of the edges of T
to points.
Theorem 1.2. (Dowdall–Taylor [8]) There is a homeomorphism
∂pi : FAT N/∼ → ∂∞IN ,
which extends the map pi continuously to the boundary.
Continuity of the extension is understood in the same way as in the statement of
Theorem 1.1 above.
1.3 The cyclic splitting graph
A cyclic splitting of FN is a simplicial, minimal FN -tree in which all edge stabilizers are
cyclic (possibly trivial). The Z-splitting graph FZN is the graph whose vertices are the
FN -equivariant homeomorphism classes of Z-splittings of FN . Two splittings are joined
by an edge if they have a common refinement. Its hyperbolicity was proved by Mann
[20].
We recall that two trees T, T ′ ∈ cvN are compatible if there exists a tree T̂ ∈ cvN that
admits alignment-preserving FN -equivariant maps onto both T and T
′. A tree T ∈ cvN
is Z-averse if it is not compatible with any tree T ′ ∈ cvN which is compatible with a
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Z-splitting of FN . We denote by XN the subspace of cvN made of Z-averse trees. Two
Z-averse trees are equivalent if they are both compatible with a common tree; although
not obvious, this was shown in [14] to be an equivalence relation on XN , which we denote
by ≈.
There is an Out(FN )-equivariant map pi : cvN → FZN , given by forgetting the
metric.
Theorem 1.3. (Hamensta¨dt [12], Horbez [14]) There is a homeomorphism
∂pi : XN/≈ → ∂∞FZN ,
which extends the map pi continuously to the boundary.
Each ≈-equivalence class in XN has preferred representatives that are mixing. We
recall that a tree T ∈ cvN is mixing if for all segments I, J ⊆ T , there exists a finite set
{g1, . . . , gk} ⊆ FN such that J is contained in the union of finitely many translates giI.
Theorem 1.4. (Horbez [14]) Every ≈-class in XN contains a mixing tree, and any two
mixing trees in the same ≈-class admit FN -equivariant alignment-preserving bijections
between each other. Any Z-averse tree admits an FN -equivariant alignment-preserving
map onto every mixing tree in its ≈-class.
The space of arational trees AT N is contained in the space of Z-averse trees XN ,
and the equivalence relation ∼ we have defined on AT N is the restriction to AT N of
the equivalence relation ≈ on XN (all arational trees are mixing [25]). The inclusion
AT N ⊆ XN then induces a subspace inclusion ∂∞FFN ⊆ ∂∞FZN .
1.4 More on mixing Z-averse trees
In this section, we establish a few more facts concerning mixing Z-averse trees and their
possible point stabilizers, building on the work in [14]. If we were only concerned with
the free factor graph, we would not need these results. The reader may decide to skim
through the section and avoid the technicalities in the proofs in a first reading.
Lemma 1.5. Let T ∈ cvN be mixing and Z-averse, and let A ⊆ FN be a proper free
factor. Then the A-action on its minimal subtree TA ⊆ T is discrete (possibly TA is
reduced to a point).
In particular, if no proper free factor is elliptic in T , then T is arational.
Proof. Assume towards a contradiction that TA is not simplicial. Since T has trivial
arc stabilizers, the Levitt decomposition of TA [19] has trivial arc stabilizers (it may be
reduced to a point in the case where T has dense orbits). Let B ⊆ A be a free factor of A
(hence of FN ) which is a vertex group of this decomposition. The B-minimal subtree TB
of T (which is also the B-minimal subtree of TA) has dense orbits, so by [24, Lemma 3.10]
the family {gTB |g ∈ FN} is a transverse family in T . As T is mixing, it is a transverse
covering. In addition, by [25, Corollary 6.4] the stabilizer of TB is equal to B. But by
[14, Proposition 4.23], the stabilizer of a subtree in a transverse covering of a mixing
Z-averse tree cannot be a free factor (in fact, it cannot be elliptic in a Z-splitting of
FN ), so we get a contradiction.
A collection A of subgroups of FN is a free factor system if it coincides with the
set of nontrivial point stabilizers in some simplicial FN -tree with trivial arc stabilizers.
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There is a natural order on the collection of free factor systems, by saying that a free
factor system A is contained in a free factor system A′ whenever every factor in A is
contained in one of the factors in A′.
Proposition 1.6. Let T ∈ cvN be mixing and Z-averse. Then either T is dual to an
arational measured lamination on a closed hyperbolic surface with finitely many points
removed, or else the collection of point stabilizers in T is a free factor system.
Proof. First assume that there does not exist any free splitting of FN in which all point
stabilizers of T are elliptic. Then, with the terminology of [13, Section 5], the tree T is
of surface type (by the same argument as in [13, Lemma 5.8]). Since T is Z-averse, the
skeleton of the dynamical decomposition of T is reduced to a point, in other words T is
dual to an arational measured lamination on a surface.
Assume now that there exists a free splitting S of FN in which all point stabilizers of
T are elliptic. Let A be the smallest free factor system such that every point stabilizer
of T is contained within some factor in A. By Lemma 1.5, each factor A in A acts
discretely on its minimal subtree TA. In addition TA has trivial arc stabilizers because
T has trivial arc stabilizers. So either A is elliptic in T , or else TA is a free splitting of
A. The second situation cannot occur, as otherwise the point stabilizers in TA would
form a free factor system of A, contradicting the minimality of A. Hence A coincides
with the collection of point stabilizers of T .
We will also establish a characterization of the mixing representatives in a given
equivalence class of Z-averse trees. Before that, we start with the following lemma.
Lemma 1.7. Let T, T ′ ∈ cvN . Assume that T has dense orbits, and that there exists an
FN -equivariant alignment-preserving map p : T → T
′.
Then either p is a bijection, or else there exists g ∈ FN that is elliptic in T
′ but not in
T . In the latter case, some point stabilizer in T ′ is non-cyclic.
Proof. Notice that surjectivity of p follows from the minimality of T ′. The collection
of all subtrees of the form p−1({x}) with x ∈ T ′ is a transverse family in T . If p is
not a bijection, then one of the subtrees Y in this family is nondegenerate, and [25,
Proposition 7.6] implies that its stabilizer A = Stab(p(Y )) is nontrivial, and that the
A-action on Y is not discrete. This implies that the minimal A-invariant subtree of Y is
not reduced to a point, and A contains an element that acts hyperbolically on T , while
it fixes a point in T ′. In addition A is not cyclic, so the last assertion of the lemma
holds.
Proposition 1.8. A Z-averse tree T is mixing if and only if for all T ′ ≈ T , every
element of FN that is elliptic in T
′ is also elliptic in T .
If T is dual to an arational lamination on a surface, then all trees in the ≈-class of T
are mixing.
Proof. If T is mixing, then all trees T ′ in its ≈-class admit an FN -equivariant alignment-
preserving map onto T , so every element elliptic in T ′ is also elliptic in T . If T is not
mixing, then it admits an FN -equivariant alignment-preserving map p onto a mixing tree
T in the same ≈-class, and p is not a bijection. By Lemma 1.7, there exists an element
of FN that is elliptic in T but not in T . The second assertion in Proposition 1.8 follows
from the last assertion of Lemma 1.7 because if T is dual to an arational lamination on
a surface, then T is mixing and all point stabilizers in T are cyclic.
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Corollary 1.9. Let T be a Z-averse tree, and let A be a maximal free factor system
elliptic in T . Let T be a mixing representative of the ≈-class of T .
Then A is a maximal elliptic free factor system in T if and only if T is mixing.
Proof. If T is mixing, then T and T have the same point stabilizers, so the conclusion
is obvious. If T is not mixing, then Proposition 1.8 implies that T is not dual to a
lamination on a surface, and that there exists an element g ∈ FN not contained in A
that is elliptic in T . Proposition 1.6 shows that the collection of elliptic subgroups in T
is a free factor system of FN , and this free factor system strictly contains A.
2 Train-tracks, indices and stratifications
2.1 Train-tracks and carried trees
Definition 2.1 (Train-tracks). A train-track τ is the data of
• a minimal, simplicial FN -tree S
τ with trivial edge stabilizers,
• an equivalence relation ∼τV on the set V (S
τ ) of vertices of Sτ , such that if v ∼τV
v′, then gv ∼τV gv
′ for all g ∈ FN , and such that no two adjacent vertices are
equivalent,
• for each ∼τV -class X, an equivalence relation ∼
τ
D,X on the set D(X) of directions
at the vertices in X, such that if two directions d, d′ ∈ D(X) are equivalent, then
for all g ∈ FN , the directions gd, gd
′ ∈ D(gX) are also equivalent.
Equivalence classes of directions at X are called gates at X.
We denote by A(τ) the free factor system made of all point stabilizers in Sτ .
Remark 2.2. Including an equivalence relation on the vertex set of Sτ in the definition
may look surprising to the reader, as this is not standard in train-track theory for free
groups. Roughly speaking, the equivalence classes of vertices correspond to branch points
in trees carried by a track; this is explained in more detail in the appendix of the paper.
We will usually also impose that the train-tracks we work with satisfy some additional
assumptions. Let τ be a train-track. A pair (d, d′) of directions based at a common vertex
of Sτ is called a turn, and is said to be legal if d and d′ are inequivalent. A subtree A ⊂ Sτ
crosses the turn (d, d′) if the intersection of A with both directions d and d′ is non-empty.
We say that A is legal in τ if each turn crossed by A is legal in τ .
Definition 2.3 (Admissible train-tracks). A train-track τ is admissible if for every
vertex v ∈ Sτ , there exist three pairwise inequivalent directions d1, d2, d3 at v such that
for all i ∈ {1, 2, 3}, there exists an element gi ∈ FN acting hyperbolically on S
τ whose
axis in Sτ is legal and crosses the turn (di, di+1) (mod 3).
In particular, there are at least three gates at every equivalence class of vertices in
admissible train-tracks. We will call a triple (g1, g2, g3) as in Definition 2.3 a tripod of
legal elements at v, and we say that their axes form a tripod of legal axes at v.
Edges in simplicial trees are given an affine structure, which enables us to consider
maps from simplicial trees to R-trees that are linear on edges. If f : S → T is linear then
there is a unique metric on S for which f is isometric when restricted to every edge. We
say that this is the metric on S determined by the linear map f .
9
Train-tracks naturally arise from morphisms between trees. Suppose that f : S → T
is an FN -equivariant map from a simplicial FN -tree S to an FN -tree T which is linear on
edges and does not collapse any edge of S to a point. There is an induced equivalence
relation ∼V on the set of vertices of S given by saying that two vertices are equivalent
if they have the same f -image in T . Let w be a point in T and let X := f−1(w) ∩ V (S)
be its associated equivalence class in V (S). As soon as X 6= ∅, equivariance of f implies
that its (setwise) stabilizer Stab(X) in S is equal to the stabilizer of the point w in T .
Let D(X) be the set of directions in S based at points in X. Since f does not collapse
any edge, it induces an equivalence relation ∼D,X on D(X), where two directions in
D(X) are equivalent if they have germs that map into the same direction at w in T . The
set of Stab(X)-orbits of equivalence classes in D(X) then maps injectively into the set
of Stab(w)-orbits of directions at w in T . We call this collection of equivalence classes
τf the train-track structure on S induced by f . This will be the typical example where
a tree T is carried by the train-track τf . Our general definition of carrying is slightly
more technical, as it involves a bit more flexibility with respect to the definition of f at
exceptional classes of vertices, defined as follows.
Definition 2.4 (Exceptional classes of vertices). Let τ be an admissible train-track.
An equivalence class X of vertices of Sτ is called exceptional if there are exactly 3 gates
at X.
Definition 2.5 (Specialization). Let τ and τ ′ be two train-tracks, and let [v0] ∈ S
τ
be an exceptional equivalence class of vertices. We say that τ ′ is a specialization of τ at
[v0] if
• Sτ
′
= Sτ ,
• there exists a vertex v1 ∈ S
τ , not in the same orbit as v0, such that ∼
τ ′
V is the
coarsest FN -invariant equivalence relation finer than ∼
τ
V and such that v1 ∼
τ ′
V v0,
• if d, d′ are two directions not based at any vertex in the orbit of [v0], then d ∼
τ ′ d′
if and only if d ∼τ d′,
• every direction at a vertex in [v0] is equivalent to some direction at a vertex which
is τ -equivalent to v1.
Definition 2.6 (Carrying). We say that an FN -tree T is carried by a train-track τ
if there is an FN -equivariant map f : S
τ → T , which is linear on edges and does not
collapse any edge to a point, such that the train-track structure τf induced by f is obtained
from τ by a finite (possibly trivial) sequence of specializations.
In this situation, we call the map f a carrying map (with respect to τ).
Remark 2.7. The motivation for introducing specializations and allowing them in the
definition of carrying is again explained in the appendix; specializations will appear
naturally later in the paper when we start performing folds on tracks.
Lemma 2.8. The collection of all train-tracks τ for which there exists a tree T ∈ cvN
carried by τ is countable.
Proof. There are countably many minimal, simplicial FN -trees with trivial edge stabi-
lizers. In addition, if τ carries a tree T ∈ cvN , then the stabilizer of every equivalence
class X of vertices in τ is a finitely generated subgroup of FN (because every point
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stabilizer in a very small FN -tree is finitely generated by [11]). The set X/Stab(X) is
finite because there are finitely many FN -orbits of vertices in S
τ , and if v, gv are two
vertices in X, then g ∈ Stab(X). The stabilizer of every gate [d] is at most cyclic, and
again [d]/Stab([d]) is finite. The equivalence relation on vertices is recovered by taking
a finite set A1, . . . , Ak of representatives of FN -orbits of equivalence classes, and in each
Ai taking a finite set Vi of vertices such that Stab(Ai).Vi = Ai. Each equivalence class
is of the form gStab(Ai).Vi, for some g ∈ FN . The equivalence relation on edges is
recovered by taking a finite set B1, . . . , Bl of representatives of FN -orbits of gates in τ ,
and for each Bi taking a finite set Ei of representatives of FN -orbits of oriented edges
determining the directions in Bi. Then each gate in τ is of the form gStab(Bi).Ei for
some g ∈ FN . Hence τ is determined by the simplicial tree S
τ and the finite family
({Stab(Ai)}, {Vi}, {Stab(Bi)}, {Ei}), which gives a countable number of possible train-
tracks.
We will also need the following observation.
Lemma 2.9. Let τ be an admissible train-track, and let [a, b] ⊆ Sτ be a legal segment.
Then there exists an element g ∈ FN acting hyperbolically on S
τ , whose axis in Sτ is
legal and contains [a, b].
Proof. Since τ is admissible, there exist elements g, h ∈ FN acting hyperbolically in S
τ ,
whose axes Ag, Ah are legal and pass through a, b respectively, only meet [a, b] at one
extremity, and such that the subtree Y := Ag∪ [a, b]∪Ah is legal. Standard properties of
group actions on trees [7] imply that all turns in the axis of gh are contained in translates
of Y . So the axis of gh is legal, and it contains [a, b].
The following two lemmas state that every tree T ∈ cvN is carried by an admissible
train-track, and in addition the carrying map f : Sτ → T is completely determined by
the train-track structure. Given a free factor system A, we say that a tree T ∈ cvN is
an A-tree if all subgroups in A are elliptic in T .
Lemma 2.10. Let A be a free factor system, and let T ∈ cvN be an A-tree with trivial
arc stabilizers. Then there exists an admissible train-track τ such that T is carried by τ
and A(τ) = A.
Proof. Without loss of generality, we can assume that A is a maximal free factor system
such that T is an A-tree. We let A/FN := {[A1], . . . , [Ak]}. If A 6= ∅, then (up to
replacing the subgroups Ai by appropriate conjugates) we can choose for S the universal
cover of the graph of groups depicted on Figure 1. There is a unique FN -equivariant map
f : S → T that is linear on edges: indeed, every vertex v of S has nontrivial stabilizer
Gv, and must be sent by f to the unique point in T fixed by Gv . The elements ai and
the subgroups A2, . . . , Ak cannot fix the same point as A1 in T by maximality of A, so
f does not collapse any edge, and therefore τf is well-defined. Admissibility of τf can
be checked by taking advantage of the fact that all vertex groups are infinite: one can
construct the required legal elements by taking appropriate products of elliptic elements
in T .
We now assume that A = ∅. Let {a1, . . . , aN} be a free basis of FN such that
A = 〈a1, a2〉 acts freely with discrete orbits on T , and no ai is elliptic in T . Such a basis
exists as the reducing factors of T (if there are any) form a bounded subset of FFN , see
[5, Corollary 5.3]. Let TA be the minimal A-invariant subtree for the A-action on T . Let
ΓA = TA/A. Then ΓA is a finite graph in cv2 with one or two vertices. We extend ΓA
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Figure 1: The tree S in the proof of Lemma 2.10, in the case where A 6= ∅.
to a marked FN–graph Γ with the same number of vertices, by attaching loops labelled
by the elements a3, . . . , aN at a fixed vertex of ΓA. Let S be the universal cover of Γ.
The isometric embedding from TA into T extends to a map f : S → T , and f does
not collapse any edges because no element ai is elliptic in T . The induced train-track
τf is admissible as each vertex of TA has valence at least 3 and f is an FN -equivariant
isometric embedding when restricted to TA.
Lemma 2.11. Let T ∈ cvN , and let τ be an admissible train-track such that T is carried
by τ . Then there exists a unique carrying map f : Sτ → T for the train-track structure.
Furthermore, the carrying map f varies continuously on the set of trees that are carried
by τ (in the equivariant Gromov–Hausdorff topology).
Proof. To prove uniqueness, it is enough to show that the f -image of any vertex v ∈ Sτ
is completely determined by the train-track structure. Let (g1, g2, g3) be a tripod of legal
elements at v, and let e1, e2, e3 be the three edges at v taken by their axes. Then f is
isometric when restricted to e1∪e2∪e3, and also when restricted to the axes of g1, g2, g3.
This implies that the intersection of the axes of g1, g2, g3 in T is reduced to a point, and
f must send v to that point. Continuity also follows from the above argument.
In order to define what it means for an equivalence class of Z-averse trees to be
carried by a train-track, we will need the following lemma.
Lemma 2.12. Let T, T ′ ∈ cvN , and let τ be a train-track.
If there is an FN -equivariant alignment-preserving bijection from T to T
′, then T is
carried by τ if and only if T ′ is carried by τ .
Proof. Let f : Sτ → T be a carrying map, and let θ : T → T ′ be an FN -equivariant
alignment-preserving bijection. Let f ′ : Sτ → T ′ be the unique linear map that coincides
with θ ◦ f on the vertices of Sτ . We claim that f ′ is a carrying map. Indeed, since θ is
a bijection, two vertices in Sτ have the same f ′-image if and only if they have the same
f -image. In addition, since θ preserves alignment, the germs of two directions in Sτ are
identified by f ′ if and only if they are identified by f .
We recall that XN ⊆ cvN denotes the subspace made of Z-averse trees.
Definition 2.13 (Carrying equivalence classes of Z-averse trees). An equiva-
lence class ξ ∈ XN/≈ is carried by a train-track τ if some (equivalently, any) mixing
representative of ξ is carried by τ .
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2.2 Indices and stratifications
We now define stratifications of the Gromov boundaries of IN , FFN and FZN by means
of an index function taking finitely many values. We will define both the index of a
train-track and the index of a tree T ∈ cvN , and explain how the two are related, before
defining the index of a boundary point (which is an equivalence class of trees).
2.2.1 Geometric index of a tree in cvN
The following definition is reminiscent of Gaboriau–Levitt’s index for trees in cvN [11],
with a slight difference in the constants we use.
Definition 2.14 (Geometric index of a tree T ∈ cvN ). Let T ∈ cvN be a tree with
trivial arc stabilizers. The geometric index of T is defined as
igeom(T ) :=
∑
v∈V (T )/FN
(αv + 3rank(Stab(v)) − 3),
where V (T ) denotes the set of branch points in T , and αv denotes the number of FN -
orbits of directions at v.
Lemma 2.15. For all T ∈ cvN with trivial arc stabilizers, we have igeom(T ) ≤ 3N − 3.
If T is arational, then igeom(T ) ≤ 2N − 2.
If T is free and arational, then igeom(T ) ≤ 2N − 3.
Proof. Let
iGL(T ) :=
∑
v∈V (T )/FN
(αv + 2rank(Stab(v)) − 2).
We have igeom(T ) ≤
3
2 iGL(T ) for all T ∈ cvN , and Gaboriau–Levitt proved in [11,
Theorem III.2] that iGL(T ) ≤ 2N − 2, so igeom(T ) ≤ 3N − 3. In addition we have
igeom(T ) = iGL(T ) +
∑
v∈V (T )/FN
(rank(Stab(v))− 1). (1)
Assume now that T is arational. If the FN -action on T is free, since there is at least
one orbit of branch points in T , we get from Equation (1) that igeom(T ) < iGL(T ) ≤
2N − 2. Otherwise, by [25], the FN -action on T is dual to a measured lamination on a
once-holed surface, so all point stabilizers in T are either trivial or cyclic, and we get
igeom(T ) ≤ iGL(T ) ≤ 2N − 2.
2.2.2 Index of a train-track and carrying index of a tree
The height h(A) of a free factor system A is defined as the maximal length k of a proper
chain of free factor systems ∅ = A0 ( A1 ( · · · ( Ak = A. We recall that the free
factor system A(τ) associated to a train-track τ is the free factor system consisting of
the vertex stabilizers in the associated tree Sτ .
Definition 2.16 (Index of a train-track). The geometric index of a train-track τ is
defined as
igeom(τ) :=
k∑
i=1
(αi + 3ri − 3),
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where the sum is taken over a finite set {X1, . . . ,Xk} of representatives of the FN -orbits
of equivalence classes in V (Sτ ), αi denotes the number of Stab(Xi)-orbits of gates at the
vertices in Xi, and ri denotes the rank of Stab(Xi).
The index of τ is defined to be the pair i(τ) := (h(A(τ)), igeom(τ)).
Indices of train-tracks will be ordered lexicographically.
Remark 2.17. If τ is admissible, then every equivalence class X of vertices in τ has a
nonnegative contribution to the geometric index of τ . The contribution of a class X to
the geometric index of τ is zero if and only if Stab(X) is trivial, and there are exactly
three gates at X; this is precisely when X is exceptional.
Lemma 2.18. Let T ∈ cvN be a tree with trivial arc stabilizers, and let τ be an admissible
train-track that carries T . Then igeom(τ) ≤ igeom(T ).
Proof. Let f : Sτ → T be the unique carrying map. Since τ is admissible, vertices in Sτ
are mapped to branch points in T . As f is a carrying map, distinct equivalence classes
of nonexceptional vertices in Sτ are mapped to distinct branch points in T . If X is
an equivalence class in Sτ mapping to a branch point v ∈ T then Stab(X) = Stab(v).
Furthermore, one checks that two gates based atX in distinct Stab(X)-orbits are mapped
under f to directions at v in distinct Stab(v)-orbits. Since exceptional vertices do not
contribute to the geometric index, it follows that igeom(τ) ≤ igeom(T ).
Notice that the inequality from Lemma 2.18 might be strict if some branch direction
in the tree T is not “visible” in the track. In the following definition, instead of directly
counting branch points and branch directions in T , we will count the maximal number
of such directions that are visible from a train-track.
Definition 2.19 (Carrying index of a tree T ∈ cvN ). Let T ∈ cvN be a tree with
trivial arc stabilizers. We define the carrying index of T , denoted by i(T ), as the maximal
index of an admissible train-track τ that carries T .
An ideal carrier for T is an admissible train-track τ that carries T such that i(T ) = i(τ).
Remark 2.20. In view of Lemma 2.10, if τ is an ideal carrier of a tree T , then A(τ) is a
maximal free factor system that is elliptic in T .
Lemma 2.21. The index of a tree T ∈ cvN with trivial arc stabilizers can only take
boundedly many values (with a bound only depending on N).
The index of an arational tree is comprised between (0, 0) and (0, 2N − 2).
The index of a free arational tree is comprised between (0, 0) and (0, 2N − 3).
Proof. The first assertion is a consequence of Proposition 2.15, together with the fact
that there is a bound (only depending on N) on the height of a free factor system of
FN . The other assertions follow from Proposition 2.15 because no nontrivial free factor
is elliptic in an arational tree, so the height h(A(τ)) for a train-track τ that carries an
arational tree is 0.
2.2.3 Index of a boundary point and stratifications
We now define the index of an equivalence class ξ of Z-averse trees. We recall that by
definition a train-track τ carries ξ if and only if τ carries the mixing representatives of
ξ.
14
Definition 2.22 (Index of a boundary point). The index i(ξ) of an equivalence class
ξ ∈ XN/≈ is defined as the maximal index of an admissible train-track that carries ξ
(equivalently i(ξ) is the carrying index of the mixing representatives of ξ).
Given an admissible train-track τ , we define the cell P (τ) as the subspace of XN/≈ made
of all classes ξ that are carried by τ and such that i(ξ) = i(τ).
For all i, we define the stratum Xi ⊆ XN/≈ as the set of all points ξ ∈ XN/≈ such that
i(ξ) = i.
The Gromov boundary ∂∞FZN can be written as the union of all strata Xi, where
i varies over the finite set of all possible indices for mixing Z-averse trees.
If a tree T ∈ cvN is mixing and Z-averse, and if no proper free factor is elliptic in
T , then Lemma 1.5 says that T is arational. Therefore, the boundary ∂∞FFN coincides
with the subspace of XN/≈ which is the union of all strata Xi with i comprised between
(0, 0) and (0, 2N − 2).
Finally, the boundary ∂∞IN can be written as the union X
′
0∪ · · · ∪X
′
2N−3, where X
′
i
is the subspace of X(0,i) made of equivalence classes of free actions.
In view of the topological facts recalled in the introduction, we are left showing that
each cell P (τ) is closed in its stratum Xi(τ), and that dim(P (τ)) ≤ 0. This will be the
contents of Sections 3 and 4, respectively. We give a complete overview of the proof of
our main theorem in Section 5.
3 Closedness of P (τ) in its stratum
In general, the property of a tree being carried by a train-track is not a closed condition.
However, cells determined by train-tracks are closed in their own strata. This is the goal
of the present section. As each boundary we study is metrizable, throughout the paper
we will use sequential arguments to work with the topology where this is appropriate.
Proposition 3.1. Let τ be an admissible train-track. Then all points in ∂P (τ) =
P (τ) \ P (τ) ⊆ XN/≈ have index strictly greater than i(τ).
In particular P (τ) is closed in Xi(τ).
Our proof of Proposition 3.1 is based on Lemma 3.2 and Proposition 3.4 below.
Lemma 3.2. Let τ be an admissible train-track, and let (Tn)n∈N be a sequence of mixing
Z-averse trees carried by τ . Assume that the trees Tn converge to a Z-averse tree T ,
and denote by ξ the ≈-class of T .
Then either T is mixing and A(τ) is a maximal free factor system that is elliptic in T ,
or else i(ξ) > i(τ).
Proof. The free factor systemA(τ) is elliptic in all trees Tn, and therefore it is also elliptic
in T . If A(τ) is not a maximal free factor system elliptic in T , then as T collapses to
any mixing representative T ∈ ξ the free factor system A(τ) is not maximally elliptic
in T . Remark 2.20 then implies that i(ξ) > i(τ). If T is not mixing (but possibly A(τ)
is maximally elliptic in T ), then Corollary 1.9 implies that again A(τ) is not maximally
elliptic in any mixing representative of ξ. Hence i(ξ) > i(τ) in this case, also.
To complete the proof of Proposition 3.1, we are thus left understanding the case
where the limiting tree T is mixing, and A(τ) is a maximal elliptic free factor system
in T : this will be done in Proposition 3.4 below. The idea is that the carrying maps
fn : S
τ → Tn will always converge to an FN -equivariant map f : S
τ → T ; in general
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the limiting map f can fail to be a carrying map (it may even collapse some edges to
points), and in this case we will prove in Proposition 3.4 that there is a jump in index.
We start by proving the existence of the limiting map f .
Lemma 3.3. Let τ be an admissible train-track, and let (Tn)n∈N be a sequence of trees
in cvN with trivial arc stabilizers, converging to a tree T ∈ cvN . Assume that all trees
Tn are carried by τ , and for all n ∈ N, let fn : S
τ → Tn be the carrying map.
Then the maps fn converge (in the equivariant Gromov–Hausdorff topology) to a map
f : Sτ → T .
Proof. Let v be a vertex in Sτ . Since τ is admissible, there exist three inequivalent
edges e1, e2, e3 that form a legal tripod at v, and two elements g, h ∈ FN that both act
hyperbolically in Sτ , whose axes are legal, and such that the axis of g (resp. h) crosses
the turn (e1, e3) (resp. (e2, e3)). Then the axes of g and h in S
τ intersect in a compact
non-degenerate segment with initial point v, and up to replacing g and h by their inverses,
we can assume that g and h both translate along this segment in the direction going out
of v. Since all maps fn are carrying maps, the elements g and h are hyperbolic in all
trees Tn, and their axes in Tn intersect in a compact nondegenerate segment, on which
they translate in the same direction. In the limiting tree T the intersection ATg ∩A
T
h of
the axes (or fixed sets) of g and h is still a compact segment, and if it is non-degenerate
the elements g and h are hyperbolic in T and still translate in the same direction along
the intersection. We then define f(v) to be the initial point of ATg ∩A
T
h . We repeat this
process over each orbit of vertices to obtain an FN -equivariant map from the vertices of
Sτ to T , and extend the map linearly over edges. Distances between intersections of axes
(as well as their initial points) are determined by the Gromov–Hausdorff topology [23],
so it follows that for any two vertices v and v′, the distance dTn(fn(v), fn(v
′)) converges
to dT (f(v), f(v
′)) as n goes to infinity. This implies that the sequence of maps (fn)
converges to f .
Proposition 3.4. Let τ be an admissible train-track, and let (Tn)n∈N be a sequence of
mixing Z-averse trees carried by τ . Assume that (Tn) converges to a mixing Z-averse
tree T , and that A(τ) is a maximal free factor system elliptic in T . For all n ∈ N, let
fn : S
τ → Tn be the carrying map, and let f : S
τ → T be the limit of the maps fn.
Let S′ be the tree obtained from Sτ by collapsing all edges whose f -image is reduced to
a point, let f ′ : S′ → T be the induced map, and let τ ′ := τf ′ be the train-track on S
′
induced by f ′.
Then τ ′ is admissible. Either igeom(τ
′) > igeom(τ), or else S
′ = Sτ and τ ′ is obtained
from τ by a finite (possibly trivial) sequence of specializations (hence τ carries T ).
Before proving Proposition 3.4, we first complete the proof of Proposition 3.1 from
the above facts.
Proof of Proposition 3.1. Let ξ ∈ ∂P (τ). If ξ is carried by τ , then i(ξ) ≥ i(τ), and
this inequality is strict because otherwise τ would be an ideal carrier of ξ, contradicting
ξ ∈ ∂P (τ).
We now assume that ξ is not carried by τ . Let (ξn)n∈N ∈ P (τ)
N be a sequence
converging to ξ, and for all n ∈ N, let Tn be a mixing representative of the equivalence
class ξn. Since cvN is projectively compact, up to a subsequence we can assume that
(Tn)n∈N converges to a tree T . Since the boundary map ∂pi : XN → ∂∞FZN is closed,
the tree T is Z-averse, and in the ≈-class ξ. Using Lemma 3.2, the proof reduces to the
case where T is mixing, and A(τ) is a maximal free factor system elliptic in T . Since
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ξ is not carried by τ , Proposition 3.4 then shows that T is carried by a train-track τ ′
satisfying igeom(τ
′) > igeom(τ). This implies in turn that i(ξ) > i(τ).
The rest of the section is devoted to the proof of Proposition 3.4.
Proof of Proposition 3.4.
1. The track τ ′ is admissible. Before proving that τ ′ is admissible, we first observe
that all hyperbolic elements in Sτ are still hyperbolic in S′. Indeed, in view of Propo-
sition 1.6 and of our assumption that A(τ) is a maximal elliptic free factor system in
T , if g ∈ FN \ {e} is elliptic in T but is not contained in a free factor from A(τ), then
the conjugacy class of g is given by (some power of) a boundary curve. Hence g is not
contained in any proper free factor of FN relative to A(τ). Therefore the axis of g in
Sτ crosses all orbits of edges, and so cannot be collapsed to a point by the collapse map
pi : Sτ → S′.
We now prove that τ ′ is admissible. Let v ∈ V (S′), and let X ⊆ Sτ be the pi-
preimage of v. We first observe that X is a bounded subtree of Sτ : indeed, otherwise,
we would find two oriented edges e, e′ in X in the same FN -orbit (say e
′ = ge) and
pointing in the same direction; this would imply that g is hyperbolic in Sτ but not in
S′, a contradiction. Let Y ⊆ X be a maximal legal subtree of X. Using the fact that
τ is admissible, we can find three pairwise inequivalent edges e1, e2, e3 lying outside of
X based at extremal vertices v1, v2, v3 of Y (these vertices are not necessarily distinct),
such that the subtree Y ∪ e1 ∪ e2 ∪ e3 is legal in τ . In particular, no edge ei is collapsed
to a point by pi. Since τ is admissible, Lemma 2.9 gives three elements g1, g2, g3, which
act hyperbolically in Sτ , whose axes are legal, and such that the axis of gi in S
τ crosses
the segment ei ∪ [vi, vi+1]∪ ei+1 (mod 3). For all n ∈ N, the map fn preserves alignment
when restricted to each of these axes, so in the limit f also preserves alignment when
restricted to these axes. This implies that g1, g2 and g3 are legal in S
′. In addition, their
axes form a legal tripod at v, so τ ′ is admissible.
2. Controlling the index of τ ′. We now prove that igeom(τ
′) > igeom(τ) unless
τ carries T . Given a vertex v ∈ V (S′), we will first establish that the contribution of the
equivalence class [v] to the index of τ ′ is no less than the sum of the contributions of its
pi-preimages in V (Sτ ) to the index of Sτ .
Let x := f ′(v). Let X be the set of vertices in Sτ that are mapped to x under f . As
equivalent vertices in τ are mapped to the same point in T under f , the set X is a union
of equivalence classes of vertices in τ . As Stab(x) = Stab(X), if two vertices in X are in
the same FN -orbit, then they are in the same Stab(x)-orbit. Hence we may pick a finite
set E1, . . . , Ek of representatives of the Stab(x)-orbits of equivalence classes of vertices
in X. Suppose that the images of these equivalence classes correspond to l orbits of
points in Tn (where l can be chosen to be independent of n by passing to an appropriate
subsequence). After reordering (and possibly passing to a further subsequence) we may
assume E1, . . . , El are mapped to distinct Stab(x)-orbits of points in Tn for all n ∈ N,
and El+1, . . . , Ek are exceptional classes in τ (notice that some of the classes Ei with
i ∈ {1, . . . , l} might be exceptional as well).
Suppose that each equivalence class Ei has αi gates in τ and has a stabilizer of
rank ri. As exceptional classes do not contribute to the geometric index, the amount
E1, . . . , Ek contribute to the geometric index of τ is
l∑
i=1
αi + 3
l∑
i=1
ri − 3l. (2)
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Let E = [v] be the equivalence class corresponding to the image of X in τ ′. Then E
contributes α′ + 3r′ − 3 to the index of τ ′, where α′ is the number of orbits of gates
at E and r′ is the rank of Stab(x). If we define α =
∑l
i=1 αi and r =
∑l
i=1 ri, then
the difference between the index contribution of E in τ ′ and the index contribution of
E1, . . . , Ek in τ is
α′ − α+ 3(r′ − r) + 3(l − 1). (3)
Our goal is to control the number of Stab(x)-orbits of gates lost when passing from τ
to τ ′. For all n ∈ N, we let Yn be the subtree of Tn spanned by the points in fn(X). Since
there are finitely many Stab(x)-orbits of equivalence classes of vertices in X, the tree Yn
is obtained from the Stab(x)-minimal invariant subtree of Tn by attaching finitely many
orbits of finite trees (if Stab(x) = {e}, then Yn is a finite subtree of Tn). Recall that we
assumed that A(τ) is a maximal elliptic free factor system in T . Using Proposition 1.6,
this implies that Stab(x) is either cyclic or contained in A(τ) (it may be trivial). In the
second case A(τ) is elliptic in Tn. Hence the quotient Gn = Yn/Stab(x) is a finite graph
of rank 0 or 1. There are l marked points in Gn corresponding to the images of E1, . . . , El.
Claims:
1. If e is an oriented edge in Sτ which is collapsed under pi, and such that f ′(pi(e)) = x,
then the gate corresponding to e in τ is mapped under fn to a direction in Yn at
a point in fn(X).
2. If e and e′ are oriented edges in Sτ that determine inequivalent directions d, d′ in τ ,
based at vertices in Stab(x).{E1, . . . , El}, and if pi(e) and pi(e
′) are nondegenerate
and equivalent in τ ′, then for all sufficiently large n ∈ N, one of the directions d, d′
is mapped under fn to a direction in Yn at a point in fn(X).
Proof of claims: For the first claim, as e is collapsed its endpoints lie in X, so that
fn(e) is an arc between two points of fn(X) in Yn. For the second claim, if pi(e) and
pi(e′) are equivalent, then f(e) ∩ f(e′) is nondegenerate. Then for all sufficiently large
n ∈ N, the intersection of fn(e) with fn(e
′) contains a nondegenerate segment. As e
and e′ are not equivalent in τ , they are based at distinct equivalence classes of vertices
in Stab(x).{E1, . . . , El}. Let us call these [v1] and [v2]. We have fn(v1) 6= fn(v2), and
the arc connecting fn(v1) with fn(v2) is contained in the tree Yn, and is covered by the
union of the two arcs corresponding to fn(e) (starting at fn(v1)) and fn(e
′) (starting at
fn(v2)). One can check that the initial direction of either fn(e) or fn(e
′) must then be
contained in Yn.
Since T has trivial arc stabilizers, no two oriented edges in the same orbit are equiv-
alent in τ ′, and therefore there are only finitely many orbits of pairs of equivalent di-
rections in τ ′. Therefore, we can choose n ∈ N large enough so that the conclusion of
the second claim holds for all pairs of inequivalent directions in Sτ based at vertices in
Stab(x).{E1, . . . , El}, whose pi-images are (nondegenerate and) equivalent in S
′.
Denote by Goutn (resp. G
in
n ) the set of gates based at vertices in Stab(x).{E1, . . . , El}
which are mapped outside of Yn (resp. inside Yn) by fn. Claim 1 implies that there
is a map Ψ from the set Eoutn of edges in G
out
n , to the set of gates at E in τ
′. Claim 2
then implies that any two edges in Eoutn in distinct gates have distinct Ψ-images, so
|Goutn /Stab(x)| ≤ α
′. Furthermore, our definition of E1, . . . , El implies that the natural
map (induced by fn) from G
in
n /Stab(x) to the set Dir(Gn) of directions based at the
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marked points in the quotient graph Gn, is injective, so |G
in
n /Stab(x)| ≤ |Dir(Gn)|. By
summing the above two inequalities, it follows that α − α′ is bounded above by the
number of directions based at the marked points in the quotient graph Gn.
We will now distinguish three cases. Notice that up to passing to a subsequence, we
can assume that one of them occurs.
Case 1: The stabilizer Stab(x) is either trivial, or fixes a point xn in all trees Tn,
and for all n ∈ N, there is a vertex vn ∈ V (S
τ ) such that fn(vn) = xn (this happens in
particular if Stab(x) is contained in A(τ)).
In this case, we have r = r′, and the graph Gn has rank 0. The l marked points of Gn
include the leaves of Gn: indeed, every leaf of Gn is either the projection to Gn of a point
in fn(X), or else it is the projection to Gn of the unique point y ∈ Tn with stabilizer
equal to Stab(x). In the latter case, we again have y ∈ fn(X) by assumption. We will
apply the following fact to the graph Gn.
Fact: If G is a finite connected graph of rank r with l marked points containing all
leaves of G, then there are at most 2(l + r − 1) directions at these marked points.
Proof of the fact: An Euler characteristic argument shows that in any finite con-
nected graph G with v vertices, there are exactly 2(v + r− 1) directions at the vertices.
Viewing the vertex set as a set of marked points, removing any non-leaf vertex from this
set loses at least two directions, from which the fact follows.
This fact applied to the quotient graph Gn shows that
α′ − α ≥ −2(l − 1). (4)
From (3) we see that the new equivalence class contributes at least l − 1 more to the
geometric index than the sum of the contributions of the previous equivalence classes to
the index of τ . This shows that the index increases as soon as l ≥ 2, so we are left with
the case where l = 1.
In this remaining situation, the graph Gn is a single point, so all but possibly one
(say E1) of the equivalence classes E1, . . . , Ek are exceptional. By Claim 1 no edges cor-
responding to directions at X are collapsed under pi. Furthermore, by Claim 2 distinct
equivalence classes of gates based at vertices in the orbit of E1 are mapped to distinct
gates under pi. It follows that either there are more gates at the equivalence class X when
passing from τ to τ ′ (so the index increases), or the gates corresponding to directions
at E1 are mapped bijectively and each exceptional class in E2, . . . , Ek corresponds to a
specialization of τ (otherwise we would see extra gates). Repeating this argument across
all equivalence classes in τ ′, we find that either the geometric index of τ ′ is greater than
that of τ , or τ ′ is obtained from τ by applying a finite number of specializations. In this
latter case, this implies that T is carried by τ .
Case 2: The group Stab(x) is not elliptic in Tn (in particular Stab(x) is cyclic).
In this case, we have r′ = 1 and r = 0. The graph Gn is then a circle, with finitely many
finite trees attached, whose leaves are the projections of points in fn(X). In particular
Gn has rank r
′ − r = 1, and all its leaves are marked. By applying the above fact, we
thus get that
α′ − α ≥ −2(l + r′ − r − 1). (5)
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Since r′ − r = 1, we get from (3) that the new equivalence class contributes at least l
more to the geometric index than the sum of the contributions of the previous equiva-
lence classes to the index of τ , so i(τ ′) > i(τ).
Case 3: The stabilizer Stab(x) is cyclic, fixes a point xn in all trees Tn, but no vertex
in Sτ is mapped to xn under fn.
In this case, we have r = 0 and r′ = 1. The graph Gn has rank 0. The image of xn in
the quotient graph Gn might not be marked, however the set of marked points in Gn
includes all other leaves. We will use the following variation on the above fact (which is
easily proved by first including the missing leaf to the set of marked points).
Fact: Suppose G is a finite connected graph of rank r with a set of l marked points con-
taining all leaves except possibly one. Then there are at most 2(l+ r− 1) + 1 directions
at these marked points.
This fact, applied to the graph Gn, shows that
α′ − α ≥ −2(l − 1)− 1. (6)
Since r′ − r = 1, we get from (3) that the new equivalence class contributes at least
l + 1 more to the geometric index than the sum of the contributions of the previous
equivalence classes to the index of τ , and again we are done.
4 The cells P (τ) have dimension at most 0.
The goal of this section is to prove the following fact.
Proposition 4.1. Let τ be an admissible train-track. Then P (τ) has dimension at most
0.
The strategy of our proof of Proposition 4.1 is the following. Given any point ξ ∈
P (τ), our goal is to construct arbitrarily small open neighborhoods of ξ with empty
boundary in P (τ). This will be done using folding sequences of train-tracks. In Section 2,
we defined the notion of a specialization, which gives a new train-track τ ′ from a train-
track τ . In Section 4.1, we will introduce other operations called folding moves. These
will enable us to define a new train-track τ ′ from a train-track τ by folding at an illegal
turn. We will then make the following definition.
Definition 4.2 (Folding sequence of train-tracks). A folding sequence of train-
tracks is an infinite sequence (τi)i∈N of admissible train-tracks such that for all i ∈ N,
the train-track τi+1 is obtained from τi by applying a folding move followed by a finite
(possibly trivial) sequence of specializations.
Given ξ ∈ ∂∞FZN , we say that the folding sequence of train-tracks (τi)i∈N is directed
by ξ if ξ ∈ P (τi) for all i ∈ N.
We will first prove in Section 4.1 that folding sequences of train-tracks exist.
Lemma 4.3. Let τ be an admissible train-track, and let ξ ∈ P (τ).
Then there exists a folding sequence of train-tracks (τi)i∈N directed by ξ, such that τ0 is
obtained from τ by a finite (possibly trivial) sequence of specializations.
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We will then prove in Section 4.2 that all sets P (τi) in a folding sequence of train-
tracks are open in P (τ0), by showing the following two facts.
Lemma 4.4. Let τ be an admissible train-track, and let τ ′ be a specialization of τ . Then
τ ′ is admissible, and P (τ ′) is an open subset of P (τ).
Lemma 4.5. Let τ be an admissible train-track, and let τ ′ be a train-track obtained from
τ by folding an illegal turn. Then τ ′ is admissible, and P (τ ′) is an open subset of P (τ).
In other words, the sets P (τi) are open neighborhoods of ξ in P (τ), and they are
closed in P (τ) (because their boundaries are made of trees with higher index in view
of Proposition 3.1). So to complete the proof of Proposition 4.1, we are left showing
that P (τi) can be made arbitrary small. This is proved in Section 4.3 in the form of the
following proposition.
Lemma 4.6. Let τ be an admissible train-track, let ξ ∈ P (τ), and let (τi)i∈N be a folding
sequence of train-tracks directed by ξ.
Then the diameter of P (τi) converges to 0.
We now sum up the proof of Proposition 4.1 from the above four lemmas.
Proof of Proposition 4.1. Assume that P (τ) 6= ∅, and let ξ ∈ P (τ). Let ε > 0. Let
(τi)i∈N be a folding sequence of train-tracks directed by ξ provided by Lemma 4.3, where
τ0 is obtained from τ by a finite (possibly trivial) sequence of specializations. Lemma 4.6
shows that we can find k ∈ N such that P (τk) contains ξ and has diameter at most
ε. An iterative application of Lemmas 4.4 and 4.5 then ensure that P (τk) is an open
neighborhood of ξ in P (τ). Furthermore, the boundary of P (τk) in P (τ) is empty (it is
made of trees of higher index by Proposition 3.1). As each point in P (τ) has arbitrarily
small open neighborhoods with empty boundary, dim(P (τ)) = 0.
4.1 Existence of folding sequences of train-tracks directed by a bound-
ary point
4.1.1 More on specializations
The notion of specialization was given in Definition 2.5.
Lemma 4.7. Let τ be an admissible train-track, and let τ ′ be a specialization of τ .
Then τ ′ is admissible, and i(τ ′) = i(τ).
Proof. Admissibility is clear, as the underlying tree Sτ and the collection of legal turns
at each vertex of Sτ are unchanged after a specialization. To see that i(τ ′) = i(τ),
notice first that the exceptional vertices in Sτ contribute 0 to the geometric index of τ .
Stabilizers do not increase by definition of a specialization (otherwise two inequivalent
vertices in τ that are not in the orbit of v0 would become equivalent in τ
′), and no new
gate is created. So igeom(τ
′) = igeom(τ), and since stabilizers of equivalence classes of
vertices are the same in τ and in τ ′, we have i(τ ′) = i(τ).
4.1.2 Folding moves
We now introduce three types of folding moves and discuss some of their properties.
21
τ τ ′
v
v1 v2
e1 e2
singular fold
Figure 2: A singular fold. The two black vertices v1 and v2 are equivalent in τ , and the
colors give the gates at the equivalence class of vertices they define.
Definition 4.8 (Singular fold, see Figure 2). Let τ be a train-track. Let e1 = [v, v1]
and e2 = [v, v2] be two edges in S
τ that are based at a common vertex v, determine
equivalent directions at v, and such that v1 ∼
τ v2.
A train-track τ ′ is obtained from τ by a singular fold at {e1, e2} if
• there is an FN -equivariant map g : S
τ → Sτ
′
that consists in equivariantly identi-
fying e1 with e2,
• for all vertices v, v′ ∈ V (Sτ ), we have g(v′) ∼τ
′
g(v) if and only if v′ ∼τ v,
• for all directions d, d′ in Sτ based at equivalent vertices of Sτ , we have g(d′) ∼τ
′
g(d) if and only if d′ ∼τ d.
Remark 4.9. Note that if d1 (resp. d2) is the direction in S
τ at v1 (resp. v2) pointing
towards v, one can perform a singular fold at {e1, e2} if d1 and d2 (as well as v1 and v2)
are equivalent: indeed, the first condition in the definition implies that g(d1) = g(d2),
and the last condition then implies that d1 ∼
τ d2.
Definition 4.10. Given an admissible train-track τ , we denote by P(τ) the subspace of
∂cvN made of trees T with dense orbits such that τ is an ideal carrier of T .
Lemma 4.11. Let τ be an admissible train-track, and let e1 = [v, v1] and e2 = [v, v2] be
two edges that form an illegal turn in τ , such that v1 ∼τ v2, and such that the directions
at v1 and v2 pointing towards v are τ -equivalent. Let τ
′ be the train-track obtained from
τ by applying a singular fold at {e1, e2}.
Then τ ′ is admissible, and P(τ ′) = P(τ).
Proof. Let g : Sτ → Sτ
′
be the folding map given in Definition 4.8. The numbers and
the stabilizers of equivalence classes of vertices and gates are unchanged under g, so that
i(τ ′) = i(τ). To check admissibility of τ ′, let v′ be a vertex in Sτ
′
. Then there exists
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partial folde1 e2
v′
τ τ ′
v
v1 v2
Figure 3: A partial fold.
v ∈ V (Sτ ) such that v′ = g(v), and the g-image of any tripod of legal axes at v is a
tripod of legal axes at v′ (because g sends legal turns to legal turns).
We finally show that P(τ) = P(τ ′). Let T ∈ P(τ), with carrying map f : Sτ → T .
Since the extremities of e1 and e2 are equivalent, these two edges are mapped to the
same segment in T . It follows that the carrying map f factors through the fold g to
attain a map f ′ : Sτ
′
→ T , and one can check that the train-track induced by f ′ is
obtained from τ ′ by a finite (possibly trivial) sequence of specializations (using the same
sequence of specializations as when passing from τ to τf ). So T is carried by τ
′, and
equality of the indices of τ and τ ′ shows that τ ′ is also an ideal carrier of T . It follows
that P(τ) ⊆ P(τ ′). Conversely, if τ ′ is an ideal carrier of T with carrying map f ′ then
the composition f = f ′ ◦g is such that τf is obtained from τ by a finite (possibly trivial)
sequence of specializations, and it follows that P(τ ′) ⊆ P(τ).
Definition 4.12 (Partial fold, see Figure 3). Let τ be a train-track, and let {e1, e2}
be an illegal turn at a vertex v ∈ Sτ . A train-track τ ′ is obtained from τ by a partial
fold at {e1, e2} if
• there is a map g : Sτ → Sτ
′
that consists in equivariantly identifying a proper
initial segment [v, v′1] of e1 with a proper initial segment [v, v
′
2] of e2, so that the
vertex v′ = g(v′1) = g(v
′
2) is trivalent in S
τ ′ (all vertices of Sτ
′
that are not in the
FN -orbit of v
′ have a unique g-preimage in Sτ ),
• for all v,w ∈ V (Sτ ), we have g(v) ∼τ
′
V g(w) if and only if v ∼
τ
V w,
• for all directions d, d′ based at vertices of Sτ , we have g(d′) ∼τ
′
g(d) if and only if
d′ ∼τ d,
• the vertex v′ is not equivalent to any other vertex in τ ′, and all directions at v′ in
Sτ
′
are pairwise inequivalent.
Remark 4.13. The last condition in the definition implies that the new vertex v′ is
exceptional in τ ′.
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Lemma 4.14. Let τ be an admissible train-track, and let τ ′ be a train-track obtained
from τ by a partial fold.
Then τ ′ is admissible, and i(τ ′) = i(τ).
Proof. The condition from the definition of admissibility is easy to check at any vertex
in Sτ
′
not in the orbit of v′ (with the notations from Definition 4.12). Let d0, d1, d2 be
the three directions at v′, containing the g-images of v = v0, v1, v2, respectively. Let
i ∈ {0, 1, 2} (considered modulo 3). To construct a legal element whose axis crosses the
turn {di, di+1}, we argue as in the proof of Lemma 2.9: one first finds two elements h, h
′
that are legal in both τ and τ ′ such that
• the axes Ah, Ah′ in S
τ ′ go through g(vi) and g(vi+1) respectively,
• the axes Ah and Ah′ do not go through v
′,
• the subtree Y spanned by Ah and Ah′ (which contains the turn {di, di+1}) is legal.
The element hh′ is then a legal element that crosses the turn {di, di+1}, as required.
To see that i(τ ′) = i(τ), we first note that A(τ ′) = A(τ) because the stabilizer of any
equivalence class corresponding to a new vertex is trivial, and the stabilizers of the other
equivalence classes of vertices are unchanged when passing from τ to τ ′. In addition,
under the folding process the number of nonexceptional equivalence classes of vertices,
along with the ranks of their stabilizers and the number of associated gates, remains
the same, and the new exceptional trivalent vertex contributes 0 to the index. Hence
igeom(τ
′) = igeom(τ), and therefore i(τ
′) = i(τ) also.
Lemma 4.15. Let τ be an admissible train-track, and let T ∈ P(τ) with carrying map
f : Sτ → T . Assume that there exist two edges e1, e2 in S
τ that form an illegal turn,
such that |f(e1)∩f(e2)| is smaller than both |f(e1)| and |f(e2)|. Let τ
′ be the train-track
obtained from τ by applying a partial fold at {e1, e2}.
Then T ∈ P(τ ′).
Proof. Recall that Sτ is equipped with the metric induced by the map f : Sτ → T , so
that any edge e of Sτ has length |f(e)|. Let S′ be the simplicial tree obtained from Sτ
by equivariantly identifying a proper initial segment [v, v′1] of e1 of length |f(e1)∩ f(e2)|
with a proper initial segment [v, v′2] of e2 of the same length. Let g : S
τ → S′ be the
folding map. We first claim that the vertex v′ := g(v′1) = g(v
′
2) is trivalent in S
′. Indeed,
otherwise, the vertex v′ would have infinite stabilizer, so A(τ) would not be a maximal
free factor system elliptic in T , a contradiction. We thus have S′ = Sτ
′
. The map f
factors through a map f ′ : Sτ
′
→ T . Since i(τ ′) = i(τ), it is enough to prove that the
train-track τf ′ is obtained from τ
′ by a finite sequence of specializations.
By definition, the train-track τf is obtained from τ by a finite sequence of special-
izations. Let (τf )
′ be the partial fold of τf at {e1, e2}, and notice that (τf )
′ is obtained
from τ ′ by the same sequence of specializations as when passing from τ to τf .
If the f ′-image of the new trivalent vertex v′ is not equal to the f -image of any other
vertex in Sτ , then τf ′ = (τf )
′ and we are done. Otherwise, we will show that τf ′ is a
specialization of (τf )
′, from which the lemma will follow. Indeed, if f ′(v′) is equal to the
f -image of another vertex v0 ∈ S
τ , we first observe that we can always find such a v0
which is not in the orbit of v′. This is because if v′ is only identified with vertices in
its own orbit, then the equivalence class of v′ in τf ′ has nontrivial stabilizer in τf ′ , and
contributes positively to the geometric index of τf ′ . Then i(τf ′) > i(τ), contradicting
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full fold
τ τ ′
v
v2
v1
v′2 g(v1) = g(v
′
2)
vd g(vd)
Figure 4: A full fold. The new direction at g(v1) = g(v
′
2) has been identified with the
g-image of the direction d0 at v1 with initial edge [v1, vd] (in general, the direction d0
may also be based at a vertex v′1 6= v1 as long as v1 and v
′
1 are τ -equivalent).
the fact that τ is an ideal carrier. So we can assume that v0 and v
′ are not in the same
orbit. Next, we observe that all germs of directions at v′ are identified by f ′ with germs
of directions at vertices that are τ -equivalent to v0, as otherwise we would be creating a
new gate when passing from τ to τf ′ , again increasing the index. So τf ′ is a specialization
of (τf )
′.
Definition 4.16 (Full fold, see Figure 4). Let τ be a train-track, and let {e1, e2} be
an illegal turn at a vertex v ∈ Sτ . Denote by v1, v2 the other extremities of e1, e2. Let
d0 be a direction in τ based at a vertex τ -equivalent to v1. A train-track τ
′ is obtained
from τ by a full fold of e1 into e2 with special gate [d0] if
• there is an FN -equivariant map g : S
τ → Sτ
′
that consists in equivariantly identi-
fying [v, v1] with a proper initial segment [v, v
′
2] ( [v, v2],
• for all vertices v, v′ ∈ V (Sτ ), we have g(v′) ∼τ
′
g(v) if and only if v′ ∼τ v,
• for all directions d, d′ based at vertices of Sτ , we have g(d′) ∼τ
′
g(d) if and only if
d′ ∼τ d,
• if d is the direction in Sτ
′
based at g(v1) = g(v
′
2) and pointing towards g(v2), then
d ∼ g(d0).
The number of equivalence classes of vertices remains unchanged under a full fold,
and the vertex stabilizers in Sτ
′
are the same as the vertex stabilizers in Sτ . The fold
creates no new gates, so the index remains unchanged. If τ is admissible then τ ′ is also
admissible. Hence:
Lemma 4.17. Let τ be an admissible train-track, and let τ ′ be a train-track obtained
from τ by a full fold.
Then τ ′ is admissible and i(τ ′) = i(τ).
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Lemma 4.18. Let τ be an admissible train-track, and let T ∈ P(τ), with carrying map
f : Sτ → T . Let e1 = [v, v1] and e2 = [v, v2] be two edges in S
τ that form an illegal turn.
Assume that f(e1) ( f(e2). Also assume that there is a direction d0 (whose initial edge
we denote by [v′1, vd]) at a vertex v
′
1 ∼
τ v1 such that
dT (f(vd), f(v2)) < dT (f(vd), f(v
′
1)) + dT (f(v
′
1), f(v2)). (7)
Let τ ′ be the train-track obtained from τ by fully folding e1 into e2, with special gate [d0].
Then T ∈ P(τ ′).
Proof. Since f(e1) ( f(e2), the map f factors through the fold g : S
τ → Sτ
′
to reach
an FN -equivariant map f
′ : Sτ
′
→ T , and Equation (7) ensures that f ′ identifies germs
of [g(v1), g(v2)] and of g(d0). So τf ′ is obtained from τ
′ by the same finite sequence of
specializations as when passing from τ to τf . We know in addition that i(τ
′) = i(τ)
(Lemma 4.17). This implies that T ∈ P(τ ′).
Corollary 4.19. Let τ be an admissible train-track, and let T ∈ P(τ), with carrying
map f : Sτ → T . Let e1 = [v, v1] and e2 = [v, v2] be two edges in S
τ that form an illegal
turn. Assume that f(e1) ( f(e2). Also assume that T is not carried by any specialization
of τ .
Then there exists a train-track τ ′ obtained from τ by fully folding e1 into e2, such that
T ∈ P(τ ′).
Proof. Let S′ be the underlying simplicial tree of any full fold of τ . Since f(e1) ( f(e2),
the map f factors through an FN -equivariant map f
′ : Sτ
′
→ T . Equality in indices
shows the existence of a direction d0 in τ for which Equation (7) from Lemma 4.18 holds,
as otherwise the fold would create a new gate, and T would be carried by a train-track
with higher index. The direction d0 is based at a vertex v
′
1 satisfying f(v
′
1) = f(v1).
Since T is not carried by any specialization of τ , this implies that v′1 is τ -equivalent to
v1. Therefore, Lemma 4.18 implies that T ∈ P(τ
′), where τ ′ is the full fold of τ with
special gate [d0].
4.1.3 Folding sequences: proof of Lemma 4.3
Given two train-tracks τ and τ ′, we say that τ ′ is obtained from τ by applying a folding
move if τ ′ is obtained from τ by applying either a singular fold, a partial fold or a full
fold. We then define a folding sequence of train-tracks as in Definition 4.2: recall that
this is a sequence (τi)i∈N of train-tracks such that τi+1 is obtained from τi by applying a
folding move, followed by a finite (possibly trivial) sequence of specializations. The goal
of the present section is to prove Lemma 4.3. We will actually prove a slightly stronger
version of it, given in Lemma 4.22 below. The main fact we will use in the proof is the
following.
Lemma 4.20. Let τ be an admissible train-track, and let T ∈ P(τ).
Then there exists a train-track τ ′ 6= τ obtained either by a specialization, or by applying
a folding move, such that T ∈ P(τ ′).
Proof. Assume that T is not carried by any train-track τ ′ 6= τ obtained from τ by
performing a specialization. Let f : Sτ → T be the carrying map, and let e1 = [v, v1]
and e2 = [v, v2] be two edges that form an illegal turn in τ : this exists because T is not
simplicial by definition of P(τ). If f(v1) = f(v2), then v1 ∼
τ v2, as otherwise T would
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be carried by a specialization of τ . In this case f identifies germs of the directions at
v1 and v2 pointing towards v, so Lemma 4.11 implies that T ∈ P(τ
′), where τ ′ is the
singular fold of τ . If f(v1) 6= f(v2), and if |f(e1)∩f(e2)| is smaller than both |f(e1)| and
|f(e2)|, then Lemma 4.15 implies that T is carried by the partial fold of τ at {e1, e2}.
Finally, if f(e1) ( f(e2) (or vice versa), then Corollary 4.19 implies that T is carried by
a full fold of τ .
We also make the following observation.
Lemma 4.21. Let τ be an admissible train-track, and let τ ′ be a train-track obtained
from τ by applying either a specialization or a folding move.
Then P(τ ′) ⊆ P(τ) (and hence P (τ ′) ⊆ P (τ)).
Proof. If τ ′ is obtained from τ by applying a specialization, then the conclusion follows
from the definition of being carried, together with the fact that i(τ ′) = i(τ) (Lemma 4.7).
If τ ′ is obtained from τ by applying a folding move, then the conclusion follows from the
fact that i(τ ′) = i(τ) (Lemmas 4.11, 4.14 and 4.17), together with the observation that
if g : Sτ → Sτ
′
is the fold map, and f : Sτ
′
→ T is a carrying map, then f ◦ g : Sτ → T
is also a carrying map.
We are now in position to prove the following stronger version of Lemma 4.3.
Lemma 4.22. Let ξ ∈ ∂∞FZN . Let τ0, . . . , τk be a finite sequence of admissible train-
tracks such that ξ ∈ P (τk), and for each i ∈ {0, . . . , k − 1}, the train-track τi+1 is
obtained from τi by applying a folding move followed by a finite (possibly trivial) sequence
of specializations.
Then there exists a folding sequence (τ ′i)i∈N of train-tracks directed by ξ, such that τi = τ
′
i
for all i ∈ {0, . . . , k−1}, and τ ′k is obtained from τk by a finite (possibly trivial) sequence
of specializations.
Proof. Lemma 4.21 shows that ξ ∈ P (τi) for all i ∈ {1, . . . , k}. The conclusion is then
obtained by iteratively applying Lemma 4.20 to some mixing representative of the class
ξ (starting with the train-track τk), and noticing that we can only perform finitely many
specializations in a row.
4.2 Openness of the set of points carried by a specialization or a fold
4.2.1 From trees to equivalence classes of trees
We first reduce the proofs of Lemmas 4.4 and 4.5 to their analogous versions for trees in
cvN .
Lemma 4.23. Let τ and τ ′ be admissible train-tracks.
If P(τ ′) is an open subset of P(τ) in ∂cvN , then P (τ
′) is an open subset of P (τ) in
XN/≈.
Proof. The conclusion is obvious if P(τ ′) is empty (in this case P (τ ′) is also empty), so
we assume otherwise. Since P(τ ′) ⊆ P(τ), we have i(τ ′) = i(τ). Let ξ ∈ P (τ ′), and let
(ξn)n∈N ∈ P (τ)
N be a sequence converging to ξ. We wish to prove that ξn ∈ P (τ
′) for
all sufficiently large n ∈ N (we may use sequential arguments as XN/≈ is a separable
metric space).
For all n ∈ N, let Tn be a mixing representative of ξn. Since cvN is projectively
compact, up to passing to a subsequence, we can assume that (Tn)n∈N converges to a
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tree T ∈ cvN . Closedness of the boundary map ∂pi : XN → ∂∞FZN shows that T ∈ XN ,
and T is a representative of the class ξ. Since A(τ) is elliptic in each tree Tn, it is
also elliptic in T . If T is not mixing, then Corollary 1.9 implies that A(τ) is not the
largest free factor system elliptic in the mixing representatives of ξ, contradicting that
i(ξ) = i(τ). So T is mixing, and the fact that ξ ∈ P (τ ′) thus implies that T ∈ P(τ ′).
Openness of P(τ ′) in P(τ) then shows that Tn ∈ P(τ
′) for all sufficiently large n ∈ N.
Since Tn is a mixing representative of ξn, this precisely means that ξn ∈ P (τ
′) for all
sufficiently large n ∈ N, as desired.
4.2.2 Specializations
In this section, we will prove Lemma 4.4. More precisely, we will prove its analogous
version for trees in cvN , from which Lemma 4.4 follows thanks to Lemma 4.23.
Lemma 4.24. Let τ be an admissible train-track, and let τ ′ be a specialization of τ .
Then P(τ ′) is an open subset of P(τ).
Proof. By Lemma 4.21, we have P(τ ′) ⊆ P(τ). Let T ∈ P(τ ′), and let (Tn)n∈N ∈ P(τ)
N
be a sequence of trees that converges to T . We aim to show that Tn is carried by τ
′ for all
sufficiently large n ∈ N, which will imply that Tn ∈ P(τ
′) by equality of the indices. Let
[v0] be the class of vertices in S
τ at which the specialization occurs, and let v1 ∈ V (S
τ )
be a vertex identified with v0 in τ
′.
Let e10, e
2
0, e
3
0 be three edges adjacent to vertices in the class [v0], determining distinct
gates, and let e11, e
2
1, e
3
1 be edges based at vertices τ -equivalent to v1 that are identified
with e10, e
2
0, e
3
0 in τ
′. We aim to show that for all sufficiently large n ∈ N, the vertices v0
and v1 are identified by the carrying map fn : S
τ → Tn, and so are initial segments of
ei0 and e
i
1 for all i ∈ {1, 2, 3}.
For all i ∈ {1, 2, 3}, the intersection f(ei0) ∩ f(e
i
1) (where f : S
τ → T is the carrying
map) is nondegenerate. Since the carrying map varies continuously with the carried tree
(Lemma 2.11), for all sufficiently large n ∈ N, the image fn(e
i
1) has nondegenerate inter-
section with fn(e
i
0). Since the three directions determined by e
1
0, e
2
0, e
3
0 are inequivalent,
their images fn(e
1
0), fn(e
2
0), fn(e
3
0) form a tripod at fn(v0). If fn(v1) 6= fn(v0), then at
least two of the images fn(e
1
1), fn(e
2
1), fn(e
3
1) would then have a nondegenerate intersec-
tion (containing [fn(v0), fn(v1)]), which is a contradiction because these three edges are
inequivalent. So fn(v1) = fn(v0), and since fn(e
i
1) has nondegenerate intersection with
fn(e
i
0), it follows that Tn is carried by τ
′.
4.2.3 Folds
Lemma 4.5 follows from the following proposition together with Lemma 4.23.
Proposition 4.25. Let τ be an admissible train-track. Let τ ′ be a train-track obtained
from τ by folding an illegal turn.
Then P(τ ′) is open in P(τ).
Proof. By Lemma 4.21, we have P(τ ′) ⊆ P(τ). If τ ′ is obtained from τ by applying
a singular fold, then Lemma 4.11 ensures that P(τ ′) = P(τ), so the conclusion holds.
Denoting by f : Sτ → T the carrying map, we can thus assume that f(v1) 6= f(v2)
(using the notations of the previous sections). Let p := f(e1) ∩ f(e2). The endpoints of
p, f(e1), and f(e2) are branch points in T (because τ is admissible), so the lengths of
these segments are determined by a finite set of translation lengths in T .
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If τ ′ is obtained from τ by a partial fold, then |p| is strictly less than both |f(e1)| and
|f(e2)|. Using the fact that the carrying map f varies continuously with the carried tree
(Lemma 2.11), we see that this property remains true for all trees in a neighborhood of
T , and Lemma 4.15 implies that all trees in this neighborhood are carried by τ ′.
Assume now that τ ′ is obtained from τ by a full fold, with e1 fully folded into e2.
Let vd be the endpoint of an edge corresponding to a direction d based at a vertex v
′
1
equivalent to v1, in the special gate. Then |f(e1)| < |f(e2)|, and dT (f(vd), f(v2)) <
dT (f(vd), f(v
′
1)) + dT (f(v
′
1), f(v2)). These are open conditions in cvN . Therefore,
Lemma 4.19 gives the existence of an open neighborhood U of T in P(τ) such that
all trees in U are carried by the same full fold.
4.3 Control on the diameter: getting finer and finer decompositions
The goal of the present section is to prove Lemma 4.6. The key lemma is the following.
Lemma 4.26. Let ξ ∈ ∂∞FZN , and let (τi)i∈N be a folding sequence of train-tracks
directed by ξ. Then (Sτi) converges to ξ for the topology on FZN ∪ ∂∞FZN .
Proof. Let T be a mixing representative of ξ. We can find a sequence (Sn)n∈N of sim-
plicial metric FN -trees with trivial edge stabilizers such that
• for all n ∈ N, the simplicial tree Sτn is obtained from Sn by forgetting the metric,
• for all n ∈ N, the unique carrying map fn : Sn → T is isometric on edges.
In addition, for all i < j, there are natural morphisms fij : Si → Sj, such that fik =
fjk ◦ fij for all i < j < k. The sequence (Sn)n∈N converges to a tree S∞: indeed, for
all g ∈ FN , the sequence (||g||Sn )n∈N is non-increasing, so it converges. In addition, the
tree S∞ is not reduced to a point, because the legal structure on S0 induced by the
morphisms f0j will stabilize as j goes to +∞, and a legal element (which exists because
τ0 is admissible, and every legal turn for the train-track τ0 is also legal for the train-track
structure on S0 induced by the morphisms f0j) cannot become elliptic in the limit. By
taking a limit of the maps f0,j, we get an FN -equivariant map f0∞ : S0 → S∞, which is
isometric when restricted to every edge of S0.
We will show that S∞ is Z-averse and ≈-equivalent to T , which implies the conver-
gence of Sτi to ξ (for the topology on FZN ∪ ∂∞FZN ) by the continuity statement for
the boundary map ∂pi given in Theorem 1.3.
We first claim that the tree S∞ is not simplicial. Indeed, assume towards a contra-
diction that it is, and let S′
∞
be the simplicial tree obtained from S∞ by adding the
f0∞-images of all vertices of S0 to subdivide the edges of S∞. Subdivide the edges of S0
so that every edge of S0 is mapped to an edge of S
′
∞
. Since T has trivial arc stabilizers,
the folding process from S0 to S
′
∞
never identifies two edges in the same orbit, so there
is a lower bound on the difference between the volume of Si+1/FN and the volume of
Si/FN . Therefore, the folding process has to stop, contradicting the fact that the folding
sequence is infinite. This shows that S∞ is not simplicial.
We now assume towards a contradiction that S∞ is not equivalent to T . There
exists a 1-Lipschitz FN -equivariant map f from S∞ to the metric completion of T ,
obtained by taking a limit of the maps fnm as m goes to infinity, see the construction
from [15, Theorem 4.3]. Therefore, if S∞ has dense orbits, then there is a 1-Lipschitz
FN -equivariant alignment-preserving map from S∞ to T by [15, Proposition 5.7], which
implies that S∞ is Z-averse and equivalent to T by [14, Theorem 4.1]. Therefore, there
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remains to prove that S∞ has dense orbits. Assume towards a contradiction that it does
not. Since S∞ is a limit of free and simplicial FN -trees that all admit 1-Lipschitz maps
onto it, it has trivial arc stabilizers. Since S∞ is not simplicial, there is a free factor A
acting with dense orbits on its minimal subtree SA in S∞. By [25, Lemma 3.10], the
translates in T of f(SA) (which cannot be reduced to a point) form a transverse family
in T : this is a contradiction because the stabilizer of a subtree in a transverse family
in a mixing Z-averse tree cannot be a free factor (in fact, it cannot be elliptic in any
Z-splitting of FN by [14, Proposition 4.23]).
Proof of Lemma 4.6. Let ξ′ ∈ P (τi), and let T
′ be a mixing representative of ξ′. By
Lemma 4.22, there exists a folding sequence of train-tracks (τ ′j)j∈N directed by ξ
′, such
that τ ′j = τj for all j < i, and τ
′
i is obtained from τi by a finite (possibly trivial) sequence
of specializations. All trees Sτ
′
i then lie on the image in FZN of an optimal liberal folding
path, which is a quasi-geodesic by [20], and (Sτ
′
i )i∈N converges to ξ
′ by Lemma 4.26. This
shows that any quasi-geodesic ray in FZN from S
τ0 to a point in P (τi) passes within
bounded distance of Sτi . As Sτi converges to ξ ∈ ∂∞FZN (Lemma 4.26), it follows from
the definition of a visual distance that the diameter of P (τi) converges to 0.
5 End of the proof of the main theorem
We now sum up the arguments from the previous sections to complete the proof of our
main theorem.
Proof of the main theorem. We start with the case of FZN . The Gromov boundary
∂∞FZN is a separable metric space (equipped with a visual metric). It can be written
as the union of all strata Xi (made of boundary points of index i), where i ∈ N
2 can
only take finitely many values. Each stratum Xi is the union of the sets P (τ), where
τ varies over the collection of all train-tracks of index i, and the collection of all train-
tracks τ for which P (τ) is nonempty is countable by Lemma 2.8. By Proposition 3.1,
each cell P (τ) is closed in its stratum Xi, and by Proposition 4.1 it has dimension at
most 0. So each Xi is a countable union of closed 0-dimensional subsets, so Xi is 0-
dimensional by the countable union theorem [9, Lemma 1.5.2]. Since ∂∞FZN is a union
of finitely many subsets of dimension 0, the union theorem [9, Proposition 1.5.3] implies
that ∂∞FZN has finite topological dimension (bounded by the number of strata, minus
1). In particular, the topological dimension of ∂∞FZN is equal to its cohomological
dimension, see the discussion in [9, pp. 94-95]. This gives the desired bound because
the cohomological dimension of ∂∞FZN is bounded by 3N − 5 by [14, Corollary 7.3]
(this is proved by using the existence of a cell-like map from a subset of ∂CVN – whose
topological dimension is equal to 3N − 5 by [11], and applying [26]).
It was shown in Section 2.2.3 that the Gromov boundary ∂∞FFN is equal to the
union of the strata Xi, with i comprised between (0, 0) and (0, 2N − 2). Therefore, the
above argument directly shows that the topological dimension of ∂∞FFN is at most
2N − 2 (without appealing to cohomological dimension).
Finally, the Gromov boundary ∂∞IN is equal to a union of strata X
′
i, with i ∈ Z+
comprised between 0 and 2N − 3, where each stratum X ′i is a subspace of the stratum
X(0,i) from above. Given a train-track τ of index (0, i), we let P
′(τ) := P (τ)∩X ′i . Being
a subspace of P (τ), the set P ′(τ) has dimension at most 0. In addition P ′(τ) is closed
in its stratum X ′i, because its boundary in ∂∞IN is made of points of higher index by
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Step 1 Step 2
v v′
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Figure 5: The following three steps may repeat infinitely often along a folding sequence,
showing that the homeomorphism type of the underlying simplicial tree might never
stabilize.
Proposition 3.1. The same argument as above thus shows that the topological dimension
of ∂∞IN is at most 2N − 3.
A Why equivalence classes of vertices and specializations?
In this appendix, we would like to illustrate the reason why we needed to introduce an
equivalence relation on the vertex set of Sτ in the definition of a train-track (Defini-
tion 2.1), and allow for specializations in the definition of carrying (Definition 2.6).
Why equivalence classes of vertices in the definition of a train-track? In
the world of train-tracks on surfaces, when one defines a train-track splitting sequence
towards an arational foliation, the homeomorphism type of the complement of the train-
track eventually stabilizes, after which each singularity in the limiting foliation is deter-
mined by a complementary region of a track, and the visible prongs determine the index
of the singular point.
On the contrary, in a folding sequence of train-tracks towards an arational tree T as
defined in the present paper, the number of vertices in the preimage of a branch point in
T , as well as the number of directions at these vertices, may never stabilize, as illustrated
by the following situation (see Figure 5).
At some point on the folding sequence, one may have to perform a singular fold as
depicted on the right-hand side of Figure 5 (Step 3). If we had not declared the two
identified vertices equivalent before computing the index, such an operation would have
resulted in a drop in index. If such a situation could only occur finitely many times along
the folding sequence, we could have defined a ‘stable’ index along the folding sequence,
but this might not be true in general. Indeed, later on along the folding sequence, a new
trivalent vertex v can be created due to a partial fold (Step 1 on Figure 5), and this
exceptional vertex v may then be declared equivalent to another vertex v′ in the track
by applying a specialization: this results in the possibility of performing a new singular
fold later on, identifying v and v′. One could then hope that eventually, all singular folds
in the folding sequence involve an exceptional vertex, which would not cause trouble as
far as index is concerned; but even this may fail to be true in general. Indeed, it might
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happen that later on in the process, a full fold involving v creates a fourth direction at v
(this is the red direction in Step 2 of Figure 5), which is not equivalent to any direction
at v (but is instead equivalent to a direction at another vertex v′ in the same class as v).
Introducing an equivalence class on the set of vertices in the definition of a train-track
ensures that the index of our train-tracks remains constant along a folding path, and
prevents overcounting the number of branch points in the limiting tree when counting
branch points in the train-track.
Why introducing specializations in the definition of carrying? We would finally
like to give a word of motivation for the necessity to introduce specializations in the
definition of carrying, instead of just saying that a train-track τ carries a tree T if
τ = τf for some FN -equivariant map f : S
τ → T . As already observed, in a folding
sequence of train-tracks directed by T , partial folds create new trivalent vertices, and
it can happen that the newly created vertex v gets mapped to the same point in T as
another vertex v′ ∈ Sτ . We could have tried in this case to perform the partial fold and
the specialization at the same time, in other words declare that there are several distinct
partial folds of τ , including one (denoted by τ1) where v is not declared equivalent with
any other vertex, and a second (denoted by τ2) where v is declared equivalent to v
′ (and
there would be infinitely many other partial folds where v is identified with any possible
vertex from Sτ ). With this approach, the difficulty comes when proving openness of the
set P(τ1) within P(τ). Indeed, for a certain point T ∈ P(τ), the carrying map may
not identify the new trivalent vertex v in Sτ
′
with any other vertex in Sτ
′
(hence T is
carried by τ1), while for nearby trees Tn in P(τ) (for the Gromov–Hausdorff topology),
the carrying map identifies v with a vertex vn going further and further away in S
τ as
n goes to infinity (hence no tree Tn is carried by τ1). So without the extra flexibility in
the definition of carrying, this would lead to P(τ1) not being open in P(τ). This justifies
our definition of carrying. We have a single way of performing a partial fold of a turn,
and the specialization is performed later on along the folding sequence if needed.
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