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Resumo
Nesta tese, estudamos primeiramente o Problema Geométrico do Brigadista (gfp) cujo
objetivo é maximizar a área total protegida contra um incêndio que se inicia no interior
de um ambiente poligonal e se espalha circularmente. A proteção de regiões é realizada
através da construção de um subconjunto de curvas (barreiras) de um conjunto dado,
levando-se em consideração as velocidades predefinidas de espalhamento do fogo e de
construção das barreiras. Com o intuito de estabelecer fundamentos para algoritmos
exatos para o gfp, propomos soluções exatas baseadas em técnicas de Programação
Inteira (ip), além de detalhar algoritmos de preprocessamento geométrico, uma heurística
primal e procedimentos para redução da dimensionalidade do problema. Em segundo
lugar, introduzimos o Problema Geométrico de Roteamento do Brigadista (gfrp), que
relaxa algumas das restrições impostas pelo gfp sobre o conjunto de barreiras, provendo
um modelo que representa mais satisfatoriamente situações reais. De forma a resolver
este problema mais intrincado, apresentamos um modelo ip principal e dois conjuntos de
desigualdades válidas capazes de tornar mais eficiente a resolução do modelo. Além disso,
descrevemos heurísticas primais baseadas em Programação Inteira e algoritmos de redução
de dimensionalidade específicos para o gfrp. Também propomos um benchmark composto
por vastos conjuntos de instâncias, incluindo alguns baseados em dados reais de reservas
florestais dos EUA. Através de uma análise empírica cuidadosa dos algoritmos completos
e de um exame da contribuição individual de cada uma de suas componentes principais,
quando aplicados a este benchmark, compilamos um extensivo relatório experimental.
Abstract
In this thesis, we first study the Geometric Firefighter Problem (gfp) that aims to
maximize the total area protected from a circularly spreading fire starting somewhere
inside a polygonal environment. The protection of regions is accomplished through the
construction of a subset of curves (barriers) of a given set, while taking into account
the preset speeds of fire propagation and barrier construction. We lay the groundwork
for exact algorithms for the gfp by proposing solutions based on Integer Programming
(ip) techniques and by detailing required geometric preprocessing algorithms, along with
a primal heuristic and problem size reduction procedures. Secondly, we introduce the
Geometric Firefighter Routing Problem (gfrp), which relaxes some restrictions imposed
by the gfp over the barrier set, and serves to better model realistic settings. To solve
the resulting more intricate problem, we present a core ip model along with two sets
of valid inequalities that make resolving the model more efficient. Besides, we describe
effective ip-based primal heuristics and tailored problem size reduction algorithms. We
also propose a benchmark comprised of large sets of instances, including some based on
actual U.S. national forests data. By performing a thorough empirical analysis of the
complete algorithms, and by examining the contribution of each of their major steps on
this benchmark, we build an extensive experimental report.
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Chapter 1
Introduction
Over the last years, mainly in 2016-2017, we observed a radical increase on the number of
reported wildfires worldwide. Uncontrolled fires can lead to human casualties and property
damage and thus, devising efficient strategies for fire control becomes an important and
relevant topic of study. In this context, we present the first effort to solve to optimality
the problem of containing a spreading fire inside a bounded polygonal region through the
study of the Geometric Firefighter Problem (gfp), proposed by Klein et al. [12] in 2014.
The gfp is based on the Firefighter Problem (fp), a graph theoretical problem proposed
by Hartnell in 1995 [7]. The fp simulates the spreading of a fire or biological hazard
throughout a graph using discrete time steps/iterations. At any given iteration ti each
vertex is in one of three states: unlabeled, burning or guarded. At the initial step t0, one
vertex is in the burning state (the fire source), while all others begin as unlabeled. At
each subsequent iteration ti, i > 0, we choose an unlabeled vertex to be guarded and then
the fire spreads to all unlabeled vertices adjacent to any burning vertex. Once a vertex
changes state at iteration ti, it will remain in that state for all tj, j ≥ i. Notice that if
the number of burning vertices stays the same for two consecutive iterations, i.e., the
fire stopped spreading, we can terminate the process and change all remaining unlabeled
vertices to guarded. In this context, many interesting questions may be asked, such as
what is the maximum number of vertices that can be guarded, or what is the minimum
number of iterations for the fire to stop spreading.
In the geometric counterpart of the fp, the gfp, the graph environment G = (V,E) is
replaced by a polygon P . Regions of P take the place of the vertices of G as the entities
to be protected, and the fire source vertex is replaced by a point inside P where the fire
originates. Apart from that, we are given a set B of curves (barriers) of finite length
within P that may be constructed in order to protect regions. Barriers have a role similar
to that of subsets of the guarded vertices that form vertex cuts of G in the sense that
they isolate a region of P or, analogously, a subset of V , from the fire thus protecting it.
Differently from the fp, in the gfp it is assumed that constructing one unit length of
a barrier can be done with a given speed vb, while the fire spreads with speed vf . The
speeds vf and vb will determine the time window for each barrier to be constructed. With
the above changes, the problem becomes that of choosing which subset of the barriers in
B must be constructed in order to maximize the total area of the protected regions. The
gfp presents new challenges mainly due to its inherent continuous nature in contrast to
16
the discrete nature of the fp.
Throughout this text we will also use the terms guard and shield interchangeably to
mean the action of protecting a region of P from the fire.
1.1 Related works
The fp has a comprehensive literature comprised of theoretical and, more recently, of
experimental works. Theoretical studies usually deal with the surviving rate κ(G, s, f)
of a graph G, which measures the average number of vertices protected from the fire
given that fire bursts out of s vertices and f firefighters are available per iteration. These
works generally provide bounds on the surviving rate of specific classes of graphs including
trees [5, 4], planar graphs [13, 23, 22], outerplanar graphs [4, 24], digraphs [14] and grids [9].
It is known that the variant of the fp that seeks to determine whether there is a strategy
that lets at most k vertices burn remains NP-hard even when G is a tree of maximum
degree three [7] or a cubic graph [11]. Experimental literature includes results for solving
the fp using Integer Programming techniques [8] and also for new variants [15, 14, 18]
tackled through an assortment of metaheuristics [2, 17, 16, 10, 18].
Regarding the gfp, in the work that introduces the problem, the authors prove its
NP-hardness for the following cases:
• for when P is a simple polygon and B is a set of diagonals of equal length;
• for when P is a convex polygon and B is the set of all its diagonals;
• for when P is a star-shaped polygon and there are no restrictions over B.
They also discuss a similar variant, also NP-hard, called Budget Fence Problem (bfp).
In the bfp, the fire source point is replaced by a static region within P and there are
no longer speeds vf and vb. On the other hand, there is a budget on the total length of
constructed barriers, which must not cross. Regarding algorithms, the authors provide
an ≈ 11.65-approximated algorithm for the gfp and a polynomial-time approximation
scheme (ptas) for the bfp. The latter can be extended to the gfp when B has no closed
barriers and the constructed barriers are not allowed to cross.
Finally, in a related work [10], the fire is no longer constrained to a polygon and is able
to burn the whole plane if not contained. Fixing vf = 1, the authors discuss containment
strategies while considering different bounds on vb.
1.2 Main contributions
In this work, we present exact algorithms and report on extensive experimental results on
the gfp and on the gfrp, a new variant which lifts restrictions from the former problem
in order to make it closer to real life situations. The aforementioned algorithms are the
first to solve these problems to optimality and include detailed preprocessing algorithms,
primal heuristics and Integer Programming (ip) models. We also propose large sets of
instances, tailored for each problem, to thoroughly test our algorithms.
17
r
gfp optimal solution (B is a set of 1500
randomly chosen polygon diagonals – not
shown).
r
gfrp instance and optimal solution.
Figure 1.1: gfp and gfrp instances (vf = 1, vb = 2).
For a glimpse of these problems, we show in Figure 1.1 (left) and in Figure 1.1 (right),
an example of a gfp solution (with the barrier set hidden, for clarity) and of a gfrp
instance and its solution, respectively. In these figures, the orange area ( ) corresponds to
the burned region, while the green areas ( ) correspond to the protected regions. Arrows
illustrate the direction each barrier was constructed in the optimal solution.
1.3 Text organization
We start by presenting definitions in Chapter 2 required to define the problems in Chap-
ter 3. We then present the contributions of this thesis through the articles reproduced
in Chapters 4, 5 and 6. Each article is preceded by a brief description and followed by
an optional closing section with extra comments referenced along the right margin of the
respective text. We close with final considerations in Chapter 7. In Appendix A, we briefly
describe the graphical user interface built during this project.
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Chapter 2
Preliminaries
In this chapter, we present essential definitions that will be useful throughout this work.
We also make extensive use of geometric algorithms and (Integer) Linear Programming
techniques. Classical references on these topics include [19] and [24], respectively.
Let P be a simple polygon, ∂P the boundary of P and B a set of curves of finite length
within P . Although the definitions and algorithms presented in this thesis can be adapted
to work with a general set of finite length curves, we will restrict B to be comprised of
line segments. We define a barrier b = uv ∈ B to be a line segment with endpoints u and
v. Since we consider that a barrier starts to be constructed from one of its endpoints, we
may use −→uv whenever we need to specify that we are interested in the construction that
starts from endpoint u. We will also need the construction time σb of a barrier b, which is
defined by σb = |b|/vb, where |b| stands for the length of b.
2.1 Successfully constructed barriers
Consider a subset B′ ⊆ B and a construction sequence Γ = −−→u1v1,−−→u2v2, . . . ,−−→ukvk of the
barriers uivi ∈ B′. Using Γ, we can calculate the starting time of the construction of each
barrier b ∈ B′ by simply summing the construction times of the barriers that precede
b in Γ. Likewise, we can pinpoint the instant tc(p) each point p of a barrier b will be
constructed, being careful to respect the construction directions defined in Γ. Finally, let
tf (p) be the time it takes for the fire to reach any point p ∈ P , considering the fire freely
traveling inside the polygon. Notice that tf (p) is defined without taking into account any
constructed barriers that could increase this time by diverting the fire.
We say a point p of a barrier b ∈ B′ is successfully constructed in a construction
sequence Γ if tc(p) ≤ tf (p). In other words, we are guaranteeing that p is never constructed
after the fire burned that point. Analogously, we say a barrier b is successfully constructed
in Γ if every point p ∈ b is successfully constructed in Γ. Figures 2.1 and 2.2 depict,
respectively, successfully and unsuccessfully constructed points, while Figure 2.3 shows an
unsuccessfully constructed barrier. Arrows express the construction direction considered.
Observe in the latter figure that guaranteeing the successfully construction of the last
point of the barrier (v), i.e., tc(v) ≤ tf(v), is not sufficient to guarantee the successfully
construction of the barrier itself.
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Figure 2.1: Successfully constructed points.
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Figure 2.2: Unsuccessfully constructed point: tc(p) > tf (p).
2.2 Arrangements
An arrangement A, induced by a set of curves, is a subdivision of the plane into vertices
(zero-dimensional objects), edges (one-dimensional objects) and faces (two-dimensional
objects). Figure 2.4 (left) shows an example of an arrangement, induced by the edges
of the polygon 4abcdef and its diagonals (ad, be, cf). Based on A we can build a face
adjacency graph whose vertices are the faces of A, and there is an edge between vertices
u and v, iff the respective faces of u and v share an edge in A. Figure 2.4 (right) shows
the adjacency graph of the bounded faces of the arrangement on the left. Notice that,
although all arrangements have at least one unbounded face, here we are only interested
in the bounded ones. Based on A we can also define adjacencies between edges. Two edges
are adjacent iff they share an endpoint such as edges ah and gh, or ci and di in Figure 2.4
(left).
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Figure 2.3: Unsuccessfully constructed barrier (considering −→uv): ∃p ∈ b | tc(p) > tf (p).
F4
F5
F6
F7
F1
F2
F3
a
b
cd
e
f
g h
i
edge
face
vertex
Arrangement components.
F4
F5
F6
F7
F1
F2
F3
Face adjacency graph of the bounded
faces.
Figure 2.4: Arrangement A.
2.3 Linearity condition
Let pi(B′) ⊂ P denote the set of regions of P protected from the fire if we construct all
barriers in B′ ⊆ B and A(R) the total area of a set of regions R ⊆ P . B satisfies the
linearity condition if for all B′ ⊆ B
A(pi(B′)) = A
(⋃
b∈B′
pi({b})
)
(2.1)
i.e., the region protected by the barriers in B′ must be equal to the union of the regions
individually protected by each barrier in B′. In other words, the barriers cannot cooperate
in order to protect a region. A set of barriers B that satisfies the linearity condition will
be referred as a linear set ; otherwise as a non-linear set. Figure 2.5 (left) and Figure 2.5
(right) show instances with a linear and a non-linear set of barriers, respectively.
The linearity condition was first presented in [12] as a requirement for all gfp solutions.
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Figure 2.5: Linearity condition.
2.4 Barrier path
In the context of non-linear sets of barriers, we define the concept of a barrier path. Let
ζ = v1, v2, . . . , vk be a sequence of points such that vivi+1 ∈ B, for all 1 ≤ i ≤ k − 1. We
call ζ a barrier path iff v1, vk ∈ ∂P and vi /∈ ∂P for all 2 ≤ i ≤ k− 1. Simply put, a barrier
path is a directed polygonal path comprised of segments in B that touches the boundary
exactly twice, namely on its first and last points. Notice that the reversed sequence of
points of a barrier path is also a barrier path.
Consider Figure 2.6. The following are barrier paths: ζ = v3, v9, v4, ζ = v1, v6 (a
polygon chord), ζ = v1, v7, v8, v9, v10, v7, v1 (encircling the fire). On the other hand, the
following are not barrier paths: ζ = v5, v10 (v10 /∈ ∂P ), ζ = v7, v8, v9, v10, v7 (although ζ
encircles the fire, it never touches the boundary), ζ = v1, v6, v7, v1 (it touches the boundary
thrice).
r
v4
v6
v10
v7
v9
v8
v1
v3
v2v5
Figure 2.6: Instance used in the barrier path definition.
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2.5 Intersecting and crossing segments
Even though intersection is a widely known concept, we adopt a restricted definition. We
say that two line segments s1 and s2 intersect if they share a single point p such that
p is an endpoint of s1 or s2. Figure 2.7 (left) shows the possible configurations for two
segments ab and bc(cd) to intersect. Whenever there is a common point interior to both
segments, i.e., they are mutually transverse, we say that s1 and s2 cross. Figure 2.7 (right)
depicts a crossing configuration of segments ab and cd.
a
b
c a
b
c
d
Intersecting segments.
a
bc
d
Crossing segments.
Figure 2.7: Examples of intersecting and crossing segments.
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Chapter 3
Problems Considered
We start by formally stating the gfp. Let P be a simple polygon, B a set of line segments
within P , r a point inside P and vf and vb the fire propagation and barrier construction
constant speeds. Recall that pi(B′) ⊂ P denotes the set of regions of P protected from the
fire if we construct all barriers in B′ ⊆ B and A(R) is the total area of a set of regions
R ⊆ P .
Geometric Firefighter Problem (gfp). The gfp asks for a subset B′ ⊆ B of barriers
that can be successfully constructed and that maximizesA(pi(B′)). As originally stated [12],
B must be compliant with the linearity condition. Furthermore, only one barrier can be
under construction at a time and the construction cannot be halted until the barrier is
completely built.
We also propose and solve a gfp variant which lifts the linearity condition from B,
allowing for a more general set of barriers and bringing the problem closer to a real life
setting.
Geometric Firefighter Routing Problem (gfrp). The gfrp asks for a set Z of
barrier paths that can be successfully constructed and that maximizes A(pi(Z)). Each
barrier path ζ must be constructed following the direction defined by the point sequence
of ζ. Analogously to the gfp, only one barrier path can be under construction at a time
and the construction cannot be halted until the barrier path is completely built. Also, we
allow each barrier to be built no more than once in each direction.
In addition to the problems presented above, we also tackle one sub-variant for each of
these problems. In the case of the gfp, we restrict the constructed barriers to intersect
but not to cross. We call this problem the Disjoint Geometric Firefighter Problem (dgfp).
For the gfrp, we limit the number of times k a vertex not on ∂P can appear in Z. We
studied the case when k = 1, i.e., no vertex not on the boundary can appear more than
once in Z, and call this variant 1-gfrp. These variants proved to be easier to solve in
practice while providing solutions close to the respective unrestricted problems’ optima.
Figure 3.1 (left) and Figure 3.1 (right) show, respectively, the dgfp and 1-gfrp solution
for the gfp and gfrp instances presented in Figure 1.1.
In Table 3.1 we present a summary of the problems considered in this work and their
defining traits.
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dgfp solution.
r
1-gfrp instance and solution.
Figure 3.1: Examples of dgfp and 1-gfrp instances (vf = 1, vb = 2).
Problem B Is B a linear set? Other requirements Chapters
gfp Straight chords of P Yes – 4, 5
dgfp Straight chords of P Yes Constructed barriersmust not cross. 5
gfrp General line segments No – 6
1-gfrp General line segments No
No vertex in the inte-
rior of P can appear
more than once in Z.
6
Table 3.1: Summary of the considered problems.
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Chapter 4
Exact Solutions for the Geometric
Firefighter Problem
In this chapter, we describe our first effort to solve the gfp through an exact algorithm.
This is also the first exact algorithm for the gfp reported in the literature. Our algorithm
encompasses a preprocessing step, primal heuristics and an ip model. The preprocessing is
comprised of geometric algorithms, essential to discretize the input, and also of a barrier
discarding algorithm that effectively decreases an instance size. Besides, we propose a large
set of instances based on polygons from a known benchmark and using polygons diagonals
as barriers. We test these instances for various speeds and report on experimental results.
As a conference paper, due to space limitations, some of the algorithm’s details were left
out in favor of a more comprehensive report on the experimental results. Those details
can be found in the extended article of the subsequent chapter.
The following content is a reproduction of a paper [25] presented at the 28th Canadian
Conference on Computational Geometry, in Vancouver in August of 2016. It was co-
authored by Pedro J. de Rezende and Cid C. de Souza from the Institute of Computing at
the University of Campinas. The references within the body of this chapter are indexed
according to the bibliography on page 36. A closing section can be found at the end of
this chapter with additional comments.
Abstract We consider the Geometric Firefighter Problem (gfp) recently proposed by
Klein et al. in [6], where several problem variants were proven NP-hard. Despite this
negative result, the design of algorithms for the gfp remains relevant as they may help
reveal geometric properties of exact solutions. This paper proposes a method for finding
guaranteed optimal solutions and reports on empirical tests over 900 polygons of up to 300
vertices. Almost all benchmark instances were solved within three minutes on a standard
off-the-shelf computer. This was made possible by a savvy combination of geometric
preprocessing, integer programming modeling and heuristics proposed here.
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4.1 Introduction
Well known by the graph theoretic community (see [4], [2], [3] and the references therein),
the Firefighter Problem may be described as a discrete time-lapse simulation on a graph
G = (V,E) of a firefighter trying to prevent areas adjacent to a fire from burning. At
time t0, a single vertex r ∈ V starts to burn. At the same time, a firefighter can select
a vertex v ∈ V to be shielded. After a vertex starts to burn or is protected, it can no
longer change states. At each subsequent time ti, i ≥ 1, the fire spreads to the (immediate)
neighborhood of every burning vertex, while the firefighter chooses another vertex to be
saved. For finite graphs, the process ends when all vertices are either burning or saved.
Among the many interesting optimization objectives for this problem, one can seek to
minimize the number of burned vertices or the number of clock ticks required to stop the
fire from spreading further.
A natural variation of this problem on the euclidean plane was proposed by Klein
et al. ([6]), called the Geometric Firefighter Problem (gfp). In the gfp, the object of
study is a simple polygon P , while a fire originates at a predetermined point r in P . We
are then interested in saving regions within P from burning, which is accomplished by
choosing barriers to be built from a pre-specified static set. To complete the description
of the problem, we are also given the (constant) speed at which the fire spreads from
point r, as well as the (constant) construction speed of the barriers. How these speeds are
related affects the construction of the barriers in the sense that, if the fire reaches any yet
unconstructed point of a barrier, that barrier succumbs and ceases to exist. More formally,
we are interested in the following variation:
Geometric Firefighter Problem: Let P be a simple polygon, r ∈ P the fire starting
point, B a set of curves within P , and vf and vb the fire and barriers construction speeds,
respectively. Find the barriers in B that should be fully constructed in order to maximize
the area of P protected from the fire. Here, we assume vf and vb to be constant and that
the barriers have to be built one at a time.
Previous works. The only reference to the gfp that we are aware of is [6] where the
authors formulate the problem and prove its NP-hardness for the cases where P is a simple
polygon and B is a set of diagonals of equal length; or P is a convex polygon and B is the
set of all of its diagonals; or P is a star-shaped polygon and there are no restrictions on
the set of barriers. The article also presents an ∼11.65-approximation algorithm for the
gfp, as well as the description of a simpler problem, although also NP-hard called Budget
Fence Problem. In this variant, we seek to enclose a given static region inside P subject to
a bounded budget on the total length of the fence built. An additional requirement is that
the constructed barriers have pairwise disjoint interiors. Also, in [5], Klein et al. examine
the akin case of a circularly spreading fire on the plane at unit speed and the question of
fire containment in light of various barrier construction speeds, paths, strategies, etc.
Our contribution. Notwithstanding the hardness of the gfp, the following question
begs to be addressed: how efficiently can we solve instances of the gfp of increasing sizes
in practice? Here, we present a practical study on solving the gfp when the set of barriers
is composed only of straight line segments inside P . We report experiments with polygons
of up to 300 vertices.
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This paper is organized as follows. Additional definitions are introduced in Section 4.2.
Section 4.3, describes the preprocessing phases and an Integer Programming (IP) model
for the gfp, followed by implementation details and experimental results in Section 4.4.
Final remarks and conclusions are the object of Section 4.5.
4.2 Preliminaries
In this section, we present additional definitions used in the later description of the
preprocessing phase required for generating the IP model presented in Section 4.3.
We consider throughout this paper that the set of barriers B is compliant with the
linearity condition described in [6], which states that barriers must not cooperate to protect
a region, i.e., for any subset B′ ⊂ B, the area protected by the union of the barriers in B′
must be equal to the union of the areas protected individually by each of those barriers.
Deadline. An essential concept for the undermentioned model is the notion of deadline.
Let fb(t) be a function defined for a barrier b ∈ B where fb(t) = T (true) iff b can be
successfully built provided its construction starts at time t, and F (false) otherwise. A
barrier b is successfully built iff the fire does not reach any yet unconstructed point of b.
We define the deadline of a barrier b as δb = max{t | fb(t) = T}+ pb, where pb is the time
required to build b. Notice that since fb(t) does not take into account the direction for
building b, the definition of δb actually considers both directions.
4.3 Algorithm
We are now ready to describe the complete algorithm for solving the gfp, which is
composed by two main parts: a preprocessing phase and a solver phase. Preprocessing
starts by computing the deadlines for each barrier in B with which we can obtain a primal
feasible solution. The purpose of this solution is twofold. First, it is used by the barrier
elimination algorithm, and later as a warm start for the IP solver. For analysis purposes,
we will split preprocessing into two stages: s, the deadline computation and the primal
algorithm, and be, the barrier elimination algorithm. Once preprocessing is completed,
the IP model is prepared and loaded onto the solver.
Computing deadlines. To understand how to calculate the deadlines for line segment
barriers, consider Figure 4.1 where barrier b has endpoints bs and be, and supporting line
γb. For simplicity, consider that r, the fire source, sees b, and that c, the closest point to
r on γb belongs to b (the following reasoning can easily be extended to the case where
c ∈ γb − b).
Although we need to take both directions of construction of b into account when
computing δb, we will consider the direction
−−→
bsbe here, as the steps are essentially the same
otherwise. When the fire first reaches b, at point c, it starts spreading in both directions
around c. At this point, the building process must have reached c, i.e., bsc has already
been constructed. Let us examine the segment cbe. Let bt be the point of cbe reached by
the fire at time t. From the triangle 4rcbt we get (vf · t)2 = d(r, c)2 + d(c, bt)2, where
d(a, b) is the euclidean distance between a and b. Hence, d(c, bt) = (v2f · t2 − d(r, c)2)1/2.
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In summary, d(c, bt) = scbe(t), where sσ(t) denotes the length of the segment σ burned by
the fire at time t. 1 C1 (37)
vf t
d(
c,
bm
)
1
d(r, c)
c
r
bs
be
bt
Figure 4.1: Computing deadlines.
A similar expression for the length `cbe(t) = vb ·t of the constructed portion of the barrier
at time t (starting at c) can be deduced. We now need to guarantee that `cbe(t) ≥ scbe(t),
for all τc ≤ t ≤ τbe , where τp is the time for the fire, from r, to reach p. We can rewrite
δb = max{t | `cbe ≥ scbe(t) and τc ≤ t ≤ τbe} − pbsc + pb2, i.e., the maximum t for which 2 C2 (37)
fcbe(t) = T minus the time to build bsc plus the time to build the whole barrier. This
computation narrows down to a few closed formulas3, which we must omit due to space 3 C3 (37)
restrictions.
Note that a reflex vertex that occludes a (portion of a) barrier b from r becomes a
fire source to be considered in all above calculations. Moreover, since b ends up being
partitioned into smaller segments based on which of such fire sources sees it, the value of
δb is set to be the smallest of the deadlines of these segments. Accordingly, the shortest
path distances from r to the fire sources have to be taken into account as well.
Primal solution. To obtain a feasible primal solution, we employ two algorithms. The
first one is a greedy heuristic, and the second is the ∼11.65-approximation algorithm
from [6]. For the greedy algorithm, consider the arrangement A = P ∪B. Since the faces
in A are atomic with respect to the set B, we can associate each barrier to the set of
faces it protects. The algorithm works as follows. At each iteration, it tries to fit into the
current construction schedule the barrier that shields the largest unprotected area. Once
a barrier is processed, it is never considered again, regardless of whether it was added to
the solution or not.
Barrier elimination algorithm. As it will become clear later, the cardinality of the
set of barriers directly impacts the size of the IP model. For this reason, methods that
might allow us to discard from consideration barriers that cannot appear in an optimal
solution are worth investigating. Barriers whose time constraints impede them from being
constructed are clearly disposable.
Furthermore, we designed an algorithm that discards barriers based on the value of a
primal solution (such as those obtained with the aforementioned algorithms). Recall that
our objective is to maximize the area within P protected from the fire. Given a feasible
29
solution, we know how much of the polygon will be burned under that solution. Denote
by Ab the area of said burned region. Assuming that we do not build any unnecessary
barriers, i.e., those that do not benefit to the current solution, we can also compute a
lower bound for the area that will be burned if we decide to build a given barrier b. To do
this, we create a directed acyclic graph G, whose vertices are the barriers in B, and with
an edge between u and v, if barrier u dominates barrier v, i.e., v is fully contained in the
region guarded by u. Once G is set up, for each barrier b ∈ B, we build an arrangement
Mb composed by only the barriers that do not dominate b, i.e., the barriers that could
stop the fire from reaching b. Then, provided we decide to erect b, a lower bound to the
burned area is that of the face fr in Mb that contains the fire source r. If the area of fr is
greater than Ab we may safely discard b since we already know a solution that is better
than any that requires building b. Notice that there is also no need to include in Mb any
barriers dominated by b and we can further improve the arrangement construction by not
including any dominated barrier as well, since they will not help design fr.
The overall time complexity of the preprocessing phase depends first on determining
the visibility from each reflex vertex to each of the |B| barriers, which can be done in
O(|B||P |2 log |P |) time1. Secondly, the computation of deadlines2 can be performed in
O(|B||P |) time. Thirdly, the complexity of the algorithm responsible for determining
which barriers protect each of the O(|B|2) faces of the arrangement is O(|B| log |P |) per
barrier for a total of O(|B|3 log |P |) time. Lastly, the barrier elimination phase has time
complexity O(|B|3).
Integer Programming Model. Inequalities (4.1)–(4.10) describe an IP model for
solving the gfp. The following variables are used: one binary variable xf for each f ∈ A
(the arrangement composed by P ∪ B), such that xf = 1 iff face f is shielded from the
fire. For each i ∈ B, the binary variable yi = 1 iff barrier i is used. To enforce ordering on
the construction of the barriers, for each pair of barriers (i, j), i 6= j, the binary variable
νij = 1 means that barrier i will be built before j, and = 0 if either the construction of j
precedes the construction of i or if i or j is not built at all. Finally, the continuous variable
ci, one for each barrier, indicates the time that barrier i finishes being built, whenever it
is constructed.
The objective function (4.1) aims to maximize the shielded area of the polygon
by maximizing the sum of the areas of the saved faces. The set of inequalities (4.2)
forces that any protected face must have at least one barrier shielding it from the fire.
Restrictions (4.3) and (4.4) ensure the total ordering of the construction of all barriers in
a solution by requiring that for all pairs (i, j) of barriers constructed, either νij or νji is
set. Inequalities (4.5) and (4.6) forbid any unconstructed barrier to be part of the total
ordering. Constraints (4.7) guarantee that if barrier i is constructed before barrier j, then
j cannot be completed before the instant i is finished plus j’s own building time (here, M
is a large enough value, e.g., the sum of all barrier construction times). Constraints (4.8)
and (4.9) force the finishing time of i to be null if it is not built or, else, to be between its
1Throughout this analysis, we consider arithmetic operations on arbitrary precision rational numbers
realizable in O(1) time.
2Here, square roots of fixed precision numbers are regarded as having unit cost. See Implementation
Details in Section 4.4.
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construction time pi and its deadline δi. Lastly, restrictions (4.10) guarantee the integrality
of the variables xf , yi and νij.
z = max
∑
f∈A
afxf (4.1)∑
i∈B |
f∈S(i)
yi ≥ xf ∀f ∈ A (4.2)
νij + νji ≥ yj − (1− yi) ∀i, j ∈ B, i < j (4.3)
νij + νji ≤ 1 ∀i, j ∈ B, i < j (4.4)
νij ≤ yi ∀i, j ∈ B, i 6= j (4.5)
νji ≤ yi ∀i, j ∈ B, i 6= j (4.6)
cj ≥ ci + pj −M(1− νij) ∀i, j ∈ B, i 6= j (4.7)
ci ≥ piyi ∀i ∈ B (4.8)
ci ≤ δiyi ∀i ∈ B (4.9)
xf , yi, νij ∈ {0, 1} ∀f ∈ A, ∀i, j ∈ B (4.10)
4.4 Experimental Analysis
In this section, we report on test data and results regarding exact solutions for the gfp.
Environment. The machine used features an Intelr Xeonr CPU E5-2420, with 12
cores at 1.90GHz each, and 32GB of RAM. The code was written in C++ and compiled
with GCC 5.3.0. The libraries used were CGAL 4.7 for geometric data structures and
algorithms combined with the GMP 5.1.3 library for fixed and arbitraty precision numbers,
Boost library 1.60.0 for data structures, and the Integer Programming solver IBM ILOG
cplex 12.6.1.
Implementation details. The calculation of the deadlines described in Section 4.2
involves the computation of square roots. Even though we are seeking exact solutions for
the gfp, numerical exact computation of square roots is certainly a very time consuming
task in practice. To attenuate this problem, i.e., for the sake of efficiency, we renounce
arbitrary precision in favor of a more realistic approach, yet equally precise for practical
purposes. All root computations are done using a finite precision number type whose
mantissa precision is set to 128 bits (more than twice that of the double number type).
That number type is then converted to an arbitrary precision rational number type that
is used for the rest of the code. Besides, notice that due to cplex’s architecture, any
attempt to employ exact square roots would, in the end, be ill-founded.
Also, when analyzing the data reported in this section, one should be aware of aspects
regarding the use of multi-threaded processes. While the solver is able and was allowed
to use all available threads (up to 12 in our environment), the preprocessing phases were
run on a single thread since they could not be parallelized due to the arbitrary precision
rational numbers library not being thread-safe.
Instances. The polygons used for the tests were obtained from the publicly available
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benchmark AGP2009a in [1]. In total, we assembled a set of 900 instances as follows.
For each of the sizes 100, 200 and 300 vertices, we selected 30 simple and 30 orthogonal
polygons. From each of these 180 polygons, five instances were generated with barrier
construction speed vb = 2, and five different fire speeds vf ∈ {1, 2, 4, 8, 16}. The fire source
was randomly generated inside the polygon and was the same for each of these sets of five
instances. Hence, a total of 450 instances based on simple polygons, and 450 based on
orthogonal polygons were created. To increase the complexity of the instances, we opted
for the set of barriers to include all internal diagonals of the polygons as also considered
in [6].
Testing conditions. Initially, during the Start-up phase (s), we discard all barriers that
cannot be constructed due to time constraints. Next, we divide our experiments into two
strategies that differ only with respect to additional barrier elimination. We either keep
all remaining barriers and simply run the IP solver on the resulting model (Strategy 1 or
sip), or apply the algorithm for eliminating barriers based on a primal viable solution
(see Section 4.3) before applying the solver to the reduced model (Strategy 2 or sbeip).
In sbeip, we actually employ the best primal solution obtained from the greedy or the
approximation algorithm described before. In either case, the best primal solution is
also used as a warm start for the solver. Furthermore, we disabled all cplex’s probing
algorithms since tests show that they consume a large amount of time, with no observable
efficiency improvement. Lastly, a time limit of 30 minutes was set for the solver for each
instance.
Results. All of the orthogonal polygon based instances were solved by both strategies to
exactness. In the case of simple polygons, the sbeip strategy solved all but two instances
to optimality. Another nine instances produced IP models too large to be loaded into
memory. The sip strategy could not solve to optimality the same two instances, while
a full 61 (out of 450) other ones were too large for the available memory. This suggests
that the simple polygon based instances are harder in practice, and that sbeip is a more
powerful approach.
Let us first analyze the computing times for sip and sbeip subsequent to the start-
up time Ts (common to both strategies). These are denoted T1(ip) and Tbe + T2(ip),
respectively. The former is only the time for the solver to optimize the larger IP model
and the latter is the sum of the times for barrier elimination and for the solver to find
a solution for the reduced model. Table 4.1 shows T1(ip) and Tbe + T2(ip) for simple
polygons. For orthogonal polygons, we present only the times Tbe + T2(ip) in Table 4.2,
and omit the times T1(ip) due to their similarity to the simple polygon counterparts.
Firstly, we draw the reader’s attention to the standard deviations, which often significantly
surpass the mean values (see Figure 4.2 for a typical distribution of the measured times).
This suggests that polygon size and fire propagation speed are not determinant factors for
evaluating the hardness of an instance. Nonetheless, note that the mean of T1(ip) in any
cell exceeds the corresponding entry for Tbe + T2(ip). More precisely, Tbe + T2(ip) is less
than T1(ip) for 73.7% of the instances on simple polygons, and for 95.3% of the instances
on orthogonal polygons. Moreover, for the cases where Tbe + T2(ip) ≤ T1(ip), the first
was 82.2± 24.7% smaller than the second for simple polygons and 89.1± 16.9% smaller
for orthogonal polygons. On the other hand, when Tbe + T2(ip) > T1(ip), the difference
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Figure 4.2: Boxplot showing time measurement distribution of Tbe + T2(ip) for simple
polygons with 300 vertices ( = average).
was only 18.6± 15.0% for simple polygons and 11.5± 9.6% for orthogonal ones.
vf |P | = 100 |P | = 200 |P | = 300
T1(ip) in seconds
1 19.7± 17.9 125.5± 44.2 207.4± 85.3
2 18.6± 11.8 141.2± 64.4 248.7± 104.1
4 9.2± 3.9 128.9± 133.3 278.3± 109.5
8 3.1± 1.8 61.9± 56.8 291.8± 286.9
16 0.5± 0.4 13.0± 8.3 85.1± 68.2
Tbe + T2(ip) in seconds
1 8.4± 20.4 16.9± 24.5 43.4± 93.2
2 9.5± 15.4 51.8± 92.1 45.7± 81.7
4 4.5± 6.4 95.0± 183.4 87.9± 158.6
8 1.3± 1.8 23.0± 56.6 168.8± 337.0
16 0.2± 0.1 5.4± 9.6 47.7± 76.7
Table 4.1: T1(ip) and Tbe + T2(ip) for simple polygons.
Now, to compare the effectiveness of the two algorithms used to compute primal feasible
solutions, Table 4.3 shows the average percentage gap between these and the optimal
solutions for all 439 simple polygon based instances with known optima. The column
labeled Max displays the average of the best primal solutions from the two algorithms
revealing that they are quite good in practice. Notice also that the greedy algorithm does
better when vf ∈ {1, 2, 16} while the approximation algorithm surpasses it for vf ∈ {4, 8}.
Similar results were obtained for the orthogonal cases but exhibiting them here seemed
superfluous.
Since the number of diagonals on the simple polygons of, say, 300 vertices was on
average over 1000, it is interesting to determine how effective the two barrier elimination
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vf |P | = 100 |P | = 200 |P | = 300
1 1.1± 1.7 2.9± 3.2 4.3± 9.8
2 2.7± 5.3 11.1± 30.2 6.4± 16.2
4 1.3± 2.0 30.7± 103.8 12.2± 37.2
8 0.9± 1.5 10.6± 24.5 13.5± 39.7
16 0.3± 0.4 3.1± 5.2 27.4± 99.5
Table 4.2: Tbe + T2(ip) (seconds) for orthogonal polygons.
vf Greedy Approx. Max
1 0.6± 1.5% 2.1± 2.8% 0.4± 0.7%
2 1.8± 3.7% 2.3± 3.3% 1.1± 2.1%
4 3.5± 5.6% 3.1± 4.7% 2.2± 3.7%
8 8.2± 12.5% 5.2± 7.8% 3.4± 6.2%
16 7.5± 11.2% 7.8± 12.7% 4.1± 6.6%
Table 4.3: Average percentage gap from the optimal solutions (for simple polygons).
procedures are. Table 4.4 shows the percentages of barriers discarded (w.r.t. the original
numbers) by infeasibility (during the Start-up phase) and the ones discarded by the be
algorithm. Low fire propagation speed (compared to barrier construction speed) leads
elimination by infeasibility to have better performance, while high fire speed induces be
to have a clear advantage due to the high quality of the primal solutions.
Simple Orthogonal
vf Infeasible be Infeasible be
1 1.7± 1.6% 75.5± 25.3% 2.8± 2.9% 85.3± 14.9%
2 4.0± 3.4% 63.6± 31.2% 5.8± 5.6% 77.1± 24.1%
4 12.6± 8.2% 52.9± 33.9% 18.1± 10.6% 67.9± 26.6%
8 27.4± 13.6% 41.8± 28.3% 40.0± 15.1% 57.8± 27.3%
16 50.2± 17.0% 21.1± 18.3% 67.2± 14.6% 37.8± 22.7%
Table 4.4: Percentage of barriers removed for infeasibility and by the be algorithm.
Lastly, let us analyze the relative contributions of the Start-up (s), barrier elimination
(be) and solver (ip) phases. Figure 4.3 shows the average times for Ts, Tbe and T2(ip),
for simple polygon based instances of sizes 100, 200, 300, grouped by vf ∈ {1, 2, 4, 8, 16}.
Ts grows with the size of the instance as expected. The primal solution based barrier
elimination’s computing time (Tbe) is comparatively small but tests showed that its
standard deviation is very high, ranging from 39.6 (for |P | = 100 and vf = 16) to as
high as 142.0 seconds. This behavior is explained by the following observations. First, be
is highly dependent on the cardinality of the set of barriers and the arrangement inside
the polygon. So, the randomness of the given simple polygons leads to a very diverse
set of barriers, however, the be algorithm allows for shortcuts that easily bypass barriers
dominated by others already discarded.
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A broader analysis, though, involves comparing the average solver time Tip to the
average total preprocessing time Ts + Tbe for the sbeip strategy. Often Tip is lower than
the time for the whole preprocessing phase. Still, we see that this relative performance
can fluctuate with the fire propagation speed. We also presume that a more consistent
behavior would be observed if we could scale the polygon sizes much higher, since all
preprocessing steps are polynomially bounded while an IP solver is inherently not (unless
P=NP).
The data in Table 4.5 corroborates and quantifies some of these observations by showing
that the average of the ratios Tip/(Ts + Tbe) is indeed small for the polygon sizes tested.
This stems from the fact that the preprocessing phase does a great deal of the hard work by
filtering out most inessential barriers (by infeasibility and through algorithm be), leaving
a much leaner IP model.
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Figure 4.3: Averages of Ts, Tbe, T2(ip) for simple polygons.
We emphasize that although the results presented in this section are for instances
whose sets of barriers are composed only by polygon diagonals, both the preprocessing
and the IP model may be utilized for an arbitrary set of barriers formed by straight line
segment that respect the linearity condition described in Section 4.2.
The attentive reader must suspect that the fire source location alone may heavily
impact the complexity of an instance. To substantiate this perception, consider Figure 4.4.
It depicts two instances generated from the same polygon of 40 vertices, using the same
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vf |P | = 100 |P | = 200 |P | = 300
Simple
1 0.91± 2.11 0.35± 0.48 0.38± 0.81
2 1.05± 1.59 0.94± 1.46 0.39± 0.62
4 0.55± 0.77 2.22± 4.70 0.85± 1.50
8 0.22± 0.41 0.76± 1.95 2.46± 5.34
16 0.03± 0.03 0.21± 0.39 0.90± 1.51
Orthogonal
1 0.28± 0.47 0.18± 0.23 0.12± 0.38
2 0.74± 1.41 0.65± 1.91 0.20± 0.64
4 0.62± 1.24 2.16± 7.10 0.43± 1.36
8 0.59± 1.11 1.18± 2.84 0.44± 1.19
16 0.19± 0.29 0.35± 0.64 1.27± 4.57
Table 4.5: Averages of the ratio T2(ip)/(Ts + Tbe).
values for vf and vb, but with different fire source location r. We solved this instance after
disabling the barrier elimination algorithm (be) and we did not use a warm start for the
IP solver. Notice that the solver time T (ip) = 342.5 s for the instance in Figure 4.4a is
more than five times T (ip) = 62.8 s for the instance in Figure 4.4b.
4.5 Conclusion
In this paper, we presented methods to solve the gfp to exactness in practice for instances
of up to 300 vertices. In the formulation introduced here, the set of barriers is composed
only of line segments. We reported experimental results over a set of 900 instances and
show that discarding barriers based on the value of a known primal solution can be very
effective and greatly improves the overall computing time. Data also show that it is
not simple to decide a priori on the hardness of an instance based solely on primary
characteristics of the input such as the size of the polygon and the speed of fire propagation
and of barrier construction. The initial location of the fire source seems to play a significant
role, as well.
Many directions may be considered for improving the methods presented here in order
to solve even larger instances. In particular, identifying geometric properties of a given
instance that could lead to strengthening the constraints of the model is paramount.
Moreover, polygons with holes, multiple sources of fire, time constraints for firefighters to
move about, concurrent barrier constructions and piecewise linear barriers (or even curves)
are some of the aspects worth investigating.
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Figure 4.4: Optimal solutions, their barrier construction order and directions for two
instances: same polygon and same set of barriers (all diagonals), same vf and vb; distinct
fire sources trigger contrasting solver times.
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4.6 Comments
C1 : Errata on Figure 4.1. d(c, bm) should be d(c, bt).
C2 : Errata on deadline computation algorithm. δb = max{t | `cbe ≥ scbe(t) and
τc ≤ t ≤ τbe}−pbsc+pb should be δb = max{t | `cbe(t) ≥ scbe(t) and τc ≤ t ≤ τbe}−pbsc+pb.
C3 : Static deadline computation algorithm. Here we expand on the details of the
computation of deadlines. We will consider that we are calculating the deadline of a barrier
b ∈ B given a specific construction direction. Let −→b = −→uv identify said construction
direction. Also, let R be the set comprised by the fire source point r and by the reflex
vertices of P and let Rb ⊆ R be the subset of points in R that see any non-empty portion
of b. In order to calculate the deadline of
−→
b , we will apply the algorithm in this section for
each point r′ ∈ Rb generating the partial deadlines δr′−→
b
. The deadline δ−→
b
is then defined
as δ−→
b
= minr′∈R δr
′
−→
b
. When the construction direction is irrelevant, the deadline will be
given by δb = max{δ−→b , δ←−b }, i.e., it will be the maximum between the deadlines computed
considering each construction direction.
Consider Figure 4.5 which depicts the barrier b = uv and the portion of br′ = u′v′
seen by a point r′ ∈ Rb. In this figure, pt is the projection of r′ on the support line of b.
Observe that pt may not belong to b.
Before presenting the algorithm it is convenient to define some additional notations:
• d(x, y) is the distance from point x to point y;
• |b| stands for the length of b;
• ρr′ is the shortest path, inside P , from the fire source r to r′;
• ρ∗r′ = |ρr′|/vf is the actual time spent by the fire to travel through ρr′ ;
• D(−→b ) is a unit vector with the same direction as −→b .
Algorithm 1 presents the procedure to compute the partial deadline δr′−→
b
.
u
vr′
u′
v′
pt
Figure 4.5: Deadline computation composition.
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Algorithm 1 Deadline computation algorithm.
Input:
−→
b , r′
Output: δr′−→
b
1: if r′ = u or r′ = v then
2: return δr′−→
b
= min
(
ρ∗r′ , ρ
∗
r′ + |
−→
b |
(
1
vf
− 1
vb
))
3: if pt /∈ u′v′ then
4: if d(r′, v′) < d(r′, u′) then
5: `← d(pt, v′)
6: else
7: `← d(pt, u′)
8: if pt /∈ u′v′ and D(−→b ) 6= D(
−−→
ptu
′) then
9: δr
′
−→
b
← d(r
′, v′)
vf
− |br′|
vb
10: else
11: if vb ≤ vf then
12: δr
′
−→
b
← d(r
′, v′)
vf
− d(pt, v
′) + `
vb
13: else
14: if d(r′, pt) ≤ ` ·
√
v2b − v2f
vf
then
15: δr
′
−→
b
←
√
(d(r′, pt)2 + `2)
vf
16: else if
d(r′, v′)
vf
≤ vb
vf
· d(r
′, pt)√
v2b − v2f
then
17: δr
′
−→
b
← d(r
′, v′)
vf
− d(pt, v
′) + `
vb
18: else
19: δr
′
−→
b
← d(r′, pt)
√
1
v2f
− 1
v2b
+
`
vb
20: if pt ∈ u′v′ then
21: δr
′
−→
b
← δr′−→
b
− d(u
′, pt)
vb
22: δr
′
−→
b
← δr′−→
b
− d(u, u
′)
vb
+
|−→b |
vb
+ ρ∗r′
23: return δr′−→
b
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Chapter 5
Finding Exact Solutions for the
Geometric Firefighter Problem in
Practice
In this chapter, we detail how we refined our previous algorithm for the gfp. This
refinement was the result of an almost complete rework of the employed ip model and
also of improvements on the barrier discarding algorithm. With the implemented changes
we were able to solve all instances from our previous work within seconds, including the
ones left unsolved. In light of that, in order to stress the algorithm, we proposed a new
set of more challenging instances and reported on comprehensive experimental results.
The polygons of these instances were based on real U.S. national forests, while the barrier
sets were comprised of random subsets of the polygons’ diagonals. We also solved the
Disjoint Geometric Firefighter Problem (dgfp) which, albeit still NP-hard, proved to be a
much more manageable problem in practice while still attaining solutions close to the gfp
optima.
This chapter is a reproduction of a journal paper [26] published in Computers &
Operations Research. It was co-authored by Pedro J. de Rezende and Cid C. de Souza
from the Institute of Computing at the University of Campinas. The references within
the body of this chapter are indexed according to the bibliography on page 61. A closing
section can be found at the end of this chapter with additional comments.
Abstract In the Geometric Firefighter Problem (gfp), one aims to maximize the total
area shielded from a fire that radiates from a point inside a polygonal region, by constructing
a subset of a given set of barriers. To decide which barriers to construct, a solution must
take into account the speed of the circularly spreading fire and the barriers construction
speed. A barrier is considered successfully constructed if the fire does not burn any still
unconstructed point of the barrier. In this work, we consider the case where the initial
set of barriers is comprised of rectilinear chords of the polygon. We present an Integer
Programming (ip) model employed to solve the gfp to optimality along with procedures
for preprocessing the instances, including primal algorithms and methods to reduce the
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problem size, as these constitute an essential step for solving harder instances. Moreover,
we report on extensive experimental results that show that our ip model is an order of
magnitude faster than the previous state-of-the art algorithm for the gfp. To further
strain our algorithms, we introduce a new set of instances based on US national forests,
which proved to be noticeably harder to solve than the previously available benchmark.
An extended report on our experimental findings is presented along with a discussion
that includes a restricted case where the constructed barriers must have pairwise disjoint
interiors.
5.1 Introduction
According to a 2015 report from the United States Forest Service (USFS) [27] the percentage
of the Forest Service’s budget devoted to wildfire suppression rose from 16% in 1995 to
more than 50% in 2015, and is predicted to increase to $1.8 billion by 2025. In 2014,
the ten largest forest fires cost more than $320 million to the Forest Service. With so
much investment required for fire control, techniques to improve this process are most
wanted. In this work, we present algorithms and experimental results on a wildfire related
problem, usually called the Geometric Firefighter Problem (gfp). This problem was
recently proposed by Klein et al. [17], who also proved its NP-hardness. In the gfp, we
are given a polygon describing the boundary of a fire-prone area one wants to protect
from a fire, starting somewhere inside this polygon, regions whose total area is as large as
possible, see Figure 5.1 (right). This is to be accomplished by constructing (fire-proof)
barriers selected from a set given as input along with the fire spreading speed and the
construction speed of the barriers.
The gfp is a natural geometric extension of a widely studied graph problem, the
Firefighter Problem (fp). In the fp, one is given a graph G = (V,E), a set V ′ ⊂ V of
vertices on fire and a maximum number of firefighters. Through iterations over a discrete
set of ticks starting at t0, when only the vertices in V ′ are burning, each firefighter can
choose to protect a single vertex not yet burned at each tick ti, i > 0. The fire then
spreads to all unprotected vertices adjacent to some vertex on fire. After a vertex starts
burning or is protected by a firefighter, it remains in that state in all subsequent iterations.
In this setting, many interesting questions may be asked: what is the maximum number
of vertices that can be saved from the fire, or what is the minimum number of iterations
required for the fire to stop spreading.
Next, we formalize the problem of interest.
The Geometric Firefighter Problem (gfp). Let P be a simple polygon and B a set
of continuous simple curves (barriers) of finite length interior to P , which can either be
Jordan curves (plane curves homeomorphic to the unit circle) or have endpoints lying on
the boundary of P . Let r be a point in the interior of P , vf and vb positive constants
(speeds). Consider a fire that starts at r and circularly spreads at speed vf . Any barrier
in B can be constructed at speed vb, i.e., in time proportional to its length. We say that a
barrier b is successfully constructed if, during its construction, the fire never reaches any
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Boise National Forest.
Source: USFS.
r
Optimal solution of an instance gener-
ated with vf = 1 and vb = 2.
Figure 5.1: Example of an instance based on an actual US national forest.
not yet constructed point, that is, for every point p ∈ b, tb(p) ≤ tf(p), where tb(p) and
tf(p) are the time instants when p is constructed and reached by the fire, respectively.
Therefore tf(p) depends on the total length of the barriers built up to that point. Since
we assume that the fire does not surpass a successfully constructed barrier b, it is easy to
see that b partitions P into two regions, one of which is protected/shielded from the fire
by b. We wish to determine a subset of barriers from B that once successfully constructed,
in a given order, maximizes the total area of P shielded from the fire. We require that
once a barrier starts being built (in one of the two possible directions), its construction
must be completed before another barrier can be started.
Figure 5.1 shows a problem instance based on the Boise National Forest. The dashed
segments in (b) comprise the set of constructed barriers in an optimal solution, selected
from a set of 1500 randomly generated polygon diagonals. The fire source is located on
the point labeled r, vf = 2 and vb = 1. The regions in green ( ) correspond to the area
shielded from the fire, while the orange ( ) portion was consumed by the fire.
In general, unless multiple firefighters are allowed, we assume that once the construction
of a barrier is started, building another one cannot commence until the previous one is
complete. We also say that two intersecting segments/barriers cross whenever they share a
point interior to both of them on which they are mutually transverse rather than mutually
tangent.
Previous works. We first review the literature on the Firefighter Problem. Proposed
in 1995 [13], during a conference talk, the Firefighter Problem has since attracted much
attention from both graph theoretical and, more recently, experimental researchers. On
the theoretical front, a great deal of work has been done towards proving bounds for the
surviving rate of graphs of specific classes. The surviving rate ρ(G, f, d) of a graph is
defined as the average percentage of protected vertices considering fire break-outs on f
vertices, with d available firefighters per round. Many classes of graphs have been studied
with respect to their surviving rate, including trees [5, 4], planar graphs [18, 30, 29],
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outerplanar graphs [4, 31], digraphs [19] and grids [11]. For infinite grids, bounds on the
number of firefighters required to contain the fire have been determined [28, 8, 7]. The
fp is also known to be NP-hard for general trees of maximum degree three [9] and cubic
graphs [15].
On the experimental front, García-Martínez et al. [10] report results comparing a
number of Integer Programming techniques and heuristics over random general graphs and
random geometric graphs. Also, there have been several works that propose new variants
of the fp [21, 20, 24] and that tackle them, as well as the original problem, using a variety
of metaheuristics [2, 23, 22, 14]. Notice that since in the fp the burning times can be
discretely measured while in the gfp they are continuous, adapting those methods would
not be straightforward. However, as we will see in Section 5.3.3, heuristics that work well
for the fp include strategies useful for the gfp, such as defending areas under immediate
threat.
The gfp was proposed in 2014 by Klein et al. [17] who proved the NP-hardness of the
cases where P is a simple polygon and B is a set of diagonals of equal length, or P is a
convex polygon and B is the set of all its diagonals, and when P is a star-shaped polygon
and there are no restrictions over the set of barriers. The paper considers that the curves
in B are compliant with a linearity condition. This condition states that barriers should
not cooperate in order to protect a region, i.e., for any subset B∗ ⊆ B, the union of the
regions protected by the curves in B∗ must be equal to the union of the regions protected
individually by each barrier in B∗. In the same work, an ∼11.65-approximation algorithm
for the gfp is presented. A related NP-hard problem, dubbed Budget Fence Problem is
introduced, where one is asked to maximize the total area fenced from a contaminated
region R ⊂ P , given a budget on the total barrier length. In this version, no construction
speed is given nor a fire speed, and the constructed barriers must not cross. The authors
also discuss a polynomial-time approximation scheme (PTAS) for this problem, which
can be used for solving the gfp in the case where B includes no closed curves and the
constructed barriers do not cross.
In a previous work [32], we considered the gfp for simple polygons, with B comprising
the set of all diagonals. We proposed the first Integer Programming (ip) model and the
required preprocessing algorithms to solve the problem to optimality. We also reported on
experimental results for a benchmark composed of instances with polygons of up to 300
vertices. That work represented the first attempt to address the gfp in practice.
As part of the literature review, we should note that a problem related to the gfp
was introduced by Klein et al. [16], which considers strategies for the containment of a
circularly spreading fire with unit speed on the entire plane.
Our contribution. In this paper, we advance the research started in [32] by introducing
more practically efficient algorithms to compute provably optimal solutions for the gfp.
To this end, we carefully study the characteristics of optimal solutions and, from there, we
obtain a new and much smaller ip formulation for the problem. We report computational
experiments showing that the smaller sized model leads to noticeable improvements in
performance when compared with the results presented previously [32]. Moreover, we
discuss an ip formulation for the restricted case of the gfp where the constructed barriers
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must not cross. Interestingly, empirical examination showed that the optimal solutions
for the general gfp often satisfy this constraint. As a consequence, high quality primal
bounds, which are essential for reducing the running times of exact algorithms, may be
derived by solving this restricted version of the gfp. Additionally, multiple preprocessing
algorithms are thoroughly discussed, including a routine to further reduce the problem
size from known primal bounds for the optimum. Finally, we put together extensive
experiments with a new benchmark set of instances, based on US National Forests that
contains polygons with 1000 vertices and |B| = 1500 barriers, hence much larger than
those considered earlier in [32]. We show that the combination of our new theoretical and
algorithmic findings allow us to compute exact optimal solutions for most of the proposed
instances within a few minutes of runtime.
Before proceeding, it is important to observe that our results apply to the gfp defined
for simple polygons and having B as a (possibly improper) subset of their diagonals.
Notice, though, that the algorithms described below also work when the barriers are any
straight-line chords of the polygon. However, for more general sets of curves as barriers,
further adaptations and developments would be necessary.
In Section 5.2, we detail the stages of our algorithm, which include a preprocessing
phase and an ip model. In Section 5.3, we present and discusses experimental results on a
comprehensive set of instances, drawing a parallel with the algorithm in [32]. We close
with concluding remarks and future works in Section 5.4.
5.2 Algorithm
Our algorithm has two main stages: a preprocessing phase and an Integer Programming
(ip) solver phase. The preprocessing starts off by converting the problem input into discrete
structures that are used in subsequent steps. It is also in this initial stage that good primal
solutions are sought to be later employed to reduce the size of the problem through the
disposal of barriers that can never figure in an optimal solution. Subsequently, in the ip
solver phase, the construction of an ip model is completed and supplied to a solver that
seeks to find an optimal solution.
Before we dive into the details of both phases, we first present essential definitions
required for understanding the remainder of this paper.
5.2.1 Definitions
Deadline. Consider a function fb(t) defined for a barrier b ∈ B with a time parameter
t ≥ 0 so that fb(t) = true if b can be successfully constructed (in either direction) when
its construction starts at time t, and false otherwise. Based on fb(t), the deadline of b,
δb, can be defined as δb = maxt{fb(t) = true}+ pb, where pb is the construction time for
b. Notice that we may use max since {t|fb(t) = true} is a closed interval. In other words,
the deadline δb is the latest completion time for b to be successfully constructed.
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Barrier arrangement. An essential geometric structure in the forthcoming algorithms
is the barrier arrangement AB = ∂P ∪B, consisting of the edges of P (∂P ) and the set of
barriers B that partitions P into faces forming a subdivision. The faces of AB are atomic
with respect to B, which enables us to describe the region protected by a barrier b as the
set of faces of AB shielded by b.
Barrier graphs. Let Gp = (B,Ep) be the directed graph representing the following
precedence relation between barriers. We say that a barrier i ∈ B precedes a barrier j ∈ B
if the region of P protected by j is fully contained in the region protected by i. In this case,
(i, j) ∈ Ep and Gp is a directed acyclic graph. Another graph of interest is Gi = (B,Ei),
an undirected graph representing crossing relations between barriers, i.e., (i, j) ∈ Ei if
barriers i and j cross. Finally, let Gc = (B,Ec) be the undirected graph representing time
incompatibilities between barriers, i.e., (i, j) ∈ Ec if pi + pj > δi and pi + pj > δj.
Given these basic concepts, we can now present the phases of our algorithm.
5.2.2 Preprocessing phase
As mentioned in the beginning of Section 5.2, this phase is responsible for all the essential
data processing before the solver phase begins. Firstly, we should point out that the
reflex vertices of P i.e., vertices with internal angle greater than 180 degrees, are of special
interest since they act as new fire sources from the moment the fire reaches them, and are
essential for calculating deadlines. So, our initial effort is in setting up data structures
encoding the necessary information about those vertices. Next, the algorithm proceeds to
calculate the deadlines of all barriers and to build the three barrier graphs described in
Section 5.2.1. These graphs will be fundamental for the following stages, and can also be
used to speed up algorithms discussed later. Afterwards, we construct the arrangement
AB and ascertain the regions protected by each barrier. Lastly, we describe the algorithms
used to obtain primal solutions that will be used within the barrier discarding algorithm,
as well as later passed as input to the ip solver phase, to foster early prunings of the search
tree. Below, we detail each of these steps.
Reflex vertex processing. We say that a point q ∈ P is visible from p ∈ P if no
point of the segment pq is exterior to P . The visibility polygon of a point p ∈ P is the
polygon comprised of all points of P visible from p. We can define the visibility graph
Gvis = (V,Evis) of a finite set of points V ⊂ P by specifying that an edge exists between
two points p and q ∈ V if q is visible from p in P . Let Vr denote the set of reflex vertices
of P . If we compute the visibility polygons of the vertices in Vr, we can easily create the
visibility graph of these reflex vertices and extract the visibility relation from reflex vertices
to barriers, as follows. For each b ∈ B and each reflex vertex vr ∈ Vr, we determine the
segment of b inside the visibility polygon of vr (vis(vr)). Here, there are four cases to
consider:
1. Both endpoints of b reside on the boundary of vis(vr), and therefore vr sees b entirely.
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2. vis(vr) and b cross on exactly one point p. In this case, the segment visible by vr
has endpoints p and the endpoint of b visible from vr.
3. vis(vr) and b cross on two points p and q so that vr sees the segment (p, q) of b.
4. vis(vr) and b are disjoint, meaning that vr does not see any part of b.
Before moving on, let us briefly analyze the time complexity of the previous steps.
Firstly, we compute the visibility polygon for each of the O(|P |) vertices in Vr and each
visibility polygon can be determined in O(|P |) time and space after preprocessing P
in O(|P |) time (see [3]), for a total of O(|P |2) time for all vertices in Vr. From the
visibility polygons it is easy to construct the visibility graph for the vertex set Vr in
O(|Vr|2|P |) ⊆ O(|P |3). Although more efficient algorithms do exist (see [12]), we opted
for this simpler one since the visibility polygons are required for other stages, anyway.
As far as determining the visibility of barriers from reflex vertices, case 1 can be verified
in O(|vis(vr)|) ⊆ O(|P |) time. Cases 2 and 3, can be checked in O(|vis(vr)|·log |vis(vr)|) ⊆
O(|P | log |P |) time with a classical intersection algorithm such as Bentley-Ottmann’s [1].
Case 4 is complementary to the previous cases. Therefore, the overall time complex-
ity is O(|B|) · O(|Vr|) · [O(maxvr |vis(vr)|) +O(maxvr |vis(vr)| · log(maxvr |vis(vr)|))] ⊆
O(|B||P |2 log |P |).
Computation of deadlines. Consider Figure 5.2 and let bs and be be the endpoints
of a barrier b, and c be the closest point to r in b. Here, we are considering that r sees
a portion of b, including c, and that b can be successfully constructed starting from bs.
The following reasoning can easily be extended whenever any of these assumptions do
not hold. Of course, when the fire reaches c the construction of b have advanced to at
least c, i.e., bsc must already have been constructed. Consider the segment cbe. After the
fire reaches c, at time tc, given a time t ≥ tc, we can compute the point bt ∈ cbe reached
by the fire at time t and the length `r(t) = d(c, bt) of the segment cbt (the portion of cbe
under fire contact at time t). This length can be calculated from the right triangle 4rcbt,
and (vf t)2 = d(r, c)2 + `r(t)2 which implies that `r(t) =
√
(vf t)2 − d(r, c)2. This gives us
the length `r(t), starting at c, of the portion of cbe reached by the fire at time t.
vf t
d(
c,
b t
)d(r, c)
c
r
bs
be
bt
Figure 5.2: Computing deadlines.
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A similar formula can be devised for the length `c(t) of the segment cbe constructed
at time t. Since b is assumed to be a successfully constructible barrier, we just need to
guarantee that `c(t) ≥ `r(t) for all tc ≤ t ≤ d(r, be)/vf , where the upper limit for t is the
time for the fire from r to reach be. As we want the deadline of b, which is the latest
instant we can finish the construction of b, the formula for the deadline (when constructing
b from bs to be) becomes δ−→b = maxt{t|`c(t) ≥ `r(t) and tc ≤ t ≤ d(r, be)/vf} − pbsc + pb.
In other words, we want the maximum t for which fcbe(t) = true minus the time to build
bsc plus the time to construct the whole barrier. Notice that this calculation must be done
considering each construction direction and the final deadline will be the maximum of the
two. That being said, we conclude that a closed formula for δ−→
b
is, therefore, obtainable
from simple algebraic expressions3. 3 C3 (37)
On the other hand, when the fire from r is obstructed by a reflex vertex before reaching
a barrier, this vertex becomes a new fire source to be considered in the formula above, so
that the final deadline is the minimum of all deadlines taking into account each such reflex
vertex. Consider that a fire source, in the broad sense, sees but a portion ρ = (ρs, ρe) of a
barrier b = (bs, be). Let δρ be the deadline of ρ. The new estimate for the deadline of b is
δρ minus the time to construct the segment (bs, ρs).
Regarding time complexity, for each barrier b ∈ B and each intervening reflex vertex
vr ∈ P between the fire and b that sees a portion of b, we calculate a partial deadline δvr(b)
considering vr as the fire source. The final deadline is then given by δ(b)3 = minvr∈P δvr(b). 4 C4 (64)
The calculation of δvr(b) can be obtained by applying a closed formula as described,
and therefore, takes constant time. Thus, the overall time complexity for computing all
deadlines is O(|B| · |P |).
Building barrier graphs. Graphs Gi and Gc can be trivially constructed in O(|B|2)
time. Let us then discuss the construction of Gp. Figure 5.3 shows an example of an
instance and its corresponding precedence graph. Let R be the set of endpoints of the
barriers in B and regard them as already sorted in counterclockwise order around the
boundary of P . From now on, whenever we refer to an endpoint, we simply indicate its
position in R.
Let b = (p, q) ∈ B such that p < q in R, and let i, j ∈ R. We define an auxiliary matrix
M , which later allows us to easily compute the edges of Gp. Let Mijb = 1, if i ≤ p and
q ≤ j, i.e., [p, q] ⊆ [i, j], and 0 otherwise. Let also Ibe = 1 if b and e cross, i.e., (b, e) ∈ Ei,
and 0 otherwise.
Let Z ⊂ P denote the region of P bounded by the polygonal chain determined by the
vertices of P in the interval [p, q] and by the segment pq. If Z does not contain the fire
source, we say that b = (p, q) precedes another barrier e, i.e., (b, e) ∈ Ep, if Mpqe = 1. If
Z contains the fire source, b precedes e if ¬Mpqe ∧ ¬Ibe (the complement of the previous
expressions).
In order to construct M we spend O(|R|2|B|) ⊆ O(|B|3|) time, when all endpoints are
different. Then, we need to verify whether the fire source is within the region defined
by the range of [p, q], and finally to construct Gp, amounting to O(|B|(|P | + |B|)) ⊆
O(|B||P |+ |B|2) time.
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Figure 5.3: Barrier precedence graph example.
Determining which barriers protect each of the faces of the arrangement AB.
Recall that AB is the arrangement composed by the segments in P ∪B, and let AF be the
set of faces of AB. Consider the subdivision Sb defined by P and a barrier b ∈ B. Since we
can determine which face fr ∈ Sb contains the fire source, to decide whether an (atomic)
face f ∈ AF is protected by b, when b is successfully constructed, we only need to check
which face fw ∈ Sb contains any (representative) point w ∈ f . Therefore, fw = fr if and
only if f will not be protected by b’s construction.
Given a subdivision Sb, after an O(|Sb| log |Sb|) ⊆ O(|P | log |P |) time preprocessing,
each query can be performed in O(log |Sb|) ⊆ O(log |P |) time (see [25]). Hence, the
total complexity amounts to O(|B|) · [(O(|P |) +O(|AF |) ·O(log |P |)] ⊆ O(|B|) · [O(|P |) +
O(|B|2) ·O(log |P |)] ⊆ O(|B|3 log |P |)5. 5 C5 (64)
This step may be improved, in practice, by making use of the precedence graph Gp.
If we sort the barriers by the number of succeeding barriers, i.e., the out-degree of b in
Gp, then, after computing the protected faces of a barrier b, these faces no longer need to
be checked against the barriers that precede b (as they will also protect those faces), or
against the barriers that do not precede b (as they will certainly not share any faces).
Primal algorithms. Here, we employ two algorithms to obtain good viable solutions:
the first is an ∼11.65-approximation algorithm from [17], and the other a greedy heuristic
described next.
In the greedy heuristic, at each iteration we sort the barriers not yet removed from the
set of candidates by the updated area that they protect. The protected areas are updated
each time a barrier is added to the current solution in order to disregard regions already
shielded. We then search for a fitting barrier whose processing time added to the current
sum of the processing times of the barriers in the current solution does not surpass its
deadline. Every barrier we visit is removed from the candidate set, and thus each barrier
is visited only once.
The overall complexity of this step isO(|B|)·O(|B| logB+|B||AF |) ⊆ O(|B|O(|B| logB+
|B|3) ⊆ O(|B|4). The actual running time is generally much lower than this bound, since
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at each iteration at least one barrier is removed from the set of candidates.
From the complexities described above, the preprocessing time will depend on the size
of P and the cardinality of B, either dictated by the visibility graph algorithm (O(|P |3))
or by the greedy heuristic (O(|B|4)).
Barrier elimination algorithm. Consider the arrangement Ab comprised of the edges
of P and all the barriers that do not precede b. The area of the face fr ∈ Ab that contains
the fire source provides a lower bound for the burned area of all solutions that construct b.
Hence, if the area of fr is greater than the burned area of a known primal solution, then
we can safely discard b from consideration. It is not necessary to construct and process the
arrangement Ab to obtain this bound, as we already computed which faces are protected
by each barrier. Therefore, for each barrier in Ab, we mark all faces protected by b as
shielded. At the end of this process we have all protected faces and consequently a lower
bound on the burned area of P when we choose to construct b.
This algorithm can be efficiently implemented, in practice, using bit sets for an overall
time complexity of O(|B|) ·O(|B||AB|) ⊆ O(|B|4). The resulting set of barriers from this
algorithm is the same as in [32]. We can improve the bound provided by fr by removing
from Ab any barrier k that can never figure in a feasible solution that constructs b, i.e.,,
(b, k) ∈ Ec. As reported in Section 5.3, this improvement will be essential to solve harder
instances.
5.2.3 Integer Programming Phase
After the preprocessing phase we have all the information required to construct the ip
model described in this section.
Our ip model improves upon the one from [32], reproduced below as ((5.1)–(5.10)) for
easy reference. This model uses a binary variable xf for each face f ∈ AB, such that xf = 1
if f is salvaged from the fire, and 0 otherwise. It also has binary variables yb for each
barrier b ∈ B, where yb = 1 if the barrier is built in the solution, and 0 if not. To indicate
construction precedence between barriers, the binary variables νij = 1 when barrier i is
built before barrier j. Finally, to indicate the completion time of the construction of a
barrier b, we have the continuous variable cb. With these variables, the model can be
described as follows.
The objective function is to maximize the total protected area, where af denotes the
area of face f . Let S(i) be the set of faces protected by i. Constraints (5.2) guarantee
that whenever a face f is chosen to be shielded from the fire, a suitable barrier i, with
f ∈ S(i), is selected for construction. Constraints (5.3) impose that for each pair (i, j)
of constructed barriers, either i is built before j or j before i. Constraints (5.4) do not
allow mutual construction precedence, while Constraints (5.5) and (5.6) prevent ordering
between unconstructed barriers. Regarding time constraints, Constraints (5.7) force the
completion time of a constructed barrier j to be at least the completion time of any
barrier that is built before j plus the construction time for j. Notice that M , in this set of
constraints, has no effect when there is no precedence between i and j, i.e., νij = 0, voiding
the corresponding constraint as expected. Finally, Constraints (5.8) and (5.9) limit the
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completion times to be positive and not greater than the respective deadlines and set the
completion times of the unconstructed barriers to 0. Integrality constraints are given by
Constraints (5.10).
z = max
∑
f∈A
afxf (5.1)∑
i∈B|f∈S(i)
yi ≥ xf ∀f ∈ A (5.2)
νij + νji ≥ yj − (1− yi) ∀i, j ∈ B, i < j (5.3)
νij + νji ≤ 1 ∀i, j ∈ B, i < j (5.4)
νij ≤ yi ∀i, j ∈ B, i 6= j (5.5)
νji ≤ yi ∀i, j ∈ B, i 6= j (5.6)
cj ≥ ci + pj −M(1− νij) ∀i, j ∈ B, i 6= j (5.7)
ci ≥ piyi ∀i ∈ B (5.8)
ci ≤ δiyi ∀i ∈ B (5.9)
xf , yi, νij ∈ {0, 1} ∀f ∈ A,∀i, j ∈ B (5.10)
Based on Model (5.1)–(5.10), we will discuss a series of transformations crowning in
the lean model used in Section 5.3.
First, we can replace Constraints (5.7) by (5.11) to attain the benefit of tightening the
value of M . Moreover, by replacing pj with yjpj we do not need to take pj into account in
order to reduce the value of M .
cj ≥ ci + yjpj − δi(1− νij) ∀i, j ∈ B, i 6= j (5.11)
Next, consider the following Proposition:
Proposition 1. Let ς = b1, b2, . . . , bk be a feasible solution such that bi is built immediately
after bi+1. It is always possible to rearrange the construction order of the barriers in ς,
while preserving feasibility, so that δ(bi) ≤ δ(bi+1) for all 1 ≤ i ≤ k − 1.
Proof. If there are no two consecutive barriers bi and bi+1 in ς, such that δ(bi) > δ(bi+1),
ς is sorted and we are done. Otherwise, let ς ′ = b1, . . . , bi+1, bi, . . . , bk be produced by
exchanging two consecutive barriers violating the order. The completion time of bi+1
will decrease in ς ′ and as its construction was already feasible in ς, it is still viable in ς ′.
Regarding bi, its completion time will be the same as that of bi+1 in ς , but as δ(bi) > δ(bi+1)
and bi+1 was already viable in ς , bi can be constructed in ς ′. Clearly, any barrier other than
the two exchanged ones will not be affected. As each exchange step preserves feasibility
and the number of required exchanges is finite, ς can be rearranged into a feasible solution
whose construction order observes the increasing deadline requirement.
The new ip model given below takes advantage of Proposition 1 in that there always
exists an optimal solution where the constructed barriers are built in increasing order of
their deadlines. An immediate consequence of this proposition is that we may drop half of
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the precedence variables νij and the constraints where they appear. More than that, as the
construction precedence relationship between two barriers is predefined, we can actually
drop all precedence variables and Constraints (5.3)–(5.6) if we replace Constraints (5.11)
by Constraints (5.12). Notice that we will have such constraints only for pairs of barriers
i and j that satisfy δi ≤ δj. This set of changes drops O(|B|2) variables and constraints.
cj ≥ ci + yjpj − δi[(1− yi) + (1− yj)] ∀i, j ∈ B | δi ≤ δj (5.12)
Proposition 1 leads to further improvements. For instance, the lower bound provided
by Constraints (5.8) can be replaced by Constraints (5.13). Each of these increase a single
completion time cj based on the constructed barriers that must precede the construction
of barrier j according to Proposition 1. Actually, we no longer need to keep track of
the highest completion time of a barrier constructed before a barrier j. Instead, we
can calculate the starting time of j by summing up the processing times of the barriers
that, if constructed, will precede the construction of j. Thus, we can express cj through
Constraint (5.13) and remove Constraints (5.12), effectively exchanging a set of constraints
of size quadratic in |B| for a linear one.
cj ≥
∑
i∈B|δi≤δj
pi(yi + yj − 1) + pjyj ∀j ∈ B (5.13)
Summing up, the new model for the gfp is given by Constraints (5.1), (5.2), (5.13),
(5.9) and (5.10).
z = max
∑
f∈A
afxf (5.1)∑
b∈B|f∈S(b)4
yi ≥ xf ∀f ∈ A (5.2)
cj ≥
∑
i∈B|δi≤δj
pi(yi + yj − 1) + pjyj ∀j ∈ B (5.13)
ci ≤ δiyi ∀i ∈ B (5.9)
xf , yi ∈ {0, 1} ∀f ∈ A, ∀i ∈ B (5.10)
6
C6 (64)
Other improvements. Further size reduction of the latter model that are easy to
implement is attainable. First, there is a number of barriers that are not preceded by any
other barriers, i.e., the in-degree of the vertices corresponding to these barriers in Gp is
0. Each of these barriers shields a single face that is not protected by any other barrier.
Clearly, the corresponding face variables xf can be replaced, in the objective function, by
the single barrier that protects f , and the corresponding Constraints (5.2) can be removed
from the model.
The second improvement comes from the observation that the barrier with the lowest
deadline does not need constraints to control its completion time since, if it is constructed,
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we do not have any time constraints to be checked, as we already removed all the
unconstructible barriers in the preprocessing. We can extend this to larger sets of barriers
by investigating the graph Gc. Let Ci be the subset of barriers Ci = b0, b1, . . . , bi sorted by
deadline according to Proposition 1, and let j be the maximum i such that the barriers in
Cj induce a clique in Gc. If j > 0, we can add the clique Constraint (5.14) to the model.
This constraint holds true because if any barrier of Cj is constructed, it must be the first
to be built as it conflicts with all the previous ones. Doing this allows us to remove from
the model all the Constraints (5.13) and (5.9) that correspond to the barriers that appear
in Constraint (5.14).
j∑
i=0
yi ≤ 1 where j = max{i | ∀k < i, (i, k) ∈ Ec}. (5.14)
Disjoint gfp (dgfp)
A natural constraint of the gfp comes from limiting the choice of barriers that can
simultaneously appear in a solution. In this section, we will consider the case where the
barriers in a feasible solution must not cross. We call this variant of the problem the
Disjoint gfp and denote it by dgfp. Clearly, any solution to the dgfp is also feasible
for the gfp and, therefore, can play the role of a primal solution to the latter problem.
We will see later that, in practice, the dgfp can be solved much faster than the original
problem and that, often, its solution is also optimal for the gfp.
Nonetheless, the dgfp is also NP-hard, which follows directly from the proofs of
Theorems 2 and 3 for the gfp presented in the full version of [17]. To see this, observe
that both proofs rely on a reduction of the classical Subset-Sum Problem (ssp) to the
gfp. In the ssp, given a set S = {s1, s2, . . . , sn} of n positive integers, one is interested
in whether there exists a subset of S whose sum equals some target integer t. In those
reductions, the constructed instances were devised in such a way that B has a subset B∗
comprised of one barrier with length si for each si ∈ S with the corresponding protected
area also proportional to si. The barriers in B∗ do not cross and the shielded regions are
pairwise disjoint. Regarding speeds, vb = 1 and vf were chosen to allow the construction
of barriers of total length not greater than t. With this gfp instance, when the answer to
the ssp is positive, it is possible to guarantee that the corresponding si’s of the subset of
B∗ constructed in the gfp’s optimal solution sum up to t. As the barriers in B∗ do not
cross, this solution is also optimal for the dgfp. If we have a negative answer for the ssp,
the total area protected by any solution for the gfp will not be greater than a certain
threshold, function of t. As the optimal solution for the dgfp is not greater than the one
for the gfp, the same criteria for a negative answer for the ssp also applies to the dgfp.
As we can correctly answer any ssp instance solving a corresponding dgfp instance, the
reduction, and consequently the NP-hardness of the dgfp, is established.
From the previous result, it is unlikely that there exists a polynomial-time algorithm
for the dgfp. Thus, in order to solve this restricted problem, we will employ an integer
programming model that makes use of the variables yi and ci, both already introduced
in the previous section. As the barriers must not cross, we can dismiss the face variables
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as the solution value can be directly derived from the constructed barriers. The model
starts with the objective function maximizing the total protected area, where αi is the
area shielded by barrier i. Constraints (5.16) forbid barriers with a precedence relation
to be constructed, which guarantees that no face is protected more than once. Similarly,
Constraints (5.17) prevent crossing barriers to be in the solution enforcing the disjointness
property. Constraints (5.13), (5.9) and (5.10) were already discussed for the previous
model.
z = max
∑
i∈B
αiyi (5.15)
yi + yj ≤ 1 ∀(i, j) ∈ Ep (5.16)
yi + yj ≤ 1 ∀(i, j) ∈ Ei (5.17)
cj ≥
∑
i∈B|δi≤δj
pi(yi + yj − 1) + pjyj ∀j ∈ B (5.13)
ci ≤ δiyi ∀i ∈ B (5.9)
yi ∈ {0, 1} ∀f ∈ A,∀i ∈ B (5.10)
Although we could have used the same model for the gfp by replacing each face
variable by the sum of barriers protecting it, in practice, this model proved to be orders of
magnitude faster. Apart from modifying the original ip model, we can also easily adapt
the greedy heuristic for the gfp to compute only disjoint solutions, which can then serve
as a primal information passed together with the previous model as part of the input to
the ip solver to speed up the calculation of the latter.
5.3 Experimental Analysis
In this section, we present the experimental results and analysis of the algorithms and
techniques discussed in Section 5.2. First, we describe the computational environment and
instances.
Computational environment. The machine used for the experiments features an
Intelr Xeonr CPU E3-1230 V2, with 8 cores at 3.30 GHz each, and 32GB of RAM
running Ubuntu 16.04. The algorithms were coded using C++ and compiled with GCC 5.4.0.
We also employed CGAL 4.9 for geometric structures and algorithms, the Boost Library 1.58
for data structures and the integer programming solver ILOG CPLEXr 12.6.1.
Implementation details. Most of the CGAL algorithms require an exact number type,
implemented in this project by the Gmpq number type for rational numbers. Despite
that, the use of square roots is required to calculate deadlines. To that end, we employ a
fixed-precision number type of 128 bits dedicated to represent a number’s mantissa, which
is more than twice the precision of the double type. Each square root is then calculated
with this type and converted back to a rational representation.
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Regarding the CPLEX configuration, we set a time limit of 1800 seconds and disabled
the probing step of the presolve phase as it did not pay off timewise. Moreover, while
CPLEX is allowed to use all available threads, the algorithms in the preprocessing phase
ran in a single thread due to the Gmpq number type not being thread-safe.
Instances. We adopt two sets of instances. The first set is the one employed in [32],
which we call random simple polygons instances. They are from the publicly available
benchmark for Art Gallery Problems [6], from which we selected simple polygons (without
holes) with 100, 200 and 300 vertices, and 30 instances per polygon size. Each polygon
gave rise to five gfp instances with different fire speeds vf = {1, 2, 4, 8, 16}, a single barrier
construction speed vb = 2 and the same fire source on a random interior point, for a total
of 450 instances.
The second set is comprised of polygons based on selected US national forests. With
the shapefiles provided by the United States Department of Agriculture [26], we first
selected, from each of the thirty largest national forests, the largest component containing
at least 1000 vertices, describing its boundary. We then simplified, using an algorithm
from the Polyline_simplification_2 class in CGAL, the polygons with more than a
thousand vertices to have exactly this many, and randomly selected 1500 of its diagonals
to serve as the set of barriers for the instance. As before, each polygon gave rise to five
instances with different fire speeds vf = {1, 2, 4, 8, 16}, and a single barrier construction
speed vb = 2, for a total of 150 instances. After studying the effect of various placements
of the fire source, we concluded that the hardest instances are those where the fire starts
at a point that minimizes the distance the fire travels to reach the farthest point from
it in the polygon. For this reason, we chose to place the fire source on the midpoint of
the geodesic diameter of the polygon, which generally matches the geodesic center. As an
example of this process, Figure 5.1 (left) shows a map representation of the Boise National
Forest, one of the forests used here, while Figure 5.1 (right) displays the polygon generated
for its largest component, after simplification of the coordinates provided by USDA.
All instances used in this work and their respective best known bounds and primal
solutions are publicly available at [33].
5.3.1 Benchmark configurations
In order to categorize the results presented next, we establish a simple set of algorithm
configurations represented by a triple MDH, where M stands for the ip model, D for the barrier
discarding algorithm and H for the set of primal algorithms used. For the models (M), we
want to compare the Original model [32], in this work expressed by Constraints (5.1)–(5.10),
against the Proposed model given by Constraints (5.1), (5.2), (5.13), (5.9) and (5.10) with
all the improvements described in Section 5.2.3. For the barrier discarding algorithms (D),
we interchange between Disabling the discarding algorithm, using the Naive algorithm as
in [32], the Improved algorithm or the iTerated version. The improved algorithm differs
from the naive one by also removing from the arrangement Ab the barriers that are time
incompatible with b. The iterated algorithm executes the improved one until it is no longer
possible to discard any barriers. After each iteration, it also executes the approximated
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and greedy heuristics in an attempt to improve the primal bound. Lastly, for the primal
algorithms (H), the first setting, represented by the number 2, is composed by the greedy
and approximation algorithms, while the second one, identified by the number 3, adds
the dgfp model presented in Section 5.2.3 to the pool of algorithms. As an example, in
the configuration ON2 the instances were solved using the original model, the naive barrier
discarding algorithms, and the first two primal algorithms.
For the remainder of this section, we denote by B′ the set of barriers remaining after
applying the barrier discarding algorithm.
5.3.2 Random simple polygon instances
For this set of instances, we are mostly interested in comparing models while using the
same preprocessing employed in [32], i.e., we will compare configurations ON2 and PN2.
For a brief summary of the results, configuration ON2 solved 444 of the 450 instances,
with 5 timeouts and 1 out of memory status, while PN2 solved all instances. For a closer
look at the solver times for both settings, we show the data in Figure 5.4, which exhibits
the ratio tP/tO of ip solver times when fed with the proposed and the original model,
respectively. These data refer only to instances solved within the imposed time limit in
both cases and having |B′| ≥ 50. The latter condition was intended to reduce data noise
caused by very small instances. In the end, a total of 252 instances remained. First, it
is clear from this graph that, for the majority of instances, tP is not greater than 10% of
tO, or, roughly speaking, the new model was solved one order of magnitude faster than
the older one in most cases. In fact, as |B′| grows, this percentage visibly decreases.
This observation can mostly be understood in light of Figure 5.5, which shows the ratio
|RP|/|RO| for the same configurations but now regarding the number of constraints of
each model. We observe that for almost all instances the percentage of constraints of the
proposed model does not even reach 3% of the constraints of the original model. Wrapping
up our observations for this set of instances, we present in Figure 5.6 the solver times for
the proposed model under configuration PN2. Note that no pictured instance took more
than 12 seconds to be solved to optimality by PN2. Within that same time, ON2 found the
optimum for only 155 of the 252 instances evaluated.
The previous observations made it clear that the new formulation resulted in substantial
reduction in computing times relative to the model proposed earlier in the literature.
5.3.3 National forests instances
These experiments show that, with the improvements in ip modeling, the benchmark
instances used in [32] are no longer a challenge. As the number of variables and constraints
in the mathematical formulation grows with the number of potential barriers, this parameter
was deemed determinant to measure the practical difficulties of an instance. Therefore,
a plausible way to obtain a benchmark to further stress our algorithm is to generate
instances with larger sets of barriers. We later (Figure 5.8) present evidence to support
this observation. In this spirit, we designed a set of instances based on US national forests
and conducted thorough tests on them, as reported below.
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Figure 5.4: Solver times comparison between configurations ON2 and PN2 (random simple
polygons instances).
Besides altering the ip formulation introduced in our early work, we also propose
enhancements to the procedure for discarding barriers that cannot be part of optimal
solutions. We now discuss the impact of these new features in the overall performance of
the algorithm.
PD2 PN2 PI2 PT2 PI3
Solved 132 135 148 149 149
Timed out 1 1 1 0 0
Out of memory 17 14 1 1 1
Table 5.1: Experimental results for the tested configurations (national forests instances).
We start by analyzing the configurations with just two primal algorithms (P*2) with
* ∈ {D, N, I, T}. Tables 5.1 and 5.2 show the overall number of instances solved by each
configuration, broken down by vf .
From Table 5.1, the relevance of the barrier discarding algorithm and its improvements,
I and T, becomes clear. From Table 5.2, we observe that instances with lower vf/vb
ratio are more difficult to solve. This fact can mostly be explained by the measurements
in Tables 5.3 and 5.4, which show the total percentage of discarded barriers, removed
algorithmically or due to unconstructability, and the percentage of the removed barriers,
discarded by the respective algorithm (N, I or T). These data show that as the fire speed
56
0 100 200 300 400 500 600 700 800 900 1,000 1,100
0.00
0.01
0.02
0.03
0.04
0.05
0.06
|B′|
|R
P
|/|
R
O
|
0.01
0.02
0.03
0.04
0.05
Figure 5.5: Number of constraints comparison between configurations ON2 and PN2 (random
simple polygons instances).
grows, especially for vf ≥ 4, the instances tend to get easier since we end up removing
the vast majority of barriers. From Table 5.4 we notice a significant decrease in the
effectiveness of the discarding algorithm as the fire speed grows. This is expected, as the
number of barriers removed due to unconstructability rapidly increases and the primal
bound becomes too large to lead to further removal of a significant number of the remaining
barriers.
We focus now on Figure 5.7 that compares the average time spent in the preprocessing
by the barrier discarding algorithm and by the ip solver. The data refer to the average time
of all the instances solved by each configuration, according to Table 5.1. The graph in this
figure confirms the importance of discarding barriers and that the escalating complexity of
the algorithms proposed here to accomplish this task pays off in the overall time. To see
vf PD2 PN2 PI2 PT2 PT3
1 13 16 28 29 29
2 29 29 30 30 30
4 30 30 30 30 30
8 30 30 30 30 30
16 30 30 30 30 30
Table 5.2: Solved instances by vf (national forests instances).
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Figure 5.6: Solver times under configuration PN2 (random simple polygons instances).
vf PN2 PI2 PT2 PT3
1 26.50± 15.42 49.77± 19.24 64.46± 24.30 72.18± 23.01
2 44.34± 18.77 71.36± 16.63 83.54± 19.64 85.12± 18.94
4 70.06± 15.98 86.00± 8.52 89.98± 8.49 90.44± 8.56
8 85.56± 8.42 93.43± 6.89 94.79± 7.34 95.06± 7.37
16 92.01± 6.16 96.70± 2.61 97.57± 2.55 97.58± 2.55
Table 5.3: Percentage of barriers discarded (national forests instances).
this, we concentrate our analysis on the cases with small vf which, as said before, are the
most difficult and also the ones where fewer barriers are eliminated by unconstructability.
Note that the naive algorithm actually led to a small loss in performance when compared
with the version of the algorithm in which we disabled barrier discarding. However, the
improved barrier discarding algorithm roughly decreased the computing times by 35–40%.
Additional improvements were obtained by iterating this routine, besides the gains attained
when vf = 1 due to better primal solutions.
The graph in the previous figures conceals some relevant information about the per-
formance of the third and newly proposed primal algorithm, the ip for the dgfp. This
model is solved within the iterative discarding algorithm, after the solutions from the
greedy and approximation algorithms are no longer sufficient to discard any barriers. From
the previous results, it is clear that although we are solving another NP-hard problem to
optimality, we still manage to decrease the overall time noticeably for the case vf = 1.
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vf PN2 PI2 PT2 PT3
1 22.46± 31.70 61.94± 16.91 68.98± 16.16 71.79± 15.88
2 12.95± 24.42 47.81± 23.15 53.78± 23.60 54.36± 23.70
4 8.03± 17.95 24.52± 21.34 27.36± 21.80 27.66± 21.94
8 2.87± 5.92 10.84± 9.59 11.98± 10.33 12.22± 10.36
16 0.71± 2.27 5.57± 5.44 6.35± 6.31 6.36± 6.32
Table 5.4: Percentage of the barriers discarded that were removed algorithmically (national
forests instances).
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Figure 5.7: Preprocessing vs. solver times (national forests instances).
This observation can be explained by the fact that the solution to the disjoint problem is
equal or greater than the maximum of the other two algorithms for 148 out of the 150
instances, strictly greater for 139 instances, and it matches the optimum value of the gfp
for 137 instances. So, in principle, there should be no harm to get rid of the two other
algorithms and just compute an optimal dgfp solution, but we decided to keep them
because their running times are negligible.
In Figure 5.8, we show the solver times, in seconds, under configuration PT3. The
graph for PT2 is almost identical, except that slightly slower solving times were measured
for instances having |B′| ≥ 600. In fact only 11 instances required more than 100 seconds
to be solved with PT3 in contrast with 15 for PT2. Also, Figure 5.8 supports the idea that
the size of |B′| is indeed a good measure of the difficulty of an instance.
As a final remark, we highlight that, although the dgfp is an NP-hard problem, it
can very well be used in practice as an heuristic for the gfp. This is due not only for the
excellent primal bounds it yields, as seen before, but also because it can be computed
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Figure 5.8: Solver times under configuration PT3 (national forests instances).
relatively quick. In Figure 5.9 we exhibit the solver times for our dgfp model for all 150
national forest instances. Besides solving the entire benchmark to optimality, no instance
took more than 20 seconds, which is noticeably faster than the results for the gfp.
In summary, this second set of experiments showed that further enhancements to the
algorithm’s performance are possible provided that the primal bounds and the barrier
discarding algorithms are improved. Without these improvements, approximately 10%
fewer instances would have been solved within the allotted time, as one can perceive
by comparing the number of solved instances of PN2 and PT3 in Table 5.1. Besides, as
suggested by the graph in Figure 5.7, if more stringent time limits were enforced, the
advantage of using the new barrier discarding algorithms would stand out even more.
5.4 Conclusion
This paper describes the advances we made for solving the gfp in practice. New procedures
were incorporated into the algorithm proposed in our earlier work on this topic [32].
Through broad computational experiments, we showed that a new and more compact ip
formulation leads to significant decrease in computing times. Novel barrier discarding
algorithms were also designed and another primal bound was proposed, that involves
the computation of a restricted version of the gfp, namely, the dgfp. The individual
contribution of each of these new features to the performance of the algorithm was assessed
through extensive computational tests. We showed that after their inclusion, barrier
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Figure 5.9: dgfp solver times under configuration PD2 (national forests instances).
discarding became much more effective, leading to a positive and significant impact on
the overall efficiency of the algorithm. Besides, the experiments revealed that the dgfp,
despite being NP-hard, can be solved quickly in practice and often reaches the optimum
of the gfp.
With the improvements made in this work, the existing benchmark available in the
literature became obsolete, which induced us to design a new set of more challenging
instances.
Future research directions in the Geometric Firefighter Problem includes exploring sets
of barrier that admit more general curves and other characteristics that are likely to occur
in applications. In particular, one should consider instances where saving specific areas
within the polygon may have higher priority, the presence of multiple fire sources and a
larger number of available firefighters.
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5.5 Comments
C4 : Errata on the deadline notation. δ(b) should be δb.
C5 : Errata on algorithm complexity. O(|B|) · [(O(|P |) + O(|AF |) · O(log |P |)] ⊆
O(|B|)· [O(|P |)+O(|B|2)·O(log |P |)] ⊆ O(|B|3 log |P |) should be O(|B|)· [(O(|P | log |P |)+
O(|AF |) ·O(log |P |)] ⊆ O(|B|) · [O(|P | log |P |) +O(|B|2) ·O(log |P |)] ⊆ O(|B|3 log |P |).
C6 : Errata on the final gfp model. b ∈ B | f ∈ S(b) should be i ∈ B | f ∈ S(i).
C7 : Multiple fire sources. Suppose that instead of a single fire source point, we
have fire emanating from s points. We can adapt our approach to take into account this
information as follows.
Let R = {r1, r2, . . . , rs} be the set of fire sources and let δrib be the deadline of barrier
b, calculated as described in this chapter, if we set r = ri, for ri ∈ R. Considering that the
fire sources are independent, i.e., they, and the fire emanating from them, do not interact,
we can redefine the deadline δb of a barrier b as δb = minri∈R δ
ri
b . In other words, since the
fire sources do not interfere with each other, the deadline will be defined by the worst case
scenario.
Besides changing how deadlines are calculated, we need to adapt our model. More
specifically, we need to change how we tell whether a face of the arrangement is protected
or not. Let GF = (F,EF ) be the graph that represents adjacencies between faces of the
arrangement A such that there exists a vertex g in F for each face of A, and (g, h) ∈ EF if
the corresponding faces of g and h are adjacent in A. Also, let AdjB(g) ⊆ B be the subset
of barriers of B that has a portion, with positive length, adjacent to face g. Replacing
Restriction (5.2) by Restrictions (5.18) and (5.19) is sufficient to account for multiple
sources. In Restriction (5.19), xri corresponds to the face that contains the fire source
point ri.
xg ≤ xh + yi ∀(g, h) ∈ EF | {i} ⊆ AdjB(g) ∩ AdjB(h) (5.18)
xri = 0 ∀ri ∈ R (5.19)
Restriction (5.18) requires that for a face g to be considered protected, each neighboring
face h must be either also protected or the barrier i between g and h must be constructed.
Restrictions (5.19) enforces that all faces containing a fire source point are set to not
protected.
C8 : Multiple non-cooperating firefighters. We can generalize the model presented
in this chapter to allow the possibility for multiple non-cooperating firefighters, i.e., they
are independent and cannot interact to build barriers faster. Consider that we have a
set W of firefighters that can build barriers in parallel. Also, observe that we can easily
generalize Proposition 1 to the barrier construction sequence of each firefighter in W . One
way to adapt our model is to assign each constructed barrier b to the construction sequence
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of one of the firefighters, such that the time constraints associated with b must only involve
the other barriers also constructed by the same firefighter constructing b. Thus, we will
extend the variables ci and yi to include a second index w which indicates the designated
firefighter of W . The adapted model is given below.
z = max
∑
f∈A
afxf (5.1)∑
i∈B|f∈S(i)
∑
w∈W
yiw ≥ xf ∀f ∈ A (5.20)
cjw −
∑
i∈B|δi≤δj
pi(yiw + yjw − 1) ≥ pjyjw ∀j ∈ B, ∀w ∈ W (5.21)
ciw ≤ δiyiw ∀i ∈ B, ∀w ∈ W (5.22)∑
w∈W
yiw ≤ 1 ∀i ∈ B (5.23)
xf , yiw ∈ {0, 1} ∀f ∈ A,∀i ∈ B, ∀w ∈ W (5.24)
Notice that Restriction (5.23) is not required since constructing a barrier multiple
times will not change its set of protected faces. Despite that, this restriction cuts many
unwanted feasible solutions and probably improves the solver running times.
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Chapter 6
Solving The Geometric Firefighter
Routing Problem via Integer
Programming
In this chapter, we present and solve the Geometric Firefighter Routing Problem
(gfrp). The motivation behind this new problem was to better model real life situations
by relaxing the restrictions on the barrier set. We present exact algorithms for the gfrp
and for the 1-gfrp comprised of preprocessing algorithms, including barrier discarding
algorithms, ip-based primal heuristics and an ip model. We also introduce two sets
of general restrictions that greatly improved the running times. Finally, we report on
extensive experimental results on two large sets of instances tailored for the gfrp and
that explore combinatorial properties of the problem in order to create challenging sets of
barriers.
This chapter is a reproduction of a journal paper [25] published in European Journal
of Operational Research. It was co-authored by Pedro J. de Rezende and Cid C. de Souza
from the Institute of Computing at the University of Campinas. The references within the
body of this chapter are indexed according to the bibliography on page 91.
Abstract In this paper, we introduce the Geometric Firefighter Routing Problem (gfrp)
as a variant of the Geometric Firefighter Problem aiming to better model more realistic
situations. We design an exact algorithm based on a core Linear Integer Programming
formulation and propose additional sets of valid constraints to strengthen it. The algorithm
also includes primal heuristics, and preprocessing procedures to reduce the model size.
Besides, we generate two large sets of instances, tailored to the gfrp, and report on
comprehensive experimental results for them. Thorough analysis validate the effectiveness
of each major step of the algorithm and the overall performance of our approach.
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6.1 Introduction
In 2017, wildfires were a recurrent topic in the news that reported forest fires all across
the globe ([15], [20], [19]). Although such fires may have their role in the natural order,
there are often human casualties and property damage if they get out of control. In an
effort to bring theoretical problems closer to reality, in this work we propose and solve
the Geometric Firefighter Routing Problem (gfrp), a variant of the Geometric Firefighter
Problem (gfp) introduced in 2014 by Klein et al. ([12]).
The gfp models a circularly spreading fire inside a polygonal region. An instance of
this problem is composed by, besides a polygon P and the fire source point r ∈ P , a set of
curves B of constructible barriers. As the fire spreads with speed vf , we want to construct
barriers with speed vb without any constructed point of a barrier being hit by the fire
before it is constructed. By constructing barriers, we can save portions of P from the fire,
and the ultimate goal is to maximize the total protected area. As originally proposed,
the gfp requires that the set B satisfy a linearity condition, which states that for any
subset B′ ⊆ B, the region protected by the union of the curves in B′ must be equal to the
union of regions individually protected by the barriers in B′. A set B is said to be linear
if it is compliant with the linearity condition, and non-linear otherwise. Figure 6.1 shows
an example of a linear and a non-linear barrier set. Notice that, in the figure on the left,
no subset of barriers protects more area than the union of what each barrier individually
protects. On the other hand, in the figure on the right, no barrier can protect any region
on its own and must team up with other barriers in order to be effective against the fire.
The major change from the gfp to the gfrp is that we lift the linearity condition in
favor of a more flexible solution allowing the construction of barrier paths, which we define
below and depict in Figure 6.2. Although the algorithms described here can be adapted to
work with any set of simple curves of finite length, we restrict ourselves to non-crossing
line segments. We say that two curves are non-crossing when they do not share any points
other than, possibly, their endpoints.
Let ζ = v1, v2, . . . , vk be a sequence of points in P such that vivi+1 ∈ B for 1 ≤ i < k.
We say that ζ is a barrier path if v1, vk ∈ ∂P and ∀vj /∈ {v1, vk}, vj /∈ ∂P , where ∂P denotes
the boundary of P . In other words, ζ is a polygonal path obtained by concatenating
barriers of B that touches the boundary of P exactly twice, namely, on its first and last
points. A barrier path must be constructed following the order given by its sequence of
vertices. Examples of barrier paths can be found in Figure 6.2, which depicts a gfrp
instance whose solution is composed of two barrier paths.
A barrier path ζ is said to be successfully constructed if each of its composing barriers
b = vivi+1 is successfully constructed. A barrier b is successfully constructed if for every
point p of b, tc(p) ≤ tf(p), where tc(p) and tf(p) are the construction and burning time
instants of p, respectively, i.e., p cannot be constructed after it is reached by the fire.
Throughout this paper, we use the terms barrier path and path interchangeably.
We can now formally define the gfrp.
Geometric Firefighter Routing Problem (gfrp) Let P be a simple polygon and
B a finite set of simple curves (barriers) of finite length within P . Let r ∈ P be the source
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r
A linear set of barriers (gfp).
r
A non-linear set of barriers (gfrp).
Figure 6.1: Examples of different barrier sets.
r
Figure 6.2: An example of a gfrp instance and its solution.
of a circularly spreading fire and vf and vb the fire and barrier construction speeds. The
gfrp seeks to determine which barrier paths should be successfully constructed, one at a
time, in order to maximize the total area protected from the fire. Here, we require that no
barrier b = uv is constructed more than once in each direction (−→uv and −→vu) and that the
construction of a path must finish before the construction of another path starts. We will
restrict our attention to the case where vf and vb are constant.
Related works The gfp is based on an NP-hard graph theoretical problem called the
Firefighter Problem (fp). The fp simulates the spreading of a fire throughout a graph
G = (V,E) over discrete time steps t ≥ 0. At t = 0, a set V ′ ⊆ V starts burning,
i.e., V ′ is the set of fire sources. At each subsequent iteration t ≥ 1, we can choose to
place f firefighters at vertices not yet burned, thus protecting them from the fire, while
subsequently the fire spreads to all unprotected neighbors of burning vertices. If a vertex
is protected or starts burning on iteration ti, it will stay in that state for all tj ≥ ti. From
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an optimization point of view, many interesting questions can be asked, such as what
is the maximum number of vertices that can be protected from the fire or what is the
minimum number of iterations for the fire to stop spreading.
Most of the theoretical results on the fp regards the surviving rate of a graph, which
measures the average percentage of protected vertices based on the cardinality of V ′ and
the number f of available firefighters. Works on the survival rate tend to focus on specific
classes of graphs which include grids [9], trees [5, 4], planar graphs [13, 23, 22], outerplanar
graphs [4, 24] and digraphs [14]. It is known that the fp is NP-hard even when G is a
tree of maximum degree three [7] or a cubic graph [11]. Many experimental results are
also available, including Integer Programming models ([8]) and a variety of metaheuristics
[2, 17, 16, 10, 18]).
Back to the gfp, in 2014, Klein et al. ([12]) proved the NP-hardness of the gfp for
some combinations of polygon types and sets of barriers, and present an approximation
algorithm for the general case. In 2016 ([25]), we presented an exact algorithm and
extensive experimental results for the gfp. Our approach included a barrier discarding
algorithm, an Integer Programming model and a primal heuristic. We reported results for a
benchmark with hundreds of instances comprised of pseudorandom simple and orthogonal
polygons with up to 300 vertices using the polygon diagonals as the barrier set. In 2017
([26]), we improved the results from the aforementioned paper by decreasing solver times
on most instances by more than 90%, while being able to find optimal solutions to all the
unsolved instances from that previous work. This gain was the result of improvements
to the Integer Model founded on theoretical results and enhancements on the barrier
discarding algorithm. We also proposed a new set of instances based on maps of U.S.
National Forests, using 1500 diagonals of the resulting polygons to generate the barrier
sets. Lastly, we discussed a barrier-disjoint variant of the gfp that, while still being
NP-hard, proved to be much faster to be solved to optimality, and provided high quality
primal bounds for the benchmarked instances.
Our contribution Our foremost objective is to lay the groundwork for algorithms,
specially exact ones, for the gfrp. In this work, we present in detail the preprocessing
algorithms for temporal analysis (w.r.t vf and vb) and breaking down of the geometric
structures into discrete data essential to build the Integer Programming model and primal
heuristics. Besides presenting a core ip model, we also discuss three sets of additional
constraints that substantially improve running times and make it possible to solve otherwise
unsolvable instances within the set time limits. We also discuss ip-based primal heuristics
that, as the experimental results show, are able to attain high quality solutions. For
the experimental results, we used the same polygons and fire sources based on the U.S.
National Forest instances from [26], but changed the set of barriers to a more suitable
one, tailored for the gfrp. We report results on two large sets of instances with hundreds
of barriers, one of them specifically designed to exploit combinatorial properties of the
problem structure in order to increase the difficulty of the instances.
Text organization We start by presenting the required definitions and notations in
Section 6.2, followed by detailing of the preprocessing phase in Section 6.3. This is an
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essential step before we can build the ip model described in Section 6.4 and the primal
heuristics in Section 6.6. We also present, in Section 6.5, additional sets of constraints
which greatly improved the running times of our core model. We then introduce our
benchmark and report on comprehensive test results and analysis in Section 6.7. We close
with a brief conclusion and future works in Section 6.8.
6.2 Definitions and Notations
Let (P,B, r, vf , vb) denote an instance of the gfrp, where P is a simple polygon, B a set
of interior-disjoint line segments, r ∈ P the fire source point, vf and vb the (constant) fire
spreading speed and barrier construction speed, respectively.
Barrier arrangement and neighborhood graph The arrangement A induced by
B ∪ ∂P provides a useful discretization of the plane. We define a graph that dualizes the
topology of A as the graph GF = (F,EF ) whose vertices are dual of the faces of A, and
there is an edge between vertices f and g in F if the faces corresponding to f and g are
adjacent in A. Figure 6.3 (left) depicts an example of an arrangement, while Figure 6.3
(right) shows the respective face adjacency graph GF .
We also define an incidence relation between barriers and faces of A. We say that a
barrier b is incident to a face f , and vice-versa, if b is part of the boundary of f .
v7 v6
v5v8
v3 v2
v4 v1edge
face
vertex
F3
F2
F1
F4 F5
An arrangement induced by B ∪ ∂P .
F3
F2
F1
F4 F5
The corresponding dual graph GF .
Figure 6.3: An example of a geometric arrangement and its topological counterpart.
Barrier graphs Let B be the set of input barriers and
−→
B the directed counterpart of
B, where for each barrier uv of B there are two directed edges in
−→
B , namely, −→uv and −→vu.
For a directed barrier b = −→uv, we will call u and v the tail and head of b, respectively. The
directions of the barriers in
−→
B models the construction direction of those barriers. The set B
has a natural representation as a planar geometric graph GB = (V,EB = B) whose vertices
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are the endpoints of the barriers in B and the edges represent the barriers themselves. We
also consider the graph G−→
B
= (V−→
B
, E−→
B
), the directed counterpart of GB. Initially, we set
V−→
B
= V and E−→
B
=
−→
B , but then contract all the vertices whose respective points lie on
∂P into a single vertex. This contraction allows us to conveniently represent a solution
as a single path over G−→
B
by concatenating barrier paths. Regarding adjacencies in G−→
B
,
let Adj+(i) be the in-neighbors of i = (ui, vi) ∈ E−→B , i.e., j = (uj, vj) ∈ Adj+(i) iff vj = ui.
Similarly, let Adj−(i) be the out-neighbors of i = (ui, vi) ∈ E−→B , i.e., j = (uj, vj) ∈ Adj−(i)
iff vi = uj . Figure 6.4 (left) and Figure 6.4 (right) show the corresponding graphs GB and
G−→
B
of the arrangement from Figure 6.3 (left).
v7 v6
v5v8
v3 v2
v4 v1
Graph GB.
v7 v6
v5v8
β
Graph G−→
B
(β = {v1, v2, v3, v4}).
Figure 6.4: Barrier graphs.
Deadline Consider that a fire breaks out at instant t = 0 and let b = −→uv ∈ −→B . Let
fb(t) be a function that evaluates to true for all time instants t ≥ 0 for which b can be
successfully constructed provided that it starts being built at time t, and false otherwise.
We say that the deadline δb of b is the latest instant when the endpoint v must be built
to guarantee that b is successfully constructed, i.e., δb = maxt{fb(t) = true}+ σb, where
σb is the construction (processing) time for b. Notice that if δb < 0 then b cannot be
constructed under any circumstances.
6.3 Preprocessing Phase
This phase has the objective of performing the temporal analysis and breaking down the
geometric objects into discrete structures to enable us to build our ip model and primal
heuristics. It starts by processing the arrangement A described in the previous section.
Next, we process the polygon reflex vertices, as they play the role of fire sources when
reached by the fire and are essential for calculating the deadlines of the barriers in
−→
B ,
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which is the third step of this phase. To compute deadlines, we apply the algorithm
described in [26], which has complexity O(
−→
B ). Notice, however, that this algorithm must
be slightly adapted in order to consider just the construction direction defined by the
edges of
−→
B .
This phase proceeds by calculating the shortest path between all pairs of vertices in
G−→
B
. These shortest paths are used by our barrier discarding algorithm described below
and to improve our ip model. After this initial barrier cleanup, we execute ip-based primal
heuristics described in Section 6.6, which is the last step before the ip phase.
Throughout this text, |P | will stand for the number of vertices of P .
Barrier arrangement processing The arrangement A, described in Section 6.2, can
be constructed in O((|B|+ |P |)2) time (see [1]). After A is constructed, we can iterate
over its components, such as faces, edges and vertices, in linear time on the number of
such objects. As the number of said components is bounded by O(|B|+ |P |), the overall
time complexity is given by the construction of A. Furthermore, we can easily build the
graphs GB and G−→B from A, and extract the adjacencies between faces and between faces
and edges.
Reflex vertices processing Let us first define a few basic concepts. Two points p and
q in P are said to see each other, or p (q) is visible from q (p), if the segment pq lies within
P . The visibility polygon vis(p) of a point p ∈ P , is defined as the set of all points q ∈ P
visible from p.
Let p be a reflex vertex, vis(p) be the visibility polygon of p and b ∈ B. We analyze
the relation between vis(p) and b through the following cases:
1. Both endpoints of b belong to vis(p), either in its interior or on its boundary.
2. b crosses vis(p) zero, one or two times. Notice that since P is a simple a polygon
without holes, for a barrier b to cross the boundary of vis(p) more than twice, it
would also have to cross the boundary of P , which is not allowed.
The analysis of the above cases lead to the determination of the portion of b visible
from p, which is required to compute deadlines.
Regarding time complexities, after an O(|P |) time preprocessing of P , we can compute
the visibility polygon of any point p ∈ P in O(|P |) time (see [3]). Therefore, we spend
O(|P |2) time to calculate the visibility polygons of all the O(|P |) reflex vertices. In order
to check Case 1 above, we preprocess vis(p) in O(|vis(p)| log |vis(p)|) ⊆ O(|P | log |P |)
time (see [21]), and then perform queries with the barriers endpoints, each answered in
O(log |P |) time. If Case 1 is not satisfied, we can check, in O(|vis(p)|) ⊆ O(|P |) time,
Case 2 by intersecting the edges of vis(p) with b, and halt the process when we determine
the situation of both endpoints. As we have O(|P |) reflex vertices, this process can be
completed in O(|P |2 log |P |+ |B||P |2) time.
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Shortest paths Before calculating the shortest paths between all pairs of vertices of
G−→
B
we first set the weight of each edge to be the respective barrier’s construction time.
As |V−→
B
| ∈ O(|−→B |), running Dijkstra’s algorithm ([6]) for each vertex in V−→
B
, results in the
best overall time complexity of O(|−→B |2 log |−→B |), since |E−→
B
| ∈ O(|−→B |).
We can now define the shortest path ρij between barriers i = −−→uivi and j = −−→ujvj in −→B
to be the shortest path between the respective vertices in G−→
B
of ui and uj. We are also
interested in the shortest paths ρ∗i from ∂P to each barrier i ∈
−→
B . Having the shortest
paths between all pairs of barriers, extracting ρ∗i is a simple matter of checking the paths
from each of the O(|−→B |) barriers with tail belonging to ∂P , amounting to an O(|−→B |2) time
complexity.
Barrier discarding algorithms The general discarding algorithm is based on the
length of ρ∗i . For a given barrier i if |ρ∗i |+ σi > δi, then we can safely remove b from the
pool of barriers since the path of minimum length to reach b would violate its deadline
and, therefore, no valid path that constructs i exists. As it is just a matter of checking
bounds, we spend O(|−→B |) time for this procedure.
There is an additional barrier discarding algorithm that will be presented in Section 6.5.3
along with a gfrp variant for which it can be applied.
6.4 Integer Programming Model
To present our core Integer Programming Model, we start by describing the variables. We
have a binary variable xg for each bounded face g, with area ag, of the arrangement A,
such that xg = 1, if g is protected from the fire, and 0 otherwise. We also have a binary
variable yi for each directed edge i ∈ E−→B , so that yi = 1 if barrier i is constructed, and
0 otherwise. To enforce an ordering on the construction, we use flow variables between
edges. There is a binary flow variable fij, for each i ∈ E−→B and j ∈ Adj−(i), such that
fij = 1 if the construction of i immediately precedes the construction of j, and 0 otherwise.
There are also two additional sets of flow variables. From an artificial universal source
s there is a binary flow variable fsi to each barrier i whose tail lies on ∂P , and a binary
variable fid from each barrier i whose head belongs to ∂P to an artificial universal sink d.
These last two sets of variables indicate which are the first and last constructed barriers
of a solution, respectively. Regarding time, we also include a variable ϑij ≥ 0, for each
i ∈ E−→
B
and j ∈ Adj−(i), which determines the starting construction time of barrier i if
the construction of i precedes the construction of j. As described below, variables ϑij
are directly related to variables fij and, enforced by Constraint (6.7), at most one can be
greater than 0 for each i ∈ −→B . As in the case of variables fij, the double index system on
variables ϑij is used to keep track of immediate construction succession between barriers.
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z = max
∑
g∈A
agxg (6.1)
xg ≤ xh + yi + yj ∀(g, h) ∈ EF | {i, j} ⊆ Adj−→B (g) ∩ Adj−→B (h) (6.2)
xr = 0 (6.3)∑
i=(u,v)|u∈∂P
fsi =
∑
i=(u,v)|v∈∂P
fid = 1 (6.4)∑
j∈Adj+(i)
fji =
∑
k∈Adj−(i)
fik = yi ∀i ∈ E−→B (6.5)∑
k∈Adj−(i)
ϑik ≥
∑
j∈Adj+(i)
(ϑji + σjfji) ∀i ∈ E−→B (6.6)
ϑij ≤ (δi − σi)fij ∀i ∈ E−→B ,∀j ∈ Adj−(i) (6.7)
ϑij ≥ |ρ∗i |fij ∀i ∈ E−→B ,∀j ∈ Adj−(i) (6.8)
xg ∈ {0, 1} ∀g ∈ A (6.9)
yi ∈ {0, 1} ∀i ∈ E−→B (6.10)
fij ∈ {0, 1} ∀i ∈ E−→B ,∀j ∈ Adj−(i) (6.11)
fsi ∈ {0, 1} ∀i = (u, v) ∈ E−→B | u ∈ ∂P (6.12)
fid ∈ {0, 1} ∀i = (u, v) ∈ E−→B | v ∈ ∂P (6.13)
Concerning the model, we want to maximize the total protected area, which is expressed
by the objective function (6.1). In order to guarantee that we are indeed protecting
faces, Constraints (6.2) state that for a face g to be considered protected, each of its
neighboring faces are either also protected or the barrier (whose possible construction
directions are given by variables yi and yj) separating g from an unprotected neighbor is
constructed. In these constraints, Adj−→
B
(g) ⊆ E−→
B
denotes the set of edges incident to face
g. Constraint (6.3) asserts that the face containing the fire cannot be protected. We then
have Constraints (6.4) requiring that the first and last constructed barriers must have
their tail and head, respectively, on ∂P . Constraints (6.5) ensure that for each constructed
barrier i, we must assign a single in-neighbor j, i.e., j ∈ Adj+(i), and one out-neighbor k,
i.e., k ∈ Adj−(i), thus building a path. In these constraints, when i starts or ends on the
boundary of P it is assumed that the variables fsi and fid are included in the summations
associated to Adj+(i) and Adj−(i), respectively. We need to make sure that the sequence of
barrier constructions respects the construction times and deadlines. This is accomplished
by Constraints (6.6), (6.7) and (6.8). Starting from Constraints (6.7), we know that at
most one ϑij can be positive and that it must respect the corresponding deadline. Through
Constraints (6.6) we enforce that any constructed barrier i can only start being built
after its unique in-neighbor j in the solution has been completely constructed. This is
accomplished by restricting the only starting time variable ϑik with the corresponding
variable fik = 1, to be greater than or equal to the starting time of j plus the construction
time of j. Constraints (6.8) just give an improved lower bound (they could be replaced by
ϑij ≥ 0) on the starting time of barrier i by using the length of the shortest path |ρ∗i | from
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the boundary. Finally, constraints (6.9)–(6.13) set the integrality of the variables.
6.4.1 Twin-barriers neighborhood
Let i and j be two edges of E−→
B
. We say that i and j are twin-barriers if they have the
same subjacent segment and differ only in their construction directions. Proposition 1
allows us to disregard some neighborhoods in the graph G−→
B
between twin-barriers and
consequently decrease the combinatorial complexity of the instance. We call a solution
path-minimal if the removal of a path increases the burned area, i.e., each path has at
least one barrier on the boundary of the burned region.
Proposition 1. There exists an optimal solution for the gfrp where no pair of twin-
barriers belonging to different barrier paths are constructed in immediate succession.
Proof. Consider a path-minimal solution and let i = (u, v) and j = (v, u) be a pair of
twin-barriers belonging to different paths. In this case, as depicted in Figure 6.5 (left),
either u or v must be on ∂P as i and j are constructed in immediate succession and
paths only end and begin on ∂P . Since the solution is path-minimal, the burned region
must touch both paths on barriers other than i and j, and therefore, we can replace path
ζ1 = φ1, i, j, φ2 by path ζ2 = φ1, φ2. If φ1, and consequently φ2, is empty, we just drop i or
j.
φ1 φ2
i j
r
Twin-barriers belonging to different paths
(Proposition 1): ζ1 = φ1, i and ζ2 = j, φ2.
φ1 φ2
i j
φ3 φ4
r
Twin-barriers belonging to the same path:
ζ = φ1, i, j, φ2.
Figure 6.5: Twin-barriers compositions.
Notice that Proposition 1 may not hold when the twin-barriers belong to the same path,
as depicted in Figure 6.5 (right). A concrete counter-example is shown in Figure 6.6, where
if we allow the twin-barriers to be constructed in immediate succession, the optimal solution
is comprised of the barrier paths ζ1 = a, b, f and ζ2 = d, c, b, c, e. If the neighborhood
between barriers (c, b) and (b, c) is removed, then there is not enough time to build the
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path ζ3 = a, b, c, e before the fire burns the segment dc, and so, the optimal solution for
this case is ζ1 and ζ4 = d, c, e, as shown in Figure 6.6 (right).
r
d
c
b
a
e
f
Optimal solution when twin-barriers neigh-
borhood is allowed.
r
d
c
b
a
e
f
Optimal solution when twin-barriers neigh-
borhood is not allowed.
Figure 6.6: Counter-example for Proposition 1 when twin-barriers belong to the same
path (vf = 1, vb = 4.1875).
6.5 Additional constraints
Although the constraints above are sufficient to model the gfrp, we may want to introduce
additional constraints in order to improve the strength of the model and boost its running
time. In Sections 6.5.1 and 6.5.2, we describe two of these constraints, which may simply
be added to the model without altering the set of optimal solutions. On the other
hand, in Section 6.5.3, we describe an additional constraint that, while it may sometimes
discard a small set of valid solutions for the original problem, it often either still leads
to optimal solutions or reaches solutions of nearly optimal value for the initial problem.
In Section 6.7, we further discuss the benefits of the latter constraints and analyze the
resulting improvement in running time.
6.5.1 Maximum deadline constraints
Let C be any subset of E−→
B
, and let δmax = maxi∈C δi. From Constraints (6.7) it is clear
that we cannot have ϑij > (δmax − σi) for any i ∈ C. In particular, let C∗ ⊆ C be a set
of barriers that can be part of a viable solution, and let i be the last constructed barrier
of this set. Clearly,
∑
j∈Adj−(i) ϑij ≤ δmax − σi. We also have from Constraint (6.7) that∑
j∈Adj−(i) ϑij ≥
∑
j∈C∗\{i} σj, which implies that
∑
j∈C∗\{i} σj ≤ δmax − σi, and, therefore,∑
j∈C∗ σj ≤ δmax. We can generalize this idea for C itself through the following new
constraint: ∑
i∈C
σiyi ≤ δmax (6.14)
Of course this constraint is interesting only when
∑
i∈C σi > δmax. Although there is
an exponential number of such constraints, we will add the following O(|E−→
B
|) constraints
set up by Algorithm 2 and prove that these constraints dominate all others.
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Algorithm 2 Set of maximum deadline constraints.
1: ξ ← barriers in E−→
B
sorted in increasing order of deadline.
2: for i← 1 to |ξ| do
3: δmax ← δξi
4: if
∑
j∈ξ1:i
σj > δmax then . ξ1:i: subset of ξ from the 1st to the ith barrier.
5: Add
∑
i∈ξ1:i
σiyi ≤ δmax to the model.
Algorithm 2 has complexity O(|E−→
B
| log |E−→
B
|) dictated by the sorting step on Line 1.
Proposition 2. The set of constraints set up by Algorithm 2 dominates all Constraints (6.14).
Proof. Let us assume, without loss of generality, that all deadlines are distinct. Consider
the ith iteration of the loop on Line 2 and let C = {ξ1:i}. Also, let C ′ ⊆ E−→B such that
maxk∈C′{δk} ≤ δξi and C ′ 6= C. As we can only add to C ′ barriers with deadline less than
or equal to δmax = δξi , C is maximal in this regard, and consequently C ′ ⊂ C. Therefore,
the constraint for when δmax = δξi added to the model by Algorithm 2 dominates any
other Constraint (6.14) with right-hand side δξi . Since this is valid for all deadlines, the
propositions holds.
6.5.2 Clique constraints
Another set of relevant constraints is the one composed by clique constraints. A clique
constraint is employed when there are subsets of binary variables that are mutually
exclusive. In our setting, it means finding a subset of barriers that cannot be constructed
in the same solution. As an illustration, consider Figure 6.7. There, i and j are the two
barriers we want to determine whether they can figure in the same solution. The paths
τij = ρ
∗
i + ρij + σj and τji = ρ∗j + ρji + σi are, respectively, the shortest paths starting on
the boundary and connecting i and j, with the construction of i preceding the construction
of j and vice-versa. It is clear that if we have |τij| > δj and |τji| > δi then we cannot have
i and j in the same solution as there is no solution where one can precede the other. In
this case, we can add constraint yi + yj ≤ 1 to the model.
6.5.3 k-gfrp
It is often interesting to restrict hard problems in order to make them easier to solve, at
least in practice, while still attaining solutions close to the optimum for the unrestricted
problem. For the gfrp one may want to restrict the in-degrees and out-degrees of the
vertices that are endpoints of barriers constructed in an optimal solution. With this in
mind, we define a gfrp variant called k-gfrp that restricts the in-degree and out-degree
of the vertices not on ∂P to be less than or equal to k in optimal solutions.
After analyzing the optimal solutions of a large range of instances, we observed that
most solutions are, in fact, 1-gfrp valid, i.e., no vertex not on ∂P had in-degree or
out-degree larger than 1 in optimal solutions. Hence, we expect that most solutions are
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ρ∗i
ρ∗j
i
j
ρij
ρji
Figure 6.7: Clique constraints composition.
likely not to make use of crossing paths, as the ones shown in Figure 6.8. We can try to
prevent crossing between two paths by joining them at their crossing point and reversing
the direction of one of them, if necessary. Nonetheless, we could have an instance, like the
one depicted in Figure 6.8, where it is not possible to build path φ1 and then the reverse
of path φ3, as the fire will reach a point in the beginning of φ3 before it can be successfully
constructed. For a more concrete example, it is possible to tweak the fire and construction
speeds for the instance depicted in Figure 6.6 (left) so that an optimal 1-gfrp solution is
composed by paths ζ1 = a, b, f and ζ2 = d, c, e, while the global optimum is comprised of
paths ζ3 = a, b, c, e and ζ4 = d, c, b, f .
In order to solve the 1-gfrp, we need to add Constraints (6.15) and (6.16) to our core
gfrp model described earlier. Constraints (6.15) enforce the vertices’ maximum degree,
preventing barrier paths from crossing each other or self-intersecting, like the optimal
solution for the instance in Figure 6.6 (left). The right-hand side of these constraints
can be replaced by k if we want to solve the general k-gfrp case. Constraints (6.16),
although not required to solve the 1-gfrp, force that once we construct a barrier, we
can only protect one of its incident faces, xg or xh. This prevents a barrier from being
constructed inside the region guarded by an already constructed path, thus decreasing the
set of feasible solutions. Notice that Constraints (6.16) are only valid for the 1-gfrp.
∑
e∈Adj+(v)
ye =
∑
e∈Adj−(v)
ye ≤ 1 ∀v ∈ V−→B \ ∂P (6.15)
xg + xh + yi + yj ≤ 2 ∀(g, h) ∈ EF | {i, j} ⊆ Adj−→B (g) ∩ Adj−→B (h) (6.16)
The 1-gfrp admits an additional barrier discarding algorithm which is based on a
primal bound β on the burned area. Consider the directed counterpart G−→
F
= (F,E−→
F
) of
the graph GF , defined in Section 6.2, to which we assign weights to each edge (f, g) ∈ E−→F
to be the area of the face dual of f . The algorithm starts by computing the shortest paths
over G−→
F
from the vertex corresponding to the face that holds the fire source to all other
vertices. With these shortest paths, we can assign to a barrier i a minimum burned area βi
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φ2
φ3
φ4
r
Figure 6.8: gfrp valid solution that is not 1-gfrp conformant.
corresponding to the length of the minimum shortest path to a vertex whose corresponding
face in A is incident to i. If βi > β, it is certain that no optimal solution constructs i,
as we already know a valid solution where the burned area is smaller than the minimum
area burned in any solution that constructs i. The overall time complexity is defined by
the shortest path algorithm which has complexity O(|E−→
F
|+ |F | log |F |) ⊆ O(|B| log |B|)
using a classical shortest path algorithm such as Dijkstra’s ([6]). For this algorithm to be
applicable, each constructed barrier must be incident to the burned region in an optimum
solution, as is the case of the 1-gfrp. To see that the algorithm is not suitable for the
gfrp, consider the counter-example depicted in Figure 6.6 (left). Let ψf be the area
of the region depicted in orange and ψz be the area of the trapezoid. Suppose we have
an upper bound on the burned region, say β = ψf . Following the algorithm described
above for barriers i ∈ M = {(c, e), (e, c), (b, f), (f, b)} we would have βi = ψf + ψz > β.
The algorithm would then remove all barriers in M leaving no constructible barrier path,
consequently leading to an optimum of 0. Notice, though, that the upper bound β = ψf ,
on the area of the burned region, also provides a positive lower bound on the protected
area. This contradicts the optimality of the empty solution and, therefore, invalidates this
discarding algorithm for the gfrp. Notwithstanding these facts, we will see in Section 6.7
that, in practice, optimal solutions for the gfrp are often optimal for the 1-gfrp.
6.6 Primal heuristics
Let us first define an active barrier as a barrier i with yi > 0 in the linear relaxation of
the previously presented model. Based on the observation that the vast majority of the
non-active barriers remains non-active in an optimal integer solution, we devised four
ip-based heuristics as described below.
H1 The first heuristic fixes the non-active barriers to 0 and solves the resulting integer
problem.
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H2 The second heuristic was derived from the observation that for the cases where H1
failed to obtain an optimal solution, many times the optimal solution was within the face
neighborhood, described in Section 6.2, of the active barriers. So, instead of fixing all
non-active barriers, H2 only fixes the non-active barriers that are not face neighbors of
an active barrier. In the instance shown in Figure 6.9 (top), green indicates the active
barriers, where directed edges mean that the barrier was only active in that direction,
and orange shows the barriers activated through face neighborhood. Observe that the
barriers constructed in the optimal solution, depicted in Figure 6.9 (bottom), do not form
a subset of the active barriers. On the other hand, the optimal solution is achievable after
extending the set of barriers through the face neighborhood.
H∗1 and H∗2 Let z∗(H) be the integer solution obtained by heuristic H ∈ {H1, H2} and let
y∗i ∈ {0, 1} be the value of variable yi in z∗(H). Heuristic H∗ ∈ {H∗1, H∗2} first fixes the
variables whose y∗i = 1, i.e., it fixes the barriers constructed in z∗(H), and then solves the
resulting integer problem, obtaining solution z∗(H∗). By doing this, we try to complement
solution z∗(H) by filling the idle time gaps, unused by the barriers constructed in z∗(H).
Therefore, if z(H) is the total area protected by solution z∗(H), then z(H∗) ≥ z(H).
r
Face neighborhood required for H2.
r
Optimal solution.
Figure 6.9: Face neighborhood.
6.7 Experimental Analysis
Environment The machine used in our tests figures an Intel R© Xeon R© CPU E5-2603
v3, with 6 cores, each running at 1.60GHz, and 32GB of RAM. The algorithms were
implemented using C++ and compiled with GCC 5.4. We also used CGAL 4.11 for geometric
data structures and algorithms, the Boost library 1.58 for general data structures and the
IBM ILOG CPLEX 12.7 as the (Integer) Linear Programming solver.
Instance generation As mentioned in the introduction, we benchmarked our algorithms
through two sets of instances, T1 and T2. Both sets share the same polygons, fire source
points, speeds for barrier construction and for fire spreading with the instances proposed
in [26], whose polygons were based on U.S. National Forests. We chose not to make use of
the same set of barriers of the aforementioned work for two reasons. First, the full set of
segments in the arrangement was too large for our algorithm, and second, we wanted a
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set of barriers tailored for the gfrp, i.e., with a large set of possible barrier paths, and
that could easily be generalized. Therefore, the barriers in each set were generated by a
different algorithm, as described below.
For set T1, the barrier generation algorithm starts by randomly choosing η points
inside the polygon and extracting the corresponding Voronoi diagram edges of these
points. Voronoi edges with both endpoints outside the polygon are discarded. Edges with
at least one endpoint inside the polygon are cropped by ∂P so that edges that would
intersect the polygon more than once originate just a single line segment for each endpoint
inside P , namely, the cropped portion that contains that endpoint. In our benchmark,
η ∈ {100, 150, 200, 250} such that, for a given value of η, the resulting instance had, on
average, (2.5391± 0.1513)η barriers. Notice that instances based on the same polygon,
but with different speeds, share the same set of barriers.
For set T2, we also start by generating a set I of η ∈ {100, 150, 200, 250} points. Using
the points in I and the vertices of P we construct a Delaunay triangulation DT constrained
to the interior of P . After removing the edges of DT with both endpoints on ∂P , the
remaining edges either have both endpoints in I, or one endpoint in I and one on ∂P .
From the latter set, we randomly remove edges until we get the same number of barriers of
the respective T1 instance, being careful not to remove any edge that would leave a point
in I with fewer than 3 incident edges. Having the same number of barriers for the same
polygon in T1 and T2 is important as we compare the results between sets. Figure 6.10
(left) and Figure 6.10 (right) show an example of an instance from set T1 and from set T2,
respectively, and their gfrp solution. Observe that in the solution of the instance on the
right the highlighted path crosses a previously constructed path and, therefore, this is not
a valid 1-gfrp solution.
As for the number of instances, T1 and T2 each have 600 instances = 30 polygons × 5
fire speeds (vf ∈ {1, 2, 4, 8, 16}) × 1 barrier construction speed (vb = 2) × 4 (values of η).
All the instances used in this work and their best known bounds are publicly available
at [27].
r
Example of an instance in T1.
r
Example of an instance in T2.
Figure 6.10: Example of gfrp instances and the respective solutions (vf = 1, vb = 2).
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Test settings In order to assess the individual contributions of each major improvement
added to the algorithm, we organized our tests in configurations, each represented by a
4-tuple, IHCD. I stands for the ip model employed, which can either be B, the core model
for the gfrp, or 1, the core model for the 1-gfrp variant. H stands for the presence of the
primal heuristics, described in Section 6.6, which is provided to the ip solver as a valid
solution for warm starting and also used to discard barriers in the case of the 1-gfrp. C
represents the clique constraints described in Section 6.5.2, and D stands for the maximum
deadline constraints presented in Section 6.5.1. H, C and D can be , meaning that the
corresponding feature is absent in that configuration.
Regarding time limits, the solver was allowed to run for 30 minutes for each instance,
while each heuristic, when enabled, could run for up to 60 seconds.
Throughout this section, B will stand for the original set of barriers, i.e., the set before
the barrier discarding algorithms, and B∗ ⊆ B for the reduced set, i.e., the barriers that
remained after applying said algorithms.
6.7.1 Experimental results for set T1
For this set of instances, we analyze the algorithm configurations BH , BHC , B CD, BHCD
and 1HCD. We begin our analysis by presenting the percentage of solved instances for each
configuration in Table 6.1. We first notice that the lower the ratio vf/vb, the harder the
instance seems to get, which means we can narrow our investigation, in a first moment,
to the instances with smaller vf in order to assess the individual contribution of each
improvement added to the algorithm. From BH to BHC we observe a significant increase,
of almost four times for vf = 1, of solved instances. Nonetheless, it is when we add
the maximum deadline constraints, in configuration BHCD, that we observe the greatest
improvement in the percentages across the board. In order to justify computing primal
solutions we also analyze configuration B CD, which solves 3.5% fewer instances than
BHCD overall. Most importantly, this percentage is considerably higher when we restrict
our analysis to the harder instances. Notice that this increase was mostly due to the
enhancements in the ip model as we observed marginal differences when comparing settings
B and BH . Finally, to check the improvements that can be achieved when we narrow
solutions to be 1-gfrp conformant, in configuration 1HCD we see a large increase in the
number of solved instances, almost reaching the total of them. It is worth noting that for the
solved instances in this set, the gfrp optimal values actually matched the corresponding
1-gfrp values. Regarding unsolved instances, the average gap was 5.10%± 10.33% for
the configuration BHCD, and 3.92%± 8.96% for 1HCD.
From a linear programming point of view, we can evaluate the strength of the models
through the data in Table 6.2, which shows the average duality gap (in percentage) between
the optimum of the linear relaxation and the best known primal solution for a given setting.
The data reveal a steady decrease in the gap as we strengthen the model. Interestingly,
the gap gets increasingly smaller the harder the instance, i.e., the lower the value of vf .
An overview of the tested configurations is also given in Figure 6.11, which compares
the average times of the major phases of the algorithm. In that figure, the parenthesized
number is the total of solved instances over which the averages are calculated. Restricting
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vf 1 2 4 8 16
BH 4.17 34.17 70.83 91.67 100.00
BHC 15.83 38.33 73.33 94.17 100.00
B CD 61.67 80.00 90.83 100.00 100.00
BHCD 70.00 87.50 92.50 100.00 100.00
1HCD 92.50 98.33 98.33 100.00 100.00
Table 6.1: Percentage of solved instances (T1).
vf 1 2 4 8 16
BH 42.24± 34.74 43.26± 39.03 33.10± 27.80 32.05± 43.93 58.01± 263.12
BHC 29.18± 24.43 29.82± 21.24 31.35± 27.31 27.79± 34.13 42.13± 151.26
BHCD 5.28± 4.67 11.71± 8.95 24.22± 22.05 27.13± 34.26 41.76± 151.30
1HCD 4.86± 4.15 11.15± 8.46 23.07± 20.15 25.85± 33.18 40.33± 149.27
Table 6.2: Average percentage gap and standard deviations, for all instances, between the
linear relaxation and the best known primal solutions (T1).
our analysis to vf = 1, we first notice that from the second configuration onward, the total
average time was much lower than the first setting, while solving many more instances. It
is interesting to note that while the linear relaxation times increased, due to the respective
increase in the number of restrictions, the heuristics time decreased, as the ip model became
stronger with the new constraints. For vf ≥ 2, although the first configuration does not
have the highest overall average, each increase in time in the subsequent configurations
led to more instances being solved. Nevertheless, the 1HCD setting was able to solve more
instances than any other configuration and still managed to reduce the total average time,
even though it may not always find the optimum for the unrestricted problem.
Narrowing our investigation to the best general configurations for the gfrp and the
1-gfrp variant, namely BHCD and 1HCD, we show in Figures 6.12 and 6.13 the solver
times for the instances solved to optimality for the gfrp and 1-gfrp, respectively. The
rightmost color-coded column is employed to help visualize the growth of solver times.
To ease the analysis, the figures also include an exponential regression calculated after
trimming the bottom 25% of instances sorted by the number of barriers. As noticed before,
all the known gfrp optima for this set of instances matched the corresponding 1-gfrp
optima, thus making the 1-gfrp a good heuristic for the gfrp. Comparing solver times,
we see a general time decrease of 1HCD relative to BHCD besides the increase in the number
of solved instances mentioned earlier. We also observe that for both configurations the
times rapidly increase as |B∗| grows, indicating this is a good measure to assess an instance
hardness. Recall that |B∗| stands for the reduced set of barriers.
To analyze the results for configuration BHCD, we start by examining Table 6.3, which
categorizes the instances by the parameter η of the instance generation procedure. A larger
value of η usually leads to a larger set of barriers and, as shown in Figure 6.12, the cardinality
of this set typically determines the hardness of the instance. Thus, increasing/decreasing
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Figure 6.11: Average times (T1) of the algorithm’s major phases.
the value of η is a good way to scale the hardness of the generated instances.
Turning our attention to the heuristics proposed, we present in Table 6.4 the percentage
of instances where each heuristic achieved the known optima. From this table, we gather
that heuristic H∗2 was able to attain the optimum for most instances. Notice, however, that
when we consider the best (maximum) solution among all heuristics, we can match more
optima than the percentage for H∗2. This implies that H1, and mainly its improved version
H∗1, are able to equal some optima not matched by the other two heuristics. Complementing
Table 6.4, we have Table 6.5 showing the average gap from the optimum for the solutions
where each heuristic did not achieve the optimum. Once again we observe heuristics H2
and H∗2 attaining the lowest gaps, except when vf = 2. Overall, the gap is fairly low for all
vf 1 2 4 8 16
η = 100 90.00 100.00 100.00 100.00 100.00
η = 150 86.67 96.67 96.67 100.00 100.00
η = 200 56.67 96.67 93.33 100.00 100.00
η = 250 46.67 56.67 80.00 100.00 100.00
Table 6.3: Percentage of solved instances for configuration BHCD grouped by the instance
generation parameter η (T1).
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Figure 6.12: BHCD solver times for T1 instances solved to optimality (540 instances).
vf 1 2 4 8 16
H1 38.10 33.33 39.64 38.33 55.00
H∗1 44.05 42.86 49.55 68.33 80.83
H2 83.33 70.48 63.96 50.00 60.83
H∗2 84.52 74.29 78.38 72.50 88.33
Max. 84.52 77.14 80.18 83.33 90.00
Table 6.4: Percentage of instances where the heuristics achieved the optimum (T1/BHCD).
fire speeds.
Finally, we look at the barrier discarding algorithms data, shown in Table 6.6. For
the shortest path algorithm, we observe a steady increase in the percentage of discarded
barriers as vf grows. This is expected, since the higher the fire spreading speed, the
lower the deadlines. The large percentage of barriers removed makes instances with high
vf be among the easiest ones. On the other hand, the primal bound based algorithm
is more effective the lower the ratio vf/vb is. This is also expected since the fire is too
slow compared to the barrier construction speed. This entails that a large percentage
of the area of the polygon is protected or, equivalently, only a small area is consumed
by the fire. As the burned area is small, barriers far from the fire source can safely be
discarded. Although this algorithm seems to remove, on average, an insignificant subset of
the barriers, if any, it is most effective when vf is low, which corresponds to the hardest
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Figure 6.13: 1HCD solver times for T1 instances solved to optimality (587 instances).
instances in this set, making it a valuable addition overall.
6.7.2 Experimental results for set T2
Table 6.7 shows the average cardinality of B∗ for both sets of instances, T1 and T2. As
mentioned in the beginning of Section 6.7, the cardinality of the original set of barriers B
is the same for both sets of instances. From this table, we notice that, on average, |B∗| is
lower for set T2, which suggests that this set of instances should be easier than T1. As the
measures are calculated over all fire speeds, and as per Table 6.6, the number of barriers
vary widely across speeds, the deviations are expected to be high. Also, regarding the
composition of the instances, Figure 6.14 shows the cumulative average of vertices of G−→
B
vf 1 2 4 8 16
H1 2.64± 7.69 3.81± 7.49 5.46± 9.75 6.62± 17.02 3.60± 13.79
H∗1 1.92± 5.53 3.45± 7.39 4.67± 8.90 4.47± 14.36 2.62± 13.37
H2 0.28± 0.92 3.08± 14.30 1.72± 4.64 3.13± 10.45 2.08± 6.73
H∗2 0.23± 0.81 2.95± 14.27 1.53± 4.52 2.21± 9.67 1.15± 5.43
Min. 0.23± 0.81 1.11± 5.19 1.51± 4.51 1.99± 9.67 1.14± 5.43
Table 6.5: Average gap from the optimum solution for instances where the heuristics did
not match the optimum (T1/BHCD).
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vf 1 2 4 8 16
ρ∗ (BHCD and 1HCD) 5.09± 3.81 13.98± 8.36 32.62± 14.68 59.40± 16.98 83.96± 11.51
P. bound (1HCD) 15.72± 27.48 0.29± 2.06 0.00± 0.00 0.00± 0.00 0.00± 0.00
Table 6.6: Percentage of discarded barriers (T1).
T1 T2
η |B∗| |B∗|
η = 100 280.03± 157.12 270.13± 150.85
η = 150 455.49± 239.66 419.50± 239.43
η = 200 643.33± 316.79 592.81± 323.17
η = 250 826.20± 396.76 763.89± 409.50
Table 6.7: Average cardinality of B∗ (BHCD).
with up to a given degree, i.e., in-degree plus out-degree. The degrees are taken without
contracting the vertices on the ∂P and after applying the discarding algorithm for each
fire speed. Vertices with degree 0 imply that all edges with an endpoint on that vertex
were discarded. While the instances in T1 had no vertices with degree greater than 6, we
observe from the graph that for the lowest speed, these vertices amount to around 45%
of the total. The data on the degrees of the vertices degrees are paramount to the set
T2 since the instances in this set were designed to assess the effects of a broader spread
distribution of the degrees on the hardness of the instances.
We are now able to comparatively analyze the behavior of our algorithm when applied
to the two sets of instances. Table 6.8 presents the percentage of solved instances for
set T2 using the two best configurations for set T1. Comparing the results from this
table with the data in Table 6.1, we notice a substantial decrease in the percentages for
lower fire speeds, although we observed a decrease in the average number of barriers as
in Table 6.7. This leads us to conclude that the higher average degree is influential to
an instance hardness. For the unsolved instances, the average gap was 3.19 ± 4.81 for
configuration BHCD and 1.94±2.31 for 1HCD, which are lower than their T1 counterparts. In
order to justify our choice of the instance generation procedure, we also consider Table 6.9
which shows the percentage of solved instances grouped by the generation parameter η.
Once again, changing this parameter seems to be a good way to scale the hardness of the
instances. Regarding individual solver times, consider Figures 6.15 and 6.16. Comparing
with the solver times for set T1, we observe an overall increase for both settings.
vf 1 2 4 8 16
BHCD 44.17 75.00 90.00 100.00 100.00
1HCD 71.67 92.50 97.50 100.00 100.00
Table 6.8: Percentage of solved instances (T2).
As this set of instances seems harder than set T1, it is interesting to revisit other
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Figure 6.14: Cumulative percentage of vertices with up to a given degree considering the
barriers in B∗ (BHCD).
vf 1 2 4 8 16
η = 100 63.33 86.67 100.00 100.00 100.00
η = 150 63.33 90.00 96.67 100.00 100.00
η = 200 33.33 76.67 96.67 100.00 100.00
η = 250 16.67 46.67 66.67 100.00 100.00
Table 6.9: Percentage of solved instances for configuration BHCD grouped by the instance
generation parameter η (T2).
aspects of the algorithm. Table 6.10 shows the percentage of instances where the heuristics
achieved the optimum. Comparing with Table 6.4 for set T1, we observe a significant
decrease in the percentages although the overall maximum values are still high. Analyzing
the remaining instances, Table 6.11 shows the average percentage gap from the optimum
for each heuristic. The overall percentages are very low, mainly for instances with lower fire
speeds, indicating that, although the number of optimum matches decreased, the heuristics
are still able to yield high quality solutions. It is interesting to note that heuristic H∗1 was
able to achieve a low average for the hardest instances in this set (vf = 1). To complete
our analysis, we consider Table 6.12 showing the percentages of discarded barriers. As
we already noticed from Table 6.7, both algorithms are still effective procedures that
significantly reduce the instance sizes.
A final comment regards the solution quality of the configuration 1HCD when compared
to the solutions for the setting BHCD. For the set T2 of instances, all but two had the
same solution value for both configurations, one of which is shown in Figure 6.10 (right).
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Figure 6.15: BHCD solver times for T2 instances solved to optimality (491 instances).
vf 1 2 4 8 16
H1 18.87 20.00 14.81 11.67 27.50
H∗1 30.19 27.78 27.78 31.67 62.50
H2 69.81 51.11 44.44 30.83 42.50
H∗2 73.58 60.00 62.04 53.33 64.17
Max. 77.36 60.00 63.89 58.33 78.33
Table 6.10: Percentage of instances where the heuristics achieved the optimum (T2/BHCD).
Nonetheless, the percentage differences between optima were only 0.225% and 0.006%,
which is negligible. This endorses the 1-gfrp as a good heuristic for the gfrp.
6.8 Conclusion
In this work, we proposed and solved the Geometric Firefighter Routing Problem and
its variant 1-gfrp. We presented, in detail, exact algorithms for both problems, which
include primal heuristics, problem reduction routines, an ip model and two additional sets
of valid restrictions. To test our algorithm, we created two sets of challenging instances
and reported on extensive experimental results. We analyzed the contribution of each
improvement made to the algorithm and determined its effectiveness for the benchmark
instances.
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Figure 6.16: 1HCD solver times for T2 instances solved to optimality (554 instances).
vf 1 2 4 8 16
H1 2.68± 7.29 4.49± 11.24 9.81± 17.21 15.87± 27.43 7.42± 16.41
H∗1 1.61± 3.81 4.15± 10.98 8.67± 17.17 10.48± 21.08 3.44± 11.57
H2 2.64± 13.86 3.06± 12.62 3.56± 8.04 8.09± 18.91 4.07± 10.94
H∗2 2.63± 13.86 3.02± 12.62 3.40± 7.98 6.88± 16.86 3.18± 10.41
Min. 0.75± 3.14 1.84± 7.27 3.23± 7.91 5.36± 13.75 1.99± 9.57
Table 6.11: Average gap from the optimum solution for instances where the heuristics did
not matched the optimum (T2/BHCD).
vf 1 2 4 8 16
ρ∗ (BHCD and 1HCD) 6.56± 4.08 18.12± 9.86 40.01± 16.81 66.22± 16.37 84.59± 10.18
P. bound (1HCD) 9.84± 20.26 0.75± 4.80 0.00± 0.00 0.00± 0.00 0.00± 0.00
Table 6.12: Percentage of discarded barriers (T2).
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Regarding future works, many other aspects may be considered to extend the gfrp
to make it more adequately model real-world settings. Possible enhancements include:
to use non-constant barrier construction and fire spreading speeds; to take into account
previously constructed barriers that can divert the fire and, hence, increase deadlines; and
to modify the concept of a barrier path to allow barriers to be present more than once in
each direction or to permit that barriers be traversed at a higher speed once they have
been constructed.
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Chapter 7
Final considerations
In this thesis, we presented the first reported exact algorithms for the Geometric Firefighter
Problem. In Chapter 4 we include our earliest algorithm whose major contributions are
a barrier discarding algorithm and ip model. In that paper, we proposed, and reported
on experimental results on the first set of instances for the gfp. In the article within
Chapter 5, our ip model went through a complete rework. We also described significant
improvements to the barrier discarding algorithm and were able to present in greater detail
all the preprocessing algorithms required to build the ip model and primal algorithms.
Moreover, we adapted the algorithm to solve the Disjoint Geometric Firefighter Problem.
Finally, a new, more challenging, set of instances was proposed after we realized that we
were able to solve all the instances from the previous benchmark within seconds. We
reported extensive experimental results for both the gfp and the dgfp.
In the research paper in Chapter 6 we decided it would be interesting to lift restrictions
from the gfp in order to better model realistic settings. Relaxing the linearity condition
imposed in the gfp, we formulated the Geometric Firefighter Routing Problem and its sub-
variant the 1-gfrp. We detailed a complete exact algorithm, including barrier discarding
algorithms, primal heuristics and ip models for both problems. We also constructed
two large sets of instances, designed to thoroughly test our algorithms, and reported on
comprehensive experimental results.
Moreover, all sets of instances as well as their best known bounds have been made
publicly available for future works ([28, 27]).
7.1 Future works
Although the gfrp made the gfp considerably more general, many aspects remain to
be improved that can help bring the problem closer to real life situations. The most
challenging aspect to be considered are dynamic deadlines. So far, we only considered
deadlines that portray the worst possible scenario regarding fire expansion. In a more
realistic setting, the fire could be diverted by fully constructed barriers, or even by partially
constructed ones, thus possibly delaying the fire as it progresses towards another set of
barriers.
Other aspects that were not considered in our solutions and would require a significant
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effort to be implemented are:
• Dynamic speeds such as:
– increasing/decreasing the fire rate of spreading as a function of time;
– increasing/decreasing the barrier construction speed as a function of the path
cost;
– increasing/decreasing the barrier construction speed based on the proximity to
the boundary of nearest burned region.
• In the gfrp we allowed each barrier to be constructed at most once in each direction.
In order to relax this restriction, one could allow a barrier to be constructed at most
k times or be allowed to be traversed after being constructed. This traversal could
be done at a higher speed than the construction speed.
Many other scenarios are possible and could lead to challenging problems.
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Appendix A
Graphical user interface
While a command-line interface is very useful when it comes to batch testing algorithms, we
found it invaluable to employ a graphical user interface (gui) that is able render an instance
and its solution. Visualizing an instance, its discarded barriers, a solution simulation,
among other things, provided insights regarding common solution characteristics and
helped to quickly dismiss conjectures. Besides, the gui was crucial in testing our many
instance generation procedures.
Below are the main features of the implemented gui:
• Open/save and solve gfp and gfrp instances (Figure A.1);
• Show/hide barriers and discarded barriers (Figure A.2);
• Simulate an instance solution (Figure A.3);
• Generate random instances, including barrier sets, for general simple and convex
polygons;
• Adjust r, vf and vb independent of the loaded instance file (Figure A.4);
• Enable/disable/configure major algorithm steps (Figure A.4).
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Figure A.1: gui: instance display.
Figure A.2: gui: discarded barriers (in orange).
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Figure A.3: gui: solution simulation.
Figure A.4: gui: settings.
