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Abstract
The fact that given complex n× n matrices A and B are (or are not) unitarily similar can
be verified with the help of the Specht–Pearcy criterion. Its application, however, involves
a huge amount of computational work; to get a positive answer, one should compare the
traces of all the products composed of A and A∗ with length up to 2n2 with the traces
of similar products composed of B and B∗. For some matrices A, B, most of this work is
redundant. For instance, when A and B are normal matrices, they only need to have iden-
tical eigenvalues to be unitarily similar, and this condition can be verified by comparing
two n-tuples of traces. In this paper, we identify another class of matrices where unitary
similarity among its members can be economically verified. These are matrices with qua-
dratic minimal polynomials. If A and B are matrices of this kind, then, to be unitarily sim-
ilar, they need to have the same eigenvalues and the same singular values, which can be
verified by comparing two 2n-tuples of traces. Two widely known subclasses of matrices
with quadratic minimal polynomials are projectors and involutions. For these subclasses, we
give yet another derivation of the unitary similarity criterion above, based on the canonical
form for oblique projectors found by D. Djokovic´. © 2002 Elsevier Science Inc. All rights
reserved.
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1. Introduction
Let A and B be n× n complex matrices. To verify whether A and B are unitarily
similar, the following classical theorem may be employed (see [1, Theorem 2.2.6]).
Theorem 1 (Specht’s criterion). Two given matrices A,B ∈ Mn, the set of n× n
complex matrices, are unitarily similar if and only if
trW(A,A∗) = trW(B,B∗) (1)
for every word
W(s, t) = sm1 tn1 · · · smk tnk , m1, n1, . . . , mk, nk  0 (2)
in two noncommuting variables s and t.
Theorem 1 is not an effective criterion because it involves verifying the infinite
set of equalities (1). However, it was made into an effective criterion by Pearcy [2]
(see also [1, Theorem 2.2.8]). Note that, for the word in (2), the nonnegative integer
m1 + n1 + · · · +mk + nk is called the degree of W(s, t).
Theorem 2 (Pearcy). Two given matrices A,B ∈ Mn are unitarily similar if and only
if (1) holds for every word W(s, t) of degree at most 2n2.
It is still a formidable task to apply the Specht–Pearcy criterion to a general pair
of matrices A,B ∈ Mn. However, for some pairs, checking their unitary similarity is
much easier. Assume, for instance, that A and B are known to be normal matrices.
Then, to be unitarily similar, A and B only need to have the same eigenvalues or, in
other words, to have the same characteristic polynomial. Verifying this amounts to
checking the n equalities
tr(Ai) = tr(Bi), i = 1, . . . , n, (3)
a huge economy of computational work as compared to Theorem 2.
In this paper, we identify another class of matrices whose members can be checked
for unitary similarity much easier than general matrices. These are matrices with
quadratic minimal polynomials. In Section 2, using Specht’s criterion, we prove the
following assertion.
Theorem 3. Matrices A,B ∈ Mn, each having a quadratic minimal polynomial,
are unitarily similar if and only if A and B have the same eigenvalues and the same
singular values.
Verifying the condition of this theorem amounts to checking the n equalities (3)
and another n equalities
tr(AA∗)i = tr(BB∗)i , i = 1, . . . , n. (4)
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Two widely known subclasses of matrices with quadratic minimal polynomials
are projectors and involutions. In Section 3, we give a different proof of Theorem 3
for the case when A and B are projectors. In this proof, we use the canonical form
for oblique projectors under unitary similarity found in [3]. The case when A and B
are involutions can be treated similarly.
Note that, for less special matrices A and B, equalities (3) and (4) may not be
sufficient for unitary similarity. Take, for example,
A =

1 0 04 3 0
0 2 5

 , B = AT.
Obviously, A and AT have the same eigenvalues and the same singular values. How-
ever, for W(s, t) = sts2t2 (the use of this word was suggested to the second author
by C.R. Johnson), we have
trW(A,AT) = 39 223,
trW(AT, A) = 39 991.
By Specht’s criterion, A and B are not unitarily similar.
2. Proof of Theorem 3
The conditions in Theorem 3 are obviously necessary. Thus, only the sufficiency
part needs to be proved.
Since A and B are assumed to have quadratic minimal polynomials and identical
eigenvalues, they are bound to have the same minimal polynomial, say,
f (λ) = λ2 − cλ− d.
Thus,
A2 = cA+ dI (5)
and
B2 = cB + dI. (6)
Recall that the numbers µi = tr (Ai), i = 1, . . . , n uniquely determine the coeffi-
cients of the characteristic polynomial
p(t) = tn + an−1tn−1 + · · · + a1t + a0 (7)
of A. By (3), this is also the characteristic polynomial of B. Now, the (additional)
Newton identities (see [1, Problem 11 in Section 1.2])
µka0 + µk+1a1 + · · · + µn+k−1an−1 + µn+k = 0, k = 1, 2, . . .
uniquely determine µn+1, µn+2, . . . in terms of the numbers µ1, . . . , µn and a0, a1,
. . . , an−1. Hence, relations (3) imply that
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tr(Ai) = tr(Bi) ∀i ∈ N. (8)
In the same vein, relations (4) imply that
tr(AA∗)i = tr(BB∗)i ∀i ∈ N. (9)
To prove Specht’s equalities (1), we arrange the words W(s, t) in increasing de-
gree:
s, t, s2, st, ts, t2, s3, s2t, sts, st2, ts2, tst, t2s, t3, . . . (10)
The subset of sequence (10) formed of all words of degree k will be called its kth
layer. Accordingly, each of the matrix sequences
A,A∗, A2, AA∗, A∗A,A∗2, A3, A2A∗, . . . (11)
and
B,B∗, B2, BB∗, B∗B,B∗2, B3, B2B∗, . . . (12)
is considered as consisting of layers.
We will verify (1), using the induction on the index k of a layer. For k = 1, the two
equalities to be checked are (3) with i = 1 and its complex conjugate counterpart
trA = tr(A∗) = tr(B∗) = trB.
Assume that equalities (1) have been verified for words of degree k < k0 and
turned out to be true. This implies that any linear combination of the matrices in the
first k0 − 1 layers of (11) and the similar combination of the matrices in (12) have
identical traces. Now, we verify that (1) holds for words of degree k0.
Although layer k0 of (11) formally consists of 2k0 words, there are only two words
that we have not met before. These are the words
W1(A,A
∗) = AA∗AA∗ · · ·AA∗ = (AA∗)l0 (13)
and
W2(A,A
∗) = A∗AA∗A · · ·A∗A = (A∗A)l0 (14)
for k0 = 2l0, and
W1(A,A
∗) = AA∗AA∗ · · ·AA∗A = (AA∗)l0A = A(A∗A)l0 (15)
and
W2(A,A
∗) = A∗AA∗A · · ·A∗AA∗ = (A∗A)l0A∗ = A∗(AA∗)l0 (16)
for k0 = 2l0 + 1. All the other words in layer k0 can be replaced by linear combina-
tions of words of smaller degrees, using (5). The same argument applies to layer k0
of sequence (12).
When k0 = 2l0, we have for the two remaining words
trW1(A,A∗) = tr(AA∗)l0 = tr(BB∗)l0 = trW1(B, B∗), (17)
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in view of (9), and
trW2(A,A∗)= tr (A∗A)l0 = tr(A∗A · · ·A∗A)
= tr (AA∗ · · ·A∗AA∗) = tr (AA∗)l0 = tr (BB∗)l0
= tr (B∗B)l0 = trW2(B, B∗).
When k0 = 2l0 + 1, we have
trW1(A,A∗) = tr[A(A∗A)l0 ] = tr[(A∗A)l0A] = tr[(A∗A)l0−1A∗A2]. (18)
Using (5), we can replace the word on the right-hand side of (18) by a linear com-
bination of words of smaller degrees. The linear combination with the same coeffi-
cients of words in (12) is obtained, when the transformations in (18) are applied to
W1(B, B∗). Thus,
trW1(A,A∗) = trW1(B, B∗).
The second equality
trW2(A,A∗) = trW2(B, B∗)
is verified in the same way or by using the relations
trW2(A,A∗)= tr[A∗(AA∗)l0 ] = tr [A∗(AA∗)l0 ]∗
= tr [(AA∗)l0A] = trW1(A,A∗)
and the similar relations for W2(B, B∗). The theorem is proved.
3. The case of projectors
Assume that A,B ∈ Mn are projectors. Then, a proof of Theorem 3 can be based
on a canonical form for projectors under unitary similarity introduced in [3].
Theorem 4. Let A ∈ Mn be a projector. Then, there exists a unitary similarity trans-
formation that reduces A to the direct sum(
1 σ1
0 0
)
⊕ · · · ⊕
(
1 σk
0 0
)
⊕ Im ⊕ 0s , (19)
where σ1  σ2  · · ·  σk > 0 and 2k +m+ s = n. The numbers k,m, s, and σi
are unique.
Note that k +m and k + s are the multiplicities of 1 and 0, respectively, as the
eigenvalues of A. Moreover, (19) reveals that the singular values of A are 0 (with
multiplicity k + s), 1 (with multiplicity m), and the k numbers
si =
√
1 + σ 2i , i = 1, . . . , k.
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In other words, the eigenvalues and singular values of A uniquely determine the
canonical form (19), k being the number of singular values si that are greater than 1
and the parameters σi being calculated as
σi =
√
s2i − 1, i = 1, . . . , k.
This makes Theorem 3 obvious when A and B are projectors.
Remark. It is well known that, for a projector A, the matrix
C = 2A− I
is an involution. The converse is also true.
Djokovic´’s Theorem 4 entails the following canonical form for involutions:(
1 2σ1
0 −1
)
⊕ · · · ⊕
(
1 2σk
0 −1
)
⊕ Im ⊕ (−Is).
Thus, the argument above also applies to involutions A,B ∈ Mn.
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