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ABELIAN CATEGORIES ARISING FROM CLUSTER-TILTING SUBCATEGORIES
II: QUOTIENT FUNCTORS
YU LIU AND PANYUE ZHOU
Abstract. In this paper, we consider a kind of ideal quotient of an extriangulated category such
that the ideal is the kernel of a functor from this extriangulated category to an abelian category. We
study a condition when the functor is dense and full, in another word, the ideal quotient becomes
abelian. Moreover, a new equivalent characterization of cluster-tilting subcategories is given by applying
homological methods according to this functor. As an application, we show that in a connected 2-Calabi-
Yau triangulated category B, a functorially finite, extension closed subcategory T of B is cluster tilting
if and only if B/T is an abelian category.
1. Introduction
Cluster tilting theory sprouted from the categorification of Fomin-Zelevinsky’s cluster algebras. It is
used to construct abelian categories from some triangulated categories and exact categories. Koenig and
Zhu [KZ, Theorem 3.3] showed that the quotient of any triangulated category modulo a cluster-tilting
subcategory is abelian. A similar result on exact category was shown by Demonet and Liu in [DL].
However not all triangulated categories or exact categories contain a cluster-tilting subcategory, but
they may still admit abelian quotients (see Section 5 in [KZ], Example 18 in [GJ] and Example 3.13).
Moreover, not all abelian quotients are arising by moduloing subcategories (see Exmaple 19 in [GJ] and
Example 3.12). In fact, for example (see [GJ]), in a Hom-finite, Krull-Schmidt triangulated k-category
T , where k is a field, let J be an ideal such that J (A,B) = {f ∈ HomT (A,B) | HomT (T, f) = 0}. Then
if HomT (T,−) is a quotient functor (i.e. dense and full), we have the following commutative diagram
T
HomT (T,−) //
π !!❈
❈❈
❈❈
❈ modEndT (T )
op
T /J
≃
66♥♥♥♥♥♥♥♥
where π : T → T /J is the natural quotient functor. Grimeland and Jacobsen showed the following
result, which contains all the cases above on triangulated categories.
Theorem 1.1. [GJ, Theorem 17] and [GJ, Theorem 25] Let T be a Hom-finite Krull-Schmidt triangulated
k-category, where k is a field. Then HomT (T,−) is a quotient functor, i.e. full and dense, if and only if
the following two conditions are satisfied
(a) For all right minimal morphisms T1 → T0, where T0, T1 ∈ addT , all triangles
T1 → T0 → X
h
−−→ ΣT1
satisfy HomT (T, h) = 0.
(b) For all indecomposable T -support objects X, i.e. HomT (T,X) 6= 0, there exist triangles
T1 → T0 → X
h
−−→ ΣT1
with T1, T0 ∈ addT and HomT (T, h) = 0.
An object T ∈ T is a cluster-tilting object if and only if (a) is satisfied and furthermore:
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(c) For all indecomposable objects X, there exists a triangle
T1 → T0 → X
h
−−→ ΣT1
with T1, T0 ∈ addT and HomT (T, h) 6= 0.
(d) if T ′ is an indecomposable summand of T , then ΣT ′ /∈ addT .
It is very natural to consider if the similar result holds on exact categories. Also we are considering if
we can drop some assumptions for the triangulated case [GJ]. Hence in this article we will still work on an
extriangulated category as in [LZ] and consider the similar question on it. The notion of an extriangulated
category was introduced in [NP] (please see section 2 for detailed definition of extriangulated category),
which is a simultaneous generalization of exact category and triangulated category.
In this article, let (B,E, s) be a Hom-finite Krull-Schmidt extriangulated category over a field k. Any
subcategory we discuss in this article will be full and closed under isomorphisms. We also assume that B
has enough projectives P and enough injectives I.
We first introduce some notions.
We denote by B/D the category whose objects are objects of B and whose morphisms are elements of
HomB(A,B)/D(A,B) for A,B ∈ B, where D(A,B) the subgroup of HomB(A,B) consisting of morphisms
which factor through an object in D. Such category is called the quotient category of B by D.
When D = P , for any morphism f : A → B in B, we denote by f the image of f under the natural
quotient functor B → B/P . We also denote B′/P by B′ if P ⊆ B′ ⊆ B.
When D = I, for any morphism f : A → B in B, we denote by f the image of f under the natural
quotient functor B → B/I. We also denote B′/I by B′ if I ⊆ B′ ⊆ B.
Let B′,B′′ be two subcategories of B, denote by CoCone(B′,B′′) the subcategory of objectsX admitting
an E-triangle X // B′ // B′′ //❴❴❴ where B′ ∈ B′ and B′′ ∈ B′′. We denote by Cone(B′,B′′)
the subcategory of objects Y admitting an E-triangle B′ // B′′ // Y //❴❴❴ where B′ ∈ B′ and
B′′ ∈ B′′.
Let ΩB′ = CoCone(P ,B′) and ΣB′ = Cone(B′, I). If there is no confusion, we can write an object D
in the form ΩB if it admits an E-triangle D // P // B //❴❴❴ where P ∈ P , and write an object
D′ in the form ΣB′ if it admits an E-triangle B′ // I // D′ //❴❴❴ where I ∈ I.
From now on, let T be a subcategory of B which is closed under direct sums and summands. We give
the first main result of this article, which is an extriangulated category version of [GJ, Theorem 17].
Theorem 1.2. Let T be a contravariantly finite subcategory of B such that P ⊂ T and E(T ,P) = 0.
Then the functor HomB(ΩT ,−) is a quotient functor, i.e. full and dense, if and only if the following
conditions are satisfied:
(a) In the following commutative diagram
R1
f

R1

R2
g

// P //

T2 //❴❴❴
A
h
//
✤
✤
✤ T1
//
✤
✤
✤ T2
//❴❴❴
where T1, T2 ∈ T and P ∈ P, if 0 6= f is right minimal, then HomB(ΩT , h) = 0.
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(b) For any indecomposable object A such that HomB(ΩT , A) 6= 0, A admits a commutative diagram
R1
f

R1

R2
g

// P //

T2 //❴❴❴
A
h
//
✤
✤
✤ T1
//
✤
✤
✤ T2
//❴❴❴
where T1, T2 ∈ T , P ∈ P and HomB(ΩT , h) = 0.
By [NP, Proposition 3.30], B/(P ∩ I) is still an extriangulated category. We recall that an extri-
angulated category is called connected if it can not be written as a direct sum of two extriangulated
subcategories (for details, please see [LZ, Definition 1.9]). We apply Theorem 1.2 and prove the second
main result of this article.
Theorem 1.3. Let T be a non-zero functorially finite subcategory of B such that
(1) P ⊂ T and I ⊂ T ;
(2) E(T ,P) = 0 = E(I, T );
(3) For object B, HomB(ΩT , B) = 0 if and only if HomB(B,ΣT ) = 0.
If B/(P ∩ I) is connected, HomB(ΩT ,−) and HomB(−,ΣT ) are quotient functors, then T is a cluster-
tilting subcategory if and only if one of the following conditions is satisfied
(a) T ∩ ΩT = P.
(b) T is extension closed.
By using this theorem, we get the following interesting corollaries, the second one generalizes [GJ,
Theorem 27].
Corollary 1.4. Let B be a connected, Krull-Schmidt, 2-Calabi-Yau triangulated category over a field
k, T be a functorially finite, extension closed subcategory. Then B/T is abelian if and only if T is
cluster-tilting.
Corollary 1.5. Let B be a connected, Krull-Schmidt, Hom-finte, k-linear, 2-Calabi-Yau triangulated
category with suspension functor Σ, T = addT be a functorially finite subcategory. If HomB(T,−) is full
and dense, then T is a cluster tilting object or EndB(T )
op ≃ k.
This article is organized as follows. In Section 2, we review some elementary definitions and facts
of extriangulated category that we need. In Section 3, we prove our first main result and give some
examples. In Section 4, we prove our second main result.
2. Preliminaries
Let us briefly recall the definition and basic properties of extriangulated categories from [NP]. Through-
out this paper, we assume that B is an additive category.
Definition 2.1. Suppose that B is equipped with an additive bifunctor E : Bop × B → Ab, where Ab is
the category of abelian groups. For any pair of objects A,C ∈ B, an element δ ∈ E(C,A) is called an
E-extension. Thus formally, an E-extension is a triplet (A, δ, C). For any A,C ∈ C, the zero element
0 ∈ E(C,A) is called the spilt E-extension.
Let δ ∈ E(C,A) be any E-extension. By the functoriality, for any a ∈ B(A,A′) and c ∈ B(C′, C), we
have E-extensions
E(C, a)(δ) ∈ E(C,A′) and E(c, A)(δ) ∈ E(C′, A).
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We abbreviately denote them by a∗δ and c
∗δ. In this terminology, we have
E(c, a)(δ) = c∗a∗δ = a∗c
∗δ
in E(C′, A′).
Definition 2.2. Let δ ∈ E(C,A) and δ′ ∈ E(C′, A′) be two pair of E-extensions. A morphism (a, c) : δ →
δ′ of E-extensions is a pair of morphisms a ∈ B(A,A′) and c ∈ B(C,C′) in B, satisfying the equality
a∗δ = c
∗δ′.
We simply denote it as (a, c) : δ → δ′.
Definition 2.3. Let δ = (A, δ, C) and δ′ = (A′, δ′, C′) be any pair of E-extensions. Let
C
ιC−−−→ C ⊕ C′
ιC′←−−− C′
and
A
pA
−−−→ A⊕A′
pA′←−−− A′
be coproduct and product in B, respectively. Remark that, by the additivity of E, we have a natural
isomorphism
E(C ⊕ C′, A⊕A′) ≃ E(C,A) ⊕ E(C,A′)⊕ E(C′, A)⊕ E(C′, A′).
Let δ ⊕ δ′ ∈ E(C ⊕ C′, A ⊕ A′) be the element corresponding to (δ, 0, 0, δ′) through this isomorphism.
This is the unique element which satisfies
E(ιC , pA)(δ ⊕ δ
′) = δ, E(ιC , pA′)(δ ⊕ δ
′) = 0, E(ιC′ , pA)(δ ⊕ δ
′) = 0, E(ιC′ , pA′)(δ ⊕ δ
′) = δ′.
Definition 2.4. Let A,C ∈ B be any pair of objects. Two sequences of morphisms in B
A
x
−→ B
y
−→ C and A
x′
−→ B′
y′
−→ C
are said to be equivalent if there exists an isomorphism b ∈ B(B,B′) which makes the following diagram
commutative.
A
B
B′
C
x
77♦♦♦♦♦♦♦♦
y
''❖❖
❖❖❖
❖❖❖
x′ ''❖
❖❖❖
❖❖❖
y′
77♦♦♦♦♦♦♦
b≃

We denote the equivalence class of A
x
−→ B
y
−→ C by [A
x
−→ B
y
−→ C].
Definition 2.5.
(1) For any A,C ∈ B, we denote as
0 = [A
[
1
0
]
−→ A⊕ C
[0 1]
−→ C].
(2) For any [A
x
−→ B
y
−→ C] and [A′
x′
−→ B′
y′
−→ C′], we denote as
[A
x
−→ B
y
−→ C]⊕ [A′
x′
−→ B′
y′
−→ C′] = [A⊕A′
x⊕x′
−→ B ⊕B′
y⊕y′
−→ C ⊕ C′].
Definition 2.6. Let s be a correspondence which associates an equivalence class s(δ) = [A
x
−→ B
y
−→ C]
to any E-extension δ ∈ E(C,A). This s is called a realization of E, if it satisfies the following condition
(⋆). In this case, we say that the sequence A
x
−→ B
y
−→ C realizes δ, whenever it satisfies s(δ) = [A
x
−→
B
y
−→ C].
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(⋆) Let δ ∈ E(C,A) and δ′ ∈ E(C′, A′) be any pair of E-extensions, with
s(δ) = [A
x
−→ B
y
−→ C] and s(δ′) = [A′
x′
−→ B′
y′
−→ C′].
Then, for any morphism (a, c) : δ → δ′, there exists b ∈ B(B,B′) which makes the following
diagram commutative.
A B C
A′ B′ C′
x // y //
a

b

c

x′ // y
′
//
In the above situation, we say that the triplet (a, b, c) realizes (a, c).
Definition 2.7. Let B,E be as above. A realization of E is said to be additive, if it satisfies the following
conditions.
(i) For any A,C ∈ B, the split E-extension 0 ∈ E(C,A) satisfies
s(0) = 0.
(ii) For any pair of E-extensions δ ∈ E(C,A) and δ′ ∈ E(C′, A′), we have
s(δ ⊕ δ′) = s(δ)⊕ s(δ′).
Definition 2.8. [NP, Definition 2.12] A triplet (B,E, s) is called an extriangulated category if it satisfies
the following conditions.
(ET1) E : Bop × B → Ab is an additive bifunctor.
(ET2) s is an additive realization of E.
(ET3) Let δ ∈ E(C,A) and δ′ ∈ E(C′, A′) be any pair of E-extensions, realized as
s(δ) = [A
x
−→ B
y
−→ C], s(δ′) = [A′
x′
−→ B′
y′
−→ C′].
For any commutative square
A B C
A′ B′ C′
x // y //
a

b

x′ // y
′
//
in B, there exists a morphism (a, c) : δ → δ′ satisfying cy = y′b.
(ET3)op Dual of (ET3).
(ET4) Let δ ∈ E(D,A) and δ′ ∈ E(F,B) be E-extensions realized by
A
f
−→ B
f ′
−→ D and B
g
−→ C
g′
−→ F
respectively. Then there exist an object E ∈ B, a commutative diagram
A B D
A C E
F F
f
// f
′
//
g

d
h // h
′
//
g′

e

in B, and an E-extension δ′′ ∈ E(E,A) realized by A
h
−→ C
h′
−→ E, which satisfy the following
compatibilities.
(i) D
d
−→ E
e
−→ F realizes f ′∗δ
′,
(ii) d∗δ′′ = δ,
(iii) f∗δ
′′ = e∗δ′.
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(ET4)op Dual of (ET4).
Remark 2.9. Note that both exact categories and triangulated categories are extriangulated categories,
see [NP, Example 2.13] and extension-closed subcategories of extriangulated categories are again extrian-
gulated, see [NP, Remark 2.18] . Moreover, there exist extriangulated categories which are neither exact
categories nor triangulated categories, see [NP, Proposition 3.30] and [ZZ, Example 4.14].
We will use the following terminology.
Definition 2.10. [NP] Let (B,E, s) be an extriangulated category.
(1) A sequence A
x
−−→ B
y
−−→ C is called a conflation if it realizes some E-extension δ ∈ E(C,A). In
this case, x is called an inflation and y is called a deflation.
(2) If a conflation A
x
−−→ B
y
−−→ C realizes δ ∈ E(C,A), we call the pair (A
x
−−→ B
y
−−→ C, δ) an
E-triangle, and write it in the following way.
A
x
−→ B
y
−→ C
δ
99K
We usually do not write this “δ” if it is not used in the argument.
(3) Let A
x
−→ B
y
−→ C
δ
99K and A′
x′
−→ B′
y′
−→ C′
δ′
99K be any pair of E-triangles. If a triplet (a, b, c)
realizes (a, c) : δ → δ′, then we write it as
A
x //
a

B
y
//
b

C
δ //❴❴❴
c

A′
x′ // B′
y′
// C′
δ′ //❴❴❴
and call (a, b, c) a morphism of E-triangles.
(4) An object P ∈ B is called projective if for any E-triangle A
x
−→ B
y
−→ C
δ
99K and any morphism
c ∈ B(P,C), there exists b ∈ B(P,B) satisfying yb = c. We denote the subcategory of projective
objects by P ⊆ B. Dually, the subcategory of injective objects is denoted by I ⊆ B.
(5) We say that B has enough projective objects if for any object C ∈ B, there exists an E-triangle
A
x
−→ P
y
−→ C
δ
99K satisfying P ∈ P. Dually we can define B has enough injective objects.
(6) Let X be a subcategory of B. We say X is extension-closed if a conflation A −→ B −→ Csatisfies
A,C ∈ X , then B ∈ X .
In this article, we always assume B has enough projectives and enough injectives.
By [NP], we give the following useful remark, which will be used later in the proofs.
Remark 2.11. Let A
a // B
b // C //❴❴❴ and X
x // Y
y
// Z //❴❴❴ be two E-triangles. Then
(a) In this following commutative diagram
X
x //
f

Y
g

y
// Z
h

//❴❴❴
A
a // B
b // C //❴❴❴
f factors through x if and only if h factors through b.
(b) In the following commutative diagram
A
a //
s

B
r

b // C
t

//❴❴❴
X
x //
f

Y
g

y
// Z
h

//❴❴❴
A
a // B
b // C //❴❴❴
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fs = 1A implies B is a direct summand of C ⊕ Y and C is a direct summand of Z ⊕B; ht = 1C
implies B is a direct summand of A⊕ Y and A is a direct summand of X ⊕B.
(c) If we have b : B
d1−→ D
d2−→ C and d2 : D
d3−→ B
b
−→ C, then B is a direct summand of A⊕D.
If we have a : A
e1−→ E
e2−→ B and e1 : A
a
−→ B
e3−→ E, then B is a direct summand of C ⊕ E.
(d) HomB(ΩT , X) = 0 if and only if E(T , X) = 0, HomB(Y,ΣT ) = 0 if and only if E(Y, T ) = 0.
We recall the following proposition ([LN, Proposition 1.20]), which (also the dual of it) will be used
many times in the article.
Proposition 2.12. Let A
x
−→ B
y
−→ C
δ
99K be any E-triangle, let f : A → D be any morphism, and let
D
d
−→ E
e
−→ C
f∗δ
99K be any E-triangle realizing f∗δ. Then there is a morphism g which gives a morphism
of E-triangles
A
x //
f

B
y
//
g

C
δ //❴❴❴
D
d
// E e
// C
f∗δ
//❴❴❴
and moreover, the sequence A
( fx )−−−→ D ⊕B
( d −g )
−−−−−→ E
e∗δ
99K becomes an E-triangle.
3. The First Main Result
From now on, for convenience, we denote HomB(ΩT ,−) by H and subcategory {Y | HomB(ΩT , Y ) =
0} by K. In this article, we assume that T is a contravariantly finite subcategory of B such that P ⊂ T
and E(T ,P) = 0.
Lemma 3.1. The subcategory ΩT is contravariantly finite in B.
Proof. An object B admits an E-triangle B // I // ΣB //❴❴❴ where I ∈ I. Since T is contravari-
antly finite, we have a right T -approximation T0
f
−−→ ΣB of ΣB. An object T admits an E-triangle
ΩT // P // T //❴❴❴
where P ∈ P . Then we have the following commutative diagram
ΩT
g

p
// P

// T
f

//❴❴❴
B // I // ΣB //❴❴❴
Let ΩT0 ∈ ΩT which admits an E-triangle ΩT0 // P0 // T0 //❴❴❴ where P0 ∈ P and T0 ∈ T , for
any morphism g0 : ΩT0 → B, we have the following commutative diagram
ΩT0
g0

// P0

// T0
f0

//❴❴❴
B // I // ΣB //❴❴❴
Since f is a right T -approximation of ΣB, there is a morphism t : T0 → T such that f0 = ft. Hence we
have the following commutative diagram
ΩT0
t′

// P0

// T0
t

//❴❴❴
ΩT // P // T //❴❴❴
This implies g0 − gt
′ factors through p, which means ΩT ⊕ P
( g p )
−−−→ B is a right ΩT -approximation of
B. Hence ΩT is contravariantly finite in B. 
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Proposition 3.2. The category modΩT is abelian.
Proof. It is enough to show that ΩT has pseudo-kernels. For a morphism f : ΩT1 → ΩT0, we have the
following commutative diagram
X // Y
g
//
q

ΩT1
f

//❴❴❴
X // P0
p
// ΩT0 //❴❴❴
where P0 ∈ P . Then we get an E-triangle Y
( g
−q
)
// ΩT1 ⊕ P0
( f p )
// ΩT0 //❴❴❴ . Let h : ΩT2 → Y be a
right ΩT -approximation of Y , we claim that gh is a pseudo-kernel of f .
Let t : ΩT → ΩT1 be a morphism such that tf = 0. Then we have a commutative diagram
ΩT
p1 //
( t0 )

P
p2

Y ( g
−q
) // ΩT1 ⊕ P0
( f p )
// ΩT0 //❴❴❴
where P ∈ P . Since P is projective, p2 factors through ( f p ), there is a morphism p3 : P → ΩT1 such
that f(t− p3p1) = 0. This implies t− p3p1 factors through g, there is a morphism t
′ : ΩT → Y such that
gt′ = t− p3p1. Since h is a right ΩT -approximation of Y , t
′ factors through h. Hence t factors through
gh. 
Lemma 3.3. The subcategory ΩT is closed under direct summands.
Proof. Let X ⊕ Y
(x y )
// P // T //❴❴❴ be an E-triangle where T ∈ T and P ∈ P , then x is an
inflation and it admits an E-triangle X
x // P // TX //❴❴❴ . Since E(T, P ) = 0, then there exists
a morphism f : T → T such that fx = x and fy = 0. Hence we have the following commutative diagram
X
x //
( 10 )

P
c // TX
a

//❴❴❴
X ⊕ Y
(x y )
//
( 1 0 )

P
f

// T
b

//❴❴❴
X
x // P
c // TX //❴❴❴ .
Then there exists a morphism d : TX → P such that 1TX − ba = cd, hence TX is a direct summand of
T ⊕ P . Since T is closed under direct summands, we get TX ∈ T and then X ∈ ΩT . 
Lemma 3.4. Let f : R1 → R2 be a morphism in ΩT , then H(f) is right minimal if and only if f is
right minimal.
Proof. Let α : H(R1)→ H(R1) be a morphism in modΩT , then by Yoneda’s Lemma, there is a morphism
r : R1 → R1 such that H(r) = α.
• When H(f)α = H(f), we have fr = f , hence if f is right minimal, we get an isomorphism r ,
then α is also an isomorphism. This means H(f) is right minimal.
• For any morphism r : R1 → R1 such that fr = f , we get H(f)H(r) = H(f), when H(f) is right
minimal, H(r) is an isomorphism, which means r is an isomorphism and f is right minimal.

Let T̂ be the subcategory of non-projective objects in T .
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Lemma 3.5. Let f : R1 → R2 be a morphism in ΩT , Ri admits an E-triangle Ri
pi // Pi
qi // Ti //❴❴❴
where Pi ∈ P, Ti ∈ T̂ , then we have the following commutative diagram
R1
f ′

R1

R′2
g

// P //

T2 //❴❴❴
B
h
//
✤
✤
✤ T
′
1
//
✤
✤
✤
T2 //❴❴❴
where P ∈ P, f ′ = f , R′2 = R2 and T
′
1 ≃ T1 in B.
Proof. First we have the following commutative diagram
R1
p1 //
f

P1

// T1 //❴❴❴
R2 // B // T1 //❴❴❴
which induces an E-triangle R1
(
f
p1
)
// R2 ⊕ P1 // B //❴❴❴ . Then we have the following commutative
diagram
R1
(
f
p1
)

R1
(
p2f
p1
)

R2 ⊕ P1

(
p2 0
0 1
)
// P2 ⊕ P1
( q2 0 )
//

T2 //❴❴❴
B
h
//
✤
✤
✤ T
′
1
//
✤
✤
✤
T2 //❴❴❴
We write R1
(
f
p1
)
−−−−→ R2 ⊕ P1 as R1
f ′
−→ R′2, then f
′ = f and R′2 = R2 in B. Since E(T ,P) = 0, we also
have the following commutative diagram
R1
(
p2f
p1
)
// P2 ⊕ P1 //
( 0 1 )

T ′1
t

//❴❴❴
R1
p1 // P1
p

q1 // T1
t′

//❴❴❴
R1
(
p2f
p1
)
// P2 ⊕ P1 // T ′1 //❴❴❴
Then T ′1 is a direct summand of T1 ⊕ P2 ⊕ P1. If T
′
1 ∈ P , we have R1 ∈ P and T1 ∈ P , but T1 ∈ T̂ , a
contradiction. Hence T ′1 is a direct summand of T1 in B. On the other hand, by the same method we get
that T1 is a direct summand of T
′
1. Hence T
′
1 ≃ T1 in B. 
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Lemma 3.6. If we have the following commutative diagram
ΩB //
f ′

PB

// B
f

//❴❴❴
ΩA // PA // A //❴❴❴
where A,B ∈ T and PA, PB ∈ P, then f
′ is right minimal implies f is also right minimal.
Proof. Let b : B → B be a morphism such that fb = f , we have the following commutative diagram
ΩB //
b′

PB

// B
b

//❴❴❴
ΩB //
f ′

PB

// B
f

//❴❴❴
ΩA // PA // A //❴❴❴
Then we have
ΩB
p′
//
f ′b′−f ′

PB

// B
fb−f

//❴❴❴
ΩA // PA
p
// A //❴❴❴
Since fb = f , fb − f factors through P , then it factors through p, hence f ′b′ − f ′ factors through p′.
Then f ′b′ = f ′. Since f ′ is right minimal, b′ is an isomorphism. Let c′ be the inverse of b′, then we have
the following commutative diagram
ΩB //
c′

PB

// B
c

//❴❴❴
ΩB // PB // B //❴❴❴
We can easily check that c is the inverse of b, the proof is left to the readers. This means b is an
isomorphism, then f is right minimal. 
Lemma 3.7. If we have the following commutative diagram
R1
f

R1

R2
g

q
// P //
p

T2 //❴❴❴
A
h
//
✤
✤
✤ T1
//
✤
✤
✤ T2
//❴❴❴
where T1, T2 ∈ T , P ∈ P, then by applying H, we can get the following exact sequence in modΩT :
H(R1)
H(f)
−−−→ H(R2)
H(g)
−−−→ H(A)
H(h)
−−−→ H(T1)
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Proof. It is obvious that H(g)H(f) = 0. Let R ∈ ΩT and r : R→ R2 be a morphism gr = 0, then as in
the proof of Proposition 3.2, r factors through f . Since we have an E-triangle
R2
( g
−q
)
// A⊕ P
( h p )
// T1 //❴❴❴ ,
hence H(h)H(g) = 0 and by the similar argument as in the proof of Proposition 3.2, any morphism
r′ : R→ A such that hr′ = 0 factors through g. Hence we get the required exact sequence. 
Lemma 3.8. For any objects B,C, let J (B,C) = {g ∈ HomB(B,C) | H(f) = 0}, then J is an ideal of
B.
Proof. We only need to check that if g ∈ J (B,C), then for any morphism f : A→ B and h : B → C, we
have hgf ∈ J (A,C).
By Lemma 3.1, there is a right ΩT -approximation rA : RA → A of A, then H(hgf) = 0 if and only
if hgfrA = 0. There is also a right ΩT -approximation rB : RB → B of B, hence there exists a
morphism r : RA → RB such that rBr = frA. Since H(g) = 0 if and only if grB = 0, we have
H(g) = 0⇔ grB = 0⇒ hgrBr = 0⇔ hgfrA = 0⇔ H(hgf) = 0. 
Remark 3.9. We get following commutative diagram if H is a quotient functor
B
H //
π !!❈
❈❈
❈❈
modΩT
B/J
≃
99ssssss
where π : B → B/J is the natural quotient functor. Since modΩT is abelian, B/J is also abelian.
The following remark is very useful in the proofs.
Remark 3.10. If we have a commutative diagram
ΩB
f

ΩB

ΩC

// P //

C //❴❴❴
A //
✤
✤
✤ B
//
✤
✤
✤ C
//❴❴❴
where P ∈ P and B ∈ T , then HomB(f, P0) is full if P0 ∈ P .
Now we can prove Theorem 1.2.
Proof. (I) We show (a) implies dense.
Let 0 6= F ∈ modΩT . Then it admits the following exact sequence: H(R1)
H(f)
−−−→ H(R2)
α
−→ F → 0
where R1, R2 ∈ ΩT . If α is already an isomorphism, then there is nothing more to show. Otherwise
H(f) can be the composition of the monomorphism Kerα → H(R2) and a right minimal epimorphism
H(R1)→ Kerα, hence H(f) is right minimal, now by Lemma 3.4, f is right minimal. Under this setting,
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we have Ri ∈ ΩT̂ . By Lemma 3.5, there exists a commutative diagram
R1
f ′

R1

R′2
g

// P //

T2 //❴❴❴
B
h
//
✤
✤
✤ T
′
1
//
✤
✤
✤
T2 //❴❴❴
where P ∈ P , f ′ = f , R′2 = R2 and Ti ∈ T in B. By (a), H(h) = 0. By Lemma 3.7, we get an exact
sequence
H(R1)
H(f)
−−−→ H(R2)
H(g)
−−−→ H(B)→ 0.
Hence there is a commutative diagram:
H(R1)
H(f)
// H(R2)
α // F
β

// 0
H(R1)
H(f)
// H(R2)
H(g)
// H(B) // 0
Since modΩT is abelian, α and H(g) are cokernels of H(f), we get β is an isomorphism.
(II) We show (b) implies full.
Let A,A′ be objects in B, we assume they do not have direct summand in K. By (b), we have the
following commutative diagrams
R1
f

R1
p

R2
g

r
// P //

T2 //❴❴❴
A
h
//
✤
✤
✤ T1
//
✤
✤
✤ T2
//❴❴❴
R′1
f ′

R′1

R′2
g′

// P ′ //

T2
′ //❴❴❴
A′
h′
//
✤
✤
✤ T1
′ //
✤
✤
✤ T2
′ //❴❴❴
Let α : H(A) → H(A′) be a morphism in modΩT . Since H(ΩT ) is the subcategory of projective
objects in modΩT , by Lemma 3.7 we have the following commutative diagram of exact sequences
H(R1)
α1

H(f)
// H(R2)
α2

H(g)
// H(A)
α

// 0
H(R′1)
H(f ′)
// H(R′2)
H(g′)
// H(A′) // 0
By Yoneda’s Lemma, αi = H(ri), hence r2f = f
′r1, then we have g
′r2f : R1
p
−→ P0
q0
−→ A′ where
P0 ∈ P . By Remark 3.10, we have p : R1
f
−→ R2
r′
−→ P0. Since P0 is a projective object, we have
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q0 : P0
q′
−→ R′2
g′
−→ A′. Hence g′r2f = g
′q′p, then we have r2f − q
′p = (r2 − q
′r′)f : R1
r′
1−→ R′1
f ′
−→ R′2.
Hence we have the following commutative diagram:
R1
f
//
r′
1

R2
g
//
r2−q
′r′

A
a

//❴❴❴
R′1
f ′
// R′2
g′
// A′ //❴❴❴
which implies a commutative diagram
H(R2)
H(g)
//
H(r2)

H(A)
H(a)

// 0
H(R′2)
H(g′)
// H(A′) // 0
Hence α = H(a).
(III) We show full and dense implies (a).
Assume in the following commutative diagram
R1
f

R1
p1

R2
g

r // P //

T2 //❴❴❴
A
h
//
✤
✤
✤ T1 t
//
✤
✤
✤ T2
//❴❴❴
where P ∈ P and Ti ∈ T , f 6= 0 is right minimal, we show that H(h). By Lemma 3.7, We have the
following exact sequence:
H(R1)
H(f)
−−−→ H(R2)
H(g)
−−−→ H(B)
H(h)
−−−→ H(T1)
If H(g) = 0, we get g = 0, which implies g factors through r′, hence t is a split epimorphism, a
contradiction to the fact that t is right minimal by Lemma 3.4. Since H is full and dense, we have
epic-monic factorization H(R2)
H(u)
−−−→ H(C)
H(v)
−−−→ H(B) of H(g), then g = vu. We can assume that
C does not have direct summand in K. Since H(u)H(f) = 0, we have uf = 0, then it has the form
uf : R1
p1
−→ P
q1
−→ C. Hence (u− q1r)f = 0, and there is a morphism v
′ : B → C such that u− q1r = v
′g.
Denote u − q1r by u
′, we have u′ = u. Since g − vu′ factors through r, it has the form R2
r
−→ P
qB
−−→ B.
Now v′vu′ = v′g = u′, we will show that u′ is left minimal.
Since B is Krull-Schmidt, B/P is also Krull-Schmidt. Then u′ has the form R2
( u1
0
)
−−−−→ C1 ⊕ C2 where
u1 is a left minimal morphism. Then we have
H(u′) : H(R2)
(
H(u1)
0
)
−−−−−−→ H(C1)⊕H(C2).
Since H(u′) is an epimorphism, we have H(C2) = 0, which implies C2 = 0 by the assumption of C.
Hence u′ is also left minimal. Then v′v = 1C , C is a direct summand of A ⊕ P
′ where P ′ ∈ P . Since
we assume that C has no direct summand in K, it is a direct summand of A. Let A = C ⊕ D, then
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we have R2
g=( g1g2 )
−−−−−→ C ⊕ D
h=(h1 h2 )
−−−−−−−→ T1. We also have C
v=( v1v2 )−−−−−→ C ⊕ D
( v′1 v
′
2 )
−−−−−→ D such that
v′1v1 + v
′
2v2 = 1C where v1 is an isomorphism, then (
g1
g2 )− (
v1
v2 )u
′ = ( q1q2 ) r. Let v
′′
1 be the inverse of v1,
since (−v2v′′1 1D ) (
g1
g2 ) = g2 − v2v
′′
1 g1 = q2r + v2u
′ − v2v
′′
1 g1 = q2r + v2v
′′
1 (v1u
′ − g1) = q2r − v2v
′′
1 q1r =
(−v2v′′1 1D ) (
q1
q2 ) r. Hence we have the following commutative diagram
R2
( g1g2 )

r // P

✵
✵✵
✵✵
✵✵
✵✵
✵✵
✵✵
✵✵
C ⊕D
h=(h1 h2 ) //
(−v2v′′1 1D )
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯ T1
  
D
which implies D is a direct summand of T1. Let T1 = E ⊕D, the we have
C ⊕D
(h1 h2 )=
(
h11 d1
h21 d2
)
−−−−−−−−−−−−−→ E ⊕D
t=( t1 t2 )
−−−−−−→ T2
where d2 is an isomorphism. Then we have an isomorphism
E ⊕D
(
1E d1
0 d2
)
−−−−−−→ E ⊕D
such that ( t1 t2 )
(
1E d1
0 d2
)
= ( t1 0 ) . But t is right minimal, it implies H(D) = 0. This means H(v) is an
isomorphism, hence H(g) is an epimorphism and H(h) = 0.
(IV) We show full and dense implies (b).
Let A /∈ K be an indecomposable object, then it admits an exact sequence
H(R1)
H(f)
−−−→ H(R2)
H(g)
−−−→ H(A)→ 0.
If H(f) = 0, H(g) becomes an isomorphism, H(g) 6= 0, hence R2 is an direct summand of A⊕P
′, where
P ′ ∈ P . Since A is indecomposable and R2 /∈ K, A is a direct summand of R2, then by Lemma 3.3,
A ∈ ΩT . Hence it admits a commutative diagram
0

0

A
h // PA // TA //❴❴❴
A
h
//
✤
✤
✤ PA
//
✤
✤
✤ TA
//❴❴❴
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where H(h) = 0. Otherwise, we can assume that H(f) 6= 0 is right minimal, hence 0 6= f is right
minimal.By Lemma 3.5, there is a commutative diagram
R1
f ′

R1

R′2
g′

// P //

T2 //❴❴❴
B
h
//
✤
✤
✤ T1
//
✤
✤
✤ T2
//❴❴❴
where P ∈ P , f ′ = f , Ti ∈ T and R
′
2 = R2 in B. By (a), we have H(h) = 0, then we have a short exact
sequence H(R1)
H(f)
−−−→ H(R2)
H(g′)
−−−→ H(B)→ 0. Hence we have the following commutative diagram
H(R2)
H(g′)
// H(B)
H(a)≃

// 0
H(R2)
H(g)
// H(A)
H(b)≃

// 0
H(R2)
H(g′)
// H(B) // 0
Since A is indecomposable, ab must be an isomorphism. which implies A is a direct summand of B. We
also have g′ = bg. Then the rest argument is similar as (III). 
When we consider Bop, we have the following theorem, which is the dual of Theorem 1.2.
Theorem 3.11. Let T be a covariantly finite subcategory such that I ⊂ T and E(I, T ) = 0, the functor
Hom
B
(−,ΣT ) is a quotient functor, if and only if the following conditions are satisfied:
(aop) In the following commutative diagram
T2 // T1

h // A

//❴❴❴
T2 // I //

S2
g

//❴❴❴
S1
✤
✤
✤ S1
✤
✤
✤
where T1, T2 ∈ T and I ∈ I, if 0 6= g if left minimal, then HomB(h,ΣT ) = 0.
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(bop) For any indecomposable object A such that Hom
B
(A,ΣT ) 6= 0, A admits a commutative diagram
T2 // T1

h // A

//❴❴❴
T2 // I //

S2
g

//❴❴❴
S1
✤
✤
✤ S1
✤
✤
✤
where T1, T2 ∈ T , I ∈ I and HomB(h,ΣT ) = 0.
We conclude this section with two examples illustrating Theorem 1.2.
Example 3.12. Let Λ be the the k-algebra given by the quiver

x // 
x // 
x // 
x // 
x // 
x // 
with relation x3 = 0. Then the AR-quiver of B := modΛ is given by

❀
❀❀
❀ 
❀
❀❀
❀ 
❀
❀❀
❀ 
❀
❀❀
❀ 
❀
❀❀
❀

❀
❀❀
❀
AA✄✄✄✄

❀
❀❀
❀
AA✄✄✄✄

❀
❀❀
❀
AA✄✄✄✄

❀
❀❀
❀
AA✄✄✄✄

❀
❀❀
❀
AA✄✄✄✄

❀
❀❀
❀

AA✄✄✄✄

AA✄✄✄✄

AA✄✄✄✄

AA✄✄✄✄

AA✄✄✄✄

AA✄✄✄✄

We denote by “◦” in the AR-quiver the indecomposable objects belong to a subcategory and by “·” the
indecomposable objects do not belong to it. Let
◦
❂
❂❂
❂ ◦
❃
❃❃
❃ ◦
❂
❂❂
❂ ◦
❂
❂❂
❂ ◦
❃
❃❃
❃
T = ◦
❂
❂❂
❂
??    

❁
❁❁
❁
@@✁✁✁✁
◦
❂
❂❂
❂
??    

❁
❁❁
❁
@@✁✁✁✁

❁
❁❁
❁
@@✁✁✁✁
◦
❂
❂❂
❂
◦
<<②②②②②

AA✂✂✂✂

@@✁✁✁✁
◦
AA✂✂✂✂

AA✂✂✂✂

@@✁✁✁✁
◦
we can get
◦
❂
❂❂
❂ ◦
❃
❃❃
❃ ◦
❃
❃❃
❃ ◦
❂
❂❂
❂ ◦
❃
❃❃
❃
K = ◦
❂
❂❂
❂
??    

❁
❁❁
❁
@@✁✁✁✁
◦
❂
❂❂
❂
??    
◦
❂
❂❂
❂
??    

❁
❁❁
❁
@@✁✁✁✁
◦
❂
❂❂
❂
◦
<<②②②②②

AA✂✂✂✂

@@✁✁✁✁
◦
@@✁✁✁✁

AA✂✂✂✂

@@✁✁✁✁
◦
Since in this case T is rigid, in fact (T ,K) is a cotorsion pair (see [NP] for the definition of a cotorsion
pair). Then H is a quotient functor if and only if B/K is abelian (see Proposition 4.1). It is the case in
this example, and we have B/K ≃ modΩT .
Example 3.13. Let Λ be the the k-algebra given by the quiver

x // 
x // 
x // 
x // 
x // 
with relation x3 = 0. Then the AR-quiver of B := modΛ is given by

❀
❀❀
❀ 
❀
❀❀
❀ 
❀
❀❀
❀ 
❀
❀❀
❀

❀
❀❀
❀
AA✄✄✄✄

❀
❀❀
❀
AA✄✄✄✄

❀
❀❀
❀
AA✄✄✄✄

❀
❀❀
❀
AA✄✄✄✄

❀
❀❀
❀

AA✄✄✄✄

AA✄✄✄✄

AA✄✄✄✄

AA✄✄✄✄

AA✄✄✄✄

ABELIAN CATEGORIES ARISING FROM CLUSTER-TILTING SUBCATEGORIES II: QUOTIENT FUNCTORS 17
We denote by “◦” in the AR-quiver the indecomposable objects belong to a subcategory and by “·” the
indecomposable objects do not belong to it. Let
◦
❂
❂❂
❂ ◦
❃
❃❃
❃ ◦
❂
❂❂
❂ ◦
❂
❂❂
❂
T = ◦
❂
❂❂
❂
??    

❁
❁❁
❁
@@✁✁✁✁
◦
❂
❂❂
❂
??    

❁
❁❁
❁
@@✁✁✁✁

✿
✿✿
✿
◦
<<②②②②②

AA✂✂✂✂

@@✁✁✁✁
◦
AA✂✂✂✂
◦
AA✂✂✂✂

then we have
◦
❂
❂❂
❂ ◦
❂
❂❂
❂ ◦
❃
❃❃
❃ ◦
❃
❃❃
❃
K = ◦
❂
❂❂
❂
??    

❁
❁❁
❁
@@✁✁✁✁

❁
❁❁
❁
@@✁✁✁✁
◦
❂
❂❂
❂
??    
◦
❂
❂❂
❂
◦
<<②②②②②

AA✂✂✂✂

AA✂✂✂✂

@@✁✁✁✁
◦
@@✁✁✁✁
◦
In this example we can find that any indecomposable object A admits a short exact sequence 0 → A
a
−→
T 1 → T 2 → 0 such that T 1, T 2 ∈ T and H(a) = 0. For any short exact sequence 0→ B
b
−→ T1 → T2 → 0
where T1, T2 ∈ T we also have H(b) = 0. By Theorem 1.2, H is a quotient functor.
4. The Second Main Result
From this section, let T be a functorially finite subcategory of B such that
• P ⊂ T and I ⊂ T ;
• E(T ,P) = 0 = E(I, T ).
• ⊥1T = K, where ⊥1T is the subcategory of objects X ∈ B satisfying E(X, T ) = 0.
Under this assumption, when (T ,K) is a cotorsion pair (for definition of cotorsion pair on extriangu-
lated category, please see [NP]), we have the following equivalent condition.
Proposition 4.1. When (T ,K) is a cotorsion pair, the following conditions are equivalent:
(i) B/K is abelian.
(ii) H is a quotient functor.
Proof. We first show that for a morphism f : A → B where A,B is indecomposable, H(f) = 0 if and
only if f factors through K.
The “if” part is obvious. For the “only if” part, it is trivial if A ∈ K. Now we assume A /∈ K, then A
admits a commutative diagram:
ΩK

ΩK

ΩT
g

p
// P //
q

T //❴❴❴
A
h
//
✤
✤
✤ K
//
✤
✤
✤ T
//❴❴❴
where T ∈ T , K ∈ K and P ∈ P . Then we get an E-triangle ΩT
( gp )
// A⊕ P
(h −q )
// K //❴❴❴ . If
H(f) = 0, we get fg = 0, then fg factors through a object P ′ ∈ P . Hence we have the following
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commutative diagram
ΩT
( gp )
//
p′

A⊕ P
(h −q )
//
( f 0 )

K //❴❴❴❴
P ′
q′
// B
Since E(K,P ) = 0, there is a morphism A⊕ P
( a b )
−−−→ P ′ such that p′ = ( a b ) ( gp ). Hence
( f−q′a, −q′b ) ( gq ) = 0,
and there is a morphism k : K → B such that f − q′a = kh. This means f factors through K ∈ K.
(ii)⇒(i): if H is a quotient functor, we get the following commutative diagram as Remark 3.9
B
H //
π !!❈
❈❈
❈❈
modΩT
B/K
≃
99ssssss
which implies B/K is abelian.
(i)⇒(ii): it is enough to show that ΩT is the subcategory of enough projetives in B/K. For convenience,
here we denote the image of a morphism f in B/K by f .
We claim that a morphism f : A → B is an epimorphism if and only if we have the following
commutative diagram
A //
f

K

// T //❴❴❴
B
b
// C // T //❴❴❴
where K ∈ K, T ∈ T and b = 0.
We show “if” part first.
If f : A→ B is an epimorphism, then it admits the following commutative diagram
A //
f

K //

T //❴❴❴
B
b
// C // T //❴❴❴
where K ∈ K and T ∈ T . Then we have bf = 0. Since f is epic, we have b = 0.
Now we show “only if” part.
If we have the following commutative diagram
A
k //
f

K

// T //❴❴❴
B
b
// C // T //❴❴❴
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where K ∈ K, T ∈ T and b = 0. Let d : B → D be a morphism such that df = 0, then df factors through
an object in K, it must factor through k. Hence we have the following commutative diagram
A
k //
f

K

✵
✵✵
✵✵
✵✵
✵✵
✵✵
✵✵
✵
B
b //
d
''PP
PPP
PPP
PPP
PPP
C
  
D
Hence d = 0, which implies f is epic.
Now let f : A→ B be an epimorphism and t : ΩT → B be a morphism where ΩT0 admits an E-triangle
ΩT0
p0 // P0 // T0 //❴❴❴ where P0 ∈ P and T0 ∈ T . By the argument above, we have the following
commutative diagram
A
k //
f

K
c

// T //❴❴❴
B
b
// C // T //❴❴❴
where K ∈ K, T ∈ T and b = 0. Then we get an E-triangle A
(
f
k
)
// B ⊕K
( b −c )
// C //❴❴❴ . Since
bt = 0, then it factors through p0, we have the following commutative diagram
ΩT0
p0 //
( t0 )

P0 //

T0 //❴❴❴
A (
f
k
) // B ⊕K
( b −c )
// C //❴❴❴❴
By the similar argument as in Proposition 3.2, we get t factors through f . By the previous argument in
this proof, any indecomposable object A′ /∈ K admits the following commutative diagram
ΩK

ΩK

ΩT
g

p
// P //
q

T //❴❴❴
A′
h
//
✤
✤
✤ K
//
✤
✤
✤ T
//❴❴❴
which implies g : ΩT → A′ is an epimorphism. Hence ΩT is the subcategory of enough projective objects
in B/K. 
Let K˜ be the subcategory of K that any object in it does not have direct summand in T . The following
lemma is useful, for proof, see [LZ].
Lemma 4.2. Let D be a rigid subcategory, D
s // C
t // K //❴❴❴ be an E-triangle where K ∈ K˜
and t be a right T -approximation (resp. P, I-approximation). Then
(a) if K is indecomposable, we have D = C0⊕X where C0 ∈ T (resp. P, I) and X is indecomposable
and X does not belong to T . Moreover, if t is right minimal, D is indecomposable.
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(b) K is indecomposable if D is indecomposable.
We are considering when T becomes a cluster-tilting subcategory under certain conditions as in The-
orem 1.2. The following proposition is an answer.
Proposition 4.3. The subcategory T is cluster tilting if and only if the following conditions are satisfied:
(a) In the following commutative diagram
R1
f

R1

R2
g

// P //

T2 //❴❴❴
A
h
//
✤
✤
✤ T1
//
✤
✤
✤ T2
//❴❴❴
where T1, T2 ∈ T and P ∈ P, if 0 6= f is right minimal, then H(h) = 0.
(b*) Any indecomposable object A admits a commutative diagram
R1
f

R1

R2
g

// P //

T2 //❴❴❴
A
h
//
✤
✤
✤ T1
//
✤
✤
✤ T2
//❴❴❴
where T1, T2 ∈ T , P ∈ P and H(h) = 0.
(c) T ∩ ΩT = P.
Proof. Suppose (a), (b*), (c) are satisfied, we show T is cluster tilting.
We first prove T is rigid.
Let A be an indecomposable object in T , by (b*), it admits a commutative diagram
R1
f

R1

R2
g

q
// P //
p

T2 //❴❴❴
A
h
//
✤
✤
✤ T1
//
✤
✤
✤ T2
//❴❴❴
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where T1, T2 ∈ T , P ∈ P and HomB(ΩT , h) = 0. Since A admits an E-triangle ΩA // PA
pA // A //❴❴
where PA ∈ P . Then we have the following commutative diagram
ΩA
h1

ΩA

R′1 //
f ′

P ⊕ PA
(
1P 0
0 pA
)

// T1
σ //❴❴❴
R2 (
−q
g
) //
✤
✤
✤ P ⊕A ( p h )
//
✤
✤
✤ T1
δ //❴❴❴
Moreover, we also have the following commutative diagram according to (ET4)op in [NP].
ΩA //
h1

P ⊕ PA //

A
h

σ //❴❴❴
R′1 // P ⊕ PA // T
1 δ //❴❴❴
By Lemma 4.2, ΩA = RA ⊕ P
′ where RA is an indecomposable object and P
′ ∈ P . If h1 = 0, h factors
through P ⊕ PA, then we have the following diagram
A //
{{
(
0
1A
)

P ⊕ PA
yy
R2 // P ⊕ A
( p h )
// T1 //❴❴❴❴
which implies A is a direct summand of R2⊕P⊕PA, then A lies in ΩT by Lemma 3.3, by (c) A ∈ P , hence
H(A) = 0. Now we can assume h1 6= 0, it is right minimal since ΩA = RA is indecomposable in B. By (a),
we have H(g) = 0. Hence by Lemma 3.7 we have an exact sequence H(R2)
H(g)=0
−−−−−→ H(A)
H(h)=0
−−−−−→ H(T1)
which implies H(A) = 0, hence T is rigid.
Now let A be an indecomposable object such that H(A) = 0, we show that A ∈ T .
By (b*), A admits a commutative diagram
R1
f

R1

R2
g

r // P //

T2 //❴❴❴
A
h
//
✤
✤
✤ T1 t
//
✤
✤
✤ T2
//❴❴❴
where T1, T2 ∈ T , P ∈ P . By assumption we have H(g) = 0 ⇒ HomB(R2, A) = 0 ⇒ g = 0, hence it
factors through r. Then t is a split epimorphism and A is a s direct summand of T 1, hence A ∈ T .
Now by definition T is a cluster tilting subcategory.
If T is a cluster tilting subcategory, (a), (b*), (c) are satisfied by the definition of cluster tilting. 
Let H be the subcategory of direct sums of indecomposable objects X /∈ K and Y ∈ T , then an
indecomposable object in B belongs to either H or K˜.
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Lemma 4.4. If T satisfies condition (b) in Theorem 1.2, then any object X in H admits a commutative
diagram.
R1
f

R1

R2
g

// P //
p

T2 //❴❴❴
(⋆)
X
h
//
✤
✤
✤ T1
//
✤
✤
✤ T2
//❴❴❴
where T1, T2 ∈ T , P ∈ P.
Proof. Let X ∈ H be an indecomposable object. If X /∈ K, by (b) we have the required diagram.
Otherwise let X ∈ K ∩ T , then we have the following diagram
ΩX

ΩX

PX

PX //

0 //❴❴❴
X
✤
✤
✤ X
//
✤
✤
✤ 0
//❴❴❴
where H(1X) = 0 since H(X) = 0. Hence any object X in H admits a commutative diagram as (⋆). 
By this lemma and the proof of Proposition 4.3, we have the following corollary.
Corollary 4.5. If T satisfies condition (b) in Theorem 1.2 and T ∩ ΩT = P, then T is rigid.
Let K̂ be the subcategory of objects which are direct sums of objects in K˜ and P ∩ I.
Lemma 4.6. If H is a quotient functor, then HomB(H, K˜) = 0.
Proof. Let x : X → Y be a morphism where X ∈ H and Y ∈ K˜ are indecomposable objects. By Theorem
1.2, X admits a commutative diagram
R1
f

R1

R2
g

// P //
p

T2 //❴❴❴
(⋆)
X
h
//
✤
✤
✤ T1
//
✤
✤
✤ T2
//❴❴❴
where T1, T2 ∈ T , P ∈ P . Since E(T ,K) = 0, we have x : X
h
−→ T1
t1−→ Y . If x 6= 0, we have ΩY /∈ K/P
since t1 6= 0. By Lemma 4.2, ΩY = RY ⊕P
′ where RY ∈ ΩK̂ is indecomposable and P
′ ∈ P . By Theorem
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1.2, ΩY admits a commutative diagram
R′1
f ′

R′1

R′2
g′

// P ′ //
r

T2
′ //❴❴❴
ΩY
h′
//
✤
✤
✤ T1
′ //
✤
✤
✤ T2
′ //❴❴❴
We have the following commutative diagram
ΩY //
h′

PY //

Y
h′′

//❴❴❴❴
T1
′ // I
i
// ΣT1
′ //❴❴❴
where I ∈ I, If h′′ = 0, then it factors through i, hence h′ factors through PY and then factors through
r, which implies RY is a direct summand of R
′
2, hence RY ∈ ΩT , a contradiction. If h
′′ 6= 0, we have
H(Y ) 6= 0, then Y /∈ K, a contradiction. Hence x = 0. 
From now on, we assume B satisfies condition (WIC) ([NP, Condition 5.8]):
• If we have a deflation h : A
f
−→ B
g
−→ C, then g is also a deflation.
• If we have an inflation h : A
f
−→ B
g
−→ C, then f is also an inflation.
Note that this condition holds on triangulated categories and exact categories. If T is extension closed,
then under this condition we can get cotorsion pairs (T ,K) and (K, T ).
By this condition, we can always get right minimal deflations and left minimal inflations.
Denote Hom
B
(−,ΣT ) by Hop, we have the following lemma.
Lemma 4.7. If H and Hop are quotient functors, then any indecomposable object K ∈ K˜ admits the
following E-triangles
(a) K ′ // P // K //❴❴❴ ,
(b) K // I // K ′′ //❴❴❴
where P, I ∈ P ∩ I and K ′,K ′′ ∈ K˜ are indecomposables.
Proof. Let K ∈ K˜ be an indecomposable object, K admits an E-triangle ΩK // P
p
// K //❴❴❴
where P ∈ P and p is right minimal. By Lemma 4.2, ΩK is indecomposable and P ∈ P .
We first show ΩK ∈ K˜.
Obviously ΩK /∈ T , if ΩK /∈ K˜, it admits an E-triangle ΩK // T // T ′ //❴❴❴ where T, T ′ ∈ T ,
then we have the following commutative diagram.
ΩK // T

// T ′
t

//❴❴❴
ΩK // P
p
// K //❴❴❴
By Lemma 4.6, t factors through P , hence factors through p, which implies ΩK is a direct summand of
T , which means ΩK ∈ T , a contradiction.
We denote ΩK by K ′, by the dual of the argument above, we have the following E-triangle
K ′ // I ′ // K ′′ //❴❴❴
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where I ′ ∈ I and K ′′ ∈ K˜ is indecomposable. Now we have the following commutative diagram:
K ′ // P //
i′

K
k′

//❴❴❴
K ′ // I ′ //
i

K ′′
k

//❴❴❴
K ′ // P // K //❴❴❴
We get K is a direct summand of K ′′ ⊕ P , since K ∈ K˜, we have K ≃ K ′′ and k′ is an isomorphism.
Hence i′ is also an isomorphism. Then P ∈ P ∩ I and (a) holds. By the same method we can show that
(b) also holds. 
Corollary 4.8. If H and Hop are quotient functors, then B/(P∩I) = K̂/(P∩I)⊕H/(P∩I). Moreover,
K̂/(P ∩ I) and H/(P ∩ I) are extriangulated subcategories of B/(P ∩ I).
Proof. By Lemma 4.4, its dual and Lemma 4.7, we have B/(P ∩ I) = K̂/(P ∩ I)⊕H/(P ∩ I).
Now it is enough to show K̂ and H are extension closed.
Let X
x // Y
y
// Z //❴❴❴ be an E-triangle where X,Z ∈ K̂. We already have Y ∈ K. If Y has a
direct summand T ∈ T . Since HomB/(P∩I)(T, Z) = 0, then T is a direct summand of some X ⊕ I where
I ∈ P ∩ I. Hence T ∈ P ∩ I.
Now let X
x // Y
y
// Z //❴❴❴ be an E-triangle where X,Z ∈ H, we have Y = Y1⊕Y2 where Y1 ∈ H
and Y2 ∈ K˜. Since HomB/(P∩I)(Y2, Z) = 0, Y2 is a direct summand of some X ⊕ I
′ where I ′ ∈ P ∩ I.
Hence Y2 = 0 and Y ∈ H. 
Now we give the proof of Theorem 1.3.
Proof. Since T is functorially finite, satisfying (1),(2),(3), H and Hop are quotient functors, by Corollary
4.8, we get B/(P ∩ I) = K̂/(P ∩ I) ⊕ H/(P ∩ I). If B/(P ∩ I) is connected, since H/(P ∩ I) 6= 0, we
have K˜ = 0. Then by Lemma 4.4 condition (b*) in Proposition 4.3 is satisfied.
(a) This is followed by Proposition 4.3.
(b) If T is extension closed, then we can get cotorsion pairs (T ,K), (K, T ). Since K˜ = 0, we have
K ⊆ T , hence K is rigid, then K is pre-cluster tilting [LZ]. H is a quotient functor implies that B/K
is an abelian category. By [LZ], K is a cluster-tilting subcategory, hence T = K is also a cluster-tilting
subcategory. 
Now we have the following useful corollary, which generalizes [LZ, Theorem 1.10].
Corollary 4.9. Let B/(P ∩ I) be connected and (U ,V), (V ,U) be cotorsion pairs on B. Let C = U ∩ V
and K = {direct sums of objects in U and objects in V}. If C ⊃ P ∪ I, then the following statements are
equivalent
(a) C is cluster-tilting;
(b) B/K is abelian;
(c) B/V is abelian;
(d) B/U is abelian;
(e) B/C is abelian.
Proof. This is followed by Proposition 4.1, its dual and Theorem 1.3. 
Finally, we give two applications of our results in 2-Calabi-Yau triangulated category.
Corollary 4.10. Let B be a connected, Krull-Schmidt, 2-Calabi-Yau triangulated category over a field
k, T be a functorially finite, extension closed subcategory. Then B/T is abelian if and only if T is
cluster-tilting.
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Proof. This is followed by Corollary 4.9. 
Corollary 4.11. Let B be a connected, Krull-Schmidt, Hom-finte, k-linear, 2-Calabi-Yau triangulated
category with suspension functor Σ, T = addT be a functorially finite subcategory. If HomB(T,−) is full
and dense, then T is a cluster-tilting object or EndB(T )
op ≃ k.
Proof. If HomB(T,−) is full and dense, functor HomB(Σ
−1T,−) is also full and dense. If T ∩Σ−1T = 0,
then T is rigid by Corollary 4.5. Let T = addT , since B is Krull-Schmidt, Hom-finite, k-linear and
2-Calabi-Yau, we get two cotorsion pairs (T ,K) and (K, T ). By Lemma 4.4, any indecomposable object
B /∈ K admits a triangle Σ−1T 2 → B → T 1 → T 2 where T 1, T 2 ∈ T . By [B, Propsition 4.16(i)], we get
B/K is an abelian category. Hence by Corollary 4.10, T = K is a cluster tilting subcategory. Then T is
a cluster tilting object.
If T ∩ ΣT 6= 0, then according to the proof of [GJ, Theorem 27] (note that in the proof of the case
T ∩ΣT 6= 0, the assumption “finitely many isomorphism classes of indecomposable objects” is not used),
we get EndB(T )
op ≃ k. 
References
[B] A. Beligiannis. Rigid objects, triangulated subfactors and abelian localizations. Math. Z. 20 (2013), no. 274, 841–883.
[DL] L. Demonet, Y. Liu. Quotients of exact categories by cluster tilting subcategories as module categories. J. Pure
Appl. Algebra 217(12), no. 12, 2282–2297.
[GJ] B. Grimeland, K. Jacobsen. Abelian quotients of triangulated categories. J. Algebra 439 (2015), 110–133.
[KZ] S. Koenig, B. Zhu. From triangulated categories to abelian categories: cluster tilting in a general framework. Math.
Z. 258 (2008), no. 1, 143–160.
[LN] Y. Liu, H. Nakaoka. Hearts of twin cotorsion pairs on extriangulated categories. arXiv: 1702.00244.
[LZ] Y. Liu, P. Zhou. Abelian categories arising from cluster tilting subcategories. arXiv: 1809.02315v1, 2018.
[NP] H. Nakaoka, Y. Palu. Mutation via Hovey twin cotorsion pairs and model structures in extriangulated categories.
arXiv:1605.05607.
[ZZ] P. Zhou, B. Zhu. Triangulated quotient categories revisited. J. Algebra 502 (2018), 196-232.
Department of Mathematics, Southwest Jiaotong University, 610031, Chengdu, Sichuan, People’s Republic
of China
E-mail address: liuyu86@swjtu.edu.cn
College of Mathematics, Hunan Institute of Science and Technology, 414006, Yueyang, Hunan, People’s
Republic of China
E-mail address: panyuezhou@163.com
