Dealing with dynamically changing domains is a very important topic in Machine Learning (ML) which has very interesting practical applications. Some attempts have already been made both in the statistical and machine learning communities to address some of the issues. In this paper we give a state of the art from the available literature in this area. We argue that a lot of further research is still needed, outline the directions tha~ such research should go and describe the expected results. We argue also that most of the problems in this area can be solved only by interaction between the researchers of both the statistical and ML-commtmities.
Introduction
The ability to "learn" (or discover) knowledge from data in a more directed framework has had a long history both in Machine Learning (ML) and in Statistics; see [9] for a review and a list of references. In classification the data are generally of the form (attributes, class), and the objective is simply to learn a "rule" whereby a new observation can be classified into one of the classes using the information in the attributes. For any rule, however, difficulties arise when the data are not static, and so the validity of patterns and rules (discovered 'knowledge') depends, in some unspecified way, on time, and it changes with time. In this case, learning and classification (or prediction) procedures need robust mechanisms for detecting and adapting to changes.
In the machine learning literature, the generic term for such time-dependent changes is concept drift. Concept drift may be caused by continuous changes of the world and the environment -for example, in economic problems, the presence of inflation causes a continual drift in the real value of money which means that rules based on absolute monetary values will quickly become out of date -or it may occur when the attribute values or the concepts depend on a certain (possibly unknown) context. For example, the relative proportions of vehicles made by each manufacturer will depend on the region (or country) of observation. Thus, the location can be seen as the context in which the data are collected -knowledge of the context (or a change of context) will aid the knowledge discovery process.
There are various ways in which concept drift can manifest itself: the distribution of the attributes in a class can change; new attributes become available or existing attributes can no longer be measured (for example due to changes in the law); or a subset of the variables can change in their importance or ability to predict the class.
In the case of supervised learning (classification or prediction), the extracted rules or dependencies can be no longer valid over time due to different changes which can occur. However, this statement is probably valid for unsupervised and reinforcement learning as well.
Learning in dynamically changing domains has a very high industrial relevance. During 1990-1993, the authors of this paper were involved in the ESPRIT Project Statkog which completed an evaluation of the performance of Machine Learning, neural and statistical algorithms on complex commercial and industrial problems. The overall aim was to give an objective assessment of the potential for classification algorithms in solving significant commercial and industrial problems, and to widen the foundation for commercial exploitation of these and related algorithms [9] . This project showed the shortcomings of ML-algorithms in dealing with real industrial and commercial large-scale applications [10]. Specifically, it turned out that one serious shortcoming is that the readily available ML-algorithms can not be applied to dynamically changing domains. Two such examples were examined:
The first is about a complex problem (introduced by Daimler-Benz) dealing with fault diagnosis of automatic transmissions. The goal was to show the practicability of symbolic ML algorithms to the end users and to convince them that ML would be a cheaper and faster approach to develop the next generation of the fault diagnosis systems. A classification system based on a decision tree approach was implemented which provided the desired accuracy rates. The results are reported in [9] in detail. After a while, however, it turned out that the generated rules had become completely invalid due to the changes of the parameters of the diagnosis device.
The second example deals with a complex problem from the credit industry. Using data about the users of mobile telephone cards [4] , it was observed that the payment behaviour of customers changes over time and learned classification systems based on static approaches could not handle such dynamic changes.
Clearly, learning in dynamically changing domains is relevant to a wide range of industrial and commercial applications. Further examples which are based on time-dependent data and involve prediction or classification include: -the analysis and prediction or various time series, such as the stock market and currency exchange; -the analysis of data concerning buyers of new cars or other articles, in order to determine changing patterns in customer behaviour; -development of different HELP-DESK applications, specially for technical diagnosis
There have been some attempts in the literature to address the problem of structural change in concepts and the dynamic aspects of data in Machine Learning. But most of the ML-algorithms can still not deal with this problem.
As described above, research in this direction has very important practical implications because structural change in concepts occurs often in the real-world domain. By considering this issue Machine Learning has a better chance of acceptance in industry and commerce.
There are many contributions that Statisticians have (already) made to this field, but their communication is hampered by a different terminology. For example, ML uses "unfamiliar" terms such as context learning, dynamic learning and theory revision, whereas statistical approaches to these problems include significance tests, structural change (used by econometricians) and multivariate regression methods. The question which remains is:
Have the Statisticians done everything; What is the challenge for ML? In which directions the research should go?
In the rest of the paper we try to discuss some of these issues. In Sect. 2 we give a short summary of available approaches in the literature. In Sect. 3 we discuss the challenge and need for further research in dealing with dynamically changing domains. In Sect. 4 we suggest some ideas which could be useful in performing further research in this area and we outline the expected results.
2
The State of the Art
Most of the literature on on-line, incremental learning has more or less tacitly assumed stationary environments; dynamic long-or short-term changes were not considered. For example, [17] , [18] has developed an incremental algorithm that produces the same decision tree as would be found if all the examples had been available at once. In this case the sequence of the observations does not affect the final outcome. It is only rather recently that the notions of concept drift and the influence of changing contexts have been directly addressed in the machine learning and statistics communities. Some specialized methods have been developed that try to detect and track changes under certain circumstances (see [20] and the references therein). Approaches so far developed include: -using Statistical Process Control (SPC) methods to detect changes and adapt or modify rules as appropriate [13] ; -using machine learning and statistical methods to learn to detect contextual clues and react accordingly when a change in context is suspected [20] ; -using a "forgetting factor" whereby the rule is constantly updated using the most recently available observations [12] .
incremental (or on-line) learning with flexible 'forgetting operators' [21, 20, 
19];
There are also links with exemplar and predictor evaluation methods in instance-based learning [1] [2] and to well-known updating methods of stochastic approximation as well as more standard time series models which use exponential smoothing.
To deal with dynamic aspects there are essentially two problems (in addition to those normally associated with classification). The first problem is to detect any change in the situation. In econometrics this is known as structural change and there are a variety of methods to test for changepoints (at least in the univariate case), and most of these approaches are model-based. For a recent review of developments in this area see [5] , references therein and other papers in that volume. The second problem is how to react to any detected change. At one extreme it could be that the current rule must be completely re-learned since the population drift has been quite sudden; at the other extreme we may conclude that there has been no change, in which case an optimal approach may be to improve the current rule using incremental learning, for example. However, between these extremes we should be able to update the existing rule by giving giving appropriate weight to the more recent observations.
A closely related topic is that of drifting concepts. For example, early work was done by [16] with his STAGGEa system. See also [15] and more recent work by [7] . When formulated in a logical framework [3] argue that incremental conceptlearning can be understood as an instance of the more general problem of belief updating. This insight allows for potential interesting cross-fertilization between these areas. Some general principles were given by [6] for the development of classification systems for dynamic objects with variable properties that are observed under changing conditions. He outlines the following requirements for dynamic classification systems: to handle changing composition of features, different feature types, and varying accuracy and statistical characteristics of observations; to give precedence in time and quantitatively change proximity of the object to a particular class; to rely on a single prior description of objects or processes. The approach, which is fairly general, uses conditional probabilities. He concludes by recommending a hierarchical system for classification of dynamic objects, retaining a catalogue that stores the results of past observations, and generalized distributions of features on one of the classification levels.
The Need for Further Research
There is so far no comprehensive evaluation that shows if available algorithms can handle real industrial and commercial applications. Questions of robustness have not been sufficiently addressed. Moreover, batch incremental learning (in which new observations are naturally grouped in some way) has hardly been studied at all in this context, although it plays a very important role specially in the case of large-scale datasets. Also, reliable and robust formal measures of change and concept drift are still largely missing. A recent step in this direction is the developed metric in [14] for "structural instability", a measure of the change in the decision rule as a result of incremental learning updates due to new observations. More general criteria are needed that can measure the different relevant dimensions of concept drift (extent, speed, etc.), that can reliably distinguish real changes from noise, and that can also recognize potential structure in changes (e.g., oscillations, cyclic recurrence of contexts, and other regularities).
Finally, and perhaps most importantly, the available literature does not provide a general framework that would provide reliable guidelines for dealing with dynamic aspects. There is no substantial body of practical experience with drift and context effects in realistic application environments, nor is there a comprehensive collection of general or specialized methods with well-understood characteristics. Due to this reason, it is necessary to both develop generally applicable methods and integrate them into a general framework which covers the dynamic aspects not only of symbolic learning algorithms but also of statistical and neural learning as well as knowledge discovery. Furthermore, further research is needed to realize some of the ideas presented in [11] , [20] and [8] .
Some Ideas for Performing Further Research and the Expected Results

Suggested Directions for Further Research
The above discussion shows that although some attempts have ben made to handle the problem of learning in dynamically changing domains, there still remains a lot of questions which are open to both the statistical and ML-communities. In this section, we suggest some ideas to handle some of these issues.
Generally speaking, the main goal of the further research should be developing practical methods for classification, prediction, forecasting, and knowledge discovery that effectively deal with both gradual concept drift and more abrupt context changes. The common core of these tasks is inductive generalization, and the methods to be developed (or extended) belong to the fields of machine learning and statistics. Further research should aim at methods that are as general as possible, so that they will be useful to such diverse (though related) tasks as induction of classification rules; -prediction (including forecasting) of numerical values; -detection of logical patterns via ILP; -detection of (other) associations (e.g., functional dependencies, clustering, interesting projections) within the data; -description of interesting classes, clusters and their inter-relationships.
Generally, adapting to changing circumstances can be done by on-line learning and/or by updating our knowledge at appropriate times, i.e. when a change (in context) has been detected. One can identify various subproblems for which appropriate methods and algorithms could be developed:
Drift/change detection: An obvious way to detect concept drift is to use a form of Statistical Process Control (SPC). The methodology typically assumes that the data are grouped into "batches" which are monitored over time, and appropriate warning and action limits must be obtained for a parameter of interest. In the case of monitoring the class means it is necessary to take account of the correlations amongst the attributes. In the case of non-Normal data standard distribution results will not be available and nonparametric methods will be needed to set appropriate limits. Adaptation / classifier update: Once a change has been detected, adaptation of the classifier (or predictor) is needed. At this stage it may be helpful to discover in which attributes the distribution is changing, and/or discover the change in context which is the underlying cause. The adaptation can take the form of complete re-learning (in the case that the change has been "large") or a modification of some of the existing rules (in the case that the change has been "small"). The precise meaning of "large" and "small" needs to be determined. Methods for assessing this from characteristics of the learning task will have to be developed. Adaptation and classifier updating functions need to be developed both for batch-incremental and truly incremental (on-line) learning. Characterization and/or explanation of change: An important component in any adaptation is that there are suitable diagnostics to enable the description of the changes which have occurred. The explicit description or characterization of changes by the learning system makes it possible to detect "meta-level" patterns such as recurring contexts. When this is achieved then a second layer of learning could be formulated in which the appropriate updating method can be selected based on the type of change. The explicit description of changes is also desirable in applications directed towards knowledge discovery, where the goal is not so much to have an efficient classifier as to gain an understanding of the data or process under study. Inductive 'meta-learning' algorithms as described in [20] might be a first step in this direction and should be further developed.
Tackling all these subproblems in a comprehensive way will require a nontrivial combination of statistical methods with symbolic machine learning and knowledge discovery approaches. This should be one of the explicit premises of further research. One possible starting point might be the use of memory-based learning methods like k-Nearest-Neighbor (k-NN), which are well-known from the statistical literature and are now being studied with increased interest in machine learning. Such "locally weighted learning" algorithms [2] have been shown to have the potential to track concept drift. In further research this direction should be explored.
It should be mentioned that in some cases the further development or adaptation of existing methods is necessary. These methods should be tested on a variety of real industrial and commercial complex problems with the aim of determining which aspects are best suited for each type of data. The developed framework should enable a fair comparison of the different approaches. It is likely that certain mathematical properties can be derived which characterize the data for which these methods are applicable. In addition, characteristics which indicate the preferred method should be found. The testing and assessment of methods should use agreed criteria which will include objective measures (error rates, time to learn, ability to adapt) as well as theoretical considerations.
Anticipated Results of Further Research
The types of results and output which can be expected from further research:
General tests and measures: (statistical) tests and criteria for detecting concept drift or potential context changes as well as measures of characteristics like extent, speed, etc. of concept drift; Algorithms for classifier adaptation / update / knowledge revision: in particular, methods that optimize learned rules or concepts to fit a changed environment; On-line algorithms for continual drift tracking: especially for prediction and forecasting tasks, on-line learning algorithms will be provided which adapt to changing concepts incrementally; Diagnostics: formalisms and algorithms for the characterization and explanation of context changes; General framework and procedures: this will include the integration of various components described in the previous section; within this general framework a range of new algorithms which incorporate the processes of monitoring, adaptation, and diagnostics will be completed; Informative results of comparative experiments-competing algorithms will be evaluated systematically on complex data sets from real applications; Characterization of domains of applicability of developed methods; general guidelines as to the application of learning methods in tasks involving concept drift will be developed;
Conclusions
An important component in further research is the interaction of researchers working in the fields of statistics and computer science. Previous attempts to bring these groups together (in the non-dynamic setting) have been very fruitful; see for example [9] and [11] .
