Abstract-Wireless mesh network (WMN) is a promising technology for broadband Internet access due to its low cost, ease of deployment, increased coverage, and robustness. Equipping each mesh router with multiple radios can greatly improve the capacity of WMNs since the radios at each node can simultaneously transmit data on orthogonal channels. Channel assignment is an important problem in multi-radio multi-channel WMNs where the goal is to assign a channel to each radio so that the resulting network topology is connected and the network capacity is maximized. Various channel assignment schemes assume that the number of radios at each node is given, but how this number is determined is not specified. In this work, we propose a Joint Radio and Channel Assignment (JRCA) algorithm that determines the number of radios required at each node based on the traffic demand and produces the channel assignment for each radio to minimize the interference among the links operating on the same channel. Thus, our algorithm can produce a network configuration that meets the customer demand and maximize the network capacity. Simulation results show that JRCA can achieve higher throughput with fewer radios at the network nodes, compared to fixed-radio WMNs. In addition to this, we believe that our work, to our best knowledge, is the first of its kind that couples the problem of radio allocation and channel assignment in a joint manner.
I. INTRODUCTION
IEEE 802.11-based Wireless Mesh Networks(WMNs) have become a key area of scientific research due to their diverse capabilities and lucrative advantages [1] [2] [3] . An issue facing such WMNs is the availability of substantial bandwidth required to support consumer's demands. Common wireless mesh implementations typically use commodity hardware equipped with a fixed number of radios that are sometimes inadequate to support client traffic demands. By simple observation, a workaround would be to equip each mesh node with certain number of radios depending upon the net demand at the mesh nodes. However, this approach only solves a small part of the bigger problem. In addition to allocating radios to each of the nodes, one must also provide a suitable channel assignment of channels to all the radio interfaces so as to ensure network connectivity between the mesh clients and the Internet. Due to the well-known problem of channel interference, unwise channel assignments can negatively offset the advantage of increased bandwidth attained through the use of multiple radio interfaces. Henceforth, one needs to come up with a clever scheme to determine the right number of radio interfaces and their respective channel assignments for each mesh node, in order to ensure that the total bandwidth available does indeed meet the client's demands. In light of the aforementioned facts, this work aims at developing a novel scheme to allocate both radios and their respective channels with a goal of satisfying consumer's traffic needs.
In this work, we propose a Joint Radio and Channel Assignment (JRCA) scheme, which is a novel technique of intelligently allocating radios and their respective channel assignments to wireless nodes in a mesh network with the intention of satisfying customer traffic demands. Previous work in the area of channel assignment in 802.11-based wireless networks work consider the number of interfaces available on wireless nodes as an input to their channel assignment algorithms [4] [5] [6] [7] . Given this assumption, their algorithms produce a suitable channel assignment for the entire network using several channel interference models like Multi-conflict graphs (MCGs) [5] , Unit Disc graphs(UDG) [9] [10], to name a few. However, their work does not deal with the goal of satiating customer's traffic needs, which we believe is core to success of any community-based wireless mesh network. In addition to this, channel assignment approaches in [4] , [6] and [7] assign channels to links i.e if the node degree is x, then it can only assign channels to a maximum of x radios even if more radios are available. Our work overcomes this issue by allowing parallel links between nodes in such a way that the traffic demand is met.
The proposed scheme (JRCA) has the following features:
1. The issue of interface allocation and channel assignment is addressed jointly. Using a local search heuristic, the scheme creates interfaces at nodes by considering links in the decreasing order of their demands.When a new link is created, the heuristic provides a suitable channel assignment for the newly created interfaces at either ends of the link. 2. High throughput efficiency is achieved through the efficient utilization of network interfaces and the available channel spectrum. 3. The scheme performs very well in contrast to wireless mesh networks consisting of mesh routers equipped with a fixed number of interfaces.
The rest of the paper is organized as follows. Section II gives an overview of the proposed JRCA scheme. Section III describes the algorithm behind the JRCA scheme. Simulation scenarios and results of the proposed scheme are presented in 978-1-4244-5626-0/09/$26.00 ©2009 IEEE Section IV. Section V concludes the paper.
II. OVERVIEW OF THE JOINT RADIO AND CHANNEL
ASSIGNMENT (JRCA) SCHEME Given traffic demands between the mesh clients and the IGWs, the JRCA scheme first uses an existing channel assignment algorithm called Maxflow-based Centralized Channel Assignment (MCCA) [6] to obtain the initial channel assignment for the network. This is done so as to give us a beginning estimate of the load that will be carried by the assigned channels in the network. The MCCA algorithm was used over other available channel assignment techniques because of an important feature: The channel assignment scheme should be efficient and should not suffer from weaknesses as in the case of [4] (recursive channel assignment problem).
The next step is to update the links within the network so as to reflect this channel assignment i.e for every link in the network assigned a channel, we create two linksone with the channel assignment of the MCCA algorithm with a bandwidth allocation equal to the bandwidth supported by one radio interface and a second residual link with no channel assignment having a demand equal to the actual link demand minus the demand allocated already. Once this operation finishes, we then create a sorted list (in decreasing order of demands) of residual links having non-zero demands. We also create a list of domains i.e for every channel available for assignment, a domain, representative of the channel, is created. Technically speaking, a domain is basically a data structure that is identified by the channel it represents and contains the list of links and their demands, assigned to that channel. The list of domains is then updated to reflect the initial channel assignment.
We then visit the list of residual links and read their demands one by one. When a residual demand is read, we create a new link between the two endpoints of the demand. When such a link is created, we use a local heuristic that employs the list of domains, to determine what channel we must assign to this link. Once a channel is assigned to this link, we update the corresponding domain with the allocated demand and update the residual link capacity. This process repeats until the residual demand of the original link under consideration becomes zero or until no channels are available for assignment. If no channels are available for assignment, the remaining residual demand is allocated in the final step of the JRCA scheme (It involves re-sorting the remaining residual links in decreasing order of demands and allocating them using the channel distribution in the vicinity of that residual link). Once all the links in the list are visited and allocated (no residual demands remain), we will have a comprehensive radio and channel assignment for the entire network, which is basically the output of the JRCA scheme.
III. ALGORITHM DESCRIPTION
The following is the pseudocode for the proposed Joint Radio and Channel Assignment (JRCA) scheme for 802.11-based wireless mesh networks:
Create a graph G = (V , E ) consisting of two kind of links for every single link e = (u, v) ∈ E -one link l = (u , v ) with the chan(l) = chan(e) for every corresponding link e ∈ E assigned a channel and allocation
Create a set D of domains representing the total number of channels available such that |D| = K.
while all links in L have not been visited do 9: Let l = (u , v ) be an unvisited link 10 :
if C =NULL then Compute the number of conflicts for domains in C when new link added to a domain.
26:
Pick k ∈ C with least number of conflicts.
27:
Create link l = (u , v ) with chan(l ) = k and allocation alloc(l ) = β 28: For clarity of presentation, we assume that the Interference Range (IR) is twice the transmission range i.e IR = 2T R. Each edge is labeled by a demand d(e) which is basically the amount of traffic or bandwidth that should be supported by this link e. Let K be the total number of channels available for use. K should be equal to the number of orthogonal channels available. K is not limited to channels of one 802.11 technology, but can consist of the total channels available for the entire 802.11 architecture including 802.11a, b/g. The configuration of the WMN (G), the corresponding demands d(e) in addition to the parameter K, serve as the input for JRCA scheme. Let β be the capacity (maximum bandwidth) of a radio interface.
The JRCA scheme starts off by initially calculating the possible number of radios at every mesh node (line 2). This step is required, since the MCCA algorithm, in addition to the network configuration G and channels K, requires the number of radio interfaces at each of the mesh nodes as input. The graph G along with the parameters K and radio(u), the number of radio interfaces at each mesh node u, is fed as input for the MCCA algorithm which does the initial channel assignment (line 3). Once the MCCA algorithm finishes executing, we read the graph G for the initial channel assignment. Let chan(e) represent the channel assigned to a link e ∈ E.
Given this channel assignment we do two things: 1. We create a new graph G (line 4) which will serve as one of the inputs for the JRCA scheme. G consists of two sorts of links -a allocated link and a residual link.
A allocated link has the following characteristics : It is assigned a channel (via step 3) and has an allocation of β (d(l) = 0) while a residual link has no channel assignment i.e chan(l res ) = −1 and has a demand d(l res ) = d(e) − β. 2. We create the domains. In addition to its creation, domains are populated with links and their loads by associating links (having a channel assignment) to domains.
(lines 5-6). The next step is to create a list L which basically consists of links in E sorted in decreasing order of residual demands such that d(l) > 0 and chan(l) = −1, ∀l = (u , v ) ∈ E (line 7). The JRCA scheme then visits all the links in L (lines 8-32) from the largest d l to the smallest d l such that l = (u , v ) ∈ L so that links with higher demands can be assigned to channels with less contention. A while loop (lines 10-31) is run as long as the condition d(l) > 0 is satisfied. During each run of the while-loop, we first create a set C (line 11) which basically consists of the channels assigned to links that exist between the nodes u and v and within the transmission range of either u or v . Sets C u and C v consists of the channels assigned to links emanating from u and v respectively(lines 12 and 13). A set K is calculated by performing the operation :
If |K | > 0, this means that there exists atleast one channel that has not be assigned to a link in the neighborhood around u or v . We pick a channel k ∈ K such that load(k) is the least load among those in K . Thereafter, we create a link l = (u , v ) with chan(l ) = k and allocation lines 16-19) . If |K | = 0 (lines 21-30), then we create a set
we give up and exit the while-loop; otherwise we calculate the number of conflicts for the channels c ∈ C when a new link is added to that corresponding channel c . By the number of conflicts, we mean the number of potential links that will interfere with a new link l , when that link is assigned to the same channel as the potentially interfering links (A newly created link l = (u , v ) conflicts with link l = (u, v) iff chan(l ) = chan(l) and (u or v ) lies in the interference range of (u or v)) (A node u lies in the interference range of node v iff the euclidean distance dist(u, v) ≤ IR) .
We
Once the while-loop exits, we then traverse the list L once again to check if there exists any links that have non-zero residual demands. If so, we sort L once again in the same way as before, but by discarding links with zero residual demands (line 33). We again proceed in the same way by assigning channels in such a fashion to each of these residual links with the least number of conflicts. The JRCA scheme is now complete and outputs the network G containing the newly created links along with their corresponding channels. The number of radio interfaces at a mesh router can be inferred from the number of distinct channel links emanating from that mesh router. Formally, the number of radio interfaces at a node u is given by the following:
Radios(u) = #channels assigned to links at node u If two or more links are on the same channel, we use only one interface at the two endpoints of the links.
Complexity analysis: We denote n as the number of nodes and m as the number of links within the WMN. Let K be the total number of non-overlapping channels available for channel assignment. The first phase of the JRCA which basically involves initial channel assignment using MCCA, runs in O(mn 2 
IV. SIMULATIONS
We conduct simulations to evaluate the performance of our JRCA algorithm. Firstly, we study the trend of throughput for WMNs (setup using JRCA) vs fixed-radio WMNs. By fixed-radio WMNs, we refer to those WMNs where each mesh node within the WMN is equipped with the same number of radio interfaces. Secondly, the variation of throughput vs client traffic is studied by observing the throughput achieved at the IGW when client traffic is varied, in a WMN, setup using JRCA. Lastly we study the variation of throughput efficiency vs network density (sparse WMN vs dense WMN). By network density, we refer to the number of active links within the WMN. A WMN with a high number of active links (greater than the number of orthogonal channels available) is classified as a dense WMN while a WMN with a low number of active links is classified as a sparse WMN.
All the scenarios were setup and simulated using the Qualnet Simulator [11] . 802.11a was used, allowing us to work with 12 orthogonal channels (K = 12). The data rate used was 6Mbps (β = 6Mbps). Constant Bit Rate (CBR) traffic was used for simulating client traffic. The transmission range was set at 250m. Routing was done manually. All simulations were run for 300s.
A. Study 1 : JRCA vs Fixed-Radio Scenarios
For the purpose of the first study, a dense network (figure 1) was used consisting of 10 nodes -one IGW (node 2) and 9 mesh routers. Four client sources (A, 9, 5, 8) were used to generate the traffic demands (shown in table I). The labels on the edges in figure 1 represents the traffic demand (in Mbps) flowing across an edge. The result of the JRCA scheme for the dense WMN is shown in figure 2 . The value inside the brackets represent the channel assignment for that corresponding link. The channel assignment for all the fixed-radio scenarios were done using MCCA. Table II shows the simulation results that compares the performance of JRCA with fixed radio scenarios. From the data presented, it can be observed that JRCA is much more efficient than fixed radio scenarios by guaranteeing higher throughput and lower average end-end delays. In addition to this, JRCA uses only 36 radios to achieve better performance results compared to fixed-radio scenarios of 40, 50, 60, 70 radios, assigned channels using MCCA.
The variation of throughput for experiments 2 through 8 can be explained as follows: as the number of radios increases, the throughput increases but then flattens out. The initial increase, from experiment 2 to 5, can be attributed to the increase in the number of interfaces which offers increased bandwidth. However, from experiment 5 onwards, the throughput remains the same. Although there is an increase in the number of interfaces, the degree of a mesh node (i.e the number of links emanating from that node) remains the same for every subsequent scenario. As a consequence, the MCCA algorithm is unable to use all the radio interfaces due to the limiting effect of the node degree. As a consequence, the throughput observed at the IGW remains the same.
The variation of average end-end delay for experiments 2 through 8 can be explained as follows: as the number of radios increases, the average end-end delay decreases but then flattens out. This trend, for experiments 2 through 5, is expected since multiple radios decrease the congestion level within the WMN due to increased bandwidth. The reduced congestion reduces the queuing delay and the number of packet retransmits, thus lowering the delay for packet transmission. The trend of the average end-end delay, from experiment 5 onwards, can be attributed to the same reason (node degree) used to explain the trend of throughput observed for experiments 5,6,7 and 8.
B. Study 2 : Trend of Throughput vs Client Traffic
In this study, we wanted to observe how the throughput varied when client traffic was varied, given the same WMN, setup using JRCA. To facilitate this, we used the JRCA result for the dense WMN (figure 2) and varied the client traffic (in table I). Table III shows the throughput, average delay and throughput efficiency observed at the IGW. Throughput efficiency is calculated using the formula: From the data presented, it can be seen that as the client traffic increases, the throughput efficiency decreases. This is because the WMN was designed for client traffic X (30 Mbps)(table I). When traffic higher than X is sent, it is expected that queues at each of the mesh nodes get saturated leading to packets being dropped at the mesh nodes. At every hop, this packet drop gets magnified, thus causing an overall decrease in the traffic observed at the IGW in comparison to the client traffic generated. In addition to this, the average delay increases as the client traffic increases. The increased average delay can also be attributed to the increase in packet drops arising due to an increase in congestion levels at the mesh nodes. As a consequence, the average delay increases as shown in table III.
Although designed for X, the dense WMN is only able to attain an efficiency of around 70%. Consider the results of JRCA for the dense WMN depicted in figure 2. There are a total of 18 active links within the WMN, which is greater than the number of orthogonal channels (12 channels) used for the channel assignment. As a result, it is expected that more than one link is assigned to the same channel. For example, links (1, A) and (3, 5) both use channel1 while links (5, 6) and (2, 7) use channel10. When two links, in the interference range of each other, are assigned to the same channel, only one link can be active at a time, leading to a decrease in the network bandwidth. This explains why the efficiency of the dense WMN is 70%.
Based on the above observation, we expect that a sparse WMN will have a higher efficiency than a dense WMN. This observation is essentially the motivation for the final study, where we explore the performance of JRCA in dense and sparse WMNs.
C. Study 3 : Trend of Throughput Efficiency vs Network Density
In this study, we compare the efficiency of JRCA in sparse and dense WMNs. To facilitate this, we use a sparse network (figure 3) consisting of only 7 mesh nodes -one IGW (node 1) and 6 mesh routers and 8 active links. Three clients sources (3, 5, 7) are used to generate the traffic demands for this sparse network. The labels on the edges in figure 3 represents the traffic demands (in Mbps) flowing across an edge. We use the traffic sources listed in table IV to setup sparse WMNs (using JRCA).
For studying dense and sparse WMNs, we modify the client traffic in tables I and IV as 0.5X, 0.75X, X, 1.25X, 1.5X in order to construct the input network configurations. These constructed WMNs are then fed as input for the JRCA algorithm and the output obtained, is then analyzed. In total, 8 WMNs (4 dense and 4 sparse WMNs) were constructed and the resulting JRCA results were simulated. Figure 4 shows the JRCA result for the sparse WMN for traffic X (X = 20Mbps). Table V shows the results of the performance of JRCA in dense and sparse WMNs. From the data presented, it can be observed that JRCA does very well in sparse WMNs delivering upto 94% of the client traffic at the IGW while in dense WMNs, JRCA is only able to achieve moderate efficiency (upto 74% of client's traffic).
The drop in the throughput efficiency in case of dense WMNs can be explained as follows: In dense WMNs, where the number of links are high (i.e. the number of links exceed the number of orthogonal channels available for channel assignment), there is a high probability that two links, in the interference range of each other, are assigned to the same channel. This leads to channel interference (inter-flow and intra-flow interference) and consequently decreases the network capacity (since only one link can be active at a time) and increases the packet loss. We also make the following observations:
• When the number of active links increases, the throughput efficiency decreases and the delay increases. As the number of active links increases, the channel interference increases. Increased interference leads to a decrease in network capacity and consequently decreases the throughput efficiency. With decreased network capacity, the congestion level within the WMN increases. As the congestion level increases, the delay increases.
• If the number of links are the same, when client traffic increases, the throughput efficiency decreases and the delay increases. As the client traffic increases, the congestion level within the WMN increases. When the congestion level increases, the delay increases and consequently decreases the throughput efficiency.
V. CONCLUSIONS
In this work, we have proposed a scheme that can allocate both radio interfaces and assign channels to them, in such a manner that captures the client's traffic demands while minimizing channel interference. In particular, the JRCA scheme uses a clever heuristic to create new links between mesh nodes by considering surrounding channels and load distribution. During the course of our study, we have examined the quality of our scheme by studying various parameters directly or indirectly influencing JRCA's performance. Firstly, we performed a comprehensive study that compared our scheme against scenarios which contained mesh nodes, each of which were equipped with a fixed number of radio interfaces. We discovered that our scheme performs very well against these fixed-radio scenarios. Secondly, we examined how the throughput varied when client traffic was varied. Lastly, we studied the trend of throughput efficiency vs network density, which revealed to us that JRCA's performance is directly contingent on the density of the wireless mesh network configuration.
Thus, our work has demonstrated the fact that by equipping mesh routers with a variable number (depending upon the net traffic flowing through the node) of radio interfaces and assigning them channels in a manner that minimizes interference is indeed more advantageous than the naive strategy of equipping each router with the number of radios equal to the number of orthogonal channels. In addition to the scheme's several advantages, we believe that our work, to our best knowledge, is the first of its kind that couples the problem of radio allocation and channel assignment in a joint manner. With costs of 802.11-enabled radio interfaces plummeting, we believe that wireless mesh network are becoming more of a commonplace. With our scheme, a network deployment engineer can easily and quickly install a 802.11-based wireless mesh network that caters to the ISPs' customer's needs.
As a part of future work, we would like to extend JRCA to use overlapping channels. Rate control for each of radios of a mesh router is another additional feature that we are planning to factor into our scheme for the future. Using rate control, we will be able to control the interference range of the radios thus allowing JRCA to minimize the co-channel interference to a greater degree.
