To study the reflecting diffusion processes on manifolds with boundary, some new curvature operators are introduced by using the Bakry-Emery curvature and the second fundamental form. As applications, the gradient estimates, log-Harnack inequality and Poincaré/log-Sobolev inequalities are investigated for the Neumann semigroup on manifolds with boundary.
Introduction
The Bakry-Emery curvature condition [3] has played a crucial role in the study of diffusion semigroups on Riemannian manifolds. When the reflecting diffusion processes are considered on a manifold with boundary, both the curvature of the generator and the second fundamental form of the boundary have to be taken into account, see [6, 10, 11, 15, 16] and references within. It has been observed in [13, 14] that the curvature and the second fundamental form play essentially different roles in the study of functional inequalities for the reflecting diffusion processes, so that they can not be compensated each other. Moreover, since the geometry of the boundary works to a reflecting diffusion process only when the process reaches the boundary, the second fundamental form appears in the study as integrals w.r.t. the local time of the process on the boundary (see [6, 15, 16] ). To avoid using the local time which is in general less explicit, we aim to derive explicit results for the reflecting diffusion processes by using modified curvature tensors consisting of the Bakry-Emery curvature and information from the boundary.
Let (M, ·, · ) be a d-dimensional complete connected Riemannian manifold with boundary ∂M. Let P t be the semigroup of the reflecting diffusion generated by L := ∆ + Z for some C 1 -vector field Z on M. We assume that the reflecting diffusion process generated by L is non-explosive, so that P t is a Markov semigroup. According to e.g. Lemma 3.2 below, P t is the Neumann semigroup generated by L; that is, for a reasonable reference function f , the times-space function u := P · f solves the Neumann problem
where N is the inward unit normal vector field of ∂M.
Recall that for any f ∈ C ∞ (M), the Bochner-Weitzenböck formula implies where Ric and Hess stand for the Ricci curvature and the Hessian tensor respectively, and · HS is the Hilbert-Schmidt norm. Consequently, for a function g on M, the Bakry-Emery curvature condition
is equivalent to Ric − ∇Z ≥ g. Here and in the sequel, for a 2-tensor T and a function g, T ≥ g means that T(X, X) ≥ g|X| 2 holds for any X ∈ T M, the tangent space of M. Next, The second fundamental form is a two-tensor on ∂M given by
where T ∂M is the tangent space of ∂M. Now, for any strictly positive φ ∈ C 2 (M), we introduce a family of modified curvature tensors Ric
To ensure that these tensors contain also information from the boundary, the function φ will be taken from the class
Note that for a vector X and a function f we write Xf = X, ∇f , and conditions on N and I are automatically restricted to ∂M and T ∂M. If I and the sectional curvatures of M are bounded and the injectivity radius of the boundary is positive, then the class D is non-empty, see [11, Page 1436] for construction of φ using the distance function to the boundary. We also remark that the condition inf φ = 1 in the definition of class D is not essential but for convenience, since our results (see Theorem 1.1 below) do not change if one replaces φ by cφ for a constant c > 0.
To construct the reflecting diffusion process, let B t be the d-dimensional Brownian motion on a complete filtered probability space (Ω, {F t } t≥0 , P). Then the reflecting diffusion process X t and its local time l t on ∂M can be constructed by solving the Stratonovich stochastic differential equation on M:
where u t is the horizontal lift of X t on the frame bundle O(M); i.e. u t satisfies
for a fixed initial data u 0 ∈ O X 0 (M) and the horizontal lift H from T M to T OM (the tangent space of O(M)). We have
where B b (M) is the set of all bounded measurable functions on M, and E x is the expectation taken for the process X t starting at point x.
Let X φ t be the reflecting diffusion process generated by
Since X t is non-explosive, so is X φ t provided ∇ log φ is bounded. Below is the main result of the paper, which provides sharp gradient estimates of P t without using the local time. Let ρ be the Riemannian distance on M, i.e. for any x, y ∈ M, ρ(x, y) is the length of the shortest curve on M which links x and y. For a fixed point o ∈ M, let ρ o = ρ(o, ·). We will need the following technical assumption: (1) Ric
(K+|∇ log φ| 2 )(Xs)ds holds for t ≥ 0 and x ∈ M;
As applications of Theorem 1.1, we have the following explicit gradient/Poincaré/Harnack type inequalities for P t .
(2) For any measurable function f ≥ 1, the log-Harnack inequality
Remark. (a) The log-Harnack inequality was introduced in [9] for diffusion semigroups on Hilbert spaces with non-constant diffusion coefficients, which implies heat kernel bounds and the HWI (energy/cost/information) inequality. This inequality has been established in [15, Section 5] on manifolds with boundary by using exponential estimates on the local time.
dx is a probability measure, where dx stands for the volume measure on M. Then P t is symmetric in L 2 (µ) and
we obtain the Poincaré inequality
Below we establish the corresponding log-Sobolev inequality and the HWI inequality, which generalize the existing ones in the case without boundary. In particular, if ∂M is convex we may take φ ≡ 1 so that Corollary 1.3(1) goes back to the Bakry-Emery criterion while Corollary 1.3(2) reduces to the HWI inequality derived in [8] and [5] on manifolds without boundary. Moreover, Corollary 1.3(3) provides explicit heat kernel bounds.
, and
hold for all t > 0 and x, y ∈ M.
We will prove Theorem 1.1 and its Corollaries in Sections 2 and 3 respectively. Indeed, Section 2 proves more than Theorem 1.1: a result more general than the equivalence of (2) and (3) in Theorem 1.1 is proved (see Proposition 2.4 below), and I ≥ −N log φ is deduced from Theorem 1.1(3) for a class of manifolds with boundary including compact ones (see Proposition 2.5 below).
2 Proof of Theorem 1.1
From (1) to (2)
We will make use of [15, Proposition A.2] , for which we have to confirm that for any
To this end, we first extend a result in [11] to make the boundary convex by using conformal changes of metric, then prove the boundedness of the gradient by following the line of [15] .
Proof. Let ∇ ′ be the Levi-Civita connection for the metric ·, · ′ . We have (see [ 
Since X, ∇φ = 0 for X ∈ T M and noting that the inward unit normal vector field of ∂M under the metric ·, · ′ is N ′ := φN, we obtain
The second lemma is essentially due to [15] . But we are using a different condition.
Z is bounded below and (A) holds, then
holds for some constant c > 0.
Proof. (a) Let |∇φ| · |Z| be bounded. By Lemma 2.1, ∂M is convex under the metric ·, · ′ := φ −2 ·, · . Let ∆ ′ and Ric ′ be the Laplacian and the Ricci curvature for the metric
Since |∇ log φ| and |Z| · |∇ log φ| are bounded, according to the calculations in the proof of [15, Lemma A.4] , Ric ′ − ∇ ′ Z ′ is bounded below and the desired gradient inequality holds for some constant c and all f ∈ C is a compact function, i.e. {ϕ ≤ r} is compact for any constant r. For any n ≥ 1, let h n = (2 − ϕ/n) + ∧ 1 and Z n = h n Z. Then |∇φ| · |Z n | is bounded and by our condition
holds for some constant K 0 independent of n. Therefore, by (a) there exists a constant c 0 > 0 such that
where
is the semigroup of the reflecting diffusion process generated by ∆ + Z n . Since P (n) t f → P t f as n → ∞, we obtain
Therefore, the desired gradient inequality holds.
Finally, the following lemma is an extension of [1, Lemma 2.3] where the initial points is outside the boundary.
holds, where σ r = inf{s ≥ 0 : ρ(X s , x) ≥ r} and X s is the reflecting diffusion process generated by L with X 0 = x. , 2r 0 ) ). By the convexity of the boundary under the new metric and using the Itô formula, we obtain
for some constant c 1 > 0 and an one-dimensional Brownian motion b t . Due to this inequality, the remainder of the proof is completely similar to that of [1, Lemma 2.3].
Proof of (1) 
provided Ee λlt < ∞ holds for any λ, t > 0. In general, the proof of [15, Proposition A.2] implies that
is a local submartingale; that is, letting τ n = inf{s ≥ 0 : l s ∨ ρ o (X s ) ≥ n} which goes to ∞ as n → ∞, {η s∧τn } s∈[0,t] is a submartingale for each n ≥ 1. So,
N log φ(Xs)dls holds for n ≥ 1.
On the other hand, by (1.2) and the Itô formula, we have
Combining this with (2.1) and noting that
we obtain
(K+|∇ log φ| 2 )(Xs)ds .
Since K, |∇ log φ| are bounded and due to Lemma 2.2 |∇P · f | is bounded on [0, t] × M, according to the dominated convergence theorem we complete the proof by letting n → ∞.
Equivalence of (2) and (3)
The equivalence of (2) and (3) follows from the following result by takingZ = − √ 2 ∇ log φ.
Proposition 2.4. LetZ be a bounded C 1 -vector field on M, and let Y t be the reflecting diffusion process generated by L + √ 2Z starting at x. Then for any bound measurable function F of
Proof. Let
By the Girsanov theorem, under the probability measure RdP the process
is a d-dimensional Brownian motion. Obviously, the equation (1.2) can be reformulated as
Therefore, under the new probability measure, X [0,t] is the reflecting diffusion process generated by L + √ 2Z. Hence,
From (3) to (1)
The desired assertion follows from the following result, which also indicates that for a class of manifolds including compact ones, the condition I ≥ −N log φ in the definition of D is essential for (3), and hence (2). on B(x, ε), the geodesic ball at x with radius ε. Let X φ t be the reflecting diffusion generated by L φ with X φ 0 = x, and let
holds for some constant c > 0. Since l s = 0 for s ≤ σ ε , this implies that
where o(t) stands for a t-dependent quantity such that o(t)/t → 0 as t → 0. On the other hand, since suppf ⊂ M \ ∂M so that Nf = 0, we have
This and ∇f (x)| = |X| = 1 imply that
Combining this with (2.2) and the gradient inequality in Theorem 1.1(3), we arrive at
Noting that Hess f (x) = 0 and |∇f (x)| = 1 imply
combining (2.3) with (1.1) we obtain
be such that Nf = 0 and ∇f (x) = X. We have
Consequently, for small t,
On the other hand, according to [15, Proposition 4.1] ,
where l φ t is the local time of X φ t on ∂M. Therefore, since |∇f (x)| = 1 and lim
we have
Combining this with (2.4) and the gradient inequality in Theorem 1.1(3), we conclude that
This implies I(X, X) ≥ −N log φ(x) since X = ∇f (x) and by [16, (3.8) ], N|∇f | 2 = 2I(∇f, ∇f ).
Proofs of Corollaries 1.2 and 1.3
We first present two lemma which are known when M is compact, where the first extends [12, Theorem 2.1] and the second is crucial in order to use Bakry-Emery's semigroup argument. For readers' convenience we include below complete proofs for both of them.
Lemma 3.1. Let x ∈ ∂M and let σ r be in Lemma 2.3 for a fixed constant r > 0. Then
Proof. The proof is modified from [12] . Let ρ ∂ be the Riemannian distance to ∂M, and let r 0 ∈ (0, r) be such that ρ ∂ is smooth on B(x, 2r 0 ). Let
By the Itô formula we have
where b t is an one-dimensional Brownian motion. LetB t solve
thenb t is an one-dimensional Brownian motion such that
wherel t is the local time ofB t at 0. Combining this with (3.1) and noting that dl t is supported on {ρ ∂ (X t ) = 0} while dl t is supported on {b t = 0}, we obtain
Since due to (3.1) one has |El t∧τ − Eρ ∂ (X t∧τ ) 2 ≤ c 2 t 2 for some constant c 2 > 0, it follows that El t∧τ − √ 2 E|b t∧τ | ≤ c 3 t, t ≥ 0 holds for some constant c 3 > 0. Noting that E|b t | = 2t/π and Eb 2 t = t, combining this with Lemma 2.3 we arrive at
for some constant c 4 > 0. Finally, using t ∧ σ r in place of t, the proof of [12, Lemma 2.3] leads to El 2 t∧σr ≤ c 0 t for some constant c 0 > 0 and all t ∈ [0, t]. Therefore, it follows from (3.2) and Lemma 2.3 that
holds for some constant c 5 > 0 and all t ∈ [0, 1]. This completes the proof.
Lemma 3.2. Let f ∈ C , the class of all functions f ∈ C 2 (M) such that Nf = 0 and Lf is bounded. Then
Proof.
(1) The first equality follows from P t f = f + t 0 P s Lf ds implied by the Itô formula. To prove the second equality, it suffices to show that for any x ∈ M \ ∂M,
Let r 0 > 0 be such that B(x, r 0 ) ⊂ M \∂M, and take h ∈ C ∞ 0 (M) such that h| B(x,r 0 /2) = 1 and h| B(x,r 0 ) c = 0. By the Itô formula we have
Since L(hP t f )(X r ) is bounded and goes to LP t f (x) as r → 0, and noting that by Lemma 2.3
holds for some constant c > 0, we conclude that
that is, (3.3) holds.
(2) Let x ∈ ∂M. If NP t f (x) = 0, for instance NP t f (x) > 0, then there exists r 0 , ε > 0 such that NP t f ≥ ε holds on B(x, 2r 0 ). Moreover, by using f + f ∞ in place of f , we may assume that f ≥ 0. Let h ∈ C ∞ 0 (M) such that 0 ≤ h ≤ 1, Nh = 0, h| B(x,r 0 ) = 1 and h| B(x,2r 0 ) c = 0. By the Itô formula and using (1), we obtain
where σ := inf{s ≥ 0 : X s / ∈ B(x, r 0 )}. Combining this with (1) we arrive at 
holds for some constant c ′ > 0 and small s > 0. This is contradictive to (3.4). (3) By (1) and (2) and using the Itô formula, there is a local martingale M s such that
, we see that M s is indeed a martingale. Therefore,
This completes the proof.
Next, we present a result on the Poincaré type inequalities and the log-Harnack inequality for P t by using an L 2 -gradient estimate. Having Lemma 3.2 in hands, the proof of (3.5) is standard according to Bakry and Ledoux (see e.g. [2, 7] ), while that of (3.6) is essentially due to [9] . and for any measurable function f with f ≥ 1, (3.6) P t log f (y) ≤ log P t f (x) + ρ(x, y) ξ −1 r dr) 2 , s ∈ (0, t).
Integrating over [0, t] and letting ε ↓ 0, we obtain (3.6). = e −2K φ t P t (φ|∇f |) 2 (x).
To prove Corollary 1.3, we present a log-Sobolev inequality which generalizes the corresponding known one on manifolds without boundary.
Lemma 3.4. Let φ ∈ D such that Ric φ,2 Z ≥ K φ holds for some constant K φ . LetP φ t be the semigroup of the reflecting diffusion process generated byL φ := L − 4∇ log φ. Then (3.7) P t (f 2 log f 2 ) ≤ (P t f 2 ) log P t f 2 + 4 φ
