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Abstract
We investigate the deformation of D{brane world{volumes in curved backgrounds. We calculate
the leading corrections to the boundary conformal eld theory involving the background elds,
and in particular we study the correlation functions of the resulting system. This allows us to
obtain the world{volume deformation, identifying the open string metric and the noncommuta-
tive deformation parameter. The picture that unfolds is the following: when the gauge invariant
combination ! = B + F is constant one obtains the standard Moyal deformation of the brane
world{volume. Similarly, when d! = 0 one obtains the noncommutative Kontsevich deformation,
physically corresponding to a curved brane in a flat background. When the background is curved,
H = d! 6= 0, we nd that the relevant algebraic structure is still based on the Kontsevich expan-
sion, which now denes a nonassociative star product with an A∞ homotopy associative algebraic
structure. We then recover, within this formalism, some known results of Matrix theory in curved
backgrounds. In particular, we show how the eective action obtained in this framework describes,
as expected, the dielectric eect of D{branes. The polarized branes are interpreted as a soliton,
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1 Introduction and Summary
Noncommutative quantum eld theoretic limits of string theory have received considerable
attention in the recent literature, and have been studied in a variety of papers (see, e.g.,
[1, 2, 3, 4, 5, 6] and references therein). The attention is focused on a specic scaling limit,
where the eects of large magnetic backgrounds are translated into Moyal noncommuta-
tive deformations of the D{brane world{volume algebra of functions. The open string
physics is therefore captured within a quantum eld theory (which is renormalizable, de-
spite appearances [7, 8]). A common point to most previous investigations is that the
background (sigma model) elds are taken to be constant and that, as a consequence,
the target space is flat. One may then ask the natural question of what happens if the
background is curved, i.e., if the background elds are no longer constant? This ques-
tion received some attention in a couple of recent papers [9, 10, 11, 12], but there is no
general answer to it (other papers of interest with some relation to this subject are, e.g.,
[13, 14, 15, 16]). Our goal in this work is to address this problem in the context of a
simple model with weakly curved backgrounds, which can be on one side connected to
the known flat background framework, and on the other hand can be related to formal
results of brane physics in WZW models, which can be analyzed exactly with conformal
eld theory techniques [10, 11, 17].
More concretely, the aim of this paper is to understand how the presence of a non{
trivial background eld aects the world{volume deformation of a D{brane. It is known
that, in the presence of a constant background B{eld, the physics can be exactly de-
scribed either by a sigma model approach [18, 19, 20, 21, 22, 23, 24, 25], or alternatively,
by translating the background B{eld into a noncommutative Moyal deformation of the
brane world{volume algebra of functions [3, 5]. The constant eld situation represents a
particular choice of background and one can ask what happens in more complicated situ-
ations. One thing to keep in mind is that (as for the Born{Infeld action [26, 27, 28]) the
gauge covariant combination to consider is not B alone, but B +F , which we shall denote
by !  B + F in the following. One may then consider three cases of increasing complex-
ity: the case of constant !, the case where d! = 0 but ! is not constant, and the most
general case where d! 6= 0 and we have NS{NS three form flux (as d! = dB + dF = H)
and a curved background.
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The analysis leads to the following complete picture. The rst case, corresponding to
constant !, has been extensively studied in the literature where one obtains a noncommu-
tative Moyal deformation of the brane world{volume [3, 4, 5, 6]. The physics is by now very
well understood, corresponding to a flat brane embedded in a flat background space. The
second case, when ! is not constant but d! = 0, has also been studied in the literature,
though to a much less extent. This gives the so{called Cattaneo{Felder model of [29]. One
therefore obtains the natural extension of the Moyal deformation to the case of varying
symplectic form, corresponding to the noncommutative Kontsevich star product deforma-
tion of the brane world{volume algebra of functions [30]. This situation corresponds to
the embedding of a curved brane in a flat background space. These congurations have
also been studied from the point of view of BPS membranes in Matrix theory, where the
varying F{eld physically corresponds to a varying density of zero{branes over a curved
membrane [31, 32]. Finally, the general case where d! 6= 0 is the main subject of this
paper. One no longer has a symplectic form and apparently no obvious denition of a
star product |which usually comes from a given Poisson structure on the world{volume
of the D{brane. In this general situation, we will nd that the world{volume algebra of
functions is deformed to an algebra which is not only noncommutative, but also nonas-
sociative. One interesting point we shall uncover is that this nonassociative star product
can still be dened using Kontsevich’s formula [30]. Therefore, the nonassociativity can
be traced, thanks to Kontsevich’s formality formulae, to the Schouten{Nijenhuis bracket
of !−1 with itself, which is proportional to the NS{NS eld strength d! = H [30, 29].
These nonassociative algebras have the structure of an A1 homotopy associative algebra
(see, e.g., [33, 34, 35]) which have previously received some attention in the string eld
theory literature since they are the natural algebras that appear in general open{closed
string eld theories [36, 37].
Our approach in this paper will rely on a perturbative calculation of n{point functions
on the disk, using the background eld method applied to open string theory [18, 19, 22,
23]. The background elds are expanded in Taylor series, and the derivative terms that
appear are treated as new interactions, which we treat in a perturbative expansion. This
allows us to obtain the open string parameters, metric G and deformation , generalizing
the results in [23, 3, 5]. It also allows us to identify the star product deformations, as
described in the previous paragraph. We begin, in section 2, by describing the specic
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closed string backgrounds which we shall consider in this paper. These will be the class of
parallelizable manifolds, exact background solutions for closed string theory [20]. Then,
in section 3, we shall describe in detail the perturbation theory on the disk for open
strings in these curved backgrounds, i.e., we will study the new interaction vertices due
to the curvature terms. In particular, we present the general methods that we then use in
section 4 for the calculation of n{point functions on the disk, with particular emphasis on
the conformal properties of these disk correlators. These correlators also yield the open
string parameters and the nonassociative Kontsevich star product. Section 5 includes a
brief resume of the dierent situations and the dierent world{volume deformations and
star products, which can be read directly by the reader who wishes to skip the calculations
in the preceding sections. It also describes in some detail the concept of a nonassociative
star product deformation, which could be a topic of great interest for future research.
Most of the previous treatment is done in a particular 0 ! 0 scaling limit [5], where
the closed string metric, g, scales to zero. In section 6 we move away from this limit and
compute corrections to the previous results which explicitly depend on the closed string
metric. These calculations yield the formulas relating open and closed string parameters.
It is interesting to observe that the nal answer is a simple generalization of the flat
background results of [23, 3, 5]. In section 7 we make contact with previous results and
in particular we describe, within our formalism, the dielectric eect of D{branes [38]
in these curved backgrounds. Indeed, these solutions describing polarization of lower
dimensional branes, obtained rst in [38] and then further studied in dierent situations
involving D{branes and fundamental strings in R{R or NS{NS backgrounds by, e.g.,
[39, 40, 41, 42, 43, 44, 45], is now reinterpreted, dually, as an instability of the space
lling brane, which condenses to a lower dimensional brane. This is accomplished by rst
studying the relation between the partition function |the correlators we computed in the
earlier sections| and the eective action. Once this connection is made (using boundary
string eld theory arguments), we obtain the usual matrix action in the presence of an
H{eld, and we can then use the previous results on the subject.
Finally, we discuss in the concluding sections how further studies of these nonassocia-
tive geometries could lead to a proper denition of Matrix theory [46, 47, 48, 49, 50] in
a general curved background. These nonassociative geometries could provide the proper
framework to generalize the arguments in [51, 52, 53] and the weak eld calculations of
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[54, 55] in order to build the Matrix theory action in a general curved target space.
2 Open Strings in Parallelizable Backgrounds
The physics of a string propagating in a curved background is conveniently described in
terms of a nonlinear sigma model. In the presence of a background metric gab (x) and
NS{NS 2{form eld Bab (x) the action which governs the motion of the string is given by






gab (X) dXa ^ dXb + i40
Z
Σ
Bab (X) dXa ^ dXb; (1)
where  is the string world{volume. Moreover, when considering open strings one can
include boundary interactions on @. In the sequel, we will mainly focus on the coupling





In this paper we will consider only the physics at weak string coupling, and we will
consequently assume  to have the topology of a disk. Other background elds (such
as the dilaton) will not play a role in our subsequent analysis. We shall mainly address
maximal branes, though our results are completely general. Also, from now on, we will
work in units such that
20 = 1:
The action (1) is written in a generic coordinate system xa in spacetime. On the other
hand, in order to use (1) to compute correlators in perturbation theory, it is natural to
follow the standard techniques of the background eld method and use coordinates xa
which are Riemann normal coordinates at the origin |i.e. dened using geodesic paths
in target space which start at xa = 0 [18, 20]. We recall that the main advantage of this
choice is that the Taylor series expansion of any tensor around xa = 0 is explicitly given in
terms of covariant tensors evaluated at the origin. In particular one has, up to quadratic
order in the coordinates,
5
gab (x) = gab − 13Racbdx
cxd +    : (2)
Let us now consider the expansion of the NS{NS 2{form eld, by rst recalling that
we have some gauge freedom in the denition of Bab (x). In fact, the transformations
B ! B + d, A ! A −  leave the total action S + SB invariant, and we can use this
freedom to impose the following (radial) gauge1
xaBab (x) = xaBab (0) :








Therefore, the normal coordinate expansion for the eld Bab is explicitly given by







rdHabcxcxd +    : (3)
Using the expressions (2) and (3), one can expand (1) about the classical constant
background @Xa = 0 and obtain
S = S0 + S1 +    ; (4)



















XadXb ^ dXc: (5)
1Given a generic field Bab (x), we can consider the gauge transformation parameter Λa (x) given by




sBab (sx) ds. It is then a simple computation to see that the combination ∂aΛb − ∂bΛa





In this paper, we will be primarily interested in the eects of the term S1, which
describes a small curved deviation from the flat closed string background. Let us elaborate
more on this point. To leading order in 0, the beta function equations which describe





cd ; raHabc = 0: (6)
If we work to rst order in H, one may then neglect the presence of curvature coming
from the metric and only consider the eects of H coming from (5). We can actually make
these arguments more systematic if we consider a general class of conjectured solutions
to the beta function equations, called parallelizable manifolds [20]. These congurations
are characterized by the following properties. First of all, the tensor Habc is covariantly
constant,
raHbcd = 0:
Moreover, if we consider the generalized connection Γ + 12H, then the corresponding cur-
vature tensor,








must vanish. Using the fact that Ra[bcd] = 0, one can easily show that the eld Habc must
satisfy a Jacobi identity, in the sense that
HabeHcd
e + cyclicabc = 0:






and therefore (6). Moreover, at a more fundamental level, it was explicitly shown that
when the target is parallelizable, the string sigma model is ultra{violet nite to two loops,
with vanishing beta functions [20]. It was moreover suggested that this holds true to
higher orders for the superstring, and one thus has a consistent solution of closed string
theory [20].
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In the parallelizable situation the expansion (4) drastically simplies. In the sequel we
shall only need the explicit forms of S0 and S1 given above. On the other hand, in order
to extend the results of this paper to higher order in H, one needs the expressions of Sn
for n  2. We include, for completeness, the rst of these terms explicitly given by:






In the last section we have reviewed the general form of the sigma model action which
describes open string dynamics in curved backgrounds. From now on we shall only consider
backgrounds which are weakly curved. More precisely we will work, for the rest of the
paper, to leading order in the background eld H, and consequently we shall focus our
analysis on the action S0 + S1 + SB. If we denote with F = dA the U (1) eld strength,
and with ! the symplectic structure
!ab (x) = Bab + Fab (x) ; (7)















XadXb ^ dXc: (8)
Before we start the detailed discussion of the perturbation theory for the action (8),
and in order to set the stage and motivate the subsequent results, let us begin by recalling
some known facts which are valid in the flat space limit of Habc = 0. On one side, the





a ^ dXb, or even the full free action S0. One then analyzes the physics of
boundary interactions by considering the coupling SB to the U(1) gauge eld, A, and one
treats (following, for example, the approaches in [19, 22, 23]) the interactions perturba-
tively in F = dA. In this scheme the basic interaction vertex with n external legs involves
n − 2 derivatives of F , and the perturbation theory quickly becomes unmanageable as
soon as one considers rapidly varying gauge elds. It was noted, on the other hand, in
[29] that, if one considers the simple topological action i
R
Σ ! (that is, one looks at (8)
in the limit gab, Habc ! 0), then the resulting path integral drastically simplies. In
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fact, if one considers the n{point function of n generic functions f1 (x), . . . , fn (x), placed
cyclically on the boundary @ of the string world{volume, one obtains the simple result
(independently of the moduli of the insertion points) [29, 5]:
hf1    fni =
Z
V (!) dx (f1 ?    ? fn) : (9)
In the above, ? is the associative Kontsevich star product2 with respect to the Poisson
structure  = !−1,
f ? g = f  g + i
2
ab@af @bg +    ; (10)
and V (!) =
p
det ! (1 +   ) is a volume form3 such that R V (!) dx acts as a trace for
the product ?. The basic point we would like to stress is that the product (10) contains
derivatives of  (and therefore of F ) to all orders, and is therefore valid for arbitrary gauge
eld congurations. This means that the perturbation theory in Aa becomes tractable to
all orders when gab ! 0, and is conveniently described in terms of the algebraic operation ?.
We shall see in this paper that, when one introduces the perturbation S1 but still
considers the limit gab ! 0, then one can still re{sum the perturbation theory to all orders
in Aa. We will see that the relevant algebraic structure is still given by a Kontsevich
product of the general form (10), but now with ! replaced in a natural way by the gauge
invariant combination:
e!ab (x) = !ab (x) + 13Habcxc = Bab (x) + Fab (x) ;
and with  replaced by e = e!−1. In order to clearly distinguish the two cases, we shall
denote this second product (relative to e) with , given by the usual Kontsevich expansion,
f  g = f  g + i
2
eab@af @bg +    :
The two{form e! is not closed and correspondingly the product  is now nonassociative.
We will discuss later how the nonassociativity is controlled by the eld strength H = de!.
2The terms hidden behind the dots    in (10) are given by explicit diagrammatic expressions, as
explained in [30], valid for any bi–vector field αab (x) in terms of the functions f , g, the tensor αab and
their derivatives. If α−1 is closed, then the corresponding product is associative.
3For more details on V (ω) we refer the reader to [56].
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The n{point functions are again given by an equation similar to (9), with ? replaced by .
On the other hand, expressions like f1    fn are ambiguous, due to the nonassociativity
of the product, and one needs to insert parenthesis to precisely dene their meaning.
This can be done in various ways, and this fact is reflected in the dependence of n{point
functions on the n− 3 conformal moduli of the insertion points on the boundary @. The
n{point functions will then be interpolations, parameterized by n−3 moduli, between the
various possible positions of the parenthesis in the expression f1      fn.
From now until section 4.5 we will concentrate on the simplest case of F = 0 or
!ab (x) = Bab:
We thus neglect the boundary interaction SB and concentrate on the action S0 + S1. The
generalization to the case (7) will be comparatively simple (as for the de! = 0 case) and is
left to section 4.5, which also summarizes the results in the general context. We now turn
to a systematic discussion of the perturbation theory for the action S0 + S1.
3.1 The Free Theory
Let us rst recall some facts about the unperturbed action S0. Since S0 is invariant under
translations Xa ! Xa + ca, the eld Xa can be split into a constant zero mode xa and a
fluctuating quantum eld a,
Xa = xa + a: (11)
Path integrals with the free action S0 are then explicitly given by a path integral over the







The integral in [d] is gaussian and is determined once one obtains the two{point
function for the fluctuating eld . From now on, and unless otherwise specied, we will
parameterize the disk  with the complex upper{half plane H+. As discussed in [22, 3, 5],
the two{point function can be more conveniently written if one introduces the open string








It then has the general form,




GabB (z;w) + 1
2
gabC (z;w) ; (12)
where








B (z;w) = ln jz − wj ;
C (z;w) = ln
z − wz − w
 :
In the sequel, we shall only need to consider the propagator (12) when one point (say w) is
placed at the boundary @ of the string world{sheet. In this case w = w and C (z;w) = 0.
Also, in the case w = w, the coecients A (z;w) and B (z;w) have a simple geometrical
interpretation. A measures the angle between the line z{w and the vertical line passing
through w, and B gives the logarithm of the distance between z and w.
We now consider the limit gab ! 0. In this limit, the eective open string metric
Gab becomes large and therefore the term in (12) proportional to Gab becomes irrelevant.
Also, one has in this limit, that  = B−1 = (x). In this case the propagator (12) reduces
to
ha (z) b (w)i = i

abA (z;w) ;
and the computation of path integrals becomes simple. As we discussed in the previous
subsection, if one considers n functions f1, . . . , fn, positioned at ordered points 1 <    <
n on the boundary @ of the string world{sheet, then the path integral
Z
[dX] e−S0(X) f1 (X (1))    fn (X (n)) (13)
can be evaluated [3, 5] with the result,
Z
V (B) dx (f1 ?    ? fn) :
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Since ! (x) = B is constant, the product ? is the usual Moyal star product and V (B) =
p
detB.
A word on notation. From now on we will omit the explicit reference to the volume
form in the integrals. We shall therefore use the following short{hand notation:
Z
V (!) dx    !
Z
   :
3.2 The Interaction
Let us now consider the eects of the perturbation S1. Corresponding to the split (11),
the eect of S1 is to introduce two bulk graphs:






da ^ db ; (14)





adb ^ dc: (15)
We will then consider the following path integral
Z
[dX] e−S0(X)−S1(X) f1 (X (1))    fn (X (n)) ’Z
[dX] e−S0(X) [1 + V +W] f1 (X (1))    fn (X (n)) : (16)
In order to analyze the eects of V and W, let us rst introduce some notation and
discuss some useful simple results. Consider a generic point z 2 H+, and consider the
path integral:
Z
[dX] e−S0(X) a (z) f1 (X (1))    fn (X (n)) :
If we introduce the short{hand notation,
A (z; i) = Ai;
for the angle between the line z{i and the vertical through i, then the result of the above






Ai aea Z f1 ?    ? @eafi ?    ? fn:
The above result is easy to understand once one considers the expansion of the functions
fi (X) = fi (x + ) in Taylor series in powers of . The contraction of the eld a (z) with
a eld ea (i) coming from the Taylor expansion of the function fi gives a factor of ipiAi aea.
We are then left with a path integral of the form (13), where the function fi has been
replaced with its derivative @eafi. More generally, when a free eld a (z) is contracted
with one of the boundary functions it acts as a dierentiation:
i

A aea@ea : (17)
With this result, we can now consider the eects of the perturbation vertices V and
W in the path integral (16). Let us start with the analysis of V. Choose any two indices
i < j and consider the term where the two ’s in V dierentiate the two functions fi and











   ? @eafi ?    ? @ebfj ?    :
The integral over  can be evaluated by noting that the upper{half plane H+ corresponds
to the simplex −pi2 < Ai < Aj < pi2 in the Ai{Aj plane. Therefore the integral
R
Σ dAi^dAj
is equal to 12
2. Moreover, if we instead let a dierentiate fj and b dierentiate fi we
obtain, using the antisymmetry of Habc, the same result as above. Summing the two









aeabeb Z xc ? f1 ?    ? @eafi ?    ? @ebfj ?    ? fn :
In the above equation we have used the fact that (for the Moyal product)
R
f  g = R f ? g,
in order to rewrite everything in terms of ? products, including the multiplication by the
coordinate function xc. To conclude the analysis of the eect of the two{vertex V, one must
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also consider the term coming from the contraction of the two ’s in V among themselves.
This term will require some care, since we must regularize the contraction of two elds
at coincident points. On the other hand, the general structure of the contribution can be
obtained with little eort by recalling that the two indices a and b in (14) are contracted
with the antisymmetric tensor Habc. This implies that the contribution in question must
have the form
V = N Habcbc
Z
xa ? (f1 ?    ? fn) ;
where N is an unknown constant which will later be determined to be 1=3.
We now move to the analysis of the contributions coming from the three{graph W.
First, given three indices i < j < k, let us dene
Wijk = − 112Habc
aeabebcec Z f1 ?    ? @eafi ?    ? @ebfj ?    ? @ecfk ?    ? fn:
It is then easy to check, using the general result (17), that the contribution from the
three{vertex which comes from the contraction of the elds ’s in W with the functions
fi; fj; fk is given by
X
i<j<k
S (i; j; k) Wijk;
where the function S is












AidAj ^ dAk + cyclicijk

:
Other combinations, which involve contractions of the ’s amongst themselves, yield a
vanishing contribution to the result of the three{vertex W.
Let us analyze the function S in more detail. As we saw, it depends on three ordered
points i < j < k on the boundary @. On the other hand, since it is written explicitly in
terms of integrals of angle functions A, it is actually invariant under translations  !  +c
and scalings  !  , i.e., under the subgroup of the modular group SL (2;R) which leaves
invariant the point at innity. Therefore, by sending i to 0 and k to 1, it becomes clear
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that S actually only depends on a single parameter ranging between 0 and 1. Explicitly,
one has:






where, from now on, we use the notation
ji = j − i:
As we explicitly show in the appendix, the function S (x) can be computed exactly. It
is a monotonically decreasing function dened on [0; 1] ranging from 1 to −1. It satises
S (1− x) = −S (x) and is explicitly given by
S (x) = 1− 2L (x) :
The function L (x) is the so called normalized Rogers dilogarithm [57], dened in terms












ln (x) ln (1− x)

:









4 Computation of n–point Functions
We now use the general results derived in the previous section in order to analyze the
conformal properties of the n{point functions (16). Let us recall that we are still working in
the simple case of constant symplectic structure !ab (x) = Bab, so that e!ab = Bab+13Habcxc.
The generalization to arbitrary symplectic structure !ab (x) = Bab+Fab (x) is left to section
4.5.






We shall rst analyze the two{point function in some detail, since the manipulations for
the higher point functions will be similar. One considers two functions f1 and f2, placed
at points 1 and 2 on the real line, with 1 < 2. A simple computation, using the general
results of the previous section, shows that the two{point function is explicitly given by:
Z




Kabc yc ? @af1 ? @bf2 +NBbcKabcya ? f1 ? f2

: (18)
The above expression does not depend on the explicit values of 1, 2, but depends only
on the order of the points i on the real line. On the other hand, since two points on
the boundary of a disk have no (conformal) moduli, the two{point function must be a
symmetric bilinear of f1, f2. The rst term in (18) is clearly symmetric. Let us then
concentrate on the second term, by rewriting it with f1 and f2 interchanged. This gives,




Kabc @af1 ? yc ? @bf2 +NBbcKabcf1 ? ya ? f2

: (19)
Using that Kabc @af1 ? yc = Kabc yc ? @af1, and dierentiating by parts, we see that the





abc @af1 ? f2 −NBbcKabc [ya; f1] ? f2

:




With this value the two{point function is conformally invariant and is a simple symmetric
bilinear of the functions f1, f2. Let us denote the n{point function by Pn. A little
computation shows, using the identity
R
f ? g =
R
fg, that the two{point function (18) is
given by the explicitly symmetric expression
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Let 1 < 2 < 3 be there ordered points on the real line, and let us consider the three{point
function of three functions f1, f2, f3. One now has a contribution from the three{vertex
W, but it vanishes since
Kabc
Z
@af1 ? @bf2 ? @cf3 = 0:
The only contribution then comes from the two{vertex V, and it is given explicitly by
(using the value 1=3 for N )
P3 (f1; f2; f3) =
Z











yc ? (@af1 ? @bf2 ? f3 + @af1 ? f2 ? @bf3 + f1 ? @af2 ? @bf3) : (21)
As for the two{point function, the above expression does not depend on the explicit values
of the i’s, but only on their order on the real line. On the other hand, since three points on
the disk have no moduli (as in the two{point function case), the above expression should
actually be invariant under cyclic permutations of the three functions, and in particular
under the replacement f1, f2, f3 ! f2, f3, f1. One must then show that (21) is equal to:
Z











(−@af1 ? yc ? @bf2 ? f3 − @af1 ? yc ? f2 ? @bf3 + f1 ? yc ? @af2 ? @bf3) :
In the second line of the above expression, we are free to move the function yc all the way
to the left, since we are contracting with the totally antisymmetric object Kabc. Given
this fact, it is simple to show that the above expression is identical to (21), thus proving
that also the three{point function is invariant under conformal transformations, and is




Let us now consider the four{point function. As usual we choose four ordered points
1 <    < 4 on the real line and four functions f1, . . . , f4. Following the general results
in the previous sections, the result of the path integral (16) breaks into three parts. First
we have the unperturbed result, given by
Z
f1 ?    ? f4:
The above is independent of the positions of the  ’s, and is conformally (actually topo-
logically) invariant by itself, since it is a cyclic multilinear function of the f ’s. Second, we
have the term coming from the two{vertex V, given by (in the notation of section 3.2)




Finally we have, for the rst time, a non{vanishing contributions to the path integral





[S (1; 2; 3) @af1 ? @bf2 ? @cf3 ? f4 +   ] ; (23)
where    stands for three more terms which are weighted with the corresponding factor
S (i; j ; k), and with the derivatives @a, @b and @c acting on all possible groups of three
functions |as explained in section 3.2. Note that all the terms in (23) are actually the
same after integration by parts (for example Kabc
R
@af1 ?@bf2 ?f3 ?@cf4 = −Kabc
R
@af1 ?






f1 ? @af2 ? @bf3 ? @cf4; (24)
where the coecient  is given by
 (i) = −S (1; 2; 3) + S (1; 2; 4)− S (1; 3; 4) + S (2; 3; 4) :
Let us now discuss the conformal invariance of the above four{point function. Start by
considering a general SL (2;R) transformation which preserves the order of the points 1,
. . . , 4, on the real line. In this case the term (22) is invariant by itself, since it depends
only on the order of the insertion points and not their specic positions. It must then
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be true that (24) is also invariant, and this will be the case if the coecient  (i) itself
is unchanged under the SL (2;R) transformation. We rst recall that four points on the
real line have a unique invariant module m, with 0 < m < 1, which can be taken to be
the position of point 2 once one maps 1, 3, 4 to 0, 1, +1. Using the standard notation


































 (i) = 2L (m) ;
thus showing that the expression (23) is conformally invariant, for an order{preserving
SL (2;R) transformation.
One now needs to show that the full four{point function is invariant under order{
changing conformal transformations. We will actually be done once we have considered
the following special case. Start with the following conguration of points 1 = 0, 2 = m,
3 = 1 and 4 = +1. The K{dependent part of the four{point function is given by





f1 ? @af2 ? @bf3 ? @cf4:
Let us now move the point 4 from +1 to −1. In this case, the path integral gives





f4 ? @af1 ? @bf2 ? @cf3





f1 ? @af2 ? @bf3 ? @cf4:
One then needs to prove that
V (f4; f1; f2; f4)− V (f1; f2; f3; f4) = 16K
abc
Z
f1 ? @af2 ? @bf3 ? @cf4:
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We see that the dependence on the modulus m has dropped out and this must be the
case since the LHS of the above equation depends only on the order of the points, not
on their positions. The above equation is a special case of a more general formula which
we shall prove in the next section, where we consider the conformal invariance of n{point
functions.
4.4 General n–point Functions
We nally turn our analysis to the n{point functions by considering the path integral with
n functions f1, . . . , fn inserted on the real line in points 1 <    < n which are ordered
from the left to the right. The unperturbed result is just,
Z
f1 ?    ? fn;
which is invariant under all dieomorphisms of the disk. The Habc dependent terms in the
path integral divide as always in an expression coming from two{vertex,




and a part coming from the three{vertex
P
i<j<k SijkWijk, where we compactly write
Sijk = S (i; j ; k). We have dened the symbols Wijk and Sijk for 1  i < j < k  n,
but one can extend the denition to all indices i, j, k by demanding that both Wijk and

















, and that there
is a totally antisymmetric tensor, Wijkl, such that Wijk =
P
l Wijkl. Concretely, one can






(Wijk −Wijl + Wikl −Wjkl) : (27)








Wijkl (Sijk − Sijl + Sikl − Sjkl)
As we have already seen in section 4.3 (see also the appendix), the properties of the Rogers
dilogarithmic function imply that, for i < j < k < l,
















is written as a function only of the cross{ratios and is therefore conformally invariant.
As in the case of the four{point function, the above reasoning is valid as long as the
conformal transformation preserves the order of the points on the real line. In order to
complete the proof of conformal invariance one must also consider the behavior of the full
path integral as we pass one point from +1 to −1. Let us then consider the simple setup














where we have used the fact that Sijn = S (0) = 1. Let us now \move n across innity",
so that n ! −1. The rst term in the above expression is invariant, since it does not
contain the point n, and the function fn in Wijk is not dierentiated. The only change
is in the term with Wijn. As we move the point n from +1 to −1, the coecients
antisymmetric tensors with k indices, and let δk+1 : C




δk+1δk = 0. It is easy to show that the corresponding cohomology is trivial (see Equation 27). Therefore
if δ3B = 0, it must be that B = δ4   . Moreover, one has that dim ker δk+1 = dimCk+1 − dim Imδk =
dim Ck+1 − dim ker δk, so that dim ker δ3 = dim C3 − dim C2 + dim C1 − dim C0.
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The above term is purely topological, i.e., it does not depend on the explicit position of
the points 1, . . . , n−1, and it must be canceled by the variation of expression (25) as we
change the ordering of the functions. More precisely, one must have that:




To prove the above statement let us denote with eV and eVij the quantities correspond-
ing to V and Vij , with the functions f1, . . . , fn permuted to fn, f1, . . . , fn−1, so that
V (fn; f1; : : : ; fn−1) = eV +Pi<j eVij . It is easy to show that,
eVij = 2Wi−1,j−1,n + Vi−1,j−1 ; (1 < i < j)eV1j = −Vj−1,n : (1 < j)
Also, since eV − V = i3BbcKabc R f1 ?    ? fn−1 ? @afn one can show that
eV − V = 2X
j<n
Vjn:
Putting everything together, one nally obtains
V (fn; f1; : : : ; fn−1)− V (f1; : : : ; fn) =














as was to be shown.
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4.5 Including the Boundary Interaction SB
In this section we are going to extend the results of the previous section by including
the eects of the boundary interaction SB in the computation of the n{point functions
(16). We have not checked with path integral computations all the details of what follows,
but the extension is quite natural. We will leave for future work a detailed path integral
analysis of the results of this section.
It is natural in this context to change notation and to represent, as usual (see, e.g.,
[56]), functions as operators and ? products with operator multiplication. Finally, integralsR
will be denoted by traces Tr. Therefore, we shall shift notation for functions as follows
xa ! Xa ; fi ! Fi ;
and for traces as
Z
V (!) dx ! Tr :
One then has the simple correspondences:
aea@eaf ! −i[Xa; F ];
ab ! −i[Xa;Xb]:





XaXbXcF1   Fn

;
Vij = − i6HabcTr





Wijk = − i12HabcTr

F1    [Xa; Fi]    [Xb; Fj ]    [Xc; Fk]   Fn

:
We now consider the general case of !ab (x) = Bab + Fab (x). The expressions above
are still well{dened and are the natural generalizations of the !ab (x) = Bab expressions
































Note that, when [Xa;Xb] = iab is constant, Wij vanishes. In order to get a conformally
invariant expression, one is the forced to replace
Wijk !Wijk = Wijk − 1
n
(Wij −Wik + Wjk) :
It is then clear that
P






is invariant under conformal transformations which do not change the order of the insertion
points on the real line. In the case analyzed in the previous section, the term above (coming
from the three{vertex) was supplemented with the term coming from the two{vertex,




We recall that the above expression is important in the case when n \goes around 1". In
particular, when [Xa;Xb] is constant, we have that V (Fn; F1; : : : ; Fn−1)−V (F1; : : : ; Fn) =
2
P
i<j<n Wijn, so that the full n{point function is conformally invariant. Again, for
general [Xa;Xb], we must add to V (F1; : : : ; Fn) terms which vanish for constant [Xa;Xb].
The simplest way to nd the correct result is the following. First let us introduce a
bit of notation. As in section 4.4, given any expression   , we will denote with f  
the same expression, with the functions F1, . . . , Fn cyclically permuted to Fn, F1, . . . ,
Fn−1. In particular, for 1 < i < j < k, one has that fWijk = Wi−1,j−1,k−1 and thatfW1ij = Wi−1,j−1,n. Let us then consider the following expression:
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(i + j + k)Wijk:










(i + j + 3)Wijn




where we have used the fact that
P
i<j<k Wijk = 0, which follows simply from
P
k Wijk =
0. One can then consider the combination:
V (F1; : : : ; Fn) + v (F1; : : : ; Fn) : (29)
The previous discussion implies that expression (29), in the case of constant [Xa;Xb] =
iab, is a cyclic function in the arguments F1, . . . , Fn. In general, though, the above need
not be cyclic. We can nonetheless construct the correct generalization, V of V (F1; : : : ; Fn),




[V (F1; : : : ; Fn) + v (F1; : : : ; Fn) + cyclic1n]− v (F1; : : : ; Fn) ;
then this satises
eV−V = 2 X
i<j<n
Wijn
and, following the same arguments as in section 4.4, we have restored conformal invariance.





5 Nonassociative Deformations of Worldvolumes
We are now in a position to show the importance of the Kontsevich product  in the above
construction. In this section we shall rst discuss in some detail Kontsevich products
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dened starting from various dierent bi{vector elds (in section 5.1), and then see how
one can reinterpret, in this framework, the results of the last section (in 5.2 and 5.3).
Let us start the discussion by considering the simplest case when ! = B + F is
constant. We are then considering the standard Moyal product deformation of the brane
world{volume, which is described in [3, 5]. Physically, it corresponds to the embedding of
a flat brane in a flat background space. The relevant product is the Moyal star product,
given by the formula





j f(x)g(y)jx=y : (30)
The open string parameters can be written in terms of the closed string parameters with









det ! dp+1x f1 ?    ? fn:
Now let us consider the case when ! (x) is no longer constant, but d! = 0. Then, ! still
denes a symplectic structure on the brane world{volume. Physically, this corresponds
to embeddings of a curved brane in a flat background space, as can be most easily seen
from the Matrix theory point of view (for example this is described, in the context of
holomorphic curves in flat space, in [31, 32]). Recall, in fact, that the F eld represents







is the total number of zero{branes. For static solutions F is proportional to the area
element, and is therefore no longer constant with respect to the Euclidean coordinates of
the flat background. The zero{brane density varies along the two{brane, which in turn
eectively amounts to building a curved M2{brane in the flat space background.
From the {model point of view, the case of d! = 0 is very similar to the constant
one (after all, all symplectic structures are locally related by a coordinate change), but
now the Moyal star product is replaced by Kontsevich’s formula [30], as shown in detail
in [29]. Then the star product is (we denote the noncommutative parameter by ab (x) in
here),
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bc (@a@bf@cg − @bf@a@cg) +O(3); (31)
while open string parameters are still given by the same formulas. Finally, correlators are








V (!)dp+1x (f1 ?    ? fn) :
The situation we analyze in detail in this paper is when H = d! 6= 0. The target is
then no longer flat and one is thus embedding a curved brane in a curved background.
At rst sight it seems that, since one no longer has a symplectic manifold (and therefore
a Poisson structure), one can no longer identify the correct algebraic structure |if any|
which controls the deformation in this case. The result we have obtained is that this is
not the case. As we will explain at length in this section, the Kontsevich formula is still
relevant in the description of the physics. Indeed, we nd that the deformation is still
given by the Kontsevich star product expansion, as written in coordinates (we shall now
denote the star product by  and the inverse two{form by e in order to distinguish the
two cases),
f  g = fg + i
2
eab@af@bg − 18 eacebd@a@bf@c@dg
− 1
12
ead@debc (@a@bf@cg − @bf@a@cg) +O(e3): (32)
The dierence now is that the star product is no longer associative. Therefore, when in
curved backgrounds, the brane world{volume is deformed not only through a noncommu-
tative parameter (e = e!−1), but also through a nonassociative parameter which |as we
shall see| is essentially H = de!.
Again, open string parameters are given by the same formulas as in the Moyal case (as
will be later shown in section 6). As we have seen in the previous section, correlators in
the topological limit gab ! 0 require a detailed analysis. The results can again be written,









V (e!)dp+1x (f1      fn) :
On the other hand, due to the non{associativity of , one has to dene precisely what one
means by the RHS of the above equation, which now depends explicitly on the moduli of
the insertion points i.
5.1 Nonassociative Star Products
We shall now study the properties of the nonassociative Kontsevich star product . In
the last part of this section we will work in the gab ! 0 limit, so that  = !−1, e = e!−1.
Also, unless explicitly needed, we shall drop the tildes.
Let us start by considering the associativity properties of the Kontsevich expansion
(31) or (32). To this end one needs to compute, given three generic functions f , g, h, the
dierence (f ? g) ? h − f ? (g ? h). Using the expansions (31), (32), it is not dicult to
show that:




jk + j`@`ki + k`@`ij

(@if@jg@kh) +O(3): (33)
If  is a Poisson structure, i.e., satises
i`@`
jk + j`@`ki + k`@`ij = 0;
then the associated product is associative (in fact to all orders). Note that, when  is




= d! = 0, so that the expansion
(31) denes an associative product.
Now consider the product (32). In this case one has both a noncommutative deforma-
tion, with parameter e, and a nonassociative deformation with parameter H = de!. To
better understand this point let us re{write expression (33) in terms of the 3{form eld
H. Indeed, using that @k eij = eiaejb@ke!ab, one can rewrite (33) as
(f  g)  h− f  (g  h) = 1
6
eiaejbekc Habc @if @jg @kh +    : (34)
Precisely because we have H 6= 0, the star product (32) is not associative.
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We then have two products, ? and , given by the Kontsevich expansion in terms of
!ab (x) and e!ab (x) = !ab (x) + 13Habcxc, respectively. We wish to explicitly relate the
product  to the associative product ?. First, it is clear that:
eij = ij + 1
3
aibjHabcx
c +    :
Therefore one has f  g = f ? g + i6aibjHabcxc@if@jg +   . Recalling that [xa; f ] =
iai@if +   , it is not hard to show:








One can check the correctness of the above formula by expanding equation (32) to order
2. It is moreover convenient, as in section 4.5, to move to operator notation for the
associative product ?. Therefore the above expression for the product  can be compactly
written as




Xc; [Xa; F ][Xb; G]
o
: (35)
It is then simple to show that:
(F G) H − F  (G H) = − i
6
Habc [Xa; F ][Xb; G][Xc;H];
which is the generalization of (34) to all orders in .
Let us now take the functions f , g and h to be the local coordinate functions xi in Rn.
By direct use of the nonassociative Kontsevich formula (32) one obtains,















Calculating the star bracket commutator (making use of (36)) one obtains the noncom-
mutative algebra,
[xi; xj ] = ieij(x);
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which is a very similar result to the standard Kontsevich deformation. On the other hand,
in order to compute the Jacobi expression, one uses (37) to obtain:
[xi; [xj ; xk]] + [xj ; [xk; xi]] + [xk; [xi; xj ]] = −eiaejbekc Habc;
which is a violation of the Jacobi identity.
5.2 Operator Product Expansions and Factorization
In the previous subsection we have reviewed the basic properties of the nonassociative
Kontsevich product . We may now use the general results of section 4.5 in order to show
the relevance of the algebraic operation  in the computation of n{point functions. Let
us then rst summarize the results of section 4. We have constructed n{point functions
Pn [F1; : : : ; Fn] which depend uniquely on the n − 3 conformal moduli of the insertion
points i of the functions Fi. In particular, the one{point function P1, which we shall call
P in the sequel, is a generalization of the trace, Tr, and is given by:





Now consider a general n{point function for functions Fi at points i. Let us scale the
insertion points i ! " i for " ! 0. On one hand the result of the n{point function does
not change, since it is invariant under SL (2;R) transformations. On the other hand we
can use an OPE argument to conclude that there must exist a function, On [F1; : : : ; Fn] (i),
such that
Pn [F1; : : : ; Fn] (i) = P [On [F1; : : : ; Fn] (i)] : (38)
The operations On [F1; : : : ; Fn] (i) are |informally| untraced versions of the Pn’s, and
are invariant under the subgroup of SL (2;R) which leaves the point at 1 invariant, i.e.,
translations and rescalings. They will depend on n− 2 moduli. In particular one can now
see the relevance of the  product, which is nothing but the operation O2. More precisely,
one can check that
O1 [F ] () = F;
O2 [F;G] (1; 2) = F G;
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where, for the second expression, it is simple to use its explicit expansion, (35), and insert
it in (38) in order to check that one does get the right result, P2[F;G], as derived in section
4.5. With a little more work, and using the results on the n{point functions of section 4
and the facts on the  product of the previous subsection, one can likewise obtain,





In particular O3, which depends on a single modulus, is explicitly written in terms of the
product  and interpolates between the two possible positionings of the parenthesis. More
generally, the operations On will depend on n−2 moduli and will interpolate between the
various possible ways of taking products of n functions with the  product.
OPE arguments can be used, in the general case, to compute n{point functions at
the boundary of the moduli space of the insertion points i. Again consider an n{point
function with functions Fi at points i. Let a subset of the points |say 1, : : :, m|
converge to zero via a common rescaling i ! "i, i = 1, : : :, m. Then one can use an
OPE argument to show that (the indices i and j indicate the two sets 1, : : :, m, and m+1,
: : :, n, respectively)
lim
ε!0 Pn [F1; : : : ; Fn] ("i; j) = Pn−m+1 [Om [F1; : : : ; Fm] (i) ; Fm+1; : : : ; Fn] (0; j) : (39)
For example, one can show that:
P [(F G) H] = P [F  (G H)] :
This follows from applying (39) and recalling the fact that the three{point function
P3 [F;G;H] (1; 2; 3) is independent of the moduli. If one considers the two limits 2 ! 1
and 2 ! 3, and uses factorization with O2  , one quickly arrives at the above result.
5.3 The Homotopy Associative Algebraic Structure
We have seen that the operations On dene, as a function of the modular parameters, a
structure which extends that of an associative algebra. In fact, the failure of the product
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  O2 to be associative is measured by O3, which now interpolates (thanks to the modular
parameter 0 < m < 1) between the two possible \placements" of the parenthesis. In a very
crude sense, the nonassociativity at each order is controlled by higher order terms. These
type of structures have appeared in the literature on string theory, starting from the use
in string eld theory of the Batalin{Vilkovisky formalism to quantize gauge theories which
do not close o-shell [34, 35, 36, 37]. These are the A1 homotopy associative algebras,
where the failure of the associativity property is controlled by a third order term, and
similarly at higher orders [33].
Let us formalize these concepts a bit further, and show that the structure C1(M) and
On[F1; : : : ; Fn]() is actually that of an A1 space5. The idea of an A1 space is the same
as that of an A1 algebra, only the denition of homotopy is changed (one uses a map
instead of a dierential). So we rst follow the original work of Stashe [33] and recall the
denition of homotopy associativity. The intuitive notion is the following. A space X and
a multiplication m : XX ! X is a homotopy associative space if the maps m(1⊗m) and
m(m⊗1) are homotopic as maps XXX ! X. If we are given three functions, F1, F2
and F3, with the nonassociative product  there are two distinct ways to insert parenthesis
in the natural application C1(M)  C1(M)  C1(M) ! C1(M), i.e., the standard
options (F1  F2)  F3 and F1  (F2  F3). But a quick reminder of the previous section
also tells us that there is a homotopy, O3[F1; F2; F3](m) : [0; 1]  C1(M)3 ! C1(M),
between these two seemingly distinct ways to associate brackets under the  product.
In order to realize that there are stronger conditions of \associativity modulo homo-
topy" than the previous one, let us proceed by analyzing the situation with four functions,
F1; : : : ; F4. There are now ve distinct ways to insert parenthesis for the nonassociative
product,
(F1  F2)  (F3  F4);
((F1  F2)  F3)  F4; F1  (F2  (F3  F4));
(F1  (F2  F3))  F4; F1  ((F2  F3)  F4);
which can actually be pictorially written at the vertices of a pentagon. The point is now
that while the O3 homotopy naturally yields homotopies that run between the vertices, it
is not necessarily true that one can extend the homotopy to the interior of the pentagon. If
5In here we take M to be the brane world–volume.
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one can not extend the homotopy to this situation, the algebraic structure of the product
is denoted A3. If, on the other hand, one can extend the homotopy to the interior of the
whole pentagon, the algebraic structure is denoted A4. As we go further along this way
one is led to consider higher poliedra, and if one can always extend homotopies to the
interior of these poliedra, then the algebraic structure is A1 homotopy associative [33].
Let us illustrate these concepts by explictly writing down the O4[F1; : : : ; F4](x; y) op-
eration. One can compute it to be

















































where 0 < x < y < 1. At rst sight one would say that fx; yg take values in a triangle.
However, a glance at the expression above also tells us that while one of the vertices
of this triangle, fx; yg = f0; 1g, is perfectly regular, the other two, fx; yg = f0; 0g and
fx; yg = f1; 1g, are actually singular. Each of these singular points can actually be
resolved into two distinct limits, once we scale x and y in the two possible dierent ways.
For instance, the limit where fx; yg ! f0; 0g can be approached with both x and y scaling
as  ! 0, with xy ! 1 or with x scaling as 2 and y as , and xy ! 0. A similar situation
occurs for the limit where fx; yg ! f1; 1g. So, the resolution of the singular vertices of
the triangle actually produces the expected pentagon. Once this is realized, it is simple
to see that O4 plays the role of the A4 homotopy,
O4[F1; : : : ; F4](x; y) : P  C1(M)4 ! C1(M);
where P is the pentagon spanned by x and y. Observe that, as explained in the previous
section, P [O4] = O4. It is then very natural to conjecture that general n{point functions
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will thus produce the necessary homotopies in order that (C1(M); ; fOng1n=2) is an A1
homotopy associative algebra (and where Pn = P [On]).
The homotopies On[F1; : : : ; Fn]() also induce the necessary homotopies to create an
L1 commutator homotopy Lie algebra, and to create homotopy dierential operators
(which may contain non{trivial topological information for the tensor bundles of M).
Indeed, the commutator algebra, [xi; xj ], is an L1 homotopy Lie algebra: using the basic
homotopy, O3[F;G;H](m), one can dene a \composite" homotopy between zero and
− i6Habc[Xa; F ][Xb; G][Xc;H], the term that violates Jacobi’s identity in the  commutator
algebra. With this homotopy, Jacobi’s identity will be satised up to homotopy, and one
thus obtains an L1 homotopy Lie algebra. In order to build a dierential structure (and
thus, gauge theory) one still needs a covariant derivative in the sense that r (F G) =
rF  G + F  rG. While this may not seem as a viable course of action, one can use
homotopy to impose the Leibnitz rule: the derivative operation rXF  [X;F ] will satisfy
the Leibnitz rule up to homotopy. Again using the basic homotopy one can dene a
composite homotopy between [X;F G] and [X;F ]G+F [X;G], so that the commutator
[X;F ] becomes a homotopy derivative for the  product.
6 Corrections Involving the Metric Tensor
Up to now we have studied the topological limit gab ! 0 in great detail. In these last sec-
tions we shall discuss corrections to the above results, when one includes a non{vanishing
closed string metric gab in the calculations. This will allow us to identify the open string
eective parameters |metric Gab and noncommutative parameter ab| in terms of the
closed string parameters gab and Bab.
Recall that the two{point function of the fluctuating eld  is
ha (z) b ()i = i

abA (z; )− 1

GabB (z; ) ;
where








B (z; ) = ln jz −  j ;
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and where we have placed the point  at the world{sheet boundary @. In the previous
sections we have worked only with the term in A(z; ). Here, we will evaluate the two{
point function P2(xa; xb) including the contribution arising from the term in B(z; ). The
only diagrammatic contribution still comes from the two{graph V, (14), so that one can
easily compute the relevant Feynman diagrams. First, observe that the contribution of
the B(z; ) term to the volume form V (!) is proportional to / HabcGab and therefore
vanishes due to the antisymmetry of Habc. Thus, the volume form is unchanged.
Schematically, the propagator looks like A−B. In the previous sections we computed




cA (1; 2) ;
therefore yielding a correction to the noncommutative  parameter as,








cA (1; 2) :
These two results produce the full correction to the noncommutative parameter,













cB (1; 2) ;
plus the symmetric contribution in i and j. These contributions yield the correction to
the eective open string metric,








All these results can be nicely combined with the flat spaces formulas which connect closed
string and open string parameters [3, 5], to yield new but identical formulas in this curved
background scenario.
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6.1 Open String Parameters








g − ! ;




g − ! : (43)
In here, ! = B + F is constant, Gij is the metric eectively seen by the open strings and
ij is the noncommutativity parameter on the brane world{volume (we never consider
noncommutativity along the time direction), [xi; xj ] = iij.
Let us now consider the above formulae (43) with ! replaced with the curved back-
ground expression,
e!ab(x) = !ab + 13Habcxc;
and let us expand (43) to rst order in H. Denoting by eG and e the \curved" open string
parameters, one obtains:






































It is clear that we have just obtained the previous results (42) and (41). Therefore,
formulas (43) are still valid in the curved background situation, but now the elds are
taken to be varying elds rather than constant elds. In other words, formulas (43) are
still valid for weakly varying non{closed gauge invariant two{form e!.
In particular, in the zero slope 0 ! 0 limit of [5], the eective open string parameters
are given by
1eG = − 1e! g 1e! ; e = 1e! : (44)
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7 Tachyons and Matrix Models in Curved Backgrounds
In this section we analyze in some detail the zero{point function, i.e., the partition func-
tion, and connect the discussion of this paper, in this simple case, to some known results
in Matrix models.
Let us start by considering the Born{Infeld action in the presence of a weak background
eld H. We shall be brief, since the arguments which follow are very well known. One






















We can then use the canonical correspondences Fab ! i[Xa;Xb] and
R ! Tr in order to




















Note that the above action has been found by [10, 11] in the context of studies of branes
in WZW models at large level k |that is, at small Habc  k−1/2| and by Myers in [38]
in the context of studies of polarization of lower{dimensional branes in the presence of
R{R background elds. In the sequel we will just look at the terms in the above equation
which are independent of gab, and concentrate on the linear terms in Habc. A special case
of the results of this paper is the zero{point function, or partition function,








At rst sight, there is an incompatibility between equations (45) and (46), since one
expects that Z  S. We have, on the other hand, a dierence





Recall though, see e.g. [58, 59, 60], that the partition function and the action need not be
equal and are expected to dier by a renormalization group beta function contribution.
More precisely,
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We will show that the dierence (47) is nothing but this extra term, thus resolving the
apparent contradiction.
Recall that the coecient −2i=3 in equation (46) was xed in section 4 in order to
obtain conformally invariant results. This corresponded to an ill dened vacuum graph
(which contributes to the volume form) which is linearly divergent. In this paper we
have chosen a specic regularization scheme which preserves the conformal invariance of
the results. This scheme, however, does not correspond to the usual minimal subtraction
scheme, as we will show in a moment, and contributes a nite part to the tachyon beta
function, thus explaining the dierence (47).
Let us be more specic. Let us consider the more general boundary interaction SB ,






TB (X) + iAa (X) _Xa

:
In the above, TB is the bare tachyon eld, given by TB = T+T , where T are the tachyon
counterterms. Now let us consider the vacuum graph in question and let us regularize it







d ha _bi: (48)
Working on the disk and regularizing [60] the result, one nds that:
Z
d ha _bi = 2iab e
−2ε





− 1 +O (")

:











where we have used that ab = −i[Xa;Xb]. The usual prescription is the one of min-
imal subtraction, i.e., the counterterm just cancels the pole leaving a nite result of
i
3HabcX
aXbXc. We choose, on the other hand, a dierent renormalization prescription
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dictated by conformal invariance, which gives as a total contribution −2i3 HabcXaXbXc.









and that the corresponding beta function is
T = −T −HabcXaXbXc:
Following the methods of [58, 59, 60], this contribution to the beta function implies that
the total action, including the tachyon potential, is given by
Tr





















thus showing that the dierence between the partition function and the action is compen-
sated by a condensation of the tachyon.
7.1 11–Dimensional Language and the 3–form Field
In order to be complete, one still needs to relate the previous Matrix theory action, which
is written in the 10{dimensional type IIA language, to the full M{theory 11{dimensional
language. Using the 11-dimensional light{cone notation and the previous operator form of
the action, we have actually built a Matrix theory action in a weakly curved background.
One can use the ideas from [49, 50], and their application to curved backgrounds [61], to
make precise the relation between the Matrix theory and the D{brane Born{Infeld actions.
We shall now briefly look at these issues, with a particular attention to the 11{dimensional
3{form eld.
Let us start by considering M{theory with a background metric gIJ , in a frame with
a compact coordinate X− of size R, which is light{like in the flat space limit gIJ ! IJ .
This theory can be described as the limit of a family of space{like compactied theories
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[49, 50]. Dene the theory fM with background metric egIJ in a frame with a space{like
compact direction X10 of size eR. The DLCQ limit of the original theory, M , can be found












and then taking the limit eR ! 0. The 3{form eld eAIJK in the theory fM is related to
that of the original theory M by the same Lorentz transformation as above. Moreover, the
theory fM on a small space{like circle of radius eR is equivalent to type IIA string theory
with background form elds given by:
eAIJKd eXI ^ d eXJ ^ d eXK = CD2µνρdXµ ^ dXν ^ dXρ + BµνdXµ ^ dXν ^ dX10:
The congurations of interest in this paper carry no D0 or D2{brane charge. One
will thus be left with a Bµν background form eld which will give rise to the following
M{theory background 3{form eld (here we take   γ(1− )):
A+−i = 0 ; Aijk = 0 ; A+ij =
1p
2
Bij ; A−ij = − p
2
Bij ;
where one should recall that we have only space{space B{eld turned on.
It is interesting to observe that, at the M{theory level, the nonassociative Kontsevich
deformation obtained is associated to the A+ij and A−ij components of the 11{dimensional
eld AIJK (see also [62] for the standard Moyal deformation). One is therefore led to
speculate that, from a purely M{theoretic point of view, one should be able to construct
deformations associated to 3{index tensor structures, which should reduce to Kontsevich
type of deformations for congurations considered in this paper. This is an interesting
venue to explore, as it may also aid in understanding brane world{volume deformations
associated to non{zero varying R{R elds (and R{R eld strengths). One thing one can
say is that 3{index tensor structures will probably be naturally associated to 3{component
products or 3{brackets in the sense that one can write, given some (constant) tensor Cijk,
ff; g; hg(x) = e i2Cijk∂xi ∂yj ∂zkf(x)g(y)h(z)jx=y=z :
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Structures involving 3{brackets have been previously discussed in the context of covariant
Matrix theory actions [63]. It would be interesting to further explore these ideas.
8 Future Perspectives
In this paper we have shown how to use open string perturbation theory in order to
describe brane physics in weakly curved backgrounds. The method described allows one to
translate the properties of the curved background |which traditionally show up as sigma
model couplings| into a given deformation of the algebra of functions on the brane world{
volume, which depends in general on the specic closed string background considered. In
particular, the presence of an NS{NS eld strength H induces a nonassociative deformation
of the algebra of functions.
Our choice of background is of the type R + 14H
2 = 0, and it would be interesting to
further develop the disk perturbation theory in order to investigate the properties of the
star product deformation to higher order. It would also be interesting to study tachyon
condensation in such a background. Given that one can compute correlators using star
product prescriptions (as thoroughly explained in this work), one can then use standard
boundary string eld techniques in order to compute the minima of the tachyon potential
in this background.
Another interesting point is to further study the  product. Dening gauge theory on
these \nonassociative manifolds" is not straightforward. Also, given the discussion about
Matrix theory in curved backgrounds, it seems clear that understanding the geometry
of these \nonassociative manifolds", much like there is a geometrical understanding of
Kontsevich’s noncommutative manifolds [64, 65, 66], would be needed in order to fully
understand Matrix theory in any given background. More pragmatically, we were able to
map functions to matrices because we wrote everything in terms of the ? product, which is
associative. A question that immediately rises is whether there is a \matrix" formulation
of the theory which can be written exclusively in terms of the  product. Answering
this question could be of great interest for the goal of dening Matrix theory in general
curved backgrounds. This denitely requires a full understanding of the role of homotopy
associative algebras. We hope to address some of these questions in the near future.
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A Dilogarithm Identities
Let us recall that the standard dilogarithmic function is dened by the following expres-
sion:











In particular Li2 (0) = 0 and Li2 (1) =  (2) = 16
2. A related function, more useful for








ln (x) ln (1− x)

:
The Rogers dilogarithm is monotonically increasing on [0; 1] and, at the end points of the
interval, is given by
L (0) = 0 ; L (1) = 1:
The function L satises a fundamental property, which is crucial in our computations,
namely, given x; y 2 [0; 1] the following holds:











A special important case of the above equation is Euler’s identity,
L (x) + L (1− x) = 1:
B Computation of the Function S (x)
Let us start the computation of S(x) by analyzing an auxiliary function, which we shall
denote by s (x), and which will be dened for all x 2 R. Let us consider three points 0,
1 and x on the real line and let us denote, given a point p in the upper{half plane, with
,  and γ the angles formed by the lines p{0, p{1 and p{x with the vertical line. A little
plane geometry shows that:
tan γ = (1− x) tan  + x tan : (50)
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From the geometric construction it is clear that
s (1− x) = −s (x) :
We also recall that the upper{half plane  corresponds to the simplex −pi2      pi2
in the { plane. This fact can be used to compute special values of s,
s (+1) = −s (−1) = 1 ;
s (1) = −s (0) = 1
3
; (51)
and s (1=2) = 0. It is clear that, from the denition of S, one has for x 2 [0; 1],














tan  − tan 














(1 + z2) (1 + w2)
w − z
1 + ((1− x) z + xw)2 ;













The above equation can be easily integrated by noting that ddxLi2 (x) = − ln x1−x . Using the











ln (−x) ln (1− x)












Li2 (1− x) + 12 ln (x) ln (x− 1)

: (x > 0)





(−Li2 (x) + Li2 (1− x))
= −L (x) + L (1− x)
= 1− 2L (x) :
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