Purpose of Review The inter-correlated nature of exposure-based risk factors in environmental health studies makes it a challenge to determine their combined effect on health outcomes. As such, there has been much research of late regarding the development and utilization of methods in the field of multi-pollutant modeling. However, much of this work has focused on issues related to variable selection in a regression context, with the goal of identifying which exposures are the "bad actors" most responsible for affecting the health outcome of interest. However, the question addressed by these approaches does not necessarily represent the only or most important questions of interest in a multi-pollutant modeling context, where researchers may be interested in health effects from coexposure patterns and in identifying subpopulations associated with patterns defined by different levels of constituent exposures. Recent Findings One approach to analyzing multi-pollutant data is to use a method known as Bayesian profile regression, which aids in identifying susceptible subpopulations associated with exposure mixtures defined by different levels of each exposure. Identification of exposure-level patterns that correspond to a location may provide a starting point for policy-based exposure reduction. Also, in a spatial context, identification of locations with the most health-relevant exposure-mixture profiles might provide further policy relevant information. Summary In this brief report, we review and describe an approach that can be used to identify exposures in subpopulations or locations known as Bayesian profile regression. An example is provided in which we examine associations between air pollutants, an indicator of healthy food retailer availability, and indicators of poverty in Los Angeles County. A general tread suggesting that vulnerable individuals are more highly exposed and have limited access to healthy food retailers is observed, though the associations are complex and non-linear.
Introduction
Air pollution exposures consist of a complex mixture of particle and gas phase pollutants [1] . While standard regression-based methods can be used to examine associations between these multiple exposures and health outcomes, these models are often plagued with problems dealing with a potentially unwieldy set of correlated data from which it is difficult to tease out the effect of multiple covariates. In particular, the covariates in these models are often confounded (aliased) with each other, meaning that the association between the outcome and each covariate may depend upon the presence of other related covariates/ co-exposures [2] .
A recent extensive review of methods for multipollutant modeling was conducted by Davalos et al. [3] . Some of the approaches reviewed, such as additive models, consisting of adding in pollution effects one at a time, are not flexible enough to capture complex exposure/health relationships when levels of the pollutants depend on each other in regard to their effect on the health outcome of interest. Effect measure modification studies improve on this by including a multiplicative interaction term, but model uncertainty is challenging in the presence of collinearity. Some dimension reduction approaches may not include links to health outcomes, and as such, it may not be straightforward to quantify pollutant effects.
Because of these challenges, there has been much research into approaches to examine associations between an outcome and many co-varying predictors at once. A common theme among many of these approaches is to examine a wide range of exposures and reduce the number coexposures down to a manageable number, often through hierarchical variable selection techniques which "smooth" regression coefficients to zero, thus allowing for sufficient power to estimate associations between the reduced set of exposures and the outcome. However, the effects of each pollutant or pollutant mixtures may vary across a wide geographical region, as the effect of exposure on an individual's heath is affected not only by the exposures but also by a range of susceptibility factors that modify exposure effects such as age, income, ethnicity, and access to care and these factors often vary geographically [4] . Therefore, there is value in elucidating the existence of exposure-based subpopulations which would provide information about not only the geographical location of exposure mixtures, but also the levels of the various exposures that characterize each subgroup's unique exposure pattern, along with the associated effect of each subgroup on the health outcome after confounder adjustment. Note that this is different from, say, principle component analysis which is designed to convert a set of observations into a set of linearly uncorrelated variables but does not easily provide spatial clustering defined by levels of exposures.
Information regarding exposure levels related to specific clusters is valuable from an intervention point of view, as it allows policy makers to potentially identify where susceptible subgroups live and further determines their current levels of exposures which can serve as a starting point for exposure reduction efforts. In this manuscript, we briefly review a Bayesian clustering approach known as Bayesian Profile Regression (BPR) [2, 5] and demonstrate how this approach can be used to identify various susceptible exposure subgroups and predict how changes in covariate profiles relate to outcomes of interest. An example is provided, examining relationships between air pollution, presence of healthy food retailers, and poverty in Los Angeles County.
Bayesian Profile Regression
Bayesian Profile regression is an alternative to standard additive regression models that is useful when one wants to examine associations between outcomes and patterns of covariates, denoted as a profile. The general approach is based on wellestablished Dirichlet process mixture models (DPMM) and non-parametrically links a response vector Y to covariate data X through cluster membership [6] [7] [8] [9] , after potentially adjusting for relevant confounders. (Note that determination which variables are to be used as confounder adjustment and which are to be including in the clustering should be driven by substantive considerations, as teasing out differences between confounders and risk factors in observational studies should not be determined by statistical procedures alone [10] .) Bayesian profile regression can be viewed as a clusteringbased approach; however, it clusters individuals rather than covariates according to an iterative Markov chain Monte Carlo parameter estimation process. There are many other clustering-based approaches to analyzing a large number of correlated covariates (see, for example, [11] [12] [13] ), including Bayesian approaches (see, for example, [14, 15] ).
The general form of the model in BPR links associations between a health outcome and clusters of exposures while allowing for a number of confounders to be included in the model. Following [2] , we denote a continuous health outcome (for example) as y i for individual i, i = 1, …, N and confounding covariates as w i , (w ip , p = 1, …, P). Our model is then
where β = (β 1 , …, β P ) denotes regression parameter coefficients associated with confounding covariates, w i = (w i1 , …, w iP ), θ z i is a random cluster effect with z i denoting the cluster to which individual i belongs, and ϵ i denotes a standard normally distributed error term. Extensions to this model have been employed as well (see, for example, [16] ).
One aspect of profile regression defined in [2] which is different from most other DPMM approaches is the manner in which it utilizes model averaging techniques [17] to assess uncertainty related to the clustering process. The BPR approach creates many clusters or groups of data at each iteration of the stochastic estimation process, and a "best" clustering or partitioning of the data is obtained utilizing partition around medoids (PAM) [18] as applied to a similarity matrix corresponding to cluster commonality among individuals. Uncertainty related to this best partition is assessed through averaging over all partitions generated as part of the stochastic estimation process. Consistent clustering generally results in smaller standard errors and narrower posterior interval estimates. In this way, BPR can be seen as a compromise between "hard" clustering approaches which base inference on an interpretable best single clustering, but with no provision for clustering uncertainty, versus a more prediction-based clustering approach which produces estimates that take into account cluster uncertainty but lacks an intuitive and interpretable hard clustering output [2] .
In this review, we focus on BPR most similar to the model formulation and model averaging procedures described in [2] and as expanded upon and implemented in the PReMiuM R-based package [5] . However, defined broadly, profile regression consists of a vast suite of technologies, which can be used to address a wide variety of problems involving examination of correlated sequences of predictors and their associations, perhaps after confounder adjustments, with various outcomes. The general approach is not meant to be a "black box" strategy for analysis, but rather a flexible approach where contextual information can be included into the modeling process. Applications can be viewed as modeling templates that can be used, modified, and combined to meet the analytical needs related to particular problems. In this manner, applications of profile regression can be viewed as analogous to "design patterns" in computer science, which are defined to be general repeatable template-based solutions to common problems in computer engineering and software design [19] .
Review of Profile Regression Applications
Given the flexible nature of profile regression, a number of studies over the past few years have implemented this approach to address a wide variety of topics. For instance, profile regression has been used in studies researching environmental health effects [16, [20] [21] [22] [23] [24] [25] [26] , linking area-level deprivation with air pollution [8, 27••, 28••, 29] , human genetics [30] , nutrition health effects [31] , and other human health studies [2, 15, 32, 33] , and a modification of this approach was used to study covariate inclusion structures in economic growth models [34] . Here we limit our review of profile regression to studies that investigated environmental effects from multiple exposures and those linking socioeconomic deprivation with environmental pollution, which represents more than half of these studies. See Table 1 , for a summary of the applications described below.
Multi-pollutant Health Effect Studies
An early application of profile regression in the environmental health context was performed by Papathomas and colleagues [24] , whereby authors explored the joint effect of multiple environmental (living near a main road, NO 2 , PM 10 ) and individual (BMI, genes, DNA adducts, physical activity from work or leisure) factors on the risk of lung cancer (among nonsmoker). Authors reported that the combination of living near a main road, high exposure to PM 10 and NO 2 , and a high level of work-related physical activity comprised the largest lung cancer risk profile. Whereas bulky DNA adducts, cancerrelated genetic markers (GSTM1, XRCC1) and BMI did not contribute to the joint exposure patterns associated with increased risk of lung cancer. This study also compared Bayesian profile regression with other methods (classification and regression trees) and a classical logistic regression model. Compared with these other methods, Bayesian profile regression resulted in a more straightforward interpretation of joint patterns of exposure in relation to lung cancer risk and fell more in line with a priori expectations.
A study by Hastie and colleagues [21] used a form of Bayesian profile regression to detect subpopulations at higher risk of lung cancer in relation to joint exposure patterns of four smoking-related variables, including intensity, duration, time since cessation, and pack-years. This study found that, compared to intensity (e.g., cigarettes per day), the lifetime duration of smoking was a substantively larger risk driver of lung cancer. In other words, while smoking intensity was indeed predictive of higher lung cancer risk, subpopulations with relatively low intensity of smoking, but high lifetime duration, were associated with an elevated risk of lung cancer. Furthermore, researchers implemented pseudo-profiles of exposure to show that when duration of smoking was held at its highest exposure level, increasing intensity did not show a marked increase in lung cancer risk. Importantly, profile regression also revealed in this study that a simple summary measure of pack-years smoked leads to substantial loss of information in relation to risk of lung cancer, largely because pack-years smoking is a reductive measure that ignores the subtle (yet potentially important) different subpopulations of joint smoking exposure patterns that imparts differential lung cancer risk in relation to smoking.
Pirani and colleagues [25] analyzed the health effects of multiple air pollution exposures relying on a daily time series of different air particulate metrics and respiratory mortality data from the UK. The multiple air pollutant data comprised data on the following: particle number concentration (PNC), inorganic anions such as chloride, nitrate and sulfate, black smoke (BS) and gravimetric measurements of PM (PM 10 , PM 2.5 , and PM coarse fraction). Using Bayesian profile regression, they identified subpopulations of days with different multi-pollutant profiles comprised of high levels of secondary particulates (e.g., inorganic PM such as sulfate and nitrate) and low levels of primary particulates as being associated with increased respiratory mortality rates. The predictive pseudoprofile feature of Bayesian profile regression was also applied in this study to show that reductions in the particulate mixture predicted annual reductions in respiratory mortality.
Molitor [28••] and Coker [16] used Bayesian profile regression in a two-stage spatial multi-level modeling approach to first identify airborne multi-pollutant profiles and contextual neighborhood profiles composed of socio-demographic and built-in environment factors and then associated these pollutant and contextual profiles with low birth weight in Los Angeles County, California in the USA. A key aspect of this study was that it allowed to map the spatial distribution of highest low birth weight risk within contextual and neighborhood clusters [16] . Authors also combined the neighborhood contextual factors and multi-pollutant data using profile regression to demonstrate how combined contextual factors and multi-pollutant profiles together shaped spatial patterns of low birth weight risk in Los Angeles [28••] .
In a similar two-stage manner, Ko and colleagues [22•] compared k-mean, latent class analysis, classification and regression trees, and Bayesian profile regression to first identify subgroups of environmental exposure profiles using each of these methods and then link the derived factors in regression models to detect environmental associations with body mass index (BMI) as well as gene by environment interaction effects. Environmental factors included variables within three domains (dietary, physical activity, and psychosocial), and genetic exposure was characterized by a genetic risk score derived from a summary of 32 BMI-related single nucleotide polymorphisms (SNPs). Bayesian profile regression revealed that the cluster composed of combination of unhealthy dietary patterns and poor mental health was associated with the highest BMI in the study population and that the genetic risk score modified this association.
Coker and colleagues [20] used profile regression to link prenatal exposure pesticide profiles with child cognitive development and found that high combined amounts of pesticides applied on agricultural fields were associated with intelligence quotient (IQ) deficits. In this study, the authors were also able to map risk clusters to assess the spatial patterning of subpopulations at highest risk of IQ deficit [20] .
Shekar and colleagues [26] applied profile regression with conditional autoregressive (CAR) modeling using time series and spatial data on malaria incidence and meteorology to identify joint levels of exposure to environmental factors that predicted spatio-temporal patterns of high malaria transmission risk in India. Time periods with a combination of high number of infected individuals from the previous time period, high rainfall, and high humidity predicted the highest risk of malaria incidence, with some evidence that high area-level greenness (NDVI) and a higher proportion of the population being illiterate were also associated with higher malaria incidence.
In a lung cancer case-control study, Mattei and colleagues [23] used profile regression with occupational information and multiple types of solvent exposure data to determine subpopulations at highest risk of lung cancer. In this study, authors did not find that solvent-co-exposure patterns were associated with lung cancer; however, profile regression did reveal subpopulations at high risk of lung cancer that were composed of occupations that have been shown to be at high risk for lung cancer from previous research, such as painters in construction, plumbers, carpenters and joinery, and sheetmetal workers.
Studies Linking Area-Level Deprivation with Multiple Environmental Pollutants
Molitor and colleagues first demonstrated the utility of profile regression to help identify vulnerable subpopulations to environmental pollution. In a study conducted in Los Angeles County, Molitor and colleagues [8] identified multiple air pollutants associated with highly concentrated area-level poverty. The key findings here were that high levels of joint air pollutant concentrations were shown to be most prevalent in high poverty neighborhoods, and conversely, low levels of joint air pollutant concentrations were found to be most prevalent in low poverty neighborhoods. An important aspect to each of these studies was the spatial mapping of subregions with convergent high levels of environmental exposures and higher deprivation, which helps to pinpoint geographically where vulnerable subpopulations are likely living.
More recently, Liverani and colleagues [27••] demonstrated the utility of profile regression to link deprivation with environmental pollution. A unique feature of this study was that it incorporated the spatial structure of response data by way of a spatial CAR model. Another interesting aspect of this study is that it demonstrated the complex nature of correlated deprivation data and its relationship with air pollution and showed how use of a multiple deprivation index may obscure the variable nature of these complex non-linear relationships. Moreover, predictive deprivation profiles were employed to demonstrate how the distribution of the response (NO 2 ) may be sensitive to changes in a specific predictor (e.g., a reduction in neighborhood crime), which may be important from a policy standpoint.
Susceptible Exposure-Based Subpopulations: Examination Between Air Pollution Exposures, Food Index, and Poverty in Los Angeles County
Here we revisit an analysis of associations between census tract (CT)-level multiple air pollutant concentrations and indicators of tract-level poverty in Los Angeles County [8] . The multi-pollutant profile approach was applied to estimates of CT-level air pollution concentrations for NO 2 , PM 2.5 , road diesel, and non-road diesel obtained using an approach by Su et al. [35] . The outcome was the number of people living below the poverty level for each CT from the US Census Bureau for year 2000. The data were originally analyzed using a model which specified a maximum number of clusters used via a truncated Dirichlet approximation, but here we utilize an improved model that has no limit on the potential number of [36] . The mRFEI represents a ratio of healthy food retailers to all types of food retailers within a census tract or within 0.5 mi of tract boundary. The index ranges from 0 to 100, and higher mRFEI scores reflect healthier food environments. Our response model links the clusters with poverty counts, y i , for census tract i, as y i ∼ Bin(n i , p i ) with
where z i = c denotes the cluster to which individual household i belongs, θ c denotes the "risk" for cluster c, ϵ i is an extra normally distributed zero-centered residual term which represents unexplained census-tract-level variation in the outcome, n i indicates the number of households in a census tract for whom poverty status is determined, and p i indicates the probability that a randomly chosen household in census tract i is living under the poverty line. One may be interested, perhaps from a policy point of view, in examining clusters corresponding to certain key subregions, such as the ports area of Long Beach (cluster 9), areas near roadways (cluster 7), and perhaps the relatively In Fig. 2 , the upper right panels denote posterior average and posterior interval estimates for covariate levels corresponding to each cluster of interest (column); bottom panels correspond to estimates of posterior standard deviations. The values corresponding to "risk" (here related to vulnerability), meaning average CT-level poverty rates, are shown for each cluster (column) in the secondfrom-the-left panel.
The port cluster (cluster 9) has consistently lower values for the healthy food index compared with clusters 1 and 7. Further, the relatively prosperous cluster 1 contains CTs with consistently higher healthy index mRFEI values. Air pollution levels are non-linear across clusters. For example, port-based cluster 9 has higher CT-level poverty compared to road cluster 7 and has higher levels of non-road diesel, but despite higher poverty levels, has lower levels of NO 2 , PM 2.5 , and road diesel. While overall, increased unhealthy food index values and increased air pollution exposures are associated with increased community-level poverty, the associations are complex and non-linear, and examination of particular clusters of CTs provides a more nuanced look at exposure/healthy-food-availability and poverty levels and thus can inform policy-based decisions tailored to specific areas (and their region-specific exposure/mRFEI levels) as opposed to large county-wide standards.
To understand the influence of individual exposures in predicting poverty, we created predictive scenarios [27••] for different levels of NO 2 . Specifically, we allowed NO 2 to vary across a grid, while other covariates in each predictive scenario were denoted as missing, resulting in predictions of CTlevel poverty for different levels of NO 2 averaging over the empirical distribution of the levels of other predictors. Figures 3 shows that elevated levels of NO 2 are associated with elevated levels of CT-level poverty.
It is worth noting that predictive scenarios (which do not require all covariates to be specified) can be predefined before the analysis, and their associated poverty levels can be examined. An example of this was done in a different context by Hastie et al. [21] . For example, mRFEI/pollution profiles elucidated from a Los Angeles County analysis can be compared in an analysis of CTs in other cities in California, perhaps to determine if similar exposure/poverty relationships hold. In this manner, profile regression can be used not only as a pattern exploration tool but also to test various pattern-based hypotheses, such as hypotheses related to a comparison of profiles of high exposures and low mRFEI versus low exposures and high mRFEI.
Conclusions
Standard regression approaches are often used to identify predictors of a health outcome, and sophisticated modern modeling techniques can be employed to reduce a large number of covariates down to a manageable size. However, much interest in exposure modeling goes beyond simply identifying singular "bad actors" or significant predictors of health-based outcomes. Profile regression, along with other clustering approaches, clusters individual units rather than predictors and helps elucidate exposure levels together with information about subpopulations and their features that may affect health-related outcomes such as vulnerability, which can be valuable from a policy perspective. Many of the studies which incorporate these methods are exploratory, with the goal of finding patterns in subpopulations that will inform about their health risk in a more complex and holistic manner. However, such exploratory analyses can reveal co-exposure patterns that may be harnessed, using predictive scenarios in profile regression, to test pre-specified profile-based hypotheses in subsequent analyses. When faced with data consisting of multiple exposures and health outcomes, a variety of questions may be of interest, such as those related to variable selection (bad actors) or questions related to whole patterns of exposures, thus creating a need for the development and utility of a variety of multi-exposure modeling approaches.
