This paper presents a precise description of the characteristics of the hot spots of a partially coherent laser pulse. The average values of the sizes and velocities of the hot spots are computed, as well as the corresponding probability density functions. Applications to the speckle patterns generated by optical smoothing techniques for uniform irradiation in plasma physics are discussed.
I. INTRODUCTION
Partially coherent light has become a subject of great interest for many applications, such as smoothing techniques for uniform irradiation in plasma physics.
1 This paper is a contribution to the study of optical smoothing for application to inertial confinement fusion ͑ICF͒, which requires a high level of irradiation uniformity for both direct and indirect drive. This criterion can be reached by implementing active smoothing methods, such as induced spatial incoherence ͑ISI͒ with echelons, 2 smoothing by spectral dispersion ͑SSD͒, 3 smoothing by multimode optical fiber ͑SOF͒. 4 All these methods involve the illumination on the target with an intensity which is a time varying speckle pattern, so that the time integrated intensity averages towards a flat profile. We aim in this paper at studying the statistical properties of the hot spots of a partially coherent pulse. It is relevant to report a precise account of these properties because the hot spots play a primary role in that they can give rise to the growth of laser-plasma instability such as filamentation, stimulated Brillouin scattering ͑SBS͒, and stimulated Raman scattering ͑SRS͒. 5 The future French Laser MegaJoule ͑LMJ͒ and the U.S. National Ignition Facility ͑NIF͒ ͑Ref. 6͒ are designed for the indirect drive scheme, whose principle is the following. Numerous laser beams are focused into a hohlraum and irradiate the inner gold wall to produce x rays. However it was found that it is necessary to diminish the wall expansion by filling the cavity by a gas. Unfortunately this means that the laser light has to propagate through an underdense plasma where parametric instabilities such as SRS or SBS may occur. Since experimental evidence of SRS and SBS in hohlraums from randomized laser beams have been observed, [7] [8] [9] [10] [11] the control of high laser intensities has become of crucial importance. The literature contains a lot of work which deals with selffocusing ͑SF͒ and/or parametric instabilities from optically smoothed beams. The theoretical papers develop careful methods to study SBS and/or SF from a single speckle and then average the single hot spot reflectivity over the statistics of hot spots. [12] [13] [14] It is thus of great interest to have precise expressions for the joint probability distributions of the intensities of the hot spots of a speckle pattern, their transverse and longitudinal lengths, as well as their velocities.
The statistical distribution of the peak intensities of the hot spots can be calculated theoretically for a focal spot in vacuum or homogeneous medium, in the asymptotic framework where the number of spatial modes is large, so that the Gaussian limit is valid. 15, 16 The corresponding distribution is then entirely characterized by the autocorrelation function ͑AF͒ of the field, which can also be computed very precisely for any smoothing method. 17 The theory developed in Refs. 15, 16 and refined in Ref. 18 provides accurate expressions for the number of local maxima that exceed a given intensity level. But the statistical description of the radius and velocity of a speckle spot has not yet been performed. We can find preliminary results in Ref. 19 , where the mean values of the velocities are computed for some specific configurations. We shall extend these results by addressing more general configurations and by deriving precise expressions for the probability density functions ͑PDF͒ of the radius and the velocity of a speckle spot.
This work is triggered by the study of the statistics of the hot spots of the speckle patterns generated by random phase plates ͑RPP͒ ͑Ref. 20͒ or kinoform phase plates ͑KPP͒. 21 It also deals with active smoothing methods, such as ISI, SSD, or SOF. Although thorough attention is devoted to these cases, the formulas we derive in our paper can be applied to more general situations where the Gaussian limit is valid. This is the case as soon as the pattern consists of the superposition of many independent modes by the central limit theorem. 22 The paper is organized as follows. We derive the AF of the speckle pattern generated by optical smoothing techniques in Sec. III. We give a general description of a local maximum of a speckle pattern in terms of the AF in Sec. IV. We apply these results to compute the PDF of the duration, the radius and the velocity of a speckle spot in Secs. V, VI, and VII, respectively.
II. PARTIALLY COHERENT LASER PULSES
We shall denote by A the complex electromagnetic field. The field is normalized so that the laser intensity is simply ͉A͉ 2 . We shall derive our results in the framework where the field A has Gaussian statistics with stationary AF. This corresponds to the asymptotic framework when the field is the superposition of a large number of incoherent modes. It is the case for the standard optical smoothing methods. 17 In Ref. 18 we give closed-form expressions for the density M (I) of hot spots per unit volume with peak intensity I. This is important since parametric instabilities are very sensitive to the peak intensities of the hot spots. However this description is not sufficient, since the transverse radius r, the length z of the hot spots, as well as their duration t and their velocity v, should be taken into account. We shall show in the following that the quantities (r,z,t,v) are random quantities whose statistical distributions depend on the peak intensity I of the corresponding hot spot, and can be described by a PDF p I (r,z,t,v) indexed by I. Accordingly, the density M (I,r,z,t,v) of hot spots per unit volume with peak intensity I, transverse radius r, longitudinal length z, duration t, and velocity v is given by
In this paper, we shall focus on the PDF p I (r,z,t,v) since M (I) is already known.
III. OPTICAL SMOOTHING TECHNIQUES
We shall focus our attention to standard smoothing techniques, although the general formulas we shall present can be applied to other configurations. In this section we present the active smoothing methods that are practically relevant. We also compute the four-dimensional ͑3D in space and 1D in time͒ AF of the fields generated by these smoothing techniques, as it will appear in the following that these functions contain all the information required for the derivation of the results.
A. Smoothing by spectral dispersion
A straightforward implementation of one-dimensional smoothing by spectral dispersion ͑1D-SSD͒ is shown in Fig.  1͑a͒ . 3 The spectral dispersion is obtained by applying a phase modulator then a grating. An auxiliary grating is imposed before the modulator in order to compensate for the temporal skew of the global shape of the field. We assume that the input beam is a monochromatic pulse with wavelength 0 and duration T pulse ͑longer than all the characteristic time scales involved in the problem͒ and we consider a pure phase modulator. After modulation and dispersion the field is
where is the phase modulation and s is the temporal skew per unit length generated by the grating in the x-direction. A two-dimensional version of this technique is possible ͓see Fig. 1͑b͔͒ . It consists of applying a phase modulator between a pair of gratings in each orthogonal direction. 23 After modulation and dispersion the field is
where j is the phase modulation and s j is the temporal skew per unit length generated by the gratings in the x-direction for jϭ1 and in the y-direction for jϭ2.
In the following we shall neglect the time variations of the overall envelope A 0 . In the focal plane of the lens the fields of the beamlets overlap,
where D is the near field square beam aperture, f is the lens focal length, and h is the length of the side of a square element of the RPP. We denote by N 2 the number of elements of the square RPP, i.e., NϭD/h. j,l is the random phase imposed by the j,lth element. We assume that the j,l are independent random variables which take either the value 0 or with probability 1/2. We consider points in the focal plane such that x,yϽ 0 f /h, so that the smooth sinc envelope of the diffraction function of a square aperture can be considered as quasi uniform. If N 2 is large, the field A is a stationary, centered, Gaussian process. We normalize the mean intensity so that it is equal to 1. The AF of the field in the focal plane is defined by ␥͑x,y,t;xЈ,yЈ,tЈ͒ϭ͗A͑x,y,t͒A*͑xЈ,yЈ,tЈ͒͘, where the brackets stand for statistical averaging. In the framework Nӷ1 the AF is separable in the two orthogonal directions, 17 ␥ϭ␥ 1 ͑ x,t;xЈ,tЈ͒␥ 2 ͑ y,t;yЈ,tЈ͒,
where T d j are the time delays induced by the gratings and c is the correlation radius of the speckle pattern, In the case of 1D-SSD, note that ␥ 2 is simply Ϫ6 ͑for 0 ϭ351 nm͒. The correlation radius c is then about 8 m, while the size of the focal spot is of the order of 500 m. Moreover the typical value for the lateral time delay imposed by the grating is of the order of 100 ps.
We consider in this paper sinusoidal phase modulators,
where ␤ j and T m j are, respectively, the modulation depth and the period of the modulator j. In such conditions,
where T 0 ϭ(tϩtЈ)/2 and ϭtЈϪt. Note that tϭT 0 Ϫ/2, tЈϭT 0 ϩ/2 so that T 0 can be referred to as the carrier time. This shows that the statistics of the field is locally stationary with respect to time, since it depends on the carrier time T 0 . The computation of the four-dimensional AF, C͑,, ͒ϭ͗A͑ rϩ,zϩ,tϩ ͒A*͑ r,z,t ͒͘ ͑2͒
is required for the forthcoming results. The field satisfies the paraxial wave equation,
Accordingly the pulse in the moving reference frame, Ȃ ͑ r,z,t ͒ªA͑ r,z,tϩz/c ͒ satisfies the standard Schrödinger equation,
Note that the AF of A reads in terms of the AF C of Ȃ as
The equation that governs the -evolution of C is
This equation can be solved explicitly by Fourier transform. 25 We get that
where f (.,) is the Fourier transform of C (.,ϭ0,) with respect to the transverse coordinates,
Since C (,ϭ0,)ϭC(,ϭ0,), the function f can be computed easily from the expressions of ␥ 1 and ␥ 2 ,
We finally substitute this identity into Eq. ͑3͒ so as to get a closed form expression of the four-dimensional AF,
where c is the longitudinal correlation length,
B. Smoothing by optical fiber
A broadband source illuminates a long multimode fiber with numerical aperture . 4 This source is a monochromatic source spectrally broadened by a sinusoidal phase modulator with modulation depth ␤ and period T m . The incident beam excites many optical modes, which propagate at different velocities. The time delay between the fastest and the slowest mode is assumed to be much longer than the modulation period T m . Moreover small random fluctuations of the core radius or of the index of refraction affect the propagation by introducing random phases into the modes. If the fiber is long enough, these phases can be considered as independent processes which obey uniform distributions over ͓0,2͔. As a consequence the optical modes interfere at the output of the fiber and their overlap produces a speckle pattern. 17 The field at the output of the fiber is a Gaussian field with zero-mean and AF,
where the transverse and longitudinal correlation radius are c ϭ 0 / and c ϭ(8 0 )/( 2 ), respectively.
C. Longitudinal spectral dispersion
In LMF design the focusing system consists in a grating that directly disperses the square beam. 26 This configuration was found to offer advantages in terms of color separation as well as frequency conversion efficiency. Furthermore the focal length of the grating strongly depends on the frequency ,
where f 0 is the focal length corresponding to the carrier frequency 0 . The grating is tailored so that more than 90% of the energy is focused in the central spot. The grating can then be regarded as a chromatic lens. 27 Each frequency of the spectrum of the broadband pulse focuses at a specific point along the z-axis ͑Fig. 2͒. Two different frequencies will give rise to two independent speckle patterns if the difference between their focal lengths is larger than the longitudinal speckle dimension. Smoothing by longitudinal spectral dispersion ͑SLSD͒ thus belongs to the SSD category but with a spectral dispersion along the longitudinal axis instead of the transverse direction as in standard 1D or 2D-SSD techniques.
Let us assume that the near field is a phase modulated pulse with a sinusoidal phase modulation with depth ␤ and period T m . Let us denote by T d the maximal time delay between the edge and the center of the square beam,
The computation of the four-dimensional AF can be carried out as in the SSD configuration. We get
where c ϭ f /D and c ϭ(
IV. DESCRIPTION OF A GAUSSIAN FIELD AROUND A LOCAL MAXIMUM
In this section we shall consider a field A with Gaussian statistics that depends on a time-space coordinate x. We shall here assume in great generality that xR d , with d ϭ1,2,3, or 4, so that we shall be able in the following to apply the results to different configurations. The aim of this section is to derive the statistical distribution of this field around a local maximum located at some point x 0 with peak intensity I 0 ϭ͉A(x 0 )͉ 2 . The results can be formulated only in terms of the AF. They can be obtained easily if the AF is real-valued ͑the so-called orthogonal case͒. This is the case for instance when a speckle pattern generated by one of the standard smoothing techniques is observed in the focal plane. However the situation is a little more tricky when the speckle patterns are observed in the focal volume since the AF has a nonzero imaginary part for 0 ͑the so-called unitary case͒. We shall first address the orthogonal case, and then the unitary case.
A. The distribution of an orthogonal complex-valued Gaussian field around an local maximum
Let A(x), xR d , be a stationary zero-mean complexvalued Gaussian field. We denote by C the stationary AF,
The field is normalized so that the mean intensity is C(0) ϭ1. It is equivalent to assume that the process has independent real and imaginary parts and that the AF is real-valued. In such conditions the Gaussian field is said to be orthogonal. Note that the function C is also even since C͑Ϫx͒ϭ͗A͑yϪx͒A*͑y͒͘ϭ͗A͑yЈ͒A*͑yЈϩx͒͘ϭC͑x͒.
Assume that there is a local maximum at point 0 with peak value a 0 ͱI 0 , a 0 C, ͉a 0 ͉ϭ1. Since 0 is a local maximum we have ٌ͉A͉ 2 (0)ϭ0, or else Re(A*(0)ٌA(0))ϭ0. The computation of the conditional distribution of A given A(0)ϭa 0 ͱI 0 and Re(a 0 *ٌA(0))ϭ0 is performed as in the real case ͑see Appendix͒ by taking care to deal with the real and imaginary parts of A separately. We can then claim that the distribution of the field A given that there is a local maximum at point 0 with peak value a 0 ͱI 0 , a 0 C,
where Ã obeys stationary Gaussian statistics with AF C, and ⌳ is the matrix of the second-order spectral moments,
If the peak intensity I 0 of the hot spot is far above the mean intensity 1, then there is a dominant term in the right-hand side of Eq. ͑9͒,
This means that the local shape of a strong local maximum of a speckle pattern is roughly deterministic and given by the AF. This result is well-known ͑see, for example, Refs. 12 and 29͒ and the exact description ͑9͒ gives the precise expression of the random part. 
B. The distribution of a unitary complex-valued Gaussian field around a local maximum
Let A(x), xR d , be a stationary zero-mean unitary complex-valued Gaussian field. Unitary means that the distribution of A is invariant with respect to any rotation:
and it is an odd function.
We denote by C the stationary AF ͑8͒ of A. Note that we have C(x)ϭ2C r (x)ϩ2iC i (x), and that C(Ϫx)ϭC*(x). We further normalize the field so that C(0)ϭ1.
In the case ٌC(0)ϭ0 it is easy to check that the results of the previous section still hold true. The hypothesis ٌC(0)ϭ0 is important, otherwise the distributions of A(0) and ٌA(0) would not be independent, and the conditional distribution of A given A(0)ϭͱI 0 a 0 and Re(a 0 *ٌA(0))ϭ0 would be more complicated.
In the case ٌC(0) 0, then this vector has purely imaginary coordinates of the form ϪiC 1 , C 1 R d . If you consider the auxiliary field Ǎ (x)ªA(x)exp(iC 1 •x), then Ǎ is a unitary complex-valued Gaussian field whose AF fulfills the condition ٌČ (0)ϭ0. It is therefore more comfortable to study the local maxima of A by considering them as local maxima of Ǎ .
V. THE DURATION OF A HOT SPOT
We shall derive in this section the distribution of the duration of a speckle spot defined as a local maximum of an orthogonal complex-valued Gaussian field. We consider a Gaussian field with mean intensity 1. The AF, C͑ ͒ϭ͗A͑ tϩ ͒A*͑ ͒͘ can be seen as the inverse Fourier transform of the spectral intensity by the Wiener-Khintchine theorem. 28 Assume that there is a local maximum at tϭ0 with peak intensity I 0 . We aim at deriving an expression of the PDF of the full width at level I 0 ϪI 1 of this maximum. The important parameters in this section are T 0 and ␣ t defined by
where C tt ͑resp. C tttt ͒ is the second derivative ͑resp. fourth derivative͒ of C with respect to time evaluated at 0. Note that the time T 0 may also be seen as the inverse of the bandwidth of the field A while ␣ t is dimensionless and depends only on the shape of the AF around 0. The derivation of the expression of the full width of a speckle spot is based on the quadratic expansion of the field around the local maximum located at 0,
where Ã r ϭRe(a 0 *Ã ) and Ã i ϭIm(a 0 *Ã ). Note that ‫ץ‬ tt Ã r (0)
ϪÃ r (0)C tt obeys a normal distribution with zero-mean and variance ␣ t /T 0 2 . Accordingly, the quadratic expansion of the intensity of the field around 0 is
where Z 1 and Z 2 are random Gaussian variables with zeromean and variance 1. We get that the full width t FW at level
.
͑12͒
Neglecting the term Z 2 2 which is of order 1 with respect to the peak intensity I 0 allows us to compute the PDF of this random variable. This establishes the following result: The PDF of the full width t FW at level I 0 ϪI 1 of a local maximum with peak intensity I 0 is described by the random variable T,
whose PDF is
and C I 0 ,I 1 is a normalization constant that is chosen such that
This expression is all the more valid as the peak intensity I 0 is large, for a given level I 1 . Note also that C I 0 ,I 1 is very close to 1 as I 0 ӷ1. We could also get a more precise expression that would take into account Z 2 , but would be much more intricate.
As expected, the typical value of the duration of a hot spot is proportional to T 0 . Indeed, at first order the local shape of a hot spot is deterministic and imposed by the AF: ͉A(t)͉ 2 ӍI 0 C 2 (t)ӍI 0 (1Ϫt 2 /T 0 2 ). Note also that the width of the distribution of t FW is governed by the parameter ␣ t . The PDF is all the wider as ␣ t is larger.
The tails of the PDF of the duration are worth studying since they characterize the probability that there exists a hot spot with a very large or a very small duration. The right tail can be approximated by
This demonstrates that the tail of the PDF of the duration corresponding to the large values is quite long, so it is likely that some of the hot spots of a speckle pattern may have a duration much longer than the mean value given by the inverse of the spectral width. On the other hand, the tail of the PDF of the duration corresponding to the small values is very small,
So it is very unlikely that there exists a hot spot whose duration is much smaller than the mean value.
We can compare these results with full numerical simulations. We simulate a random field with Gaussian statistics, Gaussian AF: C()ϭexp(Ϫ 2 /(2 c 2 )) and mean intensity 1. We detect all local maxima whose peak intensities are above I 0 Ϫ0.1 and below I 0 ϩ0.1. We measure the full widths of these maxima at level PI 0 , Pϭ75%. Once these results are collected, we plot the histograms of the widths and compare with the theoretical PDF. The results are shown in Fig. 3 .
VI. THE SPATIAL RADIUS OF A HOT SPOT

A. Transverse radius
The study of the statistical distribution of the radius of a hot spot is formally identical to the study of the duration, since it consists in analyzing the width of a local maximum of the field A. We get that the radius r FW at level I 0 ϪI 1 ͑say in the x-direction͒ of a hot spot with peak intensity I 0 is described by the random variable R,
and ␣ x ϭ(C xxxx /C xx 2 Ϫ1)/2. This result holds true for an orthogonal Gaussian field. This is the case when we consider speckle patterns generated by the standard optical smoothing methods in the focal plane since ‫ۋ‬C(,ϭ0) is realvalued ͑see Sec. III͒. However this is not the case when we consider these patterns in the focal volume since ‫ۋ‬C( ϭ0,) has a nonzero imaginary part. This case deserves a specific study.
B. Longitudinal length
We shall now compute the longitudinal length of a hot spot. Let a speckle field A be given in the plane zϭ0 with AF ͗A(rϩ,zϭ0)A*(r,zϭ0)͘ϭC(,ϭ0). As shown in Sec. III the field A in the whole space R 3 obeys the distribution of a Gaussian process with AF, C͑, ͒ϭ͗A͑ rϩ,zϩ ͒A*͑ r,z ͒͘ given by
where f is the Fourier transform of C(,ϭ0),
We are interested in the longitudinal forms of the hot spots, which are characterized by the longitudinal correlation function ‫ۋ‬C(ϭ0,) which is such that C(0)ϭ1, C z (0) ϭϪic 1 , C zz (0)ϭϪc 2 , C zzz (0)ϭic 3 , and C zzzz (0)ϭc 4 , where c j are given by
Since C z (0) 0 we should consider a modified version of A so as to be able to apply the general results we derive here above. We should consider a process whose correlation function has a first derivative that vanishes at 0. We thus introduce Ǎ (r,z)ϭA(r,z)exp(ic 1 z) whose correlation function is Č ()ϭC()exp(ic 1 ). The second derivative is Č zz (0) ϭϪc 2 ϩc 1 2 and the fourth derivative is Č zzzz (0)ϭc 4 Ϫ4c 3 c 1 ϩ6c 2 c 1 2 Ϫ3c 1 4 . As a consequence, the probability distribution of the length z FW of a hot spot is described by the random variable Z,
and the coefficient ␣ z is given by (1/2)(c 4 The field Ǎ (r,z)ϭA(r,z)exp(ik c 2 z/(4k 0 )) has also Gaussian statistics with real-valued AF,
. Thus a hot spot with peak intensity I 0 has a length that is described by ) c Z where Z obeys the distribution ͑15͒ with ␣ z ϭ2/5.
Example 2. Smoothing by optical fiber:
A monochromatic source illuminates a long multimode fiber with numerical aperture . The field at the output of the fiber is a Gaussian field with zero-mean and AF,
where c ϭ 0 / and c ϭ8 0 /( 2 ). This is exactly the same configuration as in Example 1. We can compare these results with full numerical simulations. We simulate the field in the x coordinate as the superposition of 4N 2 modes,
where j,l , j,lϭϪN, . . . ,NϪ1 are independent random variables which take either the value 0 or with probability 1/2. We adopt the following dimensionless values: 2Nϭ50, c and c ϭ1. The numerical histogram is computed from a set of 5000 hot spots with the desired peak intensity. In Fig.  4͑a͒ we plot the theoretical histograms as well as the numerical histogram for the full widths in the x-direction at level I 0 ϪI 1 of hot spots with peak intensities I 0 ͑remember that the mean intensity is 1͒. The theoretical histogram 1 corresponds to the PDF ͑14͒. The theoretical histogram 2 corresponds to the representation ͑12͒. Indeed, if ␣ x is small or when I 0 is not very large, then the last term in the denominator of Eq. ͑12͒ may play a role. This is the case in this configuration. In Fig. 4͑b͒ the theoretical and numerical his-FIG. 4 . Histograms of the full widths at level I 0 ϪI 1 in the x-direction ͑a͒ and z-direction ͑b͒ of hot spots with peak intensities I 0 . The field is a speckle pattern generated by a square RPP. The widths are normalized in multiples of c ͑a͒ and c ͑b͒.
tograms of the longitudinal length ͑full width in the z-direction͒ at level I 0 ϪI 1 of hot spots with peak intensities I 0 are compared.
VII. THE VELOCITY OF A HOT SPOT
We consider a complex-valued Gaussian field A(•) that depends on a space coordinate xR 3 and on a time coordinate tR. Consider that there is a local maximum at some point (x 0 ,t 0 ) with value ͱI 0 a 0 , ͉a 0 ͉ϭ1. We would like to compute the distribution of the velocity of this spot. The velocity is defined as follows. For t in a neighborhood of t 0 , plot the maximum of the field, x͑t ͒ªargmax͕͉A͉ 2 ͑ x,t ͒, x close to x 0 ͖.
The velocity of the local maximum is
Note that v is a random variable, since it depends on the realization A(.). Remember the field around the local maximum is of the form,
where ٌ is the row operator ‫ץ(‬ x 1 , . . . ‫ץ,‬ x 3 ‫ץ,‬ t ) while ⌳ is the symmetric positive 4ϫ4 matrix defined by
where by convention x 4 ϭt. Expanding ͉A͉ 2 around (x 0 ,t 0 ) establishes the identity, vϭ argmax
It shows that only the first and second derivatives of A in the point (x 0 ,t 0 ) are coming into the definition of the velocity. From this identity we can get a closed form expression of v in terms of the first and second derivatives of A in the point (x 0 ,t 0 ), since v reads as the location of the maximum of a quadratic function parametrized by the derivatives of A. The distribution of (A,ٌA,ٌ ٌA)(x 0 ,t 0 ) given that there is a local maximum at (x 0 ,t 0 ) is a Gaussian random vector with known mean and covariance ͑see Sec. IV͒. The calculation of the distribution of the velocity is then a matter of long but straightforward algebra. The result can be formulated as follows. Once again we assume that ٌC(0)ϭ0. We introduce the random symmetric 4ϫ4 matrix Z whose entries are Gaussian normal variables with zero-mean and covariance,
where C r is the real part of 1 2 C and derivatives are evaluated at (0,0). The velocity v of a local maximum of the field A with peak intensity I 0 obeys the distribution of
where M is the 3ϫ3 random matrix,
and N is the vector,
Note that, if we consider a local maximum with a very high peak intensity I 0 , or else if we average over many maxima, the expression of the velocity becomes simpler, independent of I 0 , and deterministic,
͑17͒
This identity was derived in Ref. 18 . The new expression ͑16͒ takes into account the fluctuations around this mean value.
Remark 1: The PDF corresponding to Eq. ͑16͒ has a very complicated form, so we shall not write it down. Note however that it is easy to plot this PDF by straightforward Monte Carlo simulations. Indeed a zero-mean Gaussian vector
.,n with covariance matrix Kª͗Z i Z j ͘ i, jϭ1, . . . ,n can be simulated by multiplying a vector of independent Gaussian random variables with variance 1 by a square root of the matrix K.
Remark 2: There exists one case for which we can give a closed-form expression of the PDF of the velocity. If the AF is separable C(x,y,z,t)ϭC 1 (x)C 2 (y)C 3 (z)C 4 (t), then the component of the velocity in the x-direction is described by the PDF,
where v 0 2 ϭ͉C tt /C xx ͉ and ␣ x ϭ(C xxxx /C xx 2 Ϫ1)/2.
A. Application to 1D-SSD
To simplify the presentation of the forthcoming results we shall assume that T d ϭN c T m , where N c is a positive integer ͑the so-called ''number of cycles''͒. Note that we must take care to consider the modified version of the field A such that the first derivatives of the AF vanish, Ǎ (r,z,t) ϭA(r,z,t)exp(i4/(3 c )), whose AF is Č ϭC exp(i4/(3 c )).
We shall not give the complete and awkward expression of the statistical distribution of the velocity. But it can be plotted by Monte Carlo simulations of Eq. ͑16͒. Figure 5 plots the PDF of the three components of the velocity. It can be seen that the means and the variances of these distributions depend on the carrier time T 0 .
Furthermore we can give a closed-form expression of the mean velocity defined by ͑17͒. The component of the mean velocity along the transverse direction y is 0, the component along the dispersion direction x is ͗v x ͘ϭ
͑19͒
while the component along the longitudinal direction,
Note that, when N c ӷ1, the component of the mean velocity along the dispersion direction is 0 while the component along the longitudinal direction is simply ͑see Fig. 6͒ ͗v z ͘ϭc 
B. Application to SOF
We must take care to consider the modified version of the field A such that the first derivatives vanish, Ǎ (r,z,t) ϭA(r,z,t)exp(i/ c ), whose AF is Č ϭC exp(i/ c ). The mean velocity has a rather simple expression. The only component of the mean velocity which is not zero is along the longitudinal axis, ͗v z ͘ϭc 
C. Numerical simulations
It is not possible to compare the theoretical results with full numerical simulations. Indeed it would require the simulation of a four-dimensional field with sufficient accuracy to compute the velocities of local maxima with a given peak intensity, which is out of the computational range of our computers. We have considered the auxiliary problem which consists in observing the speckle pattern generated by 1D-SSD along the x-axis of the focal plane. The (tϪx)-AF is given by ͑4͒ with ϭ0. The computation of the velocity v x can be performed as above, the only difference is that the spatial coordinate is here one-dimensional. It is found that the statistical distribution of the velocity v x is described by
where
and ͑, ͒ is a zero-mean Gaussian random vector with covariance matrix K,
Note that v x and ͗v x ͘ do not coincide with the x-projections of Eqs. ͑16͒ and ͑19͒, respectively. Indeed Eq. ͑16͒ describes the velocities of the true hot spots which are local maxima with respect to x, y, and z. Here we observe the motions of spots which are local maxima with respect to x, but not with respect to y and z.
When N c ӷ1, the dependence with respect to T 0 vanishes, and the vector (,) becomes two independent random normal variables with variances ͗ 2 ͘ We have performed numerical simulations to compare with the theoretical predictions. We simulate the field in the x -t coordinates as the superposition of 2N modes,
where j , jϭϪN, . . . ,NϪ1 are independent random variables which take either the value 0 or with probability 1/2. In Fig. 7 we plot the theoretical PDF corresponding to Eq. ͑21͒ as well as the numerical histograms for hot spots with peak intensity I 0 ϭ6 ͑remember that the mean intensity is 1͒. The numerical histograms are computed from a set of 1000 hot spots with the desired peak intensity. For T 0 ϭ0 the velocity has zero-mean. For T 0 ϭ3T m /4 the mean velocity is 6␤ c /(T d ). The support of the distribution lies in the positive half-line, which means that all spots are moving in the right-direction. The FWHM of the distribution is smaller than in the configuration T 0 ϭ0. This is a general feature: When the mean velocity is maximal ͑at times T 0 ϭT m /2 mod T m ), the FWHM of the distribution is minimal, and vice versa.
VIII. CONCLUSION
We have derived closed-form expressions for the probability distributions of the characteristic parameters of hot spots of speckle patterns such as the duration, the radius, and the velocity. These expressions depend only on the fourdimensional AF of the field. The analysis of the results ex- hibit the following statements. The distribution of the radius or the velocity of a hot spot depends on the peak intensity of the hot spot. The histograms are not symmetric with respect to the mean values. We have demonstrated the existence of heavy tails for the probability distributions, which means that it is likely that some of the hot spots in a speckle pattern have a size ͑resp. a duration, a velocity͒ larger than the corresponding mean value.
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APPENDIX: GAUSSIAN RANDOM FIELDS
We first list the basic results of the probabilistic theory of Gaussian vectors. 29 A random R n -valued vector (Z i ) iϭ1,..,n is said to be a Gaussian vector if for any uR n the realvalued variable u•Z obeys a real Gaussian distribution. A Gaussian vector is fully characterized by its mean M Z and covariance matrix K Z,Z , The field is normalized so that C(0)ϭ1. Assume that there is a local maximum at point 0 with peak value A 0 R. Applying Eqs. ͑A1͒-͑A2͒ establishes that the conditional distribution of A given A(0)ϭA 0 and ٌA(0)ϭ0 is a Gaussian field with nonstationary mean, M ͑ x͒ϭC͑x͒A 0 , ͑A3͒
and nonstationary correlation function,
K͑x,y͒ϭC͑yϪx͒ϪC͑x͒C͑y͒ϪٌC͑x͒•⌳ Ϫ1 ٌC͑y͒, ͑A4͒
where ⌳ is the matrix of the second-order spectral moments ͑10͒. We can then claim that the distribution of the field A given that there is a local maximum at point 0 with peak value A 0 R is
where Ã obeys Gaussian statistics with AF C. Indeed, we can compute the mean and correlation function of the process defined by ͑A5͒. We find the very same expressions as Eqs. ͑A3͒-͑A4͒. Since a Gaussian process is fully characterized by its mean and correlation function the identity ͑A5͒ is proved.
