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Abstract
The more detailed description of the ’ax+b’ group of Baaj and Skandalis is presented. In particular we give
generators and present formulae for the action of the comultiplication on them. We prove that this quantum
group is defined by a twist.
1. Introduction
The purpose of this work is to give a more detailed description of the quantum ’ax+b’ group of Baaj and
Skandalis [1, 2, 3]. In particular we describe generators of the C∗-algebra, show that they satisfy relations which
are formally equivalent to that given in [2], prove that the comultiplication is given by a twist and compute
an action of the comultiplication on generators. We also show that this quantum group is a quantization of
a Poisson-Lie structure on the classsical ’ax+b’ group.
Strictly speaking it is not proven here that the quantum group constructed in this paper and the Baaj-
Skandalis example coincide. They have the same underlying C∗-algebra and our comultiplication formally
coincides with their on generators. Had the quantum “ax+b” been defined by a global decomposition, the
results of [6] would guarantee that these groups are the same. But this is not the case, so formally there is
still (rather improbable) possibility that the group presented here is not the Baaj-Skandalis example.
On the Hopf ∗-algebra level this group is given by generators A , A−1 , Z and relations [2]:
A = A∗ , Z = −Z∗ , [A,Z] = A(1 −A)
Together with comultiplication ∆, counit ǫ and antipode S:
∆(A) = A⊗A , ∆(Z) = Z ⊗A+ 1⊗ Z , ǫ(A) = 1 , ǫ(Z) = 0 , S(A) = A−1 , S(Z) = −ZA−1
If one wants to find a C∗-algebra with affiliated elements A,Z that satisfy these commutation relations, first
step is to represent them on a Hilbert space. One hopes to find A,A−1–unbounded, invertible, selfadjoint
operators and iZ–selfadjoint, satisfying in some reasonable sense the relation [A,Z] = A(1 − A). This is
possible but the most natural choice leads to the situation where ∆(iZ) is symmetric but not selfadjoint.
One can rewrite these relations using different generators and this is the way we choose. Let us define
Y := A−1 − I and X := iZ. These elements satisfy:
Y = Y ∗ , X = X∗ , [X,Y ] = iY ,
∆(Y ) = Y ⊗ Y + I ⊗ Y + Y ⊗ I , ∆(X) = X ⊗ (Y + I)−1 + I ⊗X (1)
These are relations we are going to give a meaning to.
In the following we will use groupoid algebras, so now we recall basic facts and establish the relevant
notation (see [6, 7] for a detailed exposition). The category of groupoids used here is described in [4] and
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in a differential setting in [5]. A groupoid is a set Γ together with a subset E ⊂ Γ (the set of identities),
an associative relation (multiplication) m : Γ × Γ ⊲Γ and an involutive mapping (inverse) s : Γ → Γ.
They satisfy certain relations that entail the existence of two projections eL, eR : Γ → E (target and source
projections) and the fact thatm is a mapping defined on the set {(x, y) ∈ Γ×Γ : eR(x) = eL(y)} of composable
pairs; this is the standard notion of groupoid. The definition of a morphism of groupoids used here is different,
however. By a morphism of groupoids Γ,Γ′ we mean a relation h : Γ ⊲Γ′ which satisfies: hm = m′(h× h),
hs = s′h and hE = E′ (see [4, 5]). In a differential setting Γ is a smooth(Hausdorff) manifold, the set of units
and the set of composable pairs are closed submanifolds, s is a diffeomorphism, m is a differential reduction
and eL, eR are surjective submersions.
A bisection of a differential groupoid Γ is a submanifoldB ⊂ Γ such that eL|B and eR|B are diffeomorphisms
B → E. If B ⊂ Γ is a bisection and h : Γ ⊲Γ′ is a morphism then h(B) is a bisection of Γ′.
Let Γ be a differential groupoid and let Ω
1/2
L ,Ω
1/2
R denote the bundles of complex half densities along
left and right fibers. A groupoid *-algebra A(Γ) is a vector space of compactly supported, smooth sections
of Ω
1/2
L ⊗ Ω
1/2
R together with a convolution and ∗-operation. To write explicit formulae let us choose λ0 - a
real, nonvanishing, left invariant half density along left fibers (in fact that means we choose a Haar system
on Γ, the “choice-free” definition and other detailes are given in [7].) Let ρ0 := s(λ0) be the corresponding
right invariant half density, and ω0 := λ0 ⊗ ρ0. Then any ω ∈ A(Γ) can be written as ω = fω0 for a
function f ∈ D(Γ) (smooth, compactly supported). With such a choice we write (f1ω0) (f2ω0) =: (f1 ∗ f2)ω0,
(fω0)
∗ =: (f∗)ω0 and:
(f1 ∗ f2)(γ) :=
∫
λ20(γ
′)f1(γ
′)f2(s(γ
′)γ) =
∫
ρ20(γ
′)f1(γs(γ
′)f2(γ
′) , f∗(γ) := f(s(γ)) (2)
The first integral is over the left fiber passing through γ, the second over the right one.
The choice of ω0 defines a norm that makes A(Γ) a normed ∗-algebra.:
||fω0||0 =: ||f ||0 = max
{
sup
e∈E
∫
e−1
L
(e)
λ20(γ)|f(γ)|, sup
e∈E
∫
e−1
R
(e)
ρ20(γ)|f(γ)|
}
There is a faithful representation πid ofA(Γ) on L
2(Γ) described as follows: choose ν0 - a real, nonvanishing
half density on E; since eR is a surjective submersion one can define ψ0 := ρ0⊗ν0 - this is a real, nonvanishing,
half density on Γ. For ψ = f2ψ0, f2 ∈ D(Γ) the representation is given by πid(f1ω0)(f2ψ0) =: (πid(f1)f2)ψ0
and πid(f1)f2 = f1 ∗ f2 is as in (2). The estimate ||πid(ω)|| ≤ ||ω||0 makes possible the definition: The
reduced C∗-algebra of a groupoid is the completion of A(Γ) in the norm ||ω|| := ||πid(ω)||. We will also use
the following fact which is a direct consequence of the definition of the norm ||f ||0:
Lemma 1.1. Let U ⊂ Γ be an open set with compact closure. There exists M such that ||f ||0 ≤M sup |f(γ)|
for any f ∈ D(Γ) with support in U . If fn ∈ D(Γ) have supports in a fixed compact set and fn converges to
f ∈ D(Γ) uniformly then fnω0 converges to fω0 in C
∗
r (Γ).
A morphism h : Γ ⊲Γ′ of differential groupoids defines a mapping hˆ : A(Γ)→ L(A(Γ′)) (linear mappings
of A(Γ′)), this mapping commutes with (right) multiplication in A(Γ′) i.e.
hˆ(ω)(ω′)ω′′ = hˆ(ω)(ω′ω′′) , ω ∈ A(Γ) , ω′, ω′′ ∈ A(Γ′)
and we use notation hˆ(ω)ω′ (see formula (49) in the Appendix for an example of such a mapping); there is
also a representation πh of A(Γ) on L
2(Γ′); these objects satisfy some obvious compatibility conditions with
respect to multiplication and ∗-operation (see [7] for a detailed exposition).
Now we recall some facts about double groups. Let G be a group and A,B ⊂ G subgroups such that
A ∩B = {e}. Every element g in the set Γ := AB ∩BA can be written uniquely as
g = aL(g)bR(g) = bL(g)aR(g) ; aL(g), aR(g) ∈ A , bL(g), bR(g) ∈ B.
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These decompostions define surjections: aL, aR : Γ→ A and bL, bR : Γ→ B (in fact aL, bR are defined on AB
and bL, aR on BA, we will denote these extensions by the same symbols). The formulae:
E := A , s(g) := bL(g)
−1aL(g) = aR(g)bR(g)
−1 , Gr(mA) := {(b1ab2; b1a, ab2) : b1a, ab2 ∈ Γ} (3)
define the structure of the groupoid ΓA over A on Γ. The analogous formulae define the groupoid ΓB over
B. On the other hand for a subgroup B ⊂ G there is a (right) transformation groupoid (B \ G) × B. The
following lemma explains relation between these groupoids.
Lemma 1.2. The map:
Φ : ΓA ∋ g 7→ ([aL(g)], bR(g)) ∈ (B\G)×B
is an isomorphism of the groupoid ΓA over A with the restriction of a (right) transformation groupoid (B\G)×
B to the set {[a] : a ∈ A} ⊂ B\G.
Proof: We give only the sketch of the proof. Let ΓA ∋ g = ab = b
′a′. Then Φ(g) = ([a], b) and [a] · b =
[ab] = [a′], so Φ(ΓA) is really contained in the restriction. On the other hand, if ([g], b) is an element of the
restriction i.e [g] = [a] and [gb] = [a′] then the mapping ([g], b) 7→ aR(g)b ∈ G is well defined, has image in ΓA
and is the inverse of Φ. Direct computations show that Φ is an isomorphism of groupoids.
If AB = G (i.e. Γ = G) the triple (G;A,B) is called a double group and in this situation we will denote
groupoids ΓA,ΓB by GA, GB. It turns out that δ := m
T
B : GA ⊲GA × GA is a coassociative morphism of
groupoids. Applying the lemma 1.2 to the groupoid GA we can identify it with the transformation groupoid
(B\G)×B. So GA = A×B is a right transformation groupoid for the action (a, b) 7→ aR(ab) i.e the structure
is given by:
E := {(a, e) : a ∈ A} , s(a, b) := (aR(ab), b
−1),
m := {(a1, b1b2; a1, b1, aR(a1b1), b2) : a1 ∈ A , b1, b2 ∈ B}
In the formula above, we identify a relation m : Γ×Γ ⊲Γ with its graph, i.e. subset of Γ×Γ×Γ. We will use
such notation throughout the paper. If G is a Lie group, A,B are closed sugroups, A∩B = {e} , AB = G then
(G;A,B) is called a double Lie group. It turns out that the mapping δˆ, defined by the morphism δ (compare
(49) in Appendix), extends to the coassociative morphism ∆ of C∗r (GA) and C
∗
r (GA×GA) = C
∗
r (GA)⊗C
∗
r (GA)
which satisfies density conditions (cls denotes the closed linear span):
cls{∆(a)(I ⊗ b) : a, b ∈ C∗r (GA)} = cls{∆(a)(b⊗ I) : a, b ∈ C
∗
r (GA)} = C
∗
r (GA)⊗ C
∗
r (GA)
There are other objects that make the pair (C∗r (GA),∆) a locally compact quantum group, we refer to [6] for
details.
The quantum ’ax+b’ does not completely fit into this framework but, as we will see, it is possible to
describe it using this approach as a guiding line. The main technical problem is that vector fields that
“should” define operators affiliated to a groupoid C∗-algebra are not complete, so corresponding operators
are not essentialy selfadjoint on their “natural” domains. So one has to choose right domains or overcome
this problem in a different way.
The next section “sets the stage”; in the third one we consider a general situation in which a twist can
be defined and apply results to the ’ax+b’ group in the fourth section. (The situation from the third section
also appears in the κ-Poincare Group, this will be decribed in a forthcoming paper). In the fifth section we
give generators, show that they satisfy relations formally equivalent to ones given in the beginning of this
introduction and compute the action of comultiplication on them; we also express the twist as a function of
generators. In the last section we consider our group as a deformation of a Poisson-Lie group. In the appendix
we collect some formulae used in the paper.
As pointed out by the Referee, there appeared a preprint [9] where the Baaj-Skandalis example is supposed
to be given by a twist (this fact is not proven there). That work seems to be more general but uses completely
different approach.
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2. Setup
Let G be the ’ax+b’ group i.e. G := R × R∗ with the multiplication (b1, a1)(b2, a2) := (b1 + a1b2, a1a2).
For s ∈ R ∪ {∞} let us define the closed subgroup of G:
Cs := {(b, 1 + sb) : 1 + sb 6= 0} , s ∈ R ; C∞ := {(0, a) : a ∈ R∗}.
(If we treat R ∪ {∞} as a one point compactification of R the mapping s 7→ Cs is continuous as a mapping
into closed subgroups of G with Fell topology). Let B := C0 and A := C∞. Note that for s 6= t we have
Cs ∩Ct = {e} and for s ∈ R∗: Cs = {(
c−1
s , c) : c ∈ R∗}.
For s 6= t let:
Γst := CsCt ∩ CtCs = {(b, a) : stb− sa+ t 6= 0 , stb− ta+ s 6= 0} = Γts
It is straightforward to check that each Γst is open and dense in G, and for t 6= 0 Γ0t = G; Γst is a differential
groupoid over Cs and Ct.
G acts on {Cs : s ∈ R ∪ {∞}} by adjoint action and this action induces isomorphisms of corresponding
differential groupoids. So it is sufficient to consider the family
Γs := Γs∞ = CsA ∩ACs = {(b, a) : (1 + sb)(a− sb) 6= 0}
and grupoid structures over Cs and A. Projections in Γs on Cs and A will be denoted by a˜L, a˜R : Γs → A
and c˜L, c˜R : Γs → Cs, they are given by:
a˜L(b, a) := (0, a− sb) , a˜R(b, a) := (0,
a
1 + sb
),
c˜L(b, a) := (b, 1 + sb) , c˜R(b, a) := (
b
a− sb
,
a
a− sb
)
Remaining parts of structures of groupoids are as follows.
For Γs ⇒ Cs: the inverse s˜C(b, a) := (
b
a−sb ,
1+sb
a−sb ) and the multiplication relation:
m˜C := {(b1,
a1a2
1 + sb2
; b1, a1, b2, a2) : b1 = b2(a1 − sb1)} ⊂ Γs × Γs × Γs (4)
For Γs ⇒ A: the inverse s˜A(b, a) := (
−b
1+sb ,
a−sb
1+sb ) and the multiplication relation:
m˜A := {(b1 + (1 + sb1)b2, (1 + sb1)a2; b1, a1, b2, a2) : a1 = (1 + sb1)(a2 − sb2)} ⊂ Γs × Γs × Γs
Straightforward computations show that, for s 6= 0 the map:
Γs ∋ (b, a) 7→ (−1/s,−1)(b, a)(−1/s,−1)
−1 = (−b+ (a− 1)/s, a) ∈ Γs
is an isomorphism of Γs ⇒ Cs and Γs ⇒ A. Groupoid structures on Γ0 = G are given by the double Lie
group (G;A,B); for s 6= 0 the map: Γs ∋ (b, a) 7→ (0, s)(b, a)(0, s)
−1 = (sb, a) ∈ Γ1 gives isomorphisms of
both groupoid structures, so it is enough to consider s = 1.
Let us now denote C := C1 and Γ := Γ1. On Γ there are two (isomorphic) groupoid structures:
ΓC : Γ⇒ C with structure
c˜L(b, a) = (b, 1 + b) , c˜R(b, a) = (
b
a− b
,
a
a− b
) , s˜C(b, a) := (
b
a− b
,
1 + b
a− b
)
m˜C = {(b1,
a1a2
1 + b2
; b1, a1, b2, a2) : b1 = b2(a1 − b1)} (5)
ΓA : Γ⇒ A with structure
aL(b, a) = (0, a− b) , aR(b, a) = (0,
a
1 + b
) , sA(b, a) = (
−b
1 + b
,
a− b
1 + b
),
mA = {(b1 + (1 + b1)b2, (1 + b1)a2; b1, a1, b2, a2) : a1 = (1 + b1)(a2 − b2)} (6)
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Since (G;B,C) is a double Lie group there are two groupoid structures on G:
GB : G⇒ B:
bL(b, a) := (b − a+ 1, 1) , bR(b, a) := (
b− a+ 1
a
, 1) , sB(b, a) := (
2− 2a+ b
a
,
1
a
)
mB := {(b1 + a1(a2 − 1), a1a2; b1, a1, b2, a2) : 1 + b1 − a1 = a1(1 + b2 − a2)} (7)
GC : G⇒ C:
cL(b, a) := (a− 1, a) = cR(b, a) := , sC(b, a) := (2− 2a− b, a)
mC := {(b1 + b2 + 1− a, a; b1, a, b2, a)} (8)
Let us denote δ0 := m
T
C ; this is a coassociative morphism: GB ⊲GB ×GB .
To summarize, we arrive at the following situation: there is a Lie group G and three closed subgroups
A,B,C satisfying conditons G = BC , A ∩ C = B ∩C = {e}. This is investigated in the next section.
3. The twist
Let G be a group and A,B,C ⊂ G subgroups satisfying conditions:
B ∩C = {e} = A ∩ C , BC = G. (9)
As described above, in this situation, there is the groupoid GB, and the (coassociative) morphism δ0 :
GB ⊲GB ×GB ; explicitely the graph of δ0 is equal to:
δ0 = {(b1c, cb2; b1cb2) : b1, b2 ∈ B , c ∈ C} (10)
Let us note that cL(g), bL(g) and cR(g), bR(g) determine g uniquely:
g = bR(bR(g)cR(g)
−1)cR(g) = cL(g)bL(cL(g)
−1bL(g))
Using the lemma 1.2 we see that this is a transformation groupoid (C\G)× C and the isomorphism is
(C\G)× C ∋ ([g], c) 7→ bR(g)c ∈ G
Let Γ := AC ∩ CA and consider on Γ the groupoid structure ΓA over A described above, together with a
relation
m˜TC := {(a1c1, c1a2; a1c1a2) : a1c1, c1a2 ∈ Γ} ⊂ Γ× Γ× Γ.
The corresponding projections will be denoted by c˜L, c˜R and aR, aL. Again, by the lemma 1.2 we identify the
groupoid ΓA with the restriction of (C\G)×C and then with the restriction of GB to the set B
′ := B ∩CA,
i.e. with b−1L (A
′) ∩ b−1R (A
′). This restriction will be denoted by ΓB′ (instead of more adequate but rather
inconvenient GB|B′). This isomorphism is given by: ΓA ∋ ac 7→ bR(a)c ∈ GB.
The image of m˜TC is equal to:
{(bR(a1)c1, bR(a2)c2; bR(a1a2)c2) : a1c1 = c˜1a˜1, c1a˜2 = a2c2} (11)
Let us now define a basic object of this section
T := {(g, b) : cR(g)b ∈ A} = {(b1c˜L(b2)
−1, b2) : b1 ∈ B, b2 ∈ B
′} ⊂ GB ×GB . (12)
Using the definition (10) of δ0 one easily computes images of T by relations id× δ0 and δ0 × id:
(id× δ0)T = {(g1, b2, b3) : b2b3 ∈ B
′ , cR(g1) = c˜L(b2b3)
−1} (13)
(δ0 × id)T = {(g1, g2, b3) : cR(g1) = cL(g2) , b3 ∈ B
′ , cR(g2) = c˜L(b3)
−1} (14)
Let us also denote T12 := T ×B ⊂ GB ×GB ×GB and T23 := B × T ⊂ GB ×GB ×GB.
Main properties of T are listed in the following
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Proposition 3.1. 1. T is a section of left and right projections (in GB ×GB) over the set B ×B
′ and a
bisection of GB × ΓB′ ;
2. (id × δ0)T is a section of left and right projections (in GB × GB × GB) over the set B × δ0(B
′) =
{(b1, b2, b3) : b2b3 ∈ B
′};
3. (δ0 × id)T is a section of left and right projections over the set B ×B ×B
′;
4. T23(id× δ0)T = T12(δ0 × id)T (equality of sets in GB ×GB ×GB), moreover this set is a section of the
right projection over B × (δ0(B
′) ∩ (B ×B′)) and the left projection over B ×B′ ×B′.
Proof: 1) Since the “right leg” of T is B′ it is clear that if T is a section of left and right projection over
B×B′ then it is a bisection of GB×ΓB′ . The formula (12) implies that T is a section of bL× bL over B×B
′.
But since g ∈ G is determined by bR(g) and cR(g), it is enough to show that for (b1, b2) ∈ B × B
′ there
exists g1 with bR(g1) = b1 and (g1, b2) ∈ T . Let b2 =: c0a0 then for g1 := sB(b1c0) we have bR(g1) = b1 and
cR(g1) = c
−1
0 so (g1, b2) is an element of T .
2) From (13) it follows that (id× δ0)T is a section of the left projection over B × δ0(B
′). As in point 1), for
(b1, b2, b3) ∈ B × δ0(B
′) with b2b3 =: c0a0 one has bR(sB(b1c0)) = b1 and (sB(b1c0), b2, b3) ∈ (id× δ0)T .
3) Follows directly from (14).
4) By direct computation one gets:
T23(id× δ0)T = {(g1, g2, b3) : b3, bR(g2)b3 ∈ B
′ , cR(g2) = c˜L(b3)
−1 , cR(g1) = c˜L(bR(g2)b3)
−1}
and the same result for T12(δ0× id)T . This formula implies that for any (b1, b2, b3) ∈ B× (δ0(B
′)∩ (B×B′))
there exists exactly one pair (g1, g2) such that b1 = bR(g1), b2 = bR(g2) and (g1, g2, b3) ∈ T23(id × δ0)T . It
remains to prove that it is a section of the left projection over B×B′×B′. It is clear that for a given (b1, b2, b3)
there exists at most one pair (g1, g2) such that b1 = bL(g1), b2 = bL(g2) and (g1, g2, b3) ∈ T23(id× δ0)T . The
rest follows from the following observation: for b3 ∈ B
′ , b3 =: c0a0, there is an equivalence
b ∈ B′ ⇐⇒ bR(bc
−1
0 )b3 ∈ B
′
Indeed if b =: c˜0a˜0 then
bR(bc
−1
0 )b3 = cL(bc
−1
0 )
−1bc−10 b3 = cL(bc
−1
0 )
−1ba0 = cL(bc
−1
0 )
−1c˜0a˜0a0 ∈ CA
On the other direction,
bR(bc
−1
0 )b3 ∈ CA⇒ bc
−1
0 b3 ∈ CA⇒ ba0 ∈ CA⇒ b ∈ CA
If a subset S of a groupoid Γ is a section of the right projection (over eR(S)) then every element of
e−1L (eR(S)) can be multiplied from the left by unique element of S, therefore S defines a mapping e
−1
L (eR(S))→
e−1L (eL(s)) – the left multiplication by S. If S is also a section of the left projection, this mapping is a
bijection. Because of the prop 3.1 the left multiplication by T , which we denote by the same symbol, is
a bijection of GB × b
−1
L (B
′); also the left multiplication by (δ0 × id)T , which will be denoted by T1, is a
bijection of GB × GB × b
−1
L (B
′), and the left multiplication by (id × δ0)T , denoted by T2, is a bijection of
GB × (bL × bL)
−1(δ0(B
′)). These mappings are given by:
T : (b1c1, b2c2) 7→ (sB(b1c˜L(b2))c1, b2c2) = (cL(b1c˜L(b2))
−1b1c1, b2c2) = (15)
= (bR(b1c˜L(b2))c˜L(b2)
−1c1, b2c2)
T−1 : (b1c1, b2c2) 7→ (sB(b1c˜L(b2)
−1)c1, b2c2)
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T1 : (b1c1, b2c2, b3c3) 7→ (sB(b1cL(b2c˜L(b3)))c1, sB(b2c˜L(b3))c2, b3c3) = (16)
= (cL(b1b2c˜L(b3))
−1b1c1, cL(b2c˜L(b3))
−1b2c2, b3c3)
T−11 : (b1c1, b2c2, b3c3) 7→ (sB(b1cL(b2c˜L(b3)
−1))c1, sB(b2c˜L(b3)
−1)c2, b3c3)
T2 : (b1c1, b2c2, b3c3) 7→ (sB(b1c˜L(b2b3))c1, b2c2, b3c3) = (17)
= (cL(b1c˜L(b2b3))
−1b1c1, b2c2, b3c3)
T−12 : (b1c1, b2c2, b3c3) 7→ (sB(b1c˜L(b2b3)
−1)c1, b2c2, b3c3)
The left multiplication by the composition T12T1 = T23T2 is a bijection fromGB×(bL×bL)
−1(δ0(B
′)∩(B×B′))
to GB × (bL × bL)
−1(B′ ×B′) and is given by:
T12T1 : (b1c1, b2c2, b3c3) 7→ (cL(b1c˜L(b2b3))
−1b1c1, cL(b2c˜L(b3))
−1b2c2, b3c3)
Let AdT : GB ×GB ⊲GB ×GB be a relation defined by:
(g1, g2; g3, g4) ∈ AdT ⇐⇒ ∃t1, t2 ∈ T : (g1, g2) = t1(g3, g4)(sB × sB)(t2).
Using the definition of T (12) one gets:
AdT = {(bR(b3c˜L(b4))c˜L(b4)
−1c3c˜L(bR(b4c4)), b4c4; b3c3, b4c4) : b4, bR(b4c4) ∈ B
′}.
Finally, let us define the relation δ := AdT · δ0 : GB ⊲GB ×GB.
δ = {(bR(b3b
−1
2 c˜L(b2))c˜L(b2)
−1cL(b2c2)c˜L(bR(b2c2)), b2c2; b3c2) : b2, bR(b2c2) ∈ B
′} (18)
The next lemma explains the relation between δ and m˜TC :
Lemma 3.2. δ is an extension of m˜TC i.e. m˜
T
C ⊂ δ
Proof: Recall that (11):
m˜TC = {(bR(a1)c1, bR(a2)c2; bR(a1a2)c2) : a1c1 = c˜1a˜1, a2c2 = c1a˜2}
By the lemma 1.2 bR(a2) and bR(bR(a2)c2) are in B
′. So it remains to prove that:
bR
[
bR(a1a2)bR(a2)
−1c˜L(bR(a2))
]
c˜L(bR(a2))
−1cL(bR(a2)a2)c˜L(bR(bR(a2)c2)) = bR(a1)c1
Let a2 = c0b0 then bR(a2) = b0 and c˜L(bR(a2)) = c
−1
0 . We have:
bR
[
bR(a1a2)bR(a2)
−1c˜L(bR(a2))
]
= bR(a1a2b
−1
0 c
−1
0 ) = bR(a1)
and
bR(a1)c˜L(bR(a2))
−1cL(bR(a2)c2)c˜L(bR(bR(a2)c2)) = bR(a1)c0cL(b0c2)c˜L(bR(bR(a2)c2)) =
= bR(a1)cL(c0b0c2)c˜L(bR(c0b0c2)) = bR(c1)c˜L(cL(c0b0c2)bR(c0b0c2)) =
= bR(a1)c˜L(a2c2)) = bR(a1)c1
Everything above was purely algebraic. Now we add some differential conditions, that enable us to use T
to twist the comultiplication on C∗r (GB).
The following are standing assumptions for the rest of this section
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Assumptions 3.3. 1. G is a Lie group and A,B,C are closed Lie subgroups such that
B ∩C = {e} = A ∩ C , BC = G.
2. The set Γ := CA ∩ AC is open and dense in G.
3. Let U := b−1L (B
′) and A(U) be the linear space of elements from A(GB) supported in U . We assume
that A(U) is dense in C∗r (GB).
4. For a compact set KC ⊂ C, open V ⊂ B and (b1, b2) ∈ B × B
′ let us define a set Z(b1, b2,KC ;V ) :=
KC ∩ {c ∈ C : bR(b1c)b2 ∈ V } and a function:
B ×B′ ∋ (b1, b2) 7→ µ(b1, b2,KC ;V ) :=
∫
Z(b1,b2,KC ;V )
dlc.
For compact sets K1 ⊂ B and K2 ⊂ B
′ let µ(K1,K2,KC ;V ) := sup{µ(b1, b2,KC ;V ) : b1 ∈ K1 , b2 ∈
K2} We assume that
∀ ǫ > 0 ∃V − a neighbourhood ofB \B′ inB : µ(K1,K2,KB;V ) ≤ ǫ (19)
These technical assumptions are sufficient to prove all we need and are satisfied in examples we are intersted
in (probably they can be weakened and some of them imply others). The strategy is to interpret all in C∗r (GB)
where there is a well defined comultiplication. The first simple result is:
Lemma 3.4. C∗r (ΓB′) = C
∗
r (GB)
Proof: Let U and A(U) be as in assumptions 3.3. Then J := A(U) is a right ideal in A(GB). Then J
∗ is a
left ideal which is also dense in C∗r (GB). The subalgebra JJ
∗ is contained in A(ΓB′). Every positive element
in C∗r (GB) can be approximated by elements from JJ
∗, so the same is true for every element in C∗r (GB).
It is straightforward to check that assumptions 3.3 guarantee that all sets appearing in prop 3.1 are
submanifolds and the corresponding mappings are diffeomorphisms. Since T is a bisection over the open set
B × B′ it defines (by a push-forward) mapping of A(GB × U) which will be denoted again by T . The prop
3.1 suggests that it can be used to twist the comultiplication ∆0 on C
∗
r (GB). This is the content of the next
proposition.
Proposition 3.5. a) The mapping T : A(GB × U) → A(GB × U) extends to a unitary T̂ ∈ M(C
∗
r (GB) ⊗
C∗r (GB)) which satisfies:
(T̂ ⊗ I)(∆0 ⊗ id)T̂ = (I ⊗ T̂ )(id⊗∆0)T̂
b) Because of a), the formula ∆(a) := T̂ ∆0(a)T̂
−1
defines a coassociative morphism. For this morphism:
cls{∆(a)(I ⊗ c) , a, c ∈ C∗r (GB)} = cls{∆(a)(c⊗ I) , a, c ∈ C
∗
r (GB)} = C
∗
r (GB)⊗ C
∗
r (GB)
(”cls” stands for ”closed linear span”).
The rest of this section is dedicated to the proof of this proposition.
Proof of the statement a):
Mappings T, T1, T2, T12, T23, T12T1 = T23T2 are originally defined on linear subspaces of A(GB × GB) and
A(GB ×GB ×GB). So the first task is to extend them to multipliers. To this end we will use the following
simple lemma:
Lemma 3.6. Let A be a C∗-algebra and V1, V2 be dense linear subspaces of A. Suppose that a linear bijection
T : V1 → V2 satisfies ω
∗
2(Tω1) = (T
−1ω2)
∗ω1 for any ω2 ∈ V2, ω1 ∈ V1. Then T extends to a unitary
multiplier of A.
We need also the lemma which is a straightforward generalization of the similar fact for a bisection which was
proven in [7].
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Lemma 3.7. Let Γ be a differential groupoid and C ⊂ Γ be a submanifold such that eL|C : C → Cl and
eR|C : C → Cr are diffeomorphisms onto open sets Cr, Cl ⊂ E. Then for ω1 ∈ A(e
−1
L (Cr)) , ω2 ∈ A(e
−1
L (Cl))
we have: ω∗2(Cω1) = (s(C)ω2)
∗ω1 and (Cω1)
∗(Cω1) = ω
∗
1ω1.
Using the lemma we obtain equalities:
ω∗2(Tω1) = (T
−1ω2)
∗ω1 , ω1, ω2 ∈ A(GB × U) ,
ω∗2(T1ω1) = (T
−1
1 ω2)
∗ω1 , ω1, ω2 ∈ A(GB ×GB × U) ,
ω∗2(T2ω1) = (T
−1
2 ω2)
∗ω1 , ω1, ω2 ∈ A(U2) ,
ω∗2(T23ω1) = (T
−1
23 ω2)
∗ω1 , ω1, ω2 ∈ A(GB ×GB × U) ,
ω∗2(T12ω1) = (T
−1
12 ω2)
∗ω1 ; ω1, ω2 ∈ A(GB × U ×GB),
where U2 := GB × (bL × bL)
−1(δ0(B
′))
Now, by assumptions 3.3 (3) it is clear that A(GB×U) , A(GB×GB×U) and A(GB×U ×GB) are dense
in C∗r (GB)⊗ C
∗
r (GB) and C
∗
r (GB)⊗C
∗
r (GB)⊗C
∗
r (GB) respectively, so we have (unitary) multipliers T̂ , T̂1,
T̂12 and T̂23.
To extend T2 we need density of A(U2) i.e density of A((bL × bL)
−1(δ0(B
′)). By the results of [6], the set
δ̂0(A(GB))A(GB ×GB) is linearly dense in C
∗
r (GB)⊗ C
∗
r (GB), since A(U) is dense, the same is true for the
set δ̂0(A(U))A(GB ×GB), using formula (49) one checks that this set is contained in A((bL × bL)
−1(δ0(B
′)).
Therefore T2 extends to unitary multiplier.
Now, we know that (unitary) multipliers T̂12T̂1 and T̂23T̂2 restricted to the linear space A(GB × (bL ×
bL)
−1(δ0(B
′) ∩ (A × B′))) are equal and define bijection to A(GB × U × U). Since the last set is dense in
C∗r (GB)⊗ C
∗
r (GB)⊗ C
∗
r (GB) they must be equal.
Now we have multipliers T̂ , T̂1, T̂2, T̂12 and T̂23 together with the equation T̂12T̂1 = T̂23T̂2. So to prove
the statement a) of the proposition, it remains to show equalities:
T̂12 = (T̂ ⊗ I) , T̂1 = (∆0 ⊗ id)T̂ , T̂23 = (I ⊗ T̂ ) , T̂2 = (id⊗∆0)T̂ .
For T̂23 and (I ⊗ T̂ ) this is straightforward, since both multipliers agree on a dense set A(GB)⊗A(GB ×U).
The same arguments work for T̂12 and (T̂ ⊗ I) because they agree on a dense set A(GB × U)⊗A(GB). For
two other equalities we will use two lemmas that will be proven in the end of the proof of the statement a) of
the proposition.
Lemma 3.8. Let Γ1,Γ2,∆1,∆2 be differential groupoids, and h1 : Γ1 ⊲∆1 , h2 : Γ2 ⊲∆2 be morphisms.
Assume that mappings ĥ1, ĥ2 extends to morphisms φ1, φ2 of corresponding reduced C
∗-algebras. Then (φ1 ⊗
φ2)(ω) = (ĥ1 × h2)(ω) for ω ∈ A(Γ1 × Γ2)
Lemma 3.9. For ω1 ∈ A(GB × U) and ω2 ∈ A(GB ×GB ×GB):
T1[ ̂(δ0 × id)(ω1)ω2] = ̂(δ0 × id)(Tω1)ω2,
T2[ ̂(id× δ0)(ω1)ω2] = ̂(id× δ0)(Tω1)ω2.
Now, the multiplier (id⊗∆0)T̂ is defined by
[(id⊗∆0)T̂ ]((id⊗∆0)(a)b) := (id⊗∆0)(T̂ a)b , a ∈ C
∗
r (GB ×GB), b ∈ C
∗
r (GB ×GB ×GB).
In fact, it is enough to take a = ω1 ∈ A(GB × U) and b = ω2 ∈ A(GB ×GB ×GB). Let us compute:
[(id⊗∆0)T̂ ]((id⊗∆0)(ω1)ω2) = (id⊗∆0)(T̂ ω1)ω2 =
= ̂(id× δ0)(Tω1)ω2 = T2[ ̂(id× δ0)(ω1)ω2] = T2[(id⊗∆0)(ω1)ω2]
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Therefore (id⊗∆0)T̂ = T̂2. In the same way the second equality can be proven. So to complete the proof
of the statement a) it remains to prove lemmas 3.8, 3.9
Proof of lemmas:
Lemma 3.8: It is known [6], that for ω ∈ A(Γ1 × Γ2) the mapping (ĥ1 × h2)(ω) defines a multiplier of
C∗r (∆1×∆2) = C
∗
r (∆1)⊗C
∗
r (∆2). Let π12 denotes the representation defined by h1×h2 on H := L
2(∆1×∆2).
For ω′ ∈ A(∆1 ×∆2) we have:
||(ĥ1 × h2)(ω)ω
′||C∗
r
= ||π12(ω)πid(ω
′)||B(H) ≤ ||π12(ω)||B(H) ||πid(ω
′)||B(H) = ||π12(ω)||B(H) ||ω
′||C∗
r
Therefore we have the estimate:
||(ĥ1 × h2)(ω)||M(C∗
r
) ≤ ||π12(ω)||B(H) ≤ ||ω||0
Now take a sequence ωn ∈ A(Γ1)⊗A(Γ2) that converges to ω in a norm || · ||0, so also in a C
∗
r (Γ1)⊗C
∗
r (Γ2).
So (ĥ1 × h2)(ωn) converges to (ĥ1 × h2)(ω) in M(C
∗
r (∆1) ⊗ C
∗
r (∆2)). On the other hand (ĥ1 × h2)(ωn) =
(φ1 ⊗ φ2)(ωn) so it converges to (φ1 ⊗ φ2)(ω).
Lemma 3.9: To prove those formulae we need the explicit form of the action of T , T1 and T2. Let us start
with T . Writing ω =: Fω0 for F ∈ D(GB × U) we define: T (Fω0) =: (TF )ω0. As for any bisection TF is
given by [7] :
(TF )(T (g1, g2)) = F (g1, g2)
(ρ0 ⊗ ρ0)(vg1 ⊗ wg2)
(ρ0 ⊗ ρ0)(T (vg1 ⊗ wg2))
, v, w ∈ Λmax(TeC)
Let (g1, g2) = (b1c1, b2c2) and T (g1, g2) =: (g˜1, g2). Using the definition of T we obtain, for a curve c0(t) ⊂ C
with c0(0) = e, T (c0(t)g1, g2) = (c3(t)g˜1, g2), where
c3(t) = cL
[
sB(b1c˜L(b2))bL(b
−1
1 c0(t)b1)sB(b1c˜L(b2))
−1
]−1
cL(b1c˜L(b2))
−1c0(t)cL(b1c˜L(b2)),
and T (g1, c0(t)g2) = (c4(t)g˜1, c0(t)g2).
Identifying tangent spaces to right fibers with TeC in corresponding points, one sees that the map we have
to consider has the form
(
M1 M2
0 I
)
, so its action on densities is determined by M1 i.e. (derivative of)
c0(t) 7→ c3(t) and this is given by:
M1 : TeC ∋ c˙ 7→ −PC · Ad(sB(b1c˜L(b2))) · PB · Ad(b1)
−1c˙+Ad(cL(b1c˜L(b2)))
−1c˙,
where PC , PB are projections in a Lie algebra g corresponding to the decomposition g = b⊕c. Straightforward
computation gives: M1 = Ad(cL(b1c˜L(b2)))
−1|c. Finally using the definition of ρ0 and modular functions (46)
we obtain
(TF )(g1, g2) = F (T
−1(g1, g2))jC(c˜L(bL(g2)))
1
2 , (20)
(T−1F )(g1, g2) = F (T (g1, g2))jC(c˜L(bL(g2)))
− 1
2
T2 defines a map, again denoted by the same letter, of A(GB × (bL × bL)
−1(δ0(B
′))). In the same way
as for T we have to compute the action of T2 on ρ0 ⊗ ρ0 ⊗ ρ0. So let (g1, g2, g3) =: (b1c1, b2c2, b3c3) be in
the domain of T2 and T2(g1, g2, g3) = (sB(b1c˜L(b2b3))c1, g2, g3) =: (g˜1, g2, g3). For a curve c0(t) ⊂ C with
c0(0) = e, we obtain: T2(c0(t)g1, g2, g3) = (c1(t)g˜1, g2, g3) and
c1(t) = cR
[
cL(b1c˜L(b2b3))
−1b1cR(b
−1
1 c0(t)b1)b
−1
1 cL(b1c˜L(b2b3))
]
Reasoning in the same way as for T , the action on densities is determined by the map:
TeC ∋ c˙ 7→ PC ·Ad(sB(b1c˜L(b2b3))) · PC · Ad(b1)
−1c˙
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Using the definition of modular functions (46) one gets that the absolute value of the determinanant of this
map is equal to: jC(bR(c1c˜L(b2b3))) [jC(b1)jC(c˜L(b2b3))]
−1. In this way, we get:
(T2F )(g1, g2, g3) = F (T
−1
2 (g1, g2, g3))jC(c˜L(b2b3))
1
2 (21)
(T−12 F )(g1, g2, g3) = F (T2(g1, g2, g3))jC(c˜L(b2b3))
− 1
2
Finally, similar computations as for T2 give for T1:
(T1F )(g1, g2, g3) = F (T
−1
1 (g1, g2, g3))jC(c˜L(b3))
1
2 jC(cL(b2c˜L(b3)
−1))−
1
2 (22)
(T−11 F )(g1, g2, g3) = F (T1(g1, g2, g3))jC(c˜L(b3))
− 1
2 jC(cL(b2c˜L(b3)))
1
2
Now we can prove formulae in the lemma. Let us compute the left hand side of the first equality:
T1[(δ̂0 × id)(F1)F2](b1c1, b2c2, b3c3) =
= [(δ̂0 × id)(F1)F2]
(
sB(b1cL(b2c˜L(b3)
−1))c1, sB(b2c˜L(b3)
−1)c2, b3c3
) jC(c˜L(b3)) 12
jC(cL(b2c˜L(b3)−1))
1
2
=
=
jC(c˜L(b3))
1
2
jC(cL(b2c˜L(b3)−1))
1
2
∫
C×C
dlc
′dlc
′′jC(cL(bR(b2c˜L(b3)
−1)c′))−
1
2F1(bR(b1b2c˜L(b3)
−1)c′, b3c
′′)×
×F2
(
cL(b1b2c˜L(b3)c
′)−1b1c1, bR(b2c˜L(b3)
−1c′)c′−1c˜L(b3)c2, cL(b3c
′′)−1b3c3
)
=
= jC(c˜L(b3))
1
2
∫
C×C
dlc
′dlc
′′jC(cL(b2c˜L(b3)
−1c′))−
1
2F1(bR(b1b2c˜L(b3)
−1)c′, b3c
′′)×
×F2
(
cL(b1b2c˜L(b3)c
′)−1b1c1, bR(b2c˜L(b3)
−1c′)c′−1c˜L(b3)c2, cL(b3c
′′)−1b3c3
)
The first equality uses formula (22) for T1 , the second one the formula (7) and the third one the equality:
jC(cL(b2c˜L(b3)
−1))jC(cL(bR(b2c˜L(b3)
−1)c′)) = jC(cL(b2c˜L(b3)
−1c′))
And the right hand side:
[(δ̂0 × id)(TF1)F2](b1c1, b2c2, b3c3) =
=
∫
C×C
dlc
′dlc
′′(TF1)(b1b2c
′, b3c
′′)F2(cL(b1b2c
′)−1b1c1, bR(b2c
′)c′−1c2, cL(b3c
′′)−1b3c3)jC(cL(b2c
′))−
1
2 =
=
∫
C×C
dlc
′dlc
′′jC(cL(b2c
′))−
1
2 jB(c˜L(b3))
1
2F1(bR(b1b2c˜L(b3)
−1)c˜L(b3)c
′, b3c
′′)×
×F2(cL(b1b2c
′)−1b1c1, bR(b2c
′)c′−1c2, cL(b3c
′′)−1b3c3)
After the change of variables (c′, c′′) 7→ (c˜L(b3)c
′, c′′) in the last integral, we get the equality.
To prove the second formula we compute using formulae (21) for T2 and (7):
T2[(̂id× δ0)(F1)F2](b1c1, b2c2, b3c3) =
= jC(c˜L(b2b3))
1
2 [(̂id× δ0)(F1)F2](sB(b1c˜L(b2b3)
−1)c1, b2c2, b3c3) =
= jC(c˜L(b2b3))
1
2
∫
C×C
dlc
′dlc
′′ jC(cL(b3c
′′))−
1
2F1(bR(b1c˜L(b2b3)
−1)c′, b2b3c
′′)×
×F2
(
cL(bR(b1c˜L(b2b3)
−1)c′)−1bR(b1c˜L(b2b3)
−1)c˜L(b2b3)c1, cL(b2b3c
′′)−1b2c2, bR(b3c
′′)c′′−1c3
)
The first argument of F2 reads:
cL(bR(b1c˜L(b2b3)
−1)c′)−1bR(b1c˜L(b2b3)
−1)c˜L(b2b3)c1 =
11
= cL(bR(b1c˜L(b2b3)
−1)c′)−1bR(b1c˜L(b2b3)
−1)c˜L(b2b3)c1 =
= cL(bR(b1c˜L(b2b3)
−1)c′)−1cL(b1c˜L(b2b3)
−1)b1c1 = cL(b1c˜L(b2b3)
−1c′)−1b1c1
Now, the right hand side:
[(̂id× δ0)(TF1)F2](b1c1, b2c2, b3c3) =
∫
C×C
dlc
′dlc
′′ jC(cL(b3c
′′))−
1
2×
×(TF1)(b1c
′, b2b3c
′′)F2(cL(b1c
′)−1b1c1, cL(b2b3c
′′)−1b2c2, bR(b3c
′′)−1c′′−1c3) =
=
∫
C×C
dlc
′dlc
′′ jC(cL(b3c
′′))−
1
2 jC(c˜L(b2b3))
1
2×
×F1(cL(b1c˜L(b2b3)
−1)−1b1c
′, b2b3c
′′)F2(cL(b1c
′)−1b1c1, cL(b2b3c
′′)−1b2c2, bR(b3c
′′)c′′−1c3)
Now, after the change the variables in this integral (c′, c′′) 7→ (c˜L(b2b3)c
′, c′′) we get the equality.
In this way the proof of the statement a) of the prop. 3.5 is completed.
Now we pass to statement b) i.e. density conditions for ∆. Since ∆(a)(I ⊗ b) = T̂ ∆0(a)T̂
−1
(I ⊗ b) and T̂
is a unitary multiplier, it is enough to prove that ∆0(a)T̂
−1
(I ⊗ b) is linearly dense in C∗r (GB)⊗C
∗
r (GB); the
same is true for ∆0(a)T̂
−1
(b⊗I). As in [6] we give explicit formulae for ∆0(a)T̂
−1
(I⊗b) and ∆0(a)T̂
−1
(b⊗I)
for a, b ∈ A(GB) supported in some subsets. Then, by continuity we obtain inclusions ∆0(a)T̂
−1
(I ⊗ b) ⊂
C∗r (GB)⊗C
∗
r (GB) and ∆0(a)T̂
−1
(b⊗ I) ⊂ C∗r (GB)⊗C
∗
r (GB) for all a, b ∈ C
∗
r (GB). Finally we prove density
conditions.
To get the formula, using change of variables, we write (δ̂0(f1)T
−1(f3⊗f2 ∗f4)) as K1(f1, f2)∗(f3⊗f4) for
some function K1(f1, f2) ∈ D(GB ×GB) at least for f1, f2, f3, f4 in some large enough subspace of functions.
Let us define sets and mappings:
D(Φ1) := {(b1c1, b2c2) : bR(b
−1
2 c1) ∈ B
′} = {(b1c1, b2c2) : b
−1
2 c1 ∈ CA} (23)
D(Ψ1) := {(g1, g2) : bL(g2) ∈ B
′} = GB × b
−1
L (B
′) (24)
Φ1 : D(Φ1) ∋ (b1c1, b2c2) 7→ (b1b2c0, bR(b2c0)c
−1
0 c2) , c0 := c˜L(b
−1
2 c1) (25)
Ψ1 : D(Ψ1) ∋ (b1c1, b2c2) 7→ (b1bR(b2c
−1
1 )
−1c0, bR(b2c
−1
1 )c1c2) , c0 := c˜L(sB(b2c
−1
1 )) (26)
D(Φ2) := {(b1c1, b2c2) : b1b2c2, b2c2 ∈ CA} (27)
D(Ψ2) := {(b1c1, b2c2) : b1c1, b2 ∈ CA} = b
−1
R (B
′)× b−1L (B
′) ⊂ D(Ψ1) (28)
Φ2 : D(Φ2) ∋ (b1c1, b2c2) 7→ (b1b2c2, bR(b1c0)c
−1
0 c1) , c0 := c˜L(b2c2) (29)
Ψ2 : D(Ψ2) ∋ (b1c1, b2c2) 7→ (c0c˜0
−1b2c2, b
−1
L (c0c˜0
−1b2)b1c1) , c0 := c˜L(b1c1) , c˜0 := c˜L(b2)
Lemma 3.10. Sets D(Φ1), D(Ψ1), D(Φ2), D(Ψ2) are open. Φ1 is a diffeomorphism of D(Φ1) and D(Ψ1) and
Ψ1 = Φ
−1
1 . Φ2 is a diffeomorphism of D(Φ2) and D(Ψ2) and Ψ2 = Φ
−1
2 .
Proof: Short inspection of definitions shows that really these sets are open and mappings are smooth. So it
is sufficient to prove that Φ1,Ψ1 and Φ2,Ψ2 are pairs of mutually inverse mappings. The proof will be given
for the first pair, for the second one it is similar.
1) The inclusion Φ1(D(Φ1)) ⊂ D(Ψ1). Let (b1c1, b2c2) ∈ D(Φ1) , b
−1
2 c1 =: c0a0.
Φ1(b1c1, b2c2) = (b1b2c0, bR(b2c0)c
−1
0 c2) =: (b˜1c˜1, b˜2c˜2).
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And we have: sB(b˜2c˜
−1
1 ) = sB(bR(b2c0)c
−1
0 ) = b2c0 = c1a
−1
0 ∈ CA.
2) The inclusion Ψ1(D(Ψ1)) ⊂ D(Φ1). Let (b1c1, b2c2) ∈ D(Ψ1) , sB(b2c
−1
1 ) = bR(b2c
−1
1 )c1 =: c0a0.
Ψ1(b1c1, b2c2) = (b1bR(b2c
−1
1 )
−1c0, bR(b2c
−1
1 )c1c2) =: (b˜1c˜1, b˜2c˜2).
So b˜−12 c˜1 = bR(b2c
−1
1 )
−1c0 = c1a
−1
0 ∈ CA
3) Composition Ψ1Φ1:
Ψ1Φ1(b1c1, b2c2) = Ψ1(b1b2c0, bR(b2c0)c
−1
0 c2) =
= Ψ1(b˜1c˜1, b˜2c˜2) = (b˜1bR(b˜2c˜
−1
1 )
−1c˜0, bR(b˜2c˜
−1
1 )c˜1c˜2) , where sB(b˜2c˜
−1
1 ) =: c˜0a˜0.
But sB(b˜2c˜
−1
1 ) = sB(bR(b2c0)c
−1
0 ) = b2c0 i.e. c˜0 = c1, so we have:
b˜1bR(b˜2c˜
−1
1 )
−1c˜0 = b1b2bR(bR(b2c0)c
−1
0 )
−1c1 = b1c1
bR(b˜2c˜
−1
1 )c˜1c˜2 = b2c0c
−1
0 c2 = b2c2
4) Composition Φ1Ψ1:
Φ1Ψ1(b1c1, b2c2) = Φ1(b1bR(b2c
−1
1 )
−1c0, bR(b2c
−1
1 )c1c2) =
= Φ1(b˜1c˜1, b˜2c˜2) = (b˜1b˜2c˜0, bR(b˜2c˜0)c˜
−1
0 c˜2),
where sB(b2c
−1
1 ) =: c0a0 and b˜
−1
2 c˜1 =: c˜0a˜0. But as shown in point 2) c˜0 = c1, so
b˜1b˜2c˜0 = b1bR(b2c
−1
1 )
−1bR(b2c
−1
1 )c1 = b1c1
bR(b˜2c˜0)c˜
−1
0 c˜2 = bR(bR(b2c
−1
1 )c1)c
−1
1 c1c2 = b2c2
By the lemma Φ∗1 : D(D(Ψ1)) → D(D(Φ1)) and Φ
∗
2 : D(D(Ψ2)) → D(D(Φ2)) are isomorphisms of vector
spaces.
Lemma 3.11. There exists smooth, positive function k1 : D(Φ1)→ R such that
(k1Φ
∗
1(f1 ⊗ f2)) ∗ (f3 ⊗ f4) = δˆ0(f1)T
−1(f3 ⊗ f2 ∗ f4)
for f1, f3, f4 ∈ D(GB), f2 ∈ D(b
−1
L (B
′)).
There exists smooth, positive function k2 : D(Φ2)→ R such that
(k2Φ
∗
2(f1 ⊗ f2)) ∗ (f3 ⊗ f4) = δˆ0(f1)T
−1(f2 ∗ f3 ⊗ f4)
for f3 ∈ D(GB), f2, f4 ∈ D(b
−1
L (B
′)), f1 ∈ D(b
−1
R (B
′)).
Since in both cases the set of possible f3 ⊗ f4 is linearly dense in C
∗
r (GB) ⊗ C
∗
r (GB), the lemma means
that
k1Φ
∗
1(f1 ⊗ f2) = δˆ0(f1)T
−1(I ⊗ f2) , f1,∈ D(GB), f2 ∈ D(b
−1
L (B
′))
k2Φ
∗
2(f1 ⊗ f2) = δˆ0(f1)T
−1(f2 ⊗ I) , f1 ∈ D(b
−1
R (B
′)), f2 ∈ D(b
−1
L (B
′))
and by density of subspaces D(GB),D(b
−1
L (B
′)),D(b−1R (B
′)) in C∗r (GB) we obtain
∆(C∗r (GB))(I ⊗ C
∗
r (GB)), ∆(C
∗
r (GB))(C
∗
r (GB)⊗ I) ⊂ C
∗
r (GB)⊗ C
∗
r (GB).
Proof of the lemma: Let f1, f2, f3, f4 be as stated. Let us compute:
[k1Φ
∗
1(f1 ⊗ f2)] ∗ (f3 ⊗ f4)(b1c1, b2c2) =
∫
C×C
dlc dlc˜ k1(b1c, b2c˜)×
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× [Φ∗1(f1 ⊗ f2)](b1c, b2c˜) f3(c
−1
L (b1c)b1c1) f4(c
−1
L (b2c˜)b2c2)
Since Φ∗1(f1⊗f2) ∈ D(D(Φ1)) the integral over c can be restricted to the set Cb−1
2
:= {c ∈ C : bR(b
−1
2 c) ∈ B
′}.
Now, the map Cb−1
2
× C ∋ (c, c˜) 7→ (c′ := c˜L(b
−1
2 c), c˜) ∈ Cb2 × C is a diffeomorphism, as well as the map
Cb2 × C ∋ (c
′, c˜) 7→ (c′, c′′ := c′−1c˜) ∈ Cb2 × C. Their composition
Cb−1
2
× C ∋
(
c, c˜) 7→ (c′ = c˜L(b
−1
2 c), c
′′ = c˜−1L (b
−1
2 c)c˜
)
∈ Cb2 × C
has the inverse:
Λb2 : Cb2 × C ∋ (c
′, c′′) 7→ (c = c˜L(b2c
′), c˜ = c′c′′) ∈ Cb−1
2
× C
Using this change of variables we write the integral as:∫
Cb2×C
dlc
′ dlc
′′ | detΛ′b2 | k1(b1c˜L(b2c
′), b2c
′c′′)×
×f1(b1b2c
′) f2(bR(b2c
′)c′′) f3(c
−1
L (b1c˜L(b2c
′)b1c1) f4(c
−1
L (b2c
′c′′)b2c2), (30)
moreover | detΛ′b2 | is a smooth function of b2.
On the other hand, using (20) and (49) we compute:
(δ̂0(f1)T
−1(f3 ⊗ f2 ∗ f4))(b1c1, b2c2) =
=
∫
C
dlc
′ jC(cL(b2c
′))−1/2f1(b1b2c
′)[T−1(f3 ⊗ f2 ∗ f4)](cL(b1b2c
′)−1b1c1, bR(b2c
′)c−1c2) =
=
∫
C
dlc
′ jC(cL(b2c
′))−1/2jC(c˜L(bR(b2c
′)))−1/2 f1(b1b2c
′)×
×f3(cL(b1cL(b2c
′)c˜L(bR(b2c
′)))−1b1c1) (f2 ∗ f4)(bR(b2c
′)c′−1c2)
Using assumption about f2 we can restrict domain of integration to the set Cb2 , and using formula for
multiplication (7) we expand the integral as:
=
∫
Cb2×C
dlc
′ dlc
′′ jC(cL(b2c
′))−1/2jC(c˜L(bR(b2c
′)))−1/2 f1(b1b2c
′)f2(bR(b2c
′)c′′)×
×f3(cL(b1cL(b2c
′)c˜L(bR(b2c
′)))−1b1c1)f4(cL(b2c
′c′′)−1b2c2)
but cL(b2c
′)c˜L(bR(b2c
′)) = c˜L(b2c
′) so we get:
=
∫
Cb2×C
dlc
′ dlc
′′ jC(c˜L(b2c
′))−1/2 f1(b1b2c
′)f2(bR(b2c
′)c′′)×
×f3(cL(b1c˜L(b2c
′))−1b1c1)f4(cL(b2c
′c′′)−1b2c2)
Comparison of this expresion with (3) gives the function k1 that appears in the lemma.
Now we pass to the second statement of the lemma 3.11. For f1, f2, f3, f4 as in the lemma let’s compute:
[k2Φ
∗
2(f1 ⊗ f2)] ∗ (f3 ⊗ f4)(b1c1, b2c2) =
∫
C×C
dlc dlc˜ k2(b1c, b2c˜)×
×[Φ∗2(f1 ⊗ f2)](b1c, b2c˜) f3(c
−1
L (b1c)b1c1) f4(c
−1
L (b2c˜)b2c2)
Since Φ∗2(f1 ⊗ f2) ∈ D(D(Φ2)) the integral over c˜ can be restricted to the set Cb2 , and using formula (29) we
obtain: ∫
C×Cb2
dlc dlc˜ k2(b1c, b2c˜) f1(b1b2c˜)×
× f2(bR(b1c˜L(b2c˜))c˜
−1
L (b2c˜)c) f3(c
−1
L (b1c)b1c1) f4(c
−1
L (b2c˜)b2c2)
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The mapping
C × Cb2 ∋ (c, c˜) 7→ (c
′ := c˜−1L (b2c˜)c, c
′′ := c˜) ∈ C × Cb2
is a diffeomorphism with the inverse:
Λ˜b2 : C × Cb2 ∋ (c
′, c′′) 7→ (c := c˜L(b2c
′′)c′, c˜ := c′′) ∈ C × Cb2
Therefore our integral is equal to:∫
C×Cb2
dlc
′ dlc
′′ | det Λ˜′b2 | k2(b1c˜L(b2c
′′)c′, b2c
′′) f1(b1b2c
′′)×
× f2(bR(b1c˜L(b2c
′′))c′) f3(c
−1
L (b1c˜L(b2c
′′)c′)b1c1) f4(c
−1
L (b2c
′′)b2c2), (31)
and again | det Λ˜′b2 | is a smooth function of b2.
On the other hand using (20) and (49) we compute:
(δ̂0(f1)T
−1(f2 ∗ f3 ⊗ f4))(b1c1, b2c2) =
=
∫
C
dlc
′′ jC(cL(b2c
′′))−1/2jC(c˜L(bR(b2c
′′)))−1/2 f1(b1b2c
′′)×
×(f2 ∗ f3)(cL(b1cL(b2c
′)c˜L(bR(b2c
′)))−1b1c1) f4(bR(b2c
′)c′−1c2).
Again using the assumption about the support of f4 and expanding the product f2 ∗ f3 we can write this
integral as: ∫
Cb2×C
dlc
′′ dlc
′ jC(c˜L(b2c
′′))−
1
2 f1(b1b2c
′′)f2(bR(b1c˜L(b2c
′′))c′)×
×f3(cL(b1c˜L(b2c
′′)c′)−1b1c1) f4(cL(b2c
′′)−1b2c2)
Again comparison of this expresion with (3) gives the function k2 that appears in the lemma.
Finally, from the previous lemma and lemma 1.1 to prove density conditions it is sufficient to prove the
following:
Lemma 3.12. The linear spaces A(D(Φ1)) and A(D(Φ2)) are dense in C
∗
r (GB)⊗ C
∗
r (GB).
Proof: It is sufficient to show that a function F ∈ D(GB × GB) can be approximated in norm || · ||0 by
functions supported in D(Φ1) and a function F ∈ D(GB × b
−1
R (B
′)) (by 3.3 (3)) by functions supported in
D(Φ2).
Let us begin with D(Φ1). For an open V ⊂ B such that B \ B
′ ⊂ V let χ˜ be a smooth function on A
satisfying conditions: χ˜ = 1 on some neighbourhood of B \B′; 0 ≤ χ˜ ≤ 1 and supp(χ˜) ⊂ V . Define:
χ(b1c1, b2c2) := χ˜(bR(b
−1
2 c1))
Let F ∈ D(GB ×GB) , supp(F ) =: KF , then F = (F − Fχ) + Fχ and (F − Fχ) ∈ D(D(Φ1)) so we have to
prove that, by choosing V , the C∗-norm of Fχ can be made as small as we wish. It is sufficient to prove that
for norms ||Fχ||l and ||Fχ||r = ||(Fχ)
∗||l. For the left norm we need to estimate (compare (48)) the integral
Il :=
∫
dlc1dlc2|Fχ(b1c1, b2c2)| for (b1, b2) ∈ (bL × bL)(KF ).
First we estimate this integral from above by sup |F |
∫
C(b1,b2)
dlc1dlc2, where
C(b1, b2) := {(c1, c2) : (b1c1, b2c2) ∈ KF , bR(b
−1
2 c1) ∈ supp(χ˜)};
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Now we have the chain of inclusions:
C(b1, b2) = {(c1, c2) : (b1c1, b2c2) ∈ KF } ∩ {(c1, c2) : bR(b
−1
2 c1) ∈ supp(χ˜)} ⊂
⊂ (cR × cR)(KF ) ∩ ({c ∈ C : bR(b
−1
2 c) ∈ supp(χ˜)} × C) ⊂
⊂ (KC ×KC) ∩ ({c ∈ C : bR(b
−1
2 c) ∈ supp(χ˜)} × C) =
= (KC ∩ {c ∈ C : bR(b
−1
2 c) ∈ supp(χ˜)})×KC ⊂ Z(b
−1
2 , e,KC ;V )×KC
where KC ⊂ C is a compact set such that (cR × cR)(KF ) ⊂ KC ×KC ; note that KC depends only on F . In
this way we get the estimate for (b1, b2) ∈ (bL × bL)(KF ):
Il ≤ sup |F |
(∫
KC
dlc
)
µ(b−12 , e,KC;V )
and, if K1 is a compact subset of B such that (bL × bL)(KF ) ⊂ K1 ×K1, we obtain
||Fχ||l ≤ sup |F |
(∫
KC
dlc
)
µ(K−11 , {e},KC;V ) (32)
Now the right norm of Fχ i.e. the left norm of (Fχ)∗. The integral to estimate is:
Ir :=
∫
dlc1dlc2|(Fχ)
∗(b1c1, b2c2)|
As above, first we estimate this integral by sup |F |
∫
C˜(b1,b2)
dlc1dlc2, where
C˜(b1, b2) := {(c1, c2) : (b1c1, b2c2) ∈ supp(Fχ)
∗}.
Now,
(b1c1, b2c2) ∈ supp(Fχ)
∗ ⇐⇒ (sB(b1c1), sB(b2c2)) ∈ supp(Fχ) ⇐⇒
⇐⇒
[
(sB(b1c1), sB(b2c2)) ∈ KF ∧ bR(bR(b2c2)
−1c−11 ) ∈ supp(χ˜)
]
Let us denote K˜F := (sB × sB)(KF ), so we have to estimate the integral
∫
C˜(b1,b2)
dlc1dlc2 for (b1, b2) ∈
(bL × bL)(K˜F ). Again there is an inclusion:
C˜(b1, b2) ⊂ (K˜C × K˜C) ∩ {(c1, c2) : bR(bR(b2c2)
−1c−11 ) ∈ suppχ˜},
where K˜C is a compact set such that (cR × cR)(K˜F ) ⊂ K˜C × K˜C .
For fixed c2 ∈ K˜C define b˜ := bR(b2c2) and consider the set
{c ∈ K˜C : bR(b˜
−1c−1) ∈ supp(χ˜)} = {c ∈ K˜−1C : bR(b˜
−1c) ∈ supp(χ˜)}−1 ⊂ Z(b˜, e, K˜−1C , V )
−1
Since all the sets Z(b˜, e, K˜−1C ;V ) are subsets of the fixed compact set K˜
−1
C there exists a constant M(K˜C)
depending only on K˜C , such that∫
Z(b˜,e,K˜−1
C
;V )−1
dlc ≤M(K˜C)
∫
Z(b˜,e,K˜−1
C
;V )
dlc =M(K˜C)µ(b˜, e, K˜
−1
C ;V )
But b˜ = bR(b2c2) belongs to a fixed compact set K2 = bR(K˜BK˜C), where K˜B is a compact set such that
(bL × bL)K˜F ⊂ K˜B × K˜B Putting all together we get the estimate:
||Fχ||r ≤ sup |F |M(K˜C)µ(K2, {e}, K˜
−1
C ;V )
(∫
K˜C
dlc
)
(33)
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This inequality together with (32) and the condition (4) of assumptions (3.3) gives the density of A(D(Φ1)).
Now we pass to D(Φ2). Let χ˜ be as above and define χ(b1c1, b2c2) := χ˜(bR(b1b2c2)). It is sufficient to
approximate functions F ∈ D(GB × b
−1
R (B
′)) and to this end we need an estimate for ||Fχ||l and ||(Fχ)
∗||l.
Let KF := supp(F ) and (b1, b2) ∈ (bL × bL)(KF ). As above we have inequality∫
dlc1dlc2|Fχ| ≤ sup |F |
∫
C(b1,b2)
dlc1dlc2, where
C(b1, b2) := {(c1, c2) : (b1c1, b2c2) ∈ KF , bR(b1b2c2) ∈ supp(χ˜)} ⊂
⊂ (KC ×KC) ∩ (C × {c ∈ C : bR(b1b2c) ∈ supp(χ˜)}) =
= KC × (KC ∩ {c ∈ C : bR(b1b2c) ∈ supp(χ˜)}) = KC × Z(b1b2, e,KC , V ),
where KC ⊂ C is a compact such that (cR × cR)(KF ) ⊂ KC ×KC ; In this way we obtain the estimate:
||Fχ||l ≤ sup |F |
(∫
KC
dlc
)
µ(K1, {e},KC;V ), where (34)
K1 = KBKB for a compact KB ⊂ B with (bL × bL)(KF ) ⊂ KB ×KB.
Finally we pass to (Fχ)∗. As above, we consider the set
C˜(b1, b2) := {(c1, c2) : (sB(b1c1), sB(b2c2)) ∈ supp(Fχ)}
Let K˜F := (sB×sB)(KF ) and K˜C ⊂ C be a compact set such that (cR×cR)(K˜F ) ⊂ K˜C×K˜C . It is sufficient
to consider (b1, b2) ∈ (bL × bL)(K˜F ).
C˜(b1, b2) ⊂ (K˜C × K˜C) ∩ {(c1, c2) : bR(bR(b1c1)cL(b2c2)
−1)b2 ∈ V }
Let us fix c1 ∈ K˜C , denote bR(b1c1) =: b˜ and consider the set
S(b1, b2, c1) := K˜C ∩ {c ∈ C : bR(b˜cL(b2c)
−1)b2 ∈ V }.
The map ϕb2 : c 7→ cL(b2c) is a diffeomorphism so
{c ∈ C : bR(b˜cL(b2c)
−1)b2 ∈ V } = ϕ
−1
b2
({c ∈ C : bR(b˜c
−1)b2 ∈ V })
and
K˜C ∩ {c ∈ C : bR(b˜cL(b2c)
−1)b2 ∈ V } = ϕ
−1
b2
(
ϕb2(K˜B) ∩ {c ∈ C : bR(b˜cL(b2c)
−1)b2 ∈ V }
)
The sets ϕb2(K˜C) = cL(b2K˜C) are contained in a fixed compact set HC ⊂ C therefore
ϕ−1b2
(
ϕb2(K˜C) ∩ {c ∈ C : bR(b˜cL(b2c)
−1)b2 ∈ V }
)
⊂ ϕ−1b2
(
{c ∈ HC : bR(b˜c
−1)b2 ∈ V }
)
=
= ϕ−1b2
(
Z(b˜, b2, H
−1
C ;V )
−1
)
Since ϕ−1b2 = ϕb−12
and b2 is contained in a fixed compact set depending only on K˜F there exists a constant
W (K˜F ) such that ∫
ϕ−1
b2
(K)
dlc ≤W (K˜F )
∫
K
dlc
in this way, for fixed c1 we obtain that∫
S(b1,b2,c1)
dlc2 ≤W (K˜F )M(HC)µ(b˜, b2, H
−1
C ;V ),
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where M(HB) is as before (33). Finally, since b˜ = bR(b1c1) is contained in a compact set K˜B depending only
on KF and b2 is contained in a fixed compact K˜1 ⊂ B
′ we obtain the estimate
||(Fχ)∗||l ≤ sup |F |W (K˜F )M(HB)µ(K˜B, K˜1, H
−1
B ;V )
(∫
K˜B
dlc
)
This estimate together with (34) and condition (4) of assumptions (3.3) proves the density of A(D(Φ2)).
This completes the proof of the statement b) of prop 3.5.
4. ’ax+b’ again
Now we apply results of the previous section to the ’ax+b’ group. In this section G is the ’ax+b’ group;
B := {(b, 1) , b ∈ R} , C := {(c− 1, c) , c ∈ R∗} , A := {(0, a) , a ∈ R∗}
We have A ∩ C = B ∩ C = {e} and G = BC.
So our main object here is a groupoid GB related to the double Lie group (G;B,C) together with coas-
sociative morphism δ0 = m
T
C : GB ⊲GB ×GB. We identify G with B × C = R× R∗ by:
R× R∗ ∋ (z, c) 7→ (z, 1)(c− 1, c) = (z + c− 1, c) ∈ G
In this presentation the relevant objects are given by:
bL(z, c) = (z, 1) , bR(z, c) = (
z
c
, 1) , cL(z, c) = cR(z, c) = (0, c) , c˜L(z, c) = (0, z + c)
mB = {(z, c1c2; z, c1,
z
c1
, c2)} , δ0 = {(z1, c, z2, c; z1 + z2, c)} , B
′ = {(z, 1) : z + 1 6= 0}
T := {(z1,
1
1 + z2
, z2, 1) : z2 + 1 6= 0}
m˜C := {(z1 + z2 + z1z2, c; z1,
c+ z2
1 + z2
, z2, c) : (1 + z1)(1 + z2)(z2 + c)(z1 + z2 + z1z2 + c) 6= 0}
We will also need explicit formulae for operations in A(GB).
The choice of ω0. Let λ0(z, 1)(∂c) := 1. This choice leads to the left invariant half density λ0, the
corresponding right invariant half density ρ0 and ω0 := λ0 ⊗ ρ0. The formulae are:
λ0(z, c)(c∂c) = ρ0(z, c)(z∂z + c∂c) = 1 (35)
The multiplication and ∗-operation in A(GB) are given by:
(f1 ∗ f2)(z, c) :=
∫
R∗
dc1
|c1|
f1(z, c1)f2(zc
−1
1 , cc
−1
1 ) , f
∗(z, c) := f(zc−1, c−1). (36)
The choice of ψ0. We choose ν0(z) := |dz|
1/2 and obtain ψ0(z, c)(∂z , ∂c) =
1
|c| , and the formula for the scalar
product in D(GB) reads:
(f1, f2) =
∫
Γ
dz dc
c2
f1(z, c)f2(z, c)
and the formula for πid:
(πid(f)ψ)(z, c) =
∫
R∗
dc1
|c1|
f(z, c1)ψ(zc
−1
1 , cc
−1
1 ) , f ∈ A(GB) , ψ ∈ D(GB)
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Now we are going to verify assumptions 3.3. The first and the second one are obvious, so let’s pass to the
third one. We have to verify that A(b−1L (B
′)) is dense in C∗r (GB). Take f, ψ ∈ D(GB) and compute:
||πid(f)ψ||
2 =
∫
dy dc
c2
|πid(f)ψ(y, c)|
2 =
∫
dy dc
c2
∣∣∣∣∫ db|b| f(y, b)ψ(yb−1, cb−1)
∣∣∣∣2
Now we use Schwartz inequality for functions: b 7→ f(y, b) and b 7→ ψ(yb−1, cb−1):∣∣∣∣∫ db|b| f(y, b)ψ(yb−1, cb−1)
∣∣∣∣2 ≤ (∫ db|b| |f(y, b)|2
) (∫
db
|b|
|ψ(yb−1, cb−1)|2
)
and get the estimate:
||πid(f)ψ||
2 ≤
∫
dy
(∫
db
|b|
|f(y, b)|2
)∫
dc db
|b|c2
|ψ(yb−1, cb−1)|2
Note that for y 6= 0 applying the change of variables (b, c) 7→ (yb−1, cb−1) to the integral on the right we
obtain: ∫
dc db
|b|c2
|ψ(yb−1, cb−1)|2 =
1
|y|
∫
dc db
c2
|ψ(b, c)|2
Therefore if suppψ ⊂ {(z, c) : z 6= 0} we get:
||πid(f)ψ||
2 ≤ ||ψ||2
(∫
dy db
|yb|
|f(y, b)|2
)
=: ||ψ||2||f ||22 (37)
Since the set of such ψ’s is dense the estimate is valid for any ψ and we get ||f || ≤ ||f ||2.
For ǫ > 0, let χǫ : R→ [0, 1] be a smooth function that is 1 on some neighbourhood of 0 and 0 on the set
{x ∈ R : |x| ≥ ǫ}. Let f ∈ D(GB) and for z0 6= 0 let fǫ(z, c) := χǫ(z − z0)f(z, c). Now the estimate given
above implies fǫ → 0 in C
∗
r (GB) as ǫ→ 0. But f = (f − fǫ) + fǫ and f − fǫ ∈ D(b
−1
L (R \ {z0})). This proves
that statement (3) of (3.3) is true in our situation.
Now we are going to verify the fourth condition in assumptions (3.3) which in our situation takes form:
Let KC ⊂ C be compact, V ⊂ B open and (z1, z2) ∈ B ×B
′. Let
Z(z1, z2,KC ;V ) := KC ∩ {c ∈ C : bR(z1, c)(z2, 1) ∈ V },
and the function µ(z1, z2,KC ;V ) be given by:
B ×B′ ∋ (z1, z2) 7→ µ(z1, z2,KC ;V ) :=
∫
Z(z1,z2,KC ;V )
dlc.
Let K1 ⊂ B and K2 ⊂ B
′ be compact and µ(K1,K2,KC ;V ) := sup{µ(z1, z2,KC ;V ) : z1 ∈ K1 , z2 ∈ K2}
Then
∀ ǫ > 0 ∃V − a neighbourhood ofB \B′ inB : µ(K1,K2,KC ;V ) ≤ ǫ (38)
It is sufficient to check this condition for KC = Km := {c : m ≤ |c| ≤
1
m} , m < 1. Using formula for bR
we get bR(z1, c)(z2, 1) = (
z1
c + z2, 1) and
Z(z1, z2.Km;V ) = {c ∈ R∗ : m ≤ |c| ≤
1
m
,
z1
c
+ z2 ∈ V } , 1 + z2 6= 0.
The left invariant measure on C is dc|c| and we obtain:
µ(z1, z2,Km;V ) :=
∫
Z(z1,z2,Km;V )
dc
|c|
≤
1
m
∫
Z(z1,z2,Km;V )
dc
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We will look for V = Vδ := {z ∈ R : |z + 1| < δ}. In this situation Z(z1, z2,Km;Vδ) is given by c satisfying
inequalities:
m ≤ |c| ≤
1
m
,
∣∣∣z1
c
+ z2 + 1
∣∣∣ < δ , (1 + z2 6= 0)
The second inequality is for δ < |1 + z2| equivalent to:
−sgn(c)sgn(1 + z2)z1
δ + |1 + z2|
< |c| <
−sgn(c)sgn(1 + z2)z1
|1 + z2| − δ
and we get for sgn(1 + z2)z1 ≥ 0:
c < 0 , m ≤ |c| ≤
1
m
,
|z1|
δ + |1 + z2|
< |c| <
|z1|
|1 + z2| − δ
and for sgn(1 + z2)z1 < 0:
c > 0 , m ≤ |c| ≤
1
m
,
|z1|
δ + |1 + z2|
< |c| <
|z1|
|1 + z2| − δ
Therefore the integral
∫
Z(z1,z2,Km;V )
dc is majorized by:
|z1|
|1 + z2| − δ
−
|z1|
δ + |1 + z2|
=
2δ|z1|
|1 + z2|2 − δ2
and there is an estimate (for δ < |1 + z2|):
µ(z1, z2,Km;Vδ) ≤ δ
2|z1|
m(|1 + z2|2 − δ2)
It is sufficient to consider K1 = KM := {z ∈ R : |z| ≤ M} and K2 = K˜M := {z ∈ R :
1
M ≤ |z + 1| ≤ M}
for M > 1. For (z1, z2) ∈ KM × K˜M and δ ≤
1
2M we have:
µ(z1, z2,Km;Vδ) ≤ δ
2M
m(|1 + z2|2 − δ2)
≤ δ
2M
m(1/M2 − 1/(4M2))
= δ
8M3
3m
So there is an estimate:
µ(KM , K˜M ,Km;Vδ) ≤ δ
8M3
3m
and the fourth statement of assumptions (3.3) is fulfilled. Therefore we have
Proposition 4.1. Let G be the ’ax+b’ group and A := {(0, a) : a ∈ R∗}, B := {(b, 1) : b ∈ R}, C :=
{(c − 1, c) : c ∈ R∗}. The reduced C
∗ algebra of a differential groupoid Γ = AC ∩ CA over A is isomorphic
to C∗r (GB) – the reduced C
∗ algebra of a differential groupoid related to a double Lie group (G;B,C). It
is equipped with a comultiplication ∆ = T̂ ∆0T̂
−1
satysfying the density conditions, where T̂ is a unitary
multiplier and satisfies:
(T̂ ⊗ I)(∆0 ⊗ id)T̂ = (I ⊗ T̂ )(id⊗∆0)T̂
5. The C∗-algebra and generators
In this section we denote the groupoid GB by Γ and identify it with the right transformation groupoid
R × R∗ with the action (z, c) 7→ z/c. The set of units will be denoted by E and the set {z : z + 1 6= 0} by
E′. For t ∈ R let Bt := {(z, e
t) : z ∈ R} ⊂ Γ. Then Bt is a one parameter group of bisections of Γ, therefore
it defines one parameter group Bˆt of unitaries on L
2(Γ) which are multipliers of C∗r (Γ). Easy computations
show that Btψ0 = ψ0 (where ψ0 was defined in section 2) so Bˆt(fψ0) =: (Bˆtf)ψ0 and
(Bˆtf)(z, c) = f(e
−tz, e−tc) , f ∈ D(Γ).
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The set J := {(z,−1) : z ∈ R} is a bisection, J2 = E, so it defines unitary, selfadjoint operator Jˆ which is
a multiplier of C∗r (Γ). Again Jψ0 = ψ0 so
(Jˆf)(z, c) := f(−z,−c) , f ∈ D(Γ)
Let Y : R ∋ z 7→ z ∈ R and let the operator Yˆ be defined by:
(Yˆ f)(z, c) := Y (z)f(z, c) = zf(z, c) , f ∈ D(Γ)
Then the closure of Yˆ , which will be denoted by the same letter, is an unbounded, selfadjoint operator affiliated
with C∗r (Γ). On D(Γ) these operators satisfy commutation relations:
JˆBˆt = BˆtJˆ , Jˆ Yˆ + Yˆ Jˆ = 0 , e
tBˆtYˆ = Yˆ Bˆt
Note that the last relation gives precise meaning to the relation [Xˆ, Yˆ ] = iYˆ , for Xˆ- generator of Bˆt. Addi-
tionaly if Yˆ = sgn(Yˆ )|Yˆ | is a polar decomposition then .
|Yˆ |Jˆ = Jˆ |Yˆ | , etBˆt|Yˆ | = |Yˆ |Bˆt
Lemma 5.1. The group Bˆt is strictly continuous. Let Xˆ denote the generator of Bˆt, then Xˆ is affiliated with
C∗r (Γ). On D(Γ) Xˆf = i(z∂z + c∂c)f and D(Γ) is a core for Xˆ.
Proof: Since Bˆt is a group of unitary multipliers, strict continuity is equivalent to continuity of the mapping
R ∋ t 7→ Btf ∈ A(Γ) in t = 0 for any f ∈ A(Γ). The mapping Φ : R× Γ ∋ (t, γ) 7→ Bt(γ) ∈ Γ is continuous.
Therefore if |t| ≤ δ support of Btf is contained in a compact set Φ([−δ, δ] × supp f) and Btf converges to
f uniformly as t goes to 0. So, by the lemma 1.1 also in C∗r (Γ). By the general result [8] Xˆ is affiliated to
C∗r (Γ). To prove the second claim it is enough to show that
1
t (Btf − f) converges to s(z∂z + c∂c)f uniformly,
but since f is smooth this is clear. Finally, since D(Γ) is Bt-invariant, it is a core for Xˆ.
Proposition 5.2. C∗r (Γ) is generated by Xˆ, Yˆ , Jˆ .
Proof: The proof is based on identification of C∗r (Γ) with crossed product C0(R) ×α R∗. This is known, but
we need explicit form of the isomorphism so we present relevant formulae. Let a Lie group H acts from the
right on a manifold X . Let α be the corresponding (left) action on C0(X) ( i.e. (αhf)(x) := f(xh)). Since on
a Lie group the Haar measure is given by a left invariant density, we choose such a real half density λ. Then
we have
∫
H f(h)dl(h) =
∫
H fλ
2 , f ∈ D(H). The modular function is given by δ(h) = |detAdh|
−1. These data
define the ∗-algebra structure on D(X ×H) by:
(F ∗G)(x, h) :=
∫
H
λ2(h′)F (x, h′)G(xh′, h′−1h) , (F ∗)(x, h) := δ(h)−1F (xh, h−1)
The algebra C0(X) is represented faithfully on L
2(X) by multiplication. The induced representation Π of the
∗-algebra D(X ×H) in L2(X ×H) is given by: Π(F )(GΨ0) =: (π(F )G)Ψ0 , G ∈ D(X ×H), and
(Π(F )G)(x, h) :=
∫
λ2(k)F (xh−1, k)G(x, k−1h),
where Ψ0 = ν0⊗λ for some real, nonvanishing half density ν0 onX . The reduced crossed product C0(X)×r,αH
is the completion of the ∗-algebra D(X ×H) in the the norm coming from this representation. The canonical
morphisms iH ∈Mor(C
∗(H), C0(X)×α H) and iA ∈Mor(C0(X), C0(X)×α H) are given by (the extension
of):
(iH(g)F )(x, h) := F (xg, g
−1h) , (iA(f)F )(x, h) := f(x)F (x, h) , f ∈ D(X)
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On the other hand we have the transformation groupoid ∆ := X ×H , the ∗-algebra A(∆) and the C∗-
algebra C∗r (∆). Let us choose ω0 := λ0 ⊗ ρ0, where λ0 is defined by λ0(x, e)(v) := λ(e)(v) and let us define
Ψ := ν⊗ρ0. With such a choice the formulae for operations in A(∆) and the representation πid are as follows:
(f ∗ g)(x, h) :=
∫
λ2(k)f(x, k)g(xk, k−1h) , f∗(x, h) := f(xh, h−1), πid(f)(gΨ) = (f ∗ g)Ψ
For h ∈ H let Bh denotes the operator acting on A(∆) defined by a bisection {(x, h) : x ∈ X}. Now define
ϕ : A(Γ)→ D(X×H) by (ϕ(fω0))(x, h) := δ(h)
−1/2f(x, h) and let V : L2(X×H)→ L2(X×H) be a unitary
defined as a push-forward by a diffeomorphism (x, h) 7→ (xh−1, h). Using the definitions above one proves:
Lemma 5.3. The mapping ϕ is an isomorphism of ∗-algebras. For h ∈ H , k ∈ D(X) and ω ∈ A(∆):
iH(h)ϕ(ω) = ϕ(Bh(ω)) and iA(k)ϕ(ω) = ϕ(kω) and VΠ(ϕ(ω))V
∗ = πid(ω).
Therefore ϕ extends to an isomorphism of C∗r (∆) and C0(X) ×r,α H . Since R∗ is abelian the reduced and
universal crossed product coincide and we have C∗r (Γ) = C0(R) ×α R∗, where (αcf)(x) := f(x/c). By the
universality of crossed product we have the following:
Lemma 5.4. Let A be a C∗-algebra, G-locally compact group and (A,G, α) be a dynamical system. Let
B := A ×α G be the corresponding crossed product with canonical morphisms iA ∈ Mor(A,B) and iG ∈
Mor(C∗(G), B). If A is generated by X1, X2, . . . Xk and C
∗(G) by Y1, . . . , Yn, then B is generated by
iA(X1), . . . , iA(Xk), and iG(Y1), . . . , iG(Yn).
Now it is clear that C∗(R∗) is generated by the the generator of one parameter group R ∋ t 7→ e
t ∈ R+
acting on L2(R∗) and the unitary corresponding to element −1 ∈ R∗. Also C0(R) is generated by the function
R ∋ x 7→ x ∈ R. Using two previous lemmas one gets the proof of the proposition.
In the remaining part of this section we express the twist T̂ as a function of generators and compute the
action of the comultiplication on generators. It turns out that it is given by formulae (1).
For the morphism δ0 defined in (10) we have :
δ0(Bt) = Bt ×Bt , δ0(J) = J × J , δ̂0(Y ) = I ⊗ Y + Y ⊗ I
so
∆0(Xˆ) = Xˆ ⊗ I + I ⊗ Xˆ , ∆0(Jˆ) = Jˆ ⊗ Jˆ , ∆0(Yˆ ) = I ⊗ Yˆ + Yˆ ⊗ I (39)
The expressions for ∆0(Xˆ) and ∆0(Yˆ ) should be read in the following sense: since Xˆ and Yˆ are essentialy
selfadjoint on D(Γ) the sums are essentialy selfadjoint on D(Γ) ⊗ D(Γ) and their closures are equal to left
hand sides.
For t ∈ R let us define sets:
T t := {(z1, |1 + z2|
−t, z2, 1) : 1 + z2 6= 0} , , K := {(z1, sgn(1 + z2), z2, 1) : 1 + z2 6= 0}. (40)
Both of these sets are sections of the right and left projections over E × E′, therefore they define (by the
left multiplication) diffeomorphisms of Γ × U , where U := {(z, c) : z ∈ E′}, and corresponding mappings of
A(Γ× U), which will be denoted by Tt and K. Explicitely :
Tt(z1, c1, z2, c2) = (z1|1 + z2|
t, c1|1 + z2|
t, z2, c2),
K(z1, c1, z2, c2) = (z1sgn(1 + z2), c1sgn(1 + z2), z2, c2)
and for f ∈ A(Γ× U):
(Ttf)(z1, c1, z2, c2) = f(T−t(z1, c1, z2, c2)), (Kf)(z1, c1, z2, c2) = f(K(z1, c1, z2, c2))
The formulae above define also unitary operators T̂ t and K̂ on L
2(Γ× Γ).
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Lemma 5.5. We have the equality of sets: T tT r = T t+r , T 1K = KT 1 = T . The family T̂ t is a strictly
continuous group of unitary multipliers of C∗r (Γ) ⊗ C
∗
r (Γ). Let Z be its generator, then on A(Γ × U): Z =
Xˆ ⊗ log |Yˆ + I| and D(Γ× U) is a core for Z.
Proof: First statement is straighforward. Also the fact that T̂ t is a group of unitary multipliers is clear. So
only strict continuity and a statement about Z require a proof. But this can be done exactly as in lemma 5.1.
Recall that for a group G a bicharacter c is a map c : G × G → S1 with the properties c(g1, g2g3) =
c(g1, g2)c(g1, g3) and c(g1g2, g3) = c(g1, g3)c(g2, g3). The function Ch : Z2 × Z2 → R defined by
Ch(ǫ1, ǫ2) :=
{
−1 if ǫ1 = ǫ2 = −1
1 otherwise
is a bicharacter and the function χ : (R× Z2)× (R× Z2)→ C
χ(x, ǫ1, y, ǫ2) := exp(ixy)Ch(ǫ1, ǫ2)
is a bicharacter.
Let us define the unitary
V := χ(I ⊗ log |Yˆ + I|, I ⊗ sgn(Yˆ + I), Xˆ ⊗ I, Jˆ ⊗ I),
i.e. V = exp(iXˆ ⊗ log |Yˆ + I|)Ch(I ⊗ sgn(Yˆ + I), Jˆ ⊗ I).
Lemma 5.6. T̂ = V
Proof: By the previous lemma T̂ = T̂ 1K̂ = exp(Xˆ ⊗ log |Yˆ + I|)K̂ so it remains to prove that Kˆ = Ch(I ⊗
sgn(Yˆ+I), Jˆ⊗I). If A,B are commuting operators with spectrum contained in {−1, 1} then easy computations
show that Ch(A,B) = 12 (I + A + B − AB). Applying this formula to operators A := I ⊗ sgn(Yˆ + 1) and
B := Jˆ ⊗ I one obtains:
Ch(I ⊗ sgn(Yˆ + I), Jˆ ⊗ I) =
1
2
(I ⊗ (I + sgn(I + Yˆ )) + Jˆ ⊗ (I − sgn(I + Yˆ )))
and checks that this is exactly K̂.
In this way we obtain formulae for comultiplication on generators:
∆(Yˆ ) = V (Yˆ ⊗ I + I ⊗ Yˆ )V ∗,
∆(Xˆ) = V (Xˆ ⊗ I + I ⊗ Xˆ)V ∗,
∆(Jˆ) = V (Jˆ ⊗ Jˆ)V ∗
For the meaning of sums in parentheses the remark after formula (39) applies. On A(Γ× U) we have:
∆(Xˆ) = Xˆ ⊗ (Yˆ + I)−1 + I ⊗ Xˆ , ∆(Yˆ ) = I ⊗ Yˆ + Yˆ ⊗ I + Yˆ ⊗ Yˆ
and these are relations (1).
6. Poisson-Lie strucure
In this section we consider the family of groupoids Γs , s ∈ R over A defined in the section (2). We define
λs(0, a)(∂b + s∂a) := 1. The corresponding left and right invariant half densities on Γs are given by:
λs(b, a)(∂b + s∂a) = ρs(b, a)(∂b + s
a
1 + sb
∂a) := |1 + sb|
−1/2
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We put ωs := λs⊗ρs and identifyA(Γs) withD(Γs) with multiplication and involution defined by (fωs)(gωs) =:
(f ∗s g)ωs and (fωs)
∗ =: (f∗s)ωs:
(f ∗s g)(b, a) :=
∫
dc
|1 + sc|
f(c, a+ s(c− b)) g(
b− c
1 + sc
,
a
1 + sc
) =
=
∫
dc
|1 + sc|
f(
b− c
1 + sc
, a− sc
1 + sb
1 + sc
) g(c, a
1 + sc
1 + sb
) (41)
and f∗s(b, a) := f( −b1+sb ,
a
1+sb ). We will write f ∗ g and f
∗ instead of f ∗0 g and f
∗0 . For M > 1 let
KM := {(b, a) ∈ Γ0 : |b| ≤ M ,
1
M ≤ |a| ≤ M}, it is clear that any f ∈ D(Γ0) is supported in KM for
sufficiently large M . The product ∗s is in fact defined for all f, g ∈ D(Γ0):
Lemma 6.1. Let f, g ∈ D(Γ0) have supports in KM . Then for any s ∈ R the function f ∗s g defined by (41)
is smooth and has the support in the a set {(b, a) ∈ Γ0 : |b| ≤M(2+ |s|M) ,
1
M(1+M2|s|) ≤ |a| ≤M(1+ |s|M)}.
In particular, for |s| ≤ δ functions f ∗s g have supports contained in a fixed compact set.
Proof: Let (b, a, s) ∈ Γ0 × R. It is straightforward that the function
R ∋ b′ 7→ f(b′, a+ s(b′ − b))g(
b − b′
1 + sb′
,
a
1 + sb′
)
is smooth and has compact support contained in the set {b′ ∈ R : 1 + sb′ 6= 0}, so smoothness follows. For
(f ∗s g)(b, a) 6= 0 it is necessary that there exists b
′ such that
|b′| ≤M ,
1
M
≤ |a+ s(b′ − b)| ≤M ,
∣∣∣∣ b− b′1 + sb′
∣∣∣∣ ≤M , 1M ≤
∣∣∣∣ a1 + sb′
∣∣∣∣ ≤M.
If |a| < 1M(1+M2|s|) then
1
M
≤ |a+ s(b′ − b)| ≤ |a|+ |s||b′ − b| <
1
M(1 +M2|s|)
+ |s|M |1 + sb′| ≤
≤
1
M(1 +M2|s|)
+ |s|M2|a| <
1
M(1 +M2|s|)
+ |s|M2
1
M(1 +M2|s|)
=
1
M
In a similar way, if |a| > M(1 + |s|M) then:
1 + |s|M ≥ 1 + |s||b′| ≥ |1 + sb′| ≥
|a|
M
> 1 + |s|M
The estimates for |a| are proven. If |b| > M(2 + |s|M) then
M(2 + |s|M) < |b| ≤ |b− b′|+ |b′| ≤M |1 + sb′|+M ≤M(1 + |s|M) +M =M(2 + |s|M).
The choice ν(a)(∂a) :=
1
|a| defines real, non vanishing half density Ψs := ρs⊗ν on Γs and short calculation
gives: Ψs(b, a)(∂b, ∂a) =: Ψ0(b, a)(∂b, ∂a) =
1
|a| . This makes possible identification of all spaces L
2(Γs) with
L2(Γ0). The identity representation of D(Γs) is then given by: πs(f)(gΨ0) = (f ∗s g)Ψ0 for f, g ∈ D(Γs).
The norms on D(Γs) defined by ωs will be denoted by ||f ||l,s, ||f ||r,s, ||f ||0,s and ||f ||s is the norm of πs(f).
Finally let us define for f, g ∈ D(Γ0):
{f, g} := (a− 1)[(∂af) ∗ (bg)− (∂ag) ∗ (bf)].
In this formula (a− 1)f and bf denote functions ((a− 1)f)(b, a) := (a− 1)f(b, a) and (bf)(b, a) := bf(b, a).
Lemma 6.2. {·, ·} is a Poisson bracket on D(Γ0) and {f
∗
1 , f
∗
2 } = {f2, f1}
∗.
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Proof: The mappings f 7→ (a − 1)∂af and f 7→ bf are commuting derivations of a commutative algebra
(D(Γ0), ∗), moreover (a− 1)∂a(f
∗) = ((a− 1)∂af)
∗ and bf∗ = −(bf)∗
It is clear that if f ∈ D(Γ0), then there exists δ > 0 such that f ∈ D(Γs) for all |s| ≤ δ, e.g. if support of
f is contained in a set KM , take any δ <
1
M2 . Let us define linear spaces
D(Qs) := {f ∈ D(Γ0) : |δ| ≤ |s| ⇒ f ∈ D(Γδ)}.
This family of subspaces has properties:
|r| ≤ |s| ⇒ D(Qs) ⊂ D(Qr) , D(Qs)
∗ = D(Qs) ,
⋃
s6=0
D(Qs) = D(Γ0)
Let us define linear map Qs : D(Γ0) ⊃ D(Qs) ∋ f 7→ f ∈ D(Γs). With this definition we have
Proposition 6.3. 1. Q0 = id;
2. lims→0 ||Qs(f
∗)−Qs(f)
∗s ||s = 0;
3. lims→0 ||Qs(f) ∗s Qs(g)−Qs(f ∗ g)||s = 0;
4. lims→0 ||
1
s [Qs(f), Qs(g)]−Qs({f, g})||s = 0;
5. The function s 7→ ||Qs(f)||s is continuous for s 6= 0 and lower semicontinuous at s = 0.
Proof: First statement is evident. To prove statements (2)-(4) it is enough to prove that norms ||·||0,s converge
to 0. In fact we claim that convergence of norms || · ||l,s is sufficient. In the following to simplify notation we
write Qs(f)Qs(g) instead of Qs(f) ∗s Qs(g) and Qs(f)
∗ instead of Qs(f)
∗s . Let us compute:
||Qs(f
∗)∗ −Qs(f)||r,s = ||Qs(f
∗)−Qs(f)
∗||l,s = ||Qs((f
∗)∗)∗ −Qs(f
∗)||l,s = ||Qs(f
∗
1 )
∗ −Qs(f1)||l,s,
where f1 := f
∗. So once we know that lims→0 ||Qs(f
∗)∗ − Qs(f)||l,s = 0 for any f ∈ D(Γ0), the second
statement is proven.
In a similar way:
||Qs(f)Qs(g)−Qs(f ∗ g)||r,s = ||Qs(g)
∗Qs(f)
∗ −Qs(f ∗ g)
∗||l,s
Let f1 := f
∗ , g1 := g
∗, then
Qs(g)
∗Qs(f)
∗ −Qs(f ∗ g)
∗ = Qs(g
∗
1)
∗Qs(f
∗
1 )
∗ −Qs(f
∗
1 ∗ g
∗
1)
∗ =
(Qs(g
∗
1)
∗ −Qs(g1)) (Qs(f
∗
1 )
∗ −Qs(f1)) + (Qs(g
∗
1)
∗ −Qs(g1))Qs(f1) +Qs(g1) (Qs(f
∗
1 )
∗ −Qs(f1))+
+ (Qs(g1 ∗ f1)−Qs((g1 ∗ f1)
∗)∗) +Qs(g1)Qs(f1)−Qs(g1 ∗ f1)
And once more:
||[Qs(f), Qs(g)]− sQs({f, g})||r,s = ||[Qs(f), Qs(g)]
∗ − sQs({f, g})
∗||l,s
[Qs(f), Qs(g)]
∗ − sQs({f, g})
∗ = Qs(g)
∗Qs(f)
∗ −Qs(f)
∗Qs(g)
∗ − sQs({f, g})
∗ =
= Qs(g
∗
1)
∗Qs(f
∗
1 )
∗ −Qs(f
∗
1 )
∗Qs(g
∗
1)
∗ − sQs({f
∗
1 , g
∗
1})
∗ = [Qs(g
∗
1)
∗, Qs(f
∗
1 )
∗]− sQs({g1, f1}
∗)∗ =
= [Qs(g
∗
1)
∗ −Qs(g1), Qs(f
∗
1 )
∗ −Qs(f1)] + (Qs(g
∗
1)
∗ −Qs(g1))Qs(f1) + [Qs(g1), Qs(f
∗
1 )
∗ −Qs(f1)]+
−s(Qs({g1, f1}
∗)∗ −Qs({g1, f1})) + ([Qs(g1), Qs(f1)]− sQs({g1, f1}))
Using the equalities above one can see that to prove statements 2-4 of the proposition it is enough to prove
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Lemma 6.4. For any f ∈ D(Γ0) there is δ > 0 , C > 0 such that ||Qs(f)||l,s ≤ C for |s| ≤ δ; Moreover for
any f, g ∈ D(Γ0):
lim
s→0
||Qs(f
∗)∗s −Qs(f)||l,s = lim
s→0
||Qs(f) ∗s Qs(g)−Qs(f ∗ g)||l,s =
= lim
s→0
||
1
s
[Qs(f), Qs(g)]−Qs({f, g})||l,s = 0.
Proof: Let suppf ⊂ KM ⊂ Γs for |s| ≤ δ. Then ||Qs(f)||l,s = supa∈A
∫
Bs
db′
|1+sb′| |f(b
′, a + sb′)|. For δ < 1M :
1
|1+sb′| ≤
1
1−|s|M on the support of f , therefore ||Qs(f)||l,s ≤
2M
1−|s|M sup |f | and the estimate proves the first
statement.
Let suppf ∪ suppf∗ ⊂ KM , for any |s| <
1
M2 suppf, suppf
∗ ⊂ Γs. Define F (b, a) := (Qs(f
∗)∗s −
Qs(f))(b, a) = f(
b
1+sb ,
a
1+sb ) − f(b, a). Fix a ∈ A and consider the function b
′ 7→ |F (b′, a+ sb′)|. Its support
is contained in S1 ∪ S2 for S1 := {b
′ :
∣∣∣ b′1+sb′ ∣∣∣ ≤ M , 1M ≤ ∣∣∣a+sb′1+sb′ ∣∣∣ ≤ M} and S2 := {b′ : |b′| ≤ M , 1M ≤
|a+ sb′| ≤ M}. Now, for |s| 12M we get that union of these sets is contained in the set S3 := {b
′ : |b′| ≤ 2M}
and on this set we have estimates:∣∣∣∣ 11 + sb′
∣∣∣∣ ≤ 2 and 1M ≤
∣∣∣∣a+ sb′1 + sb′
∣∣∣∣ ≤ 2M.
Using these estimates and equalities: b
′
1+sb′ = b
′ + −sb
′2
1+sb′ ,
a+sb′
1+sb′ = a+ sb
′ + −sb
′(a+sb′)
1+sb′ we get:
|F (b′, a+ sb′)| ≤ sup ||f ′||
(∣∣∣∣ −sb′21 + sb′
∣∣∣∣+ ∣∣∣∣−sb′(a+ sb′)1 + sb′
∣∣∣∣) ≤ |s| sup ||f ′||(2|b′|2 + 2M |b′|)
It follows that lims→0 ||F ||l,s = 0, so lims→0 ||Qs(f
∗)∗s −Qs(f)||l,s = 0.
For sufficiently small |s| the functions (Qs(f)Qs(g) − Qs(f ∗ g) have support in a fixed compact subset
of Γs, so we have to show that Qs(f)Qs(g) − Qs(f ∗ g) converges to 0 uniformly. So choose M such that
supp f ∪ supp g ∪ supp(f ∗ g) ⊂ KM , |s|M
2 < 1. Then
(Qs(f)Qs(g)−Qs(f∗g))(b, a) =
∫ M
−M
db′
(
1
1 + sb′
f(b′, a+ s(b− b′))g(
b− b′
1 + sb′
,
a
1 + sb′
)− f(b′, a)g(b− b′, a)
)
.
For |b′| ≤M we have∣∣∣∣ 11 + sb′ f(b′, a+ s(b− b′))g( b− b′1 + sb′ , a1 + sb′ )− f(b′, a)g(b− b′, a)
∣∣∣∣ ≤
≤ (1 + sb′)−1
∣∣∣∣f(b′, a+ s(b− b′))g( b− b′1 + sb′ , a1 + sb′ )− f(b′, a)g(b− b′, a)− sb′f(b′, a)g(b− b′, a)
∣∣∣∣ ≤
≤ (1− |s|M)−1
(∣∣∣∣f(b′, a+ s(b− b′))g( b− b′1 + sb′ , a1 + sb′ )− f(b′, a)g(b − b′, a)
∣∣∣∣ + |s|M sup |fg|)
For the first term there is an estimate:∣∣∣∣f(b′, a+ s(b− b′))g( b− b′1 + sb′ , a1 + sb′ )− f(b′, a)g(b− b′, a)
∣∣∣∣ ≤
≤ |s| sup |g| sup |∂af ||b− b
′|+ sup |f |
∣∣∣∣g( b− b′1 + sb′ , a1 + sb′ )− g(b− b′, a)
∣∣∣∣
and finally: ∣∣∣∣g( b− b′1 + sb′ , a1 + sb′ )− g(b− b′, a)
∣∣∣∣ ≤ |s|M sup ||g′||(∣∣∣∣ b− b′1 + sb′
∣∣∣∣+ ∣∣∣∣ a1 + sb′
∣∣∣∣) ≤
≤ |s|M sup ||g′||(1− |s|M)−1(|b|+ |a|+M),
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since b, a are in a fixed compact set, convergence is uniform and lims→0 ||Qs(f) ∗s Qs(g)−Qs(f ∗ g)||l,s = 0.
In a similar way, to prove the third equality we have to show that the functions 1s [Qs(f), Qs(g)]−Qs({f, g})
converge to 0 uniformly. Again, let f, g, {f, g} be supported in KM ⊂ Γs:
(Qs(f)Qs(g))(b, a) =
∫ M
−M
db′
1 + sb′
f(b′, a+ s(b′ − b)) g(
b− b′
1 + sb′
,
a
1 + sb′
)
(Qs(g)Qs(f))(b, a) =
∫ M
−M
db′
1 + sb′
g(
b − b′
1 + sb′
, a− sb′
1 + sb
1 + sb′
) f(b′, a
1 + sb′
1 + sb
)
(Qs({f, g}))(b, a) = (a− 1)
∫ M
−M
db′ [(∂af)(b
′, a) (b − b′) g(b− b′, a)− b′ f(b′, a) (∂ag)(b− b
′, a)]
(in the formula for Qs(g)Qs(f) we use second expression of (41)). This computation is straightforward and can
be done as in the previous point. This ends the prove of the lemma and statements (2)-(4) of the proposition
(6.3)
Now we come to the last point. Let’s start with lower semicontuity at s = 0. So we have to prove that:
∀ f ∈ D(Γ0)∀ ǫ > 0 ∃ δ > 0 (|s| < δ ⇒ ||Qs(f)||s > ||f || − ǫ) ( ||f ||–denotes the operator norm of π0(f) on
L2(Γ0)). The following simple lemma reduces the problem to strong convergence of operators Qs(f):
Lemma 6.5. Let H be a Hilbert space, A ∈ B(H), As - family of bounded operators defined for some
neighbourhood of 0 ∈ R and V ⊂ H a dense subspace. Assume that for every v ∈ V lims→0 Asv = Av.
Then ∀ ǫ > 0 ∃ δ > 0 (|s| < δ ⇒ ||As|| > ||A|| − ǫ)
So we have to prove that for f, g ∈ D(Γ0) f ∗s g − f ∗ g converges to 0 in L
2(Γ0) as s goes to 0. But for
sufficiently small |s| these functions have supports in a fixed compact set, so it is enough to prove uniform
convergence and this can be done as in the previous points.
Now, for s, r 6= 0, consider the map Φsr : Γr ∋ (b, a) 7→ (
r
sb, a) ∈ Γs. This is a diffeomorphism and an
isomorphism of groupoids. It defines a ∗-isomorphism Φsr : D(Γr) −→ D(Γs) and unitary operator Vsr on
L2(Γ0). The formulae are:
(Φsrf)(b, a) := |
s
r
|f(
s
r
b, a) , Vsr(fΨ0) =
√
|
r
s
|(Φsrf)Ψ0 , f ∈ D(Γr)
Moreover, we have:
VrsVsr = I , Vrsπs(f)Vsr = πr(Φrs(f)) , f ∈ D(Γs)
Let f ∈ D(Γs) then there exists |s| > δ > 0 such that f ∈ D(Γs+ǫ) for |ǫ| < δ.
||Qs+ǫ(f)||s+ǫ = ||πs+ǫ(f)|| = ||Vss+ǫπs+ǫ(f)Vs+ǫs|| = ||πs(Φss+ǫ(f))|| = ||Qs(Φss+ǫ(f))||s
Now, it is straightforward to check that the functions Φss+ǫ(f)− f have support in a fixed compact set and
tend to 0 uniformly as ǫ goes to 0. This ends the proof of the proposition (6.3).
The groupoid Γ0 is a (trivial) bundle of groups R, as such it can be identified with its Lie algebroid R×A.
For f ∈ D(Γ0) let (Ff)(β, a) :=
∫
db e−2πiβb f(b, a) be the (partial) Fourier transform. Let B := F(D(Γ0)),
then it is a ∗-subalgebra of smooth functions (with respect to pointwise multiplication and complex conjugation
as an involution) on a dual bundle. For F,G ∈ B let us define:
{F,G} := −iF({F−1F,F−1G})
Then straightforward calculation gives:
{F,G}(β, a) =
a− 1
2π
((∂aF )(∂βG)(β, a) − (∂aG)(∂βF )(β, a)) (42)
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On the other hand recall the morphism mTB : Γ0 ⊲Γ0 × Γ0 defined in section 2
Gr(mTB) := {(b2a1, a1, b2, a2; b2a1, a1a2)}
Applying the cotangent lift (see [5]) we obtain the morphism (of symplectic groupoids) T ∗(Γ0) and T
∗(Γ0)×
T ∗(Γ0), its base map is nothing but the multiplication in the subgroup (TA)
0 ⊂ T ∗(Γ0). The map R × A ∋
(β, a) 7→ βdb(0, a) ∈ (TA)0 identifies the group (TA)0 with R×A with the multiplication:
(β1, a1)(β2, a2) := (β1 + a
−1
1 β2, a1a2) (43)
(which is again ’ax+b’ group in different presentation). One easily checks that the bracket (42) is a Poisson-Lie
bracket on this group.
Finally let us consider a comultiplication. The groupoid Γ0 is related to the double Lie group (G;A,B), so
C∗r (Γ0) is equipped with the comultiplication ∆0, which is an extension of the mapping δ̂0 given, for f ∈ D(Γ0)
and F ∈ D(Γ0 × Γ0), by (compare (49)):
(δ̂0(f)F )(b1, a1, b2, a2) =
∫
db f (b, a1a2) F (b1 − b, a1,−
b
a1
+ b2, a2) (44)
For f˜ = Ff ∈ B and F˜ = (F × F)(F ) ∈ B ⊗ B let us define:
∆(f˜)F˜ := (F × F)(δ̂0(f)F )
Routine calculations show that:
[∆(f˜)F˜ ](β1, a1, β2, a2) = f˜(β1 +
β2
a1
, a1a2)F˜ (β1, a1, β2, a2)
so ∆ is a comultiplication given by the group structure (43).
Each of groupoids Γs comes together with a relation δs := m˜
T
C (the relation m˜C is defined in (4)). Although
δs (for s 6= 0) is not a morphism Γs ⊲Γs × Γs, one can define the mapping δ̂s (in fact this is the restriction
of the mapping δˆ from the section 3):
(δ̂s(f)F )(b1, a1, b2, a2) =
∫
db
|1 + sb|
f (b, sb+ (a1 − sb1)(a2 − sb2))× (45)
×F
(
b1 − b
1 + sb
,
a1
1 + sb
,
−b+ b2(a1 − sb1)
a1 − sb1 + sb
,
a2(a1 − sb1)
a1 − sb1 + sb
)
For s = 0 this is (44). In general δ̂s(f)F (for s 6= 0) is not an element of D(Γ0 × Γ0), this is the case for
sufficiently small |s|, hewever:
Lemma 6.6. Let f, F have supports in KM and KM ×KM respectively (KM was defined right after formula
(41)). There exists k > 1 such that for |s| < 1kM2 :
(b1, a1, b2, a2) ∈ supp(δ̂s(f)F )⇒
1
M
−
1
kM2
≤ |a1| ≤M +
1
k
, |b1| ≤ 2M +
1
k
, |b2| ≤ 2M
2 +M(1 +
2
k
) ,
1
M
−
2
kM
≤ |a2| ≤M(1 +
2
k
)
In particular for any M > 1 supp(δ̂s(f)F ) is contained in a fixed compact set for sufficiently small |s|.
Proof: The proof is similar to that of lemma 6.1. One writes inequalities resulting from assumptions about
supports of f and F and, after some manipulations, gets estimates as in the lemma.
Let us end with the following:
Proposition 6.7. Let F ∈ D(Γ0 × Γ0) and f ∈ D(Γ0). There exists ǫ > 0 such that for |s| ≤ ǫ δ̂s(f)F ∈
D(Γ0 × Γ0) is supported in a fixed compact set and
lim
s→0
(δ̂s(f)F − δ̂0(f)F ) = 0 inC
∗
r (Γ0)
Proof: First statement follows from lemma 6.6 and standard arguments for smoothness. To prove the second
statement, one proceeds as in the proof of lemma (6.4): it is sufficient to prove uniform convergence and this
can be easily done using results of lemma 6.6.
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7. Appendix
Here we collect some formulae proven in [6] and used in this paper. (G;B,C) is a double Lie group, g, b, c
are corresponding Lie algebras and g = b⊕ c (direct sum of vector spaces).
Modular functions. Let PB , PC be projections in g corresponding to the decomposition g = b ⊕ c. Let us
define:
jB(g) := | det(PBAd(g)|b)| , jC(g) := | det(PCAd(g)|c)| (46)
The choice of ω0. Choose a real half-density µ0 6= 0 on TeC and define left-invariant half-density on GB by
λ0(g)(v) := µ0(g
−1v) , v ∈ ΛmaxT lgGB
Then the corresponding right-invariant half-density is given by:
ρ0(g)(w) := jC(bL(g))
−1/2µ0(wg
−1) , w ∈ ΛmaxT rgGB .
Multiplication and comultiplication in A(GB) After the choice of ω0 as above, the multiplication in A(GB)
reads: (f1ω0)(f2ω0) =: (f1 ∗ f2)ω0 and
(f1 ∗ f2)(g) =
∫
C
dlc f1(bL(g)c)f2(cL(bL(g)c)
−1g) =
∫
C
drc jC(bL(cbR(g)))
−1f1(gcR(cbR(g))
−1)f2(cbR(g)), (47)
where dlc and drc are left and right Haar measures on C defined by µ0.
The || · ||l defined by this ω0 is given by:
||f ||l = sup
b∈B
∫
C
dlc |f(bc)| (48)
Let δ0 := m
T
C : GB ⊲GB ×GB. The formula for δˆ0 reads
δˆ0(fω0)(F (ω0 ⊗ ω0)) =: (δˆ0(f)F )(ω0 ⊗ ω0)
(δˆ0(f)F )(b1c1, b2c2) =
∫
C
dlc jC(cL(b2c))
−1/2f(b1b2c)F (cL(b1b2c)
−1b1c1, bR(b2c)c
−1c2) (49)
The mappings ̂(id× δ0) and ̂(δ0 × id) are given by:
[ ̂(id× δ0)(F1)F2](b1c1, b2c2, b3c3) =
∫
C×C
dlc
′dlc
′′F1(b1c
′, b2b3c
′′)×
×F2(cL(b1c
′)−1b1c1, cL(b2b3c
′′)−1b2c2, bR(b3c
′′)−1c′′−1c3)jC(cL(b3c
′′))−
1
2 (50)
[ ̂(δ0 × id)(F1)F2](b1c1, b2c2, b3c3) =
∫
C×C
dlc
′dlc
′′F1(b1b2c
′, b3c
′′)×
×F2(cL(b1b2c
′)−1b1c1, bR(b2c
′)c′−1c2, cL(b3c
′′)−1b3c3)jC(cL(b2c
′))−
1
2 (51)
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