Abstract: Optical surfaces can be accurately figured by computer controlled optical surfacing (CCOS) that uses well characterized subdiameter polishing tools driven by numerically controlled (NC) machines. The motion of the polishing tool is optimized to vary the dwell time of the polisher on the workpiece according to the desired removal and the calibrated tool influence function (TIF). Operating CCOS with small and very well characterized TIF achieves excellent performance, but it takes a long time. This overall polishing time can be reduced by performing sequential polishing runs that start with large tools and finish with smaller tools. In this paper we present a variation of this technique that uses a set of different size TIFs, but the optimization is performed globally -i.e. simultaneously optimizing the dwell times and tool shapes for the entire set of polishing runs. So the actual polishing runs will be sequential, but the optimization is comprehensive. As the optimization is modified from the classical method to the comprehensive non-sequential algorithm, the performance improvement is significant. For representative polishing runs we show figuring efficiency improvement from ~88% to ~98% in terms of residual RMS (root-mean-square) surface error and from ~47% to ~89% in terms of residual RMS slope error. 34-39 (1963). 2. R. Aspden, R. McDonough, and F. R. Nitchie, Jr., "Computer assisted optical surfacing," Appl. Opt. 11(12), 2739-2747 (1972). 3. R. E. Wagner, and R. R. Shannon, "Fabrication of aspherics using a mathematical model for material removal," Appl. Opt. 13(7), 1683-1689 (1974). 4. R. A. Jones, "Computer-controlled polishing of telescope mirror segments," Opt. Eng. 22, 236-240 (1983). 5. R. A. Jones, "Computer-controlled optical surfacing with orbital tool motion," Opt. Eng. 25, 785-790 (1986 
Introduction
Many computer controlled optical surfacing (CCOS) processes have been developed and used since 1963 [1] [2] [3] [4] [5] [6] [7] [8] . These CCOS processes are usually aimed at three characteristics, i) low tooling overhead, ii) deterministic material removal and iii) embedded process control intelligence [9, 10] .
These CCOS techniques have been successfully used for fabrication of large aspheric optical surfaces, including off-axis segments [4] [5] [6] [7] [8] 11] . Nevertheless, further development in the efficiency and performance of the CCOS techniques is highly desired to meet the demanding target specifications of the next generation Extremely Large Telescope (ELT) projects, such as those for Giant Magellan Telescope (GMT), Thirty Meter Telescope (TMT), and European Extremely Large Telescope (EELT) [12] [13] [14] [15] [16] .
Those ELTs use giant segmented primary mirrors with hundreds of square meter collecting area, and may have hundreds of segments. Each meter-class segment is to have the surface form accuracy of better than 18nm peak-to-valley [14] . Such a primary mirror system is to be phased and aligned to the precision of about 10-20nm RMS (root-mean-square) [15] . Also, mid-spatial frequency error (a.k.a. tool marks) suppression on these precision optical surfaces is important for maximum performance (i.e. less scattering, well defined point spread function) of the optical systems [17] . Most of the recent large optical surfaces have been polished until the spatial frequencies of the surface errors satisfied a target structure function or power spectrum density (PSD) specification to quantify the target form accuracy as a function of spatial frequencies [17, 18] . Thus, the improved CCOS technique must provide an efficient fabrication process for a mass-fabrication of precision optical surfaces while minimizing the mid-spatial frequency error. In a conventional CCOS process, a dwell time map (i.e. ablation time as a function of position on the workpiece) of a tool influence function (TIF) is optimized as the major optimization parameter to achieve a target material removal (i.e. target error map). The TIF represents instantaneous material removal for a tool with specific motion. Then a numerically controlled polishing machine executes the optimized dwell time map on the workpiece by altering the transverse speed of the tool [1] [2] [3] [4] [5] [6] [7] .
The convergence rate and overall efficiency of CCOS figuring are optimized using a sequence of polishing runs, where the largest scale irregularities are addressed by large tools. Smaller tools are used to correct small scale irregularities and tool marks from the larger tools. This method works, but may not be optimal.
The new CCOS process suggested here uses a non-sequential optimization technique utilizing multiple TIFs simultaneously in a single CCOS run optimization, while the conventional CCOS processes use TIFs one by one in a sequential manner. The actual polishing runs are still to be sequential under the guidance of comprehensive optimization. This new technique, which enables the ensemble of various TIFs, forms an attractive solution for the mass fabrication capability of high quality optical surfaces.
The theoretical background for the non-sequential optimization technique is presented in Section 2. We introduce, in Section 3, the non-sequential optimization engine in detail, and discuss its novelty over the conventional methods. A reference TIF library (i.e. collection of different TIFs) is provided also. Simulation results are presented to demonstrate the performance of the new technique in Section 4. Section 5 summarizes the implications.
Theoretical background

Generation of the TIF library
A TIF is the material removal foot-print for a given tool and tool motion, which can be calculated based on Preston's equation [9] , but is usually measured directly. Because the material removal process is affected by the workpiece motion and edge effects, which are the function of tool position on the workpiece, the TIF is also changed according to its center position on the workpiece [19] . For instance, the relative motion between the tool and workpiece varies as the tool moves on the workpiece. Also, the tool removes more material near the workpiece edge as the tool overhangs the workpiece [19] .
We define a TIF library as a collection of these TIFs depending on tool shape, tool motion, and lap materials. The TIFs are parameterized as functions of positions on the workpiece. The shape, size and magnitude of the TIFs are directly calculated from these tool configuration parameters. Two common edge TIFs from a circular tool with orbital and spin tool motion are depicted in Fig. 1 [19] . The TIF library for various tool configuration cases is provided in Appendix A. 
Dwell time map optimization using merit functions
One key factor of successful CCOS processes is the dwell time optimization technique which provides the closest (ideally equal) removal map to the target removal map (e.g. measured errors on the optical surface). This optimization is also known as a de-convolution of the target removal map using a TIF. A TIF can be regarded as an impulse response of a tool with a given tool motion. In other words, a TIF represents the instantaneous material removal for a unit time at a location on the workpiece. The removal map (i.e. accumulated TIFs over the whole workpiece) after the tool finishes its path on the workpiece can be expressed as 
where x workpiece , y workpiece are the coordinates on the workpiece, x TIF , y TIF the coordinates on the TIF, and ** is the two dimensional convolution operator. Because no general solution to the dwell time map in Eq. (1) exists, as briefly explained in Appendix B, finding the best dwell time map solution becomes an optimization problem. There has been a wide range of study for dwell time map optimization techniques (e.g. Fourier transform based algorithms, matrix-based least-squares algorithms) [20] [21] [22] [23] . For all optimization techniques, it is very important to define a relevant merit function (i.e. objective function) to search for the optimal solution. The merit function for the non-sequential optimization technique is presented in Section 3.4.
Non-sequential optimization technique using multiple TIFs
Conventional (i.e. sequential) vs. non-sequential optimization technique
For the case of conventional (i.e. sequential) CCOS optimization, a dwell time map for one TIF has been the major search space for the optimal solution. In other words, an optimization engine searches for the optimal dwell time values for a TIF on the workpiece, which gives the best residual error map. After the CCOS run is executed, another (or same) TIF is used for the next dwell time map optimization to attack the residual error map. This sequential process is repeated, usually using successively smaller TIFs until the target specification is achieved.
In contrast, the non-sequential optimization approach uses various TIFs in a single optimization, simultaneously. Each TIF has its own dwell time map. Thus, multiple dwell time maps are brought into the non-sequential optimization engine, and optimized to achieve the target removal map. The total removal comes from the combination of all different TIFs and their own dwell time maps. Unlike the conventional technique using TIFs sequentially, different TIFs are used together to support each other in a single optimization. Non-linear optimization allows TIFs with low significance (i.e. ignorable dwell time or removal) to be extracted from the TIF library during the optimization. However, the key difference of the non-sequential technique from the conventional one is not the number of utilized TIFs. The conventional case may use as many TIFs as the non-sequential case in sequential manner. The major improvement comes from considering all TIFs at the same time, so that the optimal combinations of TIFs are used in constructive manner to improve the performance of the CCOS process.
For instance, a large square tool with orbital tool motion may be selected to remove most of the low spatial frequency errors on the workpiece. A small TIF from a circular tool with spin tool motion may be chosen with the large square tool TIF as an optimal set to achieve high figuring efficiency (defined in Section 4.1) by removing localized small errors. As a result, the mid-spatial frequency error on the workpiece, often caused by the small tool, can be minimized because the small tool was used only for a short time. Some specialized TIFs such as the parametric edge TIFs in Fig. 1 may be utilized for an edge figuring optimization.
In summary, both conventional and non-sequential optimization techniques are used to find an optimal dwell time map solution. However, there are significant differences, which make the non-sequential technique more powerful than the conventional one. The optimization engine now has wider search space, including tool shape, tool size, tool motion, and so forth. These various tool configuration parameters were formerly the human's decision in the conventional CCOS technique. Many different combinations of the various TIFs are simulated to find an optimal TIF set. This technical advance leads to improvements in figuring efficiency and mid-spatial frequency error reduction, which are demonstrated in Section 4.
Non-sequential optimization engine using the gradient search method
The non-sequential optimization engine was developed using the gradient search (a.k.a. steepest descent) method [24] . The method is known as one of the most simple and straight forward optimization technique which works in search spaces of any number of dimensions. This method presupposes that the gradient of the merit function space at a given point can be computed. It starts at a point, and moves to the next point by minimizing a figure of merit along the line extending from the initial point in the direction of the downhill gradient. This procedure is repeated as many times as required. Because the search space for the nonsequential optimization also has multiple dimensions (i.e. many TIFs with various tool configuration parameters), the gradient descent method is suitable for our application.
There are two general weaknesses in the gradient descent method. First, it may take many iterations to converge towards the optimal solution in the search space, especially if the search space has complex variations [24] . This problem can be minimized by putting only reasonable TIFs in the TIF library. For instance, if we put a too small TIF (e.g. 5cm in diameter) in the TIF library to optimize an 8m diameter target removal map, the curvature of the figure of merit values along the 5cm TIF direction may be very shallow compared to the other reasonable size TIF (e.g. 20, 35, or 50cm in diameter) directions. Thus, including a 5cm TIF to the TIF library is inappropriate in this case. Limiting the total number of TIFs in the library improves computing efficiency. We do not rely on especially powerful computers for this work. Most of the optimization runs (including the case study runs in Section 4) are finished in 2-10 minutes on a regular desktop PC. Second, an improper perturbation step to calculate the local gradient may result in poor optimization performance. However, most of the search space dimensions are not a continuous space, but a discrete space depending on the given TIF library. For instance, there are only five available tool sizes (30, 40, 50, 60, and 70cm) in the reference TIF library in Table 3 (Appendix A). Although we carefully claim that the gradient descent method is suitable for this application, we still acknowledge the possibility of undesired optimization results for some special cases. For example, the TIFs are not orthogonal functions. Consequentially, the sequential application of TIFs for the optimization engine may not lead to the global minimum, but to a local minimum. However, we have not yet observed such cases in our trial optimization runs. Some actual optimization results using this optimization method are demonstrated in Section 4.
The schematic flow chart for the non-sequential optimization technique is shown in Fig. 2 . The TIF library is fed into the non-sequential optimization engine to calculate the optimal dwell time maps for each TIF. More explanation about the TIF library is presented in Section 3.3. In order to calculate the local gradient in the multi-dimensional search space, the optimization engine begins to perturb the dwell time maps, which have a constant value initially. A minimum dwell time is applied during the perturbations to avoid an impractically small dwell time at a position on the workpiece. Because an actual computer controlled polishing machine (CCPM) has its mechanical limitations (e.g. maximum acceleration), the minimum dwell time is set by the CCPM specification. The optimization engine evaluates each TIF to achieve the target removal map for all possible TIF locations on the workpiece. For each trial, the change in the total figure of merit, FOM total in Section 3.4, is recorded to determine the steepest descent case as follows. Using the TIFs with their own dwell time maps for each perturbation case, the expected removal maps are calculated using Eq. (1). The difference between the total expected removal map (i.e. sum of all expected removal maps from each TIF) and the target removal map is the residual error map. This residual error map is used to evaluate the FOM total . After all TIFs (i.e. dimensions of the search space) have been tried, the optimization engine updates the dwell time maps with the optimal trial, which recorded the steepest improvements in FOM total .
Fig. 2. Flow chart for the non-sequential optimization technique using the gradient descent method
The optimization engine repeats this procedure in a loop until FOM total reaches the specification or does not decrease anymore (i.e. saturated). The current dwell time maps for each TIF become the optimization result. If these conditions are not met, more TIFs are fed into the TIF library. The TIFs which were hardly used are extracted from the TIF library. By performing more rounds of optimization using the updated TIF library, the optimal TIF set with their dwell time maps is determined eventually.
TIF library
The search space, including the tool configuration parameters, is defined by the TIF library in practice. Even though infinite numbers of TIFs are possible in theory, the non-sequential optimization engine utilizes the TIFs provided in the library. For instance, a typical pitch tool can be carved into any shape [25] . However, due to the limited resources (e.g. computing power, time), only reasonable TIFs need to be generated and saved in the library. A square tool, a circular tool, and a sector tool (e.g. TIF #7 in Fig. 6 , Appendix A) with orbital or spin tool motions may create a sufficient tool shape search space (i.e. TIF library) for most cases. Also, the shop does not need to have a large inventory for all tools in the library. Only some optimal tool sets need to be made and maintained.
A complimentary TIF library was generated and provided using various tool shapes, tool motions, and tool sizes as mentioned in Section 2.1. The TIF library can be used as a good reference when one designs a CCOS run using multiple TIFs. The relative rotation speed between the tool and workpiece was changed since it played an important role to determine the TIF shape. These parameters for the TIF library are listed in Table 3 (Appendix A). The tool shape with its static TIF and ring TIF profiles are presented in Fig. 6 (Appendix A). The static TIF shows a material removal map under the tool motion for a unit time without any workpiece motion (i.e. workpiece RPM = 0). The ring TIF is the axisymmetric removal profile when the workpiece also rotates, and is calculated using the relative speed between the tool motion and the workpiece rotation. The ring TIF looks like a ring (i.e. donut) on the workpiece. The ring TIF shape is a function of radial position of the TIF center, ρ, on the workpiece. The ring TIF radial profiles in Fig. 6 are only displayed for ρ = 50, 150, and 250cm. The full TIF library includes the ring TIFs for all ρ values on the workpiece. These two different types of TIFs can be selected depending on the relative speed between the tool and workpiece. If the workpiece motion is slow compared to the tool motion, the static TIFs are used because their shapes do not change significantly by the workpiece motion. However, if the workpiece rotates quickly, then the ring TIFs, which incorporate the workpiece motion effect, are used.
Different tool shapes (circle, ellipse, square, sector and so forth) with different tool motions (spin and orbital) were used to generate the TIF library No.1-10. The relative speed between the tool and workpiece motion was changed in TIF library No. 11-20. As shown in the ring TIFs, the removal profiles can be skewed by changing the relative rotation directions between the tool and workpiece. This technique has been often used to correct the edge errors by opticians manually [25] . The circular tool diameter was changed from 70cm to 30cm to show the effect of the tool size in TIF size and magnitude. These TIFs are shown in TIF library No. 21-25. Some TIFs using the parametric edge TIF models [19] are presented in TIF library No. 26-30. More parametric edge TIFs are available in the previous study [26] .
Merit functions for the non-sequential optimization technique
The non-sequential optimization technique provides an optimal solution which suppresses the mid-spatial frequency error while still maintaining the high figuring efficiency as mentioned in Section 3.1. In order to find the optimal solution, the merit functions must completely represent the residual error map in terms of the RMS of the error map, mid-spatial frequency error, and newly generated local error features. Also, the computational load for the merit function calculations should be minimized, because the calculations are placed in the optimization loop.
The figure of merit used for this work combines six different merit functions using RSS (root-sum-square) as follows:
where C 1-6 is the weighting factors for FOM [1] [2] [3] [4] [5] [6] . Each FOM i is defined as 
where the surface integral limit M represents the error map surface. M + and M-are the error map areas with positive and negative residual error values, respectively. The six weighting factors can be adjusted depending on a specific purpose of a CCOS run as a design parameter. The RMS deviation of the error map is calculated using FOM 1 and FOM 2 . FOM 1 is the RMS of the positive error map, where the final surface is still higher than the target surface. FOM 2 is the RMS of the negative error map, where the final surface is lower than the target 6 in Eq. (7) and (8)] are used to quantify the mid-spatial frequency error and localized small errors. The approaches using Fourier transform or PSD based figure of merits were excluded due to their computing power requirements. In contrast, the differential calculations in FOM 3 , FOM 4 , FOM 5 and FOM 6 can be easily done for a numerical data set (e.g. matrix for a pixelized error map) in most computing language platforms, such as MATLAB TM . The total figure of merit FOM total combines the functions FOM [1] [2] [3] [4] [5] [6] with appropriate weighting coefficients depending on the purpose of a CCOS run, and provides a good criterion to optimize a CCOS run using a TIF library. For instance, if large C 3 and C 4 values were entered, the optimization engine would try to minimize the slope errors on the final workpiece. By minimizing FOM total , the non-sequential optimization engine prevents the unwanted mid-spatial frequency error and localized small errors, while it achieves a small RMS of the residual error map.
Performance
High figuring efficiency
The figuring efficiency of a CCOS process can be maximized when an optimal TIF set is used for a given target removal. Four cases were simulated to demonstrate the performance of the non-sequential optimization. The figuring efficiency (FE) is defined by
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The advantage of performing the simultaneous optimization was demonstrated by comparing two case studies, Case 1.1 and 1.2. A 1µm piston target removal profile for a 2m radius workpiece was used. The piston target removal is often desired when one tries to remove sub-surface damages on a workpiece without changing the figure of the surface. A TIF using an 84cm circular tool with orbital tool motion was used as a primary TIF to achieve the target removal inside the workpiece edge. An 84cm sector tool was given for a secondary edge TIF. Only these two TIFs were used for both cases for a fair comparison, even though the non-sequential case may use other edge TIF as an optimal set with the primary TIF. The simulation results are presented in Fig. 3 . Case 1.1 did not use the non-sequential optimization technique. The given piston target removal was optimized using the primary TIF first. Then, the residual removal profile was optimized using the secondary edge TIF. The removal profile using the primary TIF (green dotted line in Case 1.1, Fig. 3 ) removed the target error to the edge as much as possible at the expense of having a bump around 100-120cm radial region. Also, the residual removal profile was not matched well with the removal using the secondary TIF (brown dotted line in Case 1.1, Fig. 3) , so that the secondary TIF could not perform its role well. This is because the first optimization using the primary TIF did not consider the possible removal using the secondary TIF in the following optimization. This is a good example to show the fundamental limitation of the sequential approach. Finally, the residual profile shows relatively low figuring efficiency, FE = 88%, since those two TIFs were not utilized in a constructive manner. Case 1.2 was optimized using the non-sequential optimization technique, where both the primary and secondary TIFs were considered simultaneously during the optimization process. Thus, the primary TIF intentionally left the edge side error, which was fit with the secondary edge TIF from the 84cm sector tool. As a result, a high figuring efficiency (FE = 98.4%) was accomplished. The two removal profiles from both TIFs (green and brown dotted lines in Two more case studies were conducted to show the value of an optimal TIF set. For Case 1.3 and 1.4, a target removal profile for a 4.3m diameter surface was randomly generated. It has a 0.55m in radius circular hole at the center. This profile is shown as black solid lines (i.e. initial profile) in Case 1.3 and 1.4, Fig. 3 . The TIF from 50cm square tool with orbital tool motion was given as a common primary TIF. Case 1.3 was optimized using a secondary TIF from a 30cm circular tool with spin tool motion. The TIF library only had these two TIFs (using the 50cm primary square tool and 30cm circular tool), so that the optimization engine was not allowed to use other TIFs. Case 1.3 in Fig. 3 shows the optimized removal profiles using the 30cm circular tool (green dotted line) and the 50cm square tool (brown dotted line), which was not a good TIF set for the given target error profile. As shown in the residual profile (red solid line in Case 1.3, Fig. 3) , most of the localized small errors in the target error profile were not removed since the secondary TIF from the 30cm circular tool was too large to remove them. The un-matched TIFs results in the relatively low figuring efficiency (FE = 91.7%) with hard-to-correct bumpy features on the residual error profile. Case 1.4 was optimized using five TIFs (using the 50cm primary square tool and 10, 20, 30, 40cm circular tools) in the TIF library. For the direct comparison with Case 1.3 the final number of utilized TIFs was limited to two. As the result of the optimization, a TIF from a 20cm circular tool with spin tool motion was used as the secondary TIF. As you see in the removal profile using the 50cm tool (brown dotted line), the large tool removes most of the low-spatial frequency errors in the target error profile efficiently. Then, the removal profile from the 20cm tool (green dotted line) covers the localized small errors only. Most of the target errors were successfully removed with high figuring efficiency, FE = 96.8%.
The comparison between Case 1.1 and 1.2 clearly shows the importance of the simultaneous optimization to achieve high figuring efficiency. Also, Case 1.4 highlights the advantage of utilizing an optimal TIF set for a given target removal.
Mid-spatial frequency error suppression with high time-efficiency
The performance of the non-sequential optimization technique for the suppression of midspatial frequency error (i.e. tool marks) was evaluated in a two-dimensional simulation of polishing the 1.6m New Solar Telescope (NST) primary mirror [27] . A 1.6m optical surface map with 701nm RMS of irregular errors was simulated as shown in Fig. 4 . The target specification for the residual error map was set as <20nm RMS, the NST primary final optical surface specification [27] . Due to uncertainties in the actual TIF shapes (including magnitude) and the tool positioning accuracy of the CCPM, the difference between the ideal removal and actual removal tends to produce the mid-spatial frequency error (i.e. tool marks) on the finished optical surface.
Large TIFs, which usually have less total dwell time with shorter tool path, are less sensitive to those uncertainties, so that the residual tool marks are limited. However, small TIFs are required to correct localized small errors. Thus, the key for the mid-spatial frequency error suppression is using proper size TIFs for various spatial frequency error components on the workpiece. The non-sequential optimization engine utilizes large and small TIFs for the low-spatial frequency errors and localized small errors, respectively.
For a realistic polishing simulation, we assumed random positioning errors and TIF magnitude variation. Up to 0.5% (of the workpiece size) tool positioning error was used. This positioning error may come from a low resolution measured target removal map, which may have errors in absolute coordinates, or a limited positioning accuracy of the CCPM itself. Up to ± 2.5% random variation in the TIF magnitude was applied during the simulations. This variation is a function of TIF stability, which is a characteristic of each tool. An actual laboratory environment may cause other errors which may degrade the simulation result. The simulation parameters are listed in Table 1 . Three simulations were compared to show the performance of the non-sequential optimization technique in suppressing the mid-spatial frequency error. For the first two cases, Case 2.1 and 2.2, the non-sequential optimization technique was not used. Only a single TIF from the largest tool (300mm in diameter) or the smallest tool (100mm in diameter) was used during the polishing simulations. Case 2.3 utilized multiple TIFs simultaneously. The residual error maps and optimization results are summarized in Fig. 5 and Table 2 . The largest TIF, Case 2.1, left localized small errors on the final surface as shown in Fig. 5 . There was a limitation caused by the small features (>3m −1 in the PSD graph) which were relatively smaller than the TIF size. In contrast, for the Case 2.2, almost 99.5% of the form error volume was removed using the smallest TIF. However, it caused significant midspatial frequency error on the final optical surface. This is easily observed by comparing the initial and final PSD graphs in Case 2.2, Fig. 5 . Even though the low-spatial frequency errors (<5m
) were removed, there was a significant generation of mid-spatial frequency error (5-30m −1 ). As a result, the final RMS slope error was 0.277arcsec which was the worst among three cases in Table 2 .
The non-sequential optimization result, Case 2.3, showed the best performance in terms of both preventing the mid-spatial frequency error and achieving the high figuring efficiency. The optimization engine used four different TIF diameters, 100, 140, 210 and 300mm, among the available TIF sizes between 100 and 300mm. The PSD graph (in Case 2.3, Fig. 5 ) shows good suppression (i.e. no increase from the initial PSD) in the mid-spatial frequency range (5-30m −1 ) during the polishing process. This also means that the figures of merit in Section 3.4 were effectively representing the errors in terms of the spatial frequencies in the course of the optimization. The final surface had 0.057arcsec RMS slope variation and 10nm RMS surface irregularity, which meets the target specification. About 99.6% of the initial error volume was removed. This demonstrates that the non-sequential optimization technique successfully balanced between various size TIFs by selecting the large TIFs for most of the error volume and the small TIFs only for the localized small errors. The final surface error map is shown in Case 2.3, Fig. 5 .
As shown in Table 2 , the total polishing time for non-sequential optimization Case 2.3 (100 unit time) was much smaller compared to the 774 unit time of Case 2.2. While both Case 2.1 and 2.3 show significantly shorter total polishing time, Case 2.3 which used multiple TIFs resulted in superior performance. Thus, the non-sequential optimization technique provides a time-efficient CCOS process with both high figuring efficiency and good mid-spatial frequency error suppression.
Concluding remarks
In this paper the non-sequential optimization technique for a CCOS process utilizing multiple TIFs was developed and its performance was demonstrated. This technique benefits from the use of a wider search space (including the tool shape, tool size, and so forth) than that of conventional optimization techniques. An optimal TIF set for a given target removal is suggested as an optimization result, so that high (>95%) figuring efficiency can be achieved. Also, the simulations showed that the CCOS process equipped with the new optimization technique effectively suppresses the mid-spatial frequency error. About 89% reduction in the [28] and ELT projects [12] [13] [14] [15] [16] .
Appendix A. TIF library [9] was assumed as −100µm/psi(m/sec)hour with 1 PSI tool pressure. h Positive and negative RPM means clockwise and counterclockwise rotation, respectively. i Tool width is measured in max direction. j Orbital motion radius refers to the radius of the circle passing through the points A~F in Fig. 1 (left) .
The analytical solution for the dwell time map in Eq. (1) does not exist in general. The main reason is that the CCOS process is not a Linear Shift Invariant (LSI) system. For a LSI system, the TIF (i.e. impulse response) should not be a function of workpiece coordinates x workpiece and y workpiece [29] . The TIF should be same everywhere on the workpiece. Conventional CCOS often assumes a LSI system (i.e. spatially invariant TIF) [20, 22, 30] by assuming, i) the velocity of the workpiece motion is small enough compare to the tool motion and ii) there is no edge effect. In this case, by replacing the TIF(x TIF, y TIF, x workpiece, y workpiece ) with TIF(x TIF, y TIF ) in Eq. (1), the analytical solution for the dwell time map can be calculated using the property of Fourier transform as below. (The 2D convolution operator can be changed to the multiplication operator.) 
where FF −1 is the inverse 2D Fourier transform. The removal map is replaced with the target removal map, which is the ideal goal. This is an analytical and ideal dwell time map solution, which gives the perfect removal map. However, the analytical solution cannot be used as it is. The analytical dwell time map solution in Eq. (11), in general, may result in negative values that are unrealistic. A negative dwell time means that the tool would add material to the workpiece surface. Another practical issue comes when we use the numerical techniques to compute the Fourier transform, such as Fast Fourier transform (FFT). Because all functions should be limited in a finite range in any computational environment, the analytical solution is often not valid especially for the edge regions of the workpiece.
Also, the LSI assumption is not valid for the non-sequential CCOS optimization. Instead, the TIF should be handled as a function of position on the workpiece. For instance, the edge TIFs are very strong function of overhang distance over the edge of the workpiece [19] . Also, if the TIF shape is not axisymmetric (e.g. square tool case) and the workpiece rotates, the orientation of the square TIF also rotates with respect to the workpiece. Thus, no general solution to the dwell time map in Eq. (1) exists analytically.
