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obtained in the unadapted state. Further insight into the adaptation Barlow and Hill (1963) were the first to show that the process was obtained by measuring the responses of the cells to responses of directional motion-sensitive neurons decline grating displacements within one frame (10.23 ms). Such impul-gradually during prolonged motion stimulation. They sugsive stimulus movements of less than a one-quarter cycle elicited gested that this decline in response and the subsequent reduca response that rose rapidly to a maximum and then declined expo-tion in background activity that occurred after the stimulus nentially to the spontaneous firing rate in several seconds. The stopped may be correlated with psychophysically measured level of adaptation was demonstrated by observing how the time motion aftereffects. Since that first observation, the reconstants of the exponentials varied as a function of the temporal sponses of many directional motion-sensitive neurons in a frequency of a previously presented moving grating. When plotted as functions of adapting frequency, time constants formed a U-wide range of species were found to decline during continushaped curve. The shortest time constants occurred at similar tem-ous stimulation, and this effect has been termed motion adapporal frequencies, regardless of changes in spatial frequency, even tation (e.g., cat: Maddess et al. 1988 ; Vautin and Berkley when the change in spatial frequency resulted in large differences 1977; von der Heydt et al. 1978 ; flies: Maddess and Laughlin in response magnitude during the adaptation period. The strongest 1985; rabbit: Oyster et al. 1972 ). This paper shows that the adaptation occurred when the adapting stimulus moved in the neuneurons in the NOT of the wallaby clearly adapt to moving ron's preferred direction. Stimuli that moved in the antipreferred images and examines the parameters that control this adaptadirection or flickered had an adapting influence on the responses tion.
to subsequent impulsive movements, but the effect was far smaller than that elicited by preferred direction adaptation. Adaptation in One of the most useful techniques for measuring the efone region of the receptive field did not affect the responses elicited fects of adaptation in this study was to use small, shortby subsequent stimulation in nonoverlapping regions of the field. duration (Ç10 ms) steps of image movement (Srinivasan Adaptation is a significant property of NOT neurons and probably 1983). These impulsive stimulus movements elicit large reacts to expand their temporal resolving power.
sponses from the neurons. In the case of the slow cells, which are mainly considered in this paper, the firing rates rise to a maximum within 10-50 ms and then decay over a I N T R O D U C T I O N longer period,°5 s (Ibbotson and Mark 1996) . The decay time constants of the responses to impulsive stimulus moveThe present paper is concerned with motion adaptation in ments may be taken to represent the time constants of the the movement processing system that forms the input to the temporal filters in the motion detectors (Srinivasan 1983; de nucleus of the optic tract (NOT) and the closely associated dorsal terminal nucleus (DTN) in the wallaby, Macropus Ruyter van Steveninck et al. 1986; Zaagman et al. 1983) .
from the discriminator was fed into an analogue-to-digital conMotion adaptation dramatically reduces the time constants verter which sampled at 1 kHz . The pulse of the motion processing system. This is discussed in terms times were stored for off-line analysis and also were binned for of the potential improvement in the system's temporal reimmediate presentation of peristimulus time histograms (PSTH) solving power. on the computer screen before counting spikes in selected time
The results from the NOT are compared with the predicted windows. The PSTHs were smoothed using a Chebyshev type II, outputs of a class of adaptive motion detector models that forward-backward recursive digital filter with a cut-off frequency are based on the Reichardt detector (Clifford and Langley of 100 Hz (Rabiner and Gold 1975) . The filter served the purpose 1996; Clifford et al. 1997) . To make this comparison mean-of removing high-frequency noise while not altering the phase of ingful, evidence is presented that, in combination with earlier any frequency response components. Unit recordings were stable for°10 h of continuous recording.
results (Ibbotson et al. 1994) , supports the claim that a Reichardt-type motion detector may be in operation in the wallaby optokinetic system. The comparison between the Visual stimulation adaptive properties of the NOT neurons and the model out-
The stimuli were achromatic sine-wave gratings presented on a puts shows many similarities but also highlights some shortdisplay monitor (CCID7551: Barco Industries) and were generated falls in the predictive capacities of the models.
by a computer-controlled video display driver (AT Vista: True Vision Inc.). The refresh rate of the monitor was 97.75 Hz, and each M E T H O D S frame contained 480 lines (512 pixels/line). The screen luminance was 65 cd/m 2 and contrast could be varied with seven-bit resolution
Animals and physiological preparation
after gamma correction. The usual contrast used during experimentaThe results presented are derived from experiments on 11 adult tion was 0.3 unless stated in RESULTS . The gratings could be posiwallabies, M. Eugenii. All experimental procedures were approved tioned at any orientation and moved back-and-forth along the spatial by the animal experimentation committee of the Australian Na-frequency vector. The screen subtended either 67Њ (horizontally) 1 tional University and follow guidelines set out by the National 52Њ or 90Њ 1 66Њ depending on the viewing distance. Stimuli could Health and Medical Research Council of Australia. Surgical proce-be presented on the full screen or within rectangular or circular dures were identical to those outlined in Ibbotson et al. (1994) apertures. When presented within apertures, the surround was always and are summarized below. The day before experimentation, each at the mean luminance of the stimulating grating. animal was given 10 mg phytomenadione (vitamin K1, Konakin
The process used for creating moving gratings was that a series 10, Roche) and 100 mg tranexamic acid (Vasolamin, Ilium) intra-of ramps were drawn into video memory, each with a period equal muscularly to reduce bleeding and 10 mg/kg lincomycin and 20 to the desired spatial wavelength of the grating. Each ramp ranged mg/kg spectinomycin (Lincospectin, Upjohn) intramuscularly from 0 to 255 or from 0 to 1,023 depending on the program used. along with 10 ml of paraffin oil orally to reduce the effects of We then placed a gamma corrected sine-wave with a resolution of fermentation in the gut. On the day of experimentation, anesthesia either 256 or 1,024 brightness levels into an output look-up-table was initiated by injection of 30 mg/kg ketamine (Parnell) and 1.5 (LUT). The ramps subsampled the values of the sine-wave grating mg/kg xylazine (Rompun, Bayer). Anesthesia was maintained in the LUT such that the video output was a series of repeated during surgery by intravenous injections of thiopentone (Pentothal, sinusoids, one per ramp. To move the gratings, the LUT was perBoehinger-Ingelheim). Each animal was intubated with a 4-mm muted at the frame rate of the monitor (for the program with 256 Sheridan cannula and placed into a stereotaxic apparatus. The head values) or at half the frame rate of the monitor (for the program was tilted down by 25Њ such that the palpebral fissures were hori-with 1,024 values). The minimum displacement was either 1/256 zontal. A craniotomy exposed the brain between 9 and 16 mm of a cycle per frame or 1/1,024 of a cycle every other frame posterior to Bregma and between 1 and 8 mm lateral of the sagittal irrespective of the number of cycles presented on the screen. The suture. After surgery, animals were paralyzed with 0.25 ml suxame-use of the two separate programs described above allowed us to thonium (50 mg/ml, Scoline, Galaxo), respired with a mixture of measure the temporal frequency response functions of the cells 75% N 2 O-25% O 2 , and infused intravenously with 5.6 ml/h of with smooth motion over a very wide range of frequencies between Hartmann's lactate solution carrying 1 mgrkg 01 of suxamethonium. the minimum integration time for the cells in the NOT is between Tungsten-in-glass microelectrodes were advanced through the Ç20 and 40 ms (Ibbotson and Mark 1996) . For the slow moving cortex and into the superior colliculus (SC). The receptive fields pattern described above, each frame was refreshed every 20.46 ms of collicular neurons were mapped using a perimeter to find the (2 frames), which is lower than the integration times for the majorintersection between the axial and horizontal meridians of the vi-ity of cells. Therefore, the cells were presented with smooth movesual field on the SC (Mark et al. 1993) . Once located, the electrode ment rather than saltatory motion. This latter characteristic was was moved rostrally Ç1.0 mm and laterally Ç1.0 mm to the region confirmed by Fourier analysis of the PSTHs derived from the reknown to contain the NOT and/or the DTN (Ibbotson et al. 1994) . cordings because no significant frequency components were obThe NOT and DTN are very close to each other in the wallaby served at half the frame rate of the monitor (i.e., 48.875 Hz). and cannot be distinguished physiologically, as is the case in other Two experimental procedures were used. In the first, the screen species. The two nuclei will be referred to here collectively as the remained blank for several seconds (resting phase), then a grating NOT (see Ibbotson et al. 1994 for more details). After a period appeared and was moved in a selected direction (test phase) and, of recording, the NOT location was marked with an electrolytic finally, the screen went blank again for several seconds (recovery lesion. As a standard procedure, the action potential waveforms phase). The length of each stimulus phase is given in the text. In from all recorded cells were analyzed to confirm that they had the second procedure, the resting phase was replaced by an adaptcharacteristics typical of the soma rather than the axon (Bishop ing phase. A short fourth period also could be added between the 1964).
adapting and test phases in which the stimuli were stationary (pause). The purpose of the pause was to create a distinct break
Recording and data analysis
between the responses to the adapting stimulus and the responses to the test stimulus. During the adapting phase, a grating was Extracellular responses were amplified and passed through a window discriminator that produced 1.2-ms pulses. The output moved in a specified direction or was contrast reversed at a constant in our total sample. When stimulated through a relatively narrow aperture (width: 12Њ; height: 52Њ), a distinct response oscillation is superimposed on the mean firing rates of the neurons (Fig. 1A) . The oscillatory component is composed of two frequency components, one at the drift frequency of the stimulus and the other at twice the frequency of the input. Higher frequency components do not usually add significantly to the responses (Ibbotson et al. 1994) .
The rate at which the response of an NOT neuron declines after the initial peak firing rate depends on the temporal frequency at which the stimulus grating drifts through the receptive field. At relatively low frequencies, the rate of decline is quite slow (Fig. 1A) . The rate of decline is higher at drift frequencies that elicit the maximum responses from the neurons (Fig. 1B) . The dependence of the rate of decline on temporal frequency was measured by fitting the PSTHs of the neurons with exponentials of the form
where R is the fitted response at time t, C is the peak re- constants were measured at two different spatial frequencies. Figure 2 , B, D, F, and H, shows the temporal frequency response functions of the same neurons when stimulated temporal frequency. The direction of movement and the contrast with the same temporal and spatial frequencies. In most and temporal frequency of the gratings in either phase could be changed independently. The spontaneous activities of the cells were cases, the time constants of the fitted exponentials decreased calculated by measuring the spike rates during the resting phases. as the drift frequency of the stimulus was increased up to a The cycles mentioned earlier were repeated as required to obtain certain frequency. In all cells, the temporal frequencies at average responses. The phase of the grating pattern was always which the lowest time constants occurred were within a few the same at motion onset.
Hertz, regardless of the spatial frequency of the grating. The ipsilateral eye was covered during stimulation to reduce the When the temporal frequency was increased above the value distorting effects of binocular interactions when measuring the that led to the lowest time constant, the time constants inspatiotemporal response properties of the cells. The display monitor creased or remained at similar values. The temporal frecould be moved to any location within the visual field of the animal quency response functions had their peaks at similar locain both the horizontal and vertical planes. The display screen was tions for both spatial frequencies, showing that the cells are positioned for each recorded cell so that its centre was as close to the most responsive area of the cell's receptive field as possible. temporal frequency tuned. Moreover, the temporal frequency that elicited the strongest responses from the neurons was very close to the temporal frequency that generated the high-R E S U L T S est rate of adaptation (i.e., the lowest time constants). In total, we have recorded from 150 NOT neurons in the The temporal frequency response functions shown in Fig. wallaby of which 108 (72%) neurons were classed as slow 2, B, D, and F, peak at similar locations for both spatial cells. Experiments specifically designed to study motion ad-frequencies tested. However, the response amplitudes of the aptation were obtained from 36 neurons (25 slow cells, 11 cells differ quite noticeably when tested at the same temporal fast cells).
but different spatial frequencies. The adaptation rate at a given temporal frequency is similar at the two spatial frequencies, even though the firing rates under these two stimuRate of adaptation lus conditions are different. Therefore, it is apparent that the rate of adaptation is not governed by the absolute firing rates When a textured image moves in the preferred direction through the receptive field of an NOT neuron its firing rate of the cells.
Care was required when measuring the temporal freincreases rapidly to a peak response in 10-50 ms. As movement continues, the mean firing rate of the neuron begins to quency response functions of the neurons because the rate of adaptation was different at each stimulus temporal fredecline in an exponential manner until it reaches a steadystate firing rate in 3-10 s (Fig. 1) . At very low drift rates, quency. When the mean initial response rate (averaged over the first 0.5 s) was used as a measure and sufficient time the cells can take longer to reach the initial peak firing rate but the response still declines once the peak has occurred was allowed between trials to recover from adaptation (ú3 s), the resulting temporal frequency response functions had (e.g., see Fig. 6D in Ibbotson and Mark 1996) . These response properties were observed in all of the 150 neurons reasonably sharp peaks and were not distorted by adaptation the response of a fast cell in an unadapted state. The stimulus (Fig. 3, ). When the spike rate was averaged over a 5-cycle consisted of a 2.6-s period in which the stimulus screen s time period, the maximum response shifted to lower tempowas a uniform grey at the mean luminosity of the subseral frequencies because the responses close to the optimum quently presented grating (resting phase). After the resting frequency decayed very rapidly, thus reducing the mean rephase a sinusoidal grating appeared (spatial frequency: 0.25 sponse amplitudes at those locations (Fig. 3, ---) .
cycles/deg) and moved in the cells preferred direction at a Throughout this paper, all temporal frequency response funcdrift rate of 3.04 Hz (test phase). The grating was present tions were obtained by measuring the mean initial firing for 0.5 s. At the end of the test phase, the screen returned rates of the cells.
to a uniform grey (recovery phase). During the resting and Motion responses after adaptation recovery phases, the cell fired at its normal spontaneous rate (39 spikes/s). The mean firing rate during the test phase The experiments described in this section were repeated on 29 neurons (22 slow cells, 7 fast cells). Figure 4A shows was 115 spikes/s. Figure 4B of adaptation, the responsiveness of the cells quite rapidly recovered to the unadapted state. For this reason, measureresponse. Fast cells often have a large onset transient at ments of the effects of adaptation were conducted very soon the beginning of their responses to motion. One effect of after a period of adaptation and most attention was given to adaptation was to narrow the width of this initial burst of the first 0.5 s of the test response. It is clear, for example, firing, as was the case for the cell in Fig. 4 , A and B. that the largest effect of motion adaptation on the cell shown For comparison, the unadapted and adapted responses of in Fig. 4, A and B , occurs in the early stages of the test a slow cell are shown in Fig. 4 , C and D. This cell was most sensitive to motion at temporal frequencies between 0.6 and 1 Hz. The adaptation sequence for the neuron was slightly different in that the adaptation phase lasted only 0.9 s, and there was no pause between the adaptation and test phases. A recovery period of 3 s was allowed between each repetition of the stimulus cycle. In the example shown, the adaptation frequency was 0.38 Hz and the test frequency was 0.76 Hz. As with all 22 slow neurons tested in a similar manner, prior exposure to a moving grating attenuated the response of the neuron to subsequently presented stimuli.
Temporal tuning after adaptation
This section examines whether the temporal tuning of the neurons changed after a period of motion adaptation. Experiments consisted of measuring temporal frequency response functions under control conditions and after the cells had been exposed to a period of adaptation. In all these experiments, the adapting and test stimuli were moved in the cell's preferred direction and the spatial frequency was to stimulus movement at 6.04 Hz. The overall magnitude of the adapted response function is lower than the unadapted function. This agrees with the observation that responses are attenuated after a period of adaptation (Fig. 4) . Of more interest, however, is that the curve shifted to the right along the temporal frequency axis after adaptation. Figure 5 B shows a temporal frequency response function for a slow neuron before adaptation and after adaptation to a grating moving at a temporal frequency of 0.6 Hz. The response function has shifted to the right after adaptation. We measured the amount of lateral shift after adaptation in two ways. First, we recorded the temporal frequency at which the peak response occurred in the unadapted and adapted conditions. These were plotted on a log-log graph (Fig. 5C) . If the points are below the x Å y line, it shows that the peak tuning shifted rightward along the frequency axis. One cell showed a small leftward shift along the frequency axis, two cells showed no shift at all, and the remaining 12 cells showed a small rightward shift. Second, (Fig. 5D ). The rightward shift in V 50 was always larger than the shift in the peak tuning.
poorly fitted by a single exponential (Fig. 6, C and D) . Nevertheless, these cells did adapt after a period of movement. Figure 6D shows the response of the cell shown in Responses to impulsive stimuli As with all cells of this type, the slowly decaying component If a stimulus grating is jumped by an amount equal to or less than quarter of a cycle in the preferred direction in a of the response became smaller after a period of adaptation, leaving the large onset transient as the main response feature. single frame (10.23 ms), the cells in the NOT elicit large responses (Ibbotson and Mark 1996) . Most slow cells elicit
The temporal frequency dependence of the adaptation process in the cells with the distinct notch was characterized responses that have a rapid increase in firing rate followed by a slow exponential decay with a time constant of between by measuring their mean firing rates over the first 1.5 s of the response to the impulsive stimulus. Figure 7A shows the 0.5 and 3 s. Fast cells have more complicated biphasic responses to impulsive stimuli that rise to a peak very rapidly mean response values for such a cell, plotted as a function of the adapting temporal frequency. Two different spatial then decrease their firing rates to a level below the cell's spontaneous rate for Ç70 ms. In the present paper, we have frequency gratings (1 and 0.5 cycles/deg) were used during the adaptation phase, and the results from each grating are concentrated on the slow cells (n Å 25) because they show simple exponential decays when stimulated with impulsive plotted as separate lines. The smallest response to the impulsive jump occurred at similar adapting temporal frequencies stimuli.
The effects of prior adaptation to motion on the responses for both gratings. Figure 7B shows the temporal frequency response functions of the same neuron when using the same to impulsive stimuli were tested as follows. In the control trials, there was a 6-s resting period in which the screen was spatial frequency gratings. The smallest response to the impulsive jump coincides with the adapting temporal frequena stationary grating before the transient stimulus. In the test trials, the grating moved by between 1/16 and 1/4 of a cies that elicit the largest responses from the neuron.
The responses of a slow cell to an impulsive stimulus cycle, then remained stationary for 4.5 s (recovery phase). In the test trials with prior adapting motion, a grating of a jumped in the preferred (Fig. 7C) and antipreferred (Fig.  7D ) directions are presented. These data show that the regiven spatial frequency moved in the preferred direction at a given temporal frequency for several seconds, followed sponses to impulsive stimuli are elicited by the movement of the stimulus and not just the sudden change in contrast by a 0.5-s pause before the grating moved in an impulsive fashion.
that is generated by the movement of the grating. An impulsive jump in the preferred direction evokes an increase in Figure 6A shows the impulse response of a neuron elicited by a 0.5Њ jump of a grating (spatial frequency: 0.5 cycles/ firing rate while an impulsive jump in the antipreferred direction inhibits the background firing rate of the cell. The shapes deg) in the preferred direction in one frame. The rapid rise in firing rate followed by a slow exponential decay can be of the responses to impulsive jumps in both directions are similar but of opposite polarities. The antipreferred response observed. After a 4-s period of adaptation at 3.2 Hz, the same cell showed a much more rapid decay back to the appears to be restricted in size by saturation at the location where the peak inhibition would occur. The decay occurs baseline level (Fig. 6B) . Five of the cells tested had a distinct notch in there impulse responses immediately after the over a similar time scale for both responses. A common feature of antipreferred responses is that they are smaller initial onset transient (Fig. 6, C and D for a particular adapting spatial frequency. The results show than their preferred direction counterparts. This result sug-that the time constants form U-shaped curves with the lowest gests that the gain of the antipreferred inhibition is less than values occurring at very similar temporal frequencies, rethat of the preferred direction excitation.
gardless of stimulus spatial frequency. Plotted below the Figure 8 , A and B, present the decay time constants of graphs of the time constants are the temporal frequency reresponses to impulsive jumps in the preferred direction for sponse functions of the same neurons tested with the same two neurons, plotted as functions of the prior adapting tem-range of temporal and spatial frequencies (Fig. 8, C and poral frequency. Each curve represents the time constants D). The peaks of the temporal frequency response functions occur at similar frequencies to the minimum time constants.
The results indicate that the largest reductions in time constant occur at the temporal frequencies that elicit the largest responses from the neurons for each tested spatial frequency. There also appears to be a relationship between the magnitude of the response and the reduction in time constant in some cells. For example, in Fig. 8D , a spatial frequency of 2 cycles/deg (rrr) elicits the smallest responses, whereas a spatial frequency of 0.5 cycles/deg ( ) elicits the largest responses for all tested temporal frequencies. The time constants obtained after adaptation to the 0.5 cycles/ deg grating are consistently smaller for all temporal frequencies than the time constants obtained after adaptation to the 2 cycles/deg grating. The adaptation appears to be tuned to the temporal frequency of the stimulus, but the absolute firing rates of the cells and/or the spatial frequency of the stimulus also appear to have a controlling influence on the degree of adaptation. Such behavior would be expected if adaptation were governed by the response rate of elementary motion detectors with separable spatiotemporal frequency responses, such as the Reichardt detector (Clifford et al. the time allowed between impulsive jumps was 3 s. The decay time constant of the first impulsive response was always the smallest. The time constants increased as the recovery period increased up to Ç3.5-4.5 s after which the time constants stabilized. The area under the response to an impulsive stimulus is a measure of the gain of the system that generated the response, a large area corresponding to a large gain. A measure of the gain was obtained by measuring the mean firing rate in the first 1.5 s of the response to the impulsive stimulus. The graphs in Fig. 10C show that the size of the responses to impulsive stimuli increased almost linearly as the time after the adaptation period elapsed. Only one cell was tested for ú8 s, and it showed a flattening of the response amplitude after this period.
Is motion adaptation directional?
To test the directionality of motion adaptation, we adapted FIG . 10. Recovery from adaptation. A: response of a slow cell to 5 s four cells with stimuli moving in the preferred or antipreof continuous motion stimulation followed by 4 impulsive jumps of the ferred directions and to gratings of the same spatial frestimulus. Fitted lines are exponentials. B: decay time constants of responses quency that were stationary but reversed their contrast at a to impulsive stimuli as functions of the recovery time after motion stopped for 3 neurons. C: mean responses from the first 1.5 s of the responses to frequency equal to the drift rate of the moving grating. The impulsive stimulation for 3 neurons. Decay time constant during continuous 6-s period of adaptation was followed by a 0.5-s pause where motion stimulation was 1.6 s.
the grating was stationary, a one-frame movement of the grating by 0.25 cycles, and a 5-s recovery phase. data show that the peak responses and the lowest time con- Figure 11 shows the results obtained from a directional stants are within a few Hertz when plotted on the temporal adaptation experiment in one cell. The impulse response frequency scale but are spread out over a wider range when elicited in the control experiment had a slow exponential plotted on the velocity scale. These graphs support the notion decline with a time constant of 1.013 s (Fig. 11A) . After a that the tuning of the cells and the effectiveness of the adap-period of adaptation to motion in the preferred direction, the tation mechanism are more closely aligned to a selected impulse response had a shorter time constant of 0.233 s temporal frequency than to a specific stimulus velocity. (Fig. 11B ). When the adapting stimulus was moved in the antipreferred direction, the time constant of the impulse response was 0.847 s (Fig. 11C) , whereas it was 0.916 s Recovery from adaptation after a period of contrast reversal (Fig. 11D) . The results presented in Fig. 11 show the general trends that were found Three cells were tested to find out the time taken to return to the unadapted state after a period of motion adaptation. The stimulus cycle consisted of a 5-s adaptation phase in which a grating was moved in the preferred direction at a constant temporal frequency, followed by four impulsive jumps of the stimulus 1.3, 3.4, 5.5, and 7.6 s after the adapting motion stopped. This cycle was repeated 16 times to obtain average responses. The peristimulus time histogram from one neuron stimulated in this way is shown in Fig.  10A . The response of the neuron oscillates during the adaptation phase at the same frequency as the stimulus (0.76 Hz). During the adaptation phase, the mean firing rate of the cell declined and an exponential function was fitted to the response, the decay time constant being 1.6 s. The first impulsive stimulus jump elicited a large onset transient and a rapid decay to a firing rate close to the spontaneous level. The response elicited by each successive impulsive jump led to a slower response decay. The decay of the responses to impulsive stimuli were fitted with exponential functions (Fig. 10A) . was again moved in aperture B (A). In the third experiment, the grating in aperture B (A) was moved for 1.5 s while the grating in A (B) was stationary. After a 0.3-s pause, the grating in aperture A (B) was moved for 1.5 s while that in aperture B (A) remained stationary. Figure 13A shows, for one cell, the response to movement in aperture A only ( ) and when aperture A was stimulated first and aperture B stimulated second ( ---) . The response to stimulation in aperture A is not affected by stim -FIG . 12. A: time constant of the decay of a cell's response to an impulsive stimulus under control conditions (C), after adaptation in the preferred ulation in B. Figure 13B shows the response when the stimudirection (P), adaptation in the antipreferred direction (A-P), and adapta-lus moved in aperture B (
) and when the grating moved tion to counter-phase flicker (F). B: mean of the normalized time constants in B after the grating had already moved in A ( ---).
of 4 cells. Error bars are standard errors.
The response to stimulation in aperture B is not affected by stimulation in A. Figure 13C shows the responses elicited in the neurons tested with these stimuli. The main findings when aperture B was stimulated ( ) and when B was were that motion in the preferred direction induced the most stimulated after a period of adaptation in the same region significant adaptation. Antipreferred motion and contrast re-( ---). The response elicited by stimulation in aperture versal both led to a similar reduction in time constant but B after a period of adaptation in the same zone is clearly the decrease was always less than for adaptation to motion in attenuated as compared with the control. Figure 13D shows the preferred direction. The general trends described above the normalized responses from three cells tested in this way. become clear when the time constants for the impulse re-The graph shows that adaptation and testing in the same sponses are plotted against the stimulus condition (Fig. 12) . region of visual space leads to the responses being attenuated (test number 3) while adapting and testing in different reIs adaptation generated locally?
gions of visual space causes no significant change in response size (test number 2). Two kinds of tests were conducted to discover whether TEST 2 ( REPEATED ON 4 CELLS ) . The stimulus consisted of adaptation in one region of the receptive field of an NOT the same areas as in test 1 (see preceding text) except that neuron could generate an adaptive effect in another indepen-the apertures were 5Њ wide and were separated by a 4Њ wide dent region of the field. The receptive fields of individual grey stripe. A relatively large aperture had to be used during NOT neurons vary from 30 to ú90Њ in the horizontal plane. these experiments because only small responses were inWe could not obtain quantitative measures of receptive field duced by the necessarily small impulsive movements when sizes ú90Њ due to technical limitations, but it is possible the aperture was made smaller. Responses from a smaller that some neurons have receptive fields that are considerably aperture were not well fitted by exponentials. The experilarger than this value. Using gratings moved within the ment was conducted as follows. First, responses were elicited boundaries of narrow vertically oriented rectangular apertures, it is possible to elicit clear motion responses from 90% of NOT neurons with apertures that subtend 4Њ horizontally by 52Њ vertically. Approximately 10% of neurons will not elicit reliable responses unless the stimulus width is ¢8Њ. Some 40% of neurons tested elicited clear, reliable responses when the stimulus width was only 2Њ (also see Ibbotson et al. 1994) . This is the minimum stimulus width that elicits a measurable response. The value of 2Њ does not necessarily correspond to the receptive field sizes of the elementary motion detectors that provide the motion input.
TEST 1 ( REPEATED ON 3 CELLS ) . Two narrow vertical apertures (A and B) were positioned in the center of the screen, which, in turn, covered a large portion of the cell's receptive field. The apertures subtended 52Њ (vertically) by 3Њ and were surrounded by uniform grey areas. The apertures were separated by a 4Њ grey stripe. Continuously moving gratings could be presented in both apertures. Three types of experiment were carried out. In the first experiment, a moving grating was presented in aperture A (or B) and moved in FIG . 13 . A: response of a neuron to motion in aperture A only ( ) the cell's preferred direction for 1.5 s while the grating in and in aperture A followed by B ( ---). B: response to motion in aperture aperture B (A) was stationary. These responses were the B only ( in areas A and B with no apparent motion (1 and 2), and the responses elicited by apparent preferred (3) and antipreferred (4) motion. Figure 15 shows the responses elicited by a slow cell. The responses shown were elicited by stimulation of area A alone (Fig. 15A) , area B alone (Fig. 15B) , apparent preferred motion (Fig. 15C) , and apparent antipreferred motion (Fig.  15D) . The cell shown elicited a small response to wide-field changes in screen brightness but no measurable response was elicited by brightness changes in areas A or B. Apparent motion in the preferred direction elicited a large response from the cell. Apparent motion in the antipreferred direction caused a slight reduction in background firing rate.
The results show that apparent motion in the preferred direction elicits a strong excitatory response even though FIG . 14. Time constants of a cell's response to an impulsive stimulus, increases in brightness in areas A and B without apparent test number 1, under control conditions, test number 2, after adaptation to motion do not generate any response. This indicates that a motion in a different region of the cells receptive field to the test stimulus, nonlinear excitatory mechanism is in operation. Apparent and test number 3, after adaptation in the same region of the receptive field motion in the opposite direction induces a reduction in backas the test. Error bars are standard deviations.
ground firing rate showing that the motion detecting mechanism also produces inhibition for motion in the antipreferred by an impulsive 1/16 cycle movement of the stimulus in direction. Two other slow cells were tested. Both showed either the left or right aperture (control). Second, the adapslightly larger responses to single flashes in areas A and B tive 6-s movement of the grating and the impulsive stimulus but always gave larger responses to preferred direction mowere presented in the same test region. Third, the grating tion. The responses to motion in the antipreferred direction pattern in the left (or right) region was moved for 6 s and were always inhibitory and smaller in magnitude than the then the stimulus in the other region was moved in an impulpreferred direction responses. The responses of NOT neurons to a maintained motion of the subsequent response to the impulsive movement (Fig. stimulus are characterized by a rapid rise to a peak firing 14, test number 3). Prior adaptation in the other stimulus rate followed by an exponential decline to a steady-state region did not lead to any significant change in the time level. Adaptation of this form has been observed in all the constant of the impulse response (Fig. 14, test number 2) .
NOT neurons we have studied, suggesting that it is a signifiThe results demonstrate that adaptation in one region of cant property of the cells' responses. The rate of adaptation the receptive field did not influence the response elicited in varies as a function of the temporal frequency of the adapting another spatially separate region of the receptive field.
Apparent motion stimulation
Experiments were conducted with a stimulus that consisted of 10 bar pairs spread across 27.5Њ of the stimulus screen. All bar pairs were identical and consisted of two vertical areas (area A and area B), which subtended 52Њ (vertically) by 0.7Њ. The two areas were touching each other at there inner edge, and the separation from neighboring bar pairs was 1.5Њ. Theoretically, the experiment could have been conducted with just one bar pair, but the responses were small. By having 10 bar pairs operating in synchrony, it was possible to elicit quite large responses from the NOT neurons. All areas of the screen surrounding the bar pairs were grey (45 cd/m 2 ). Areas A and B could be either the same grey as the surround or have a brightness of 82 cd/m 2 . The stimulus was as follows: 1) the brightness in area A increased in a step-wise fashion while area B remained grey; 2) the brightness in area B increased while area A remained grey; 3) the brightness in area A increased in a step-wise show the times where the brightness steps began. A: response to step-wise the brightness in area B increased in a step-wise fashion increase in brightness in area A only. B: response to step-wise increase in followed 0.5 s later by area A. These stimulus sequences brightness in area B. C: response to step-wise increases in brightness in area A followed 0.5 s later by area B. D: reverse of C.
gave us the responses elicited by an increase in brightness J772-6 / 9k26$$mr30 02-10-98 20:05:40 neupa LP-Neurophys stimulus. The most rapid adaptation is observed to motion tion is strongest to motion in the preferred direction, thesive jumps always became narrower, as revealed by the re-stimulus grating, regardless of its spatial frequency (Wolf
