Abstract. We derive an adaptive solver for random elliptic boundary value problems, using techniques from adaptive wavelet methods. Substituting wavelets by polynomials of the random parameters leads to a modular solver for the parameter dependence of the random solution, which combines with any discretization on the spatial domain. In addition to selecting active polynomial modes, this solver can adaptively construct a separate spatial discretization for each of their coefficients. We show convergence of the solver in this general setting, along with a computable bound for the mean square error, and an optimality property in the case of a single spatial discretization. Numerical computations demonstrate convergence of the solver and compare it to a sparse tensor product construction.
Introduction
Stochastic Galerkin methods have emerged in the past decade as an efficient solution procedure for boundary value problems depending on random data; see [14, 32, 2, 30, 23, 18, 31, 28, 6, 5] . These methods approximate the random solution by a Galerkin projection onto a finite-dimensional space of random fields. This requires the solution of a single coupled system of deterministic equations for the coefficients of the Galerkin projection with respect to a predefined set of basis functions on the parameter domain.
A major remaining obstacle is the construction of suitable spaces in which to compute approximate solutions. These should be adapted to the stochastic structure of the equation. Simple tensor product constructions are infeasible due to the high dimensionality of the parameter domain in the case of input random fields with low regularity.
Parallel to but independently from the development of stochastic Galerkin methods, a new class of adaptive methods has emerged, which are set not in the continuous framework of a boundary value problem, but rather on the level of coefficients with respect to a hierarchic Riesz basis, such as a wavelet basis. Due to the norm equivalences constitutive of Riesz bases, errors and residuals in appropriate sequence spaces are equivalent to those in physically meaningful function spaces. This permits adaptive wavelet methods to be applied directly to a large class of equations, provided that a suitable Riesz basis is available.
For symmetric elliptic problems, the error of the Galerkin projection onto the span of a set of coefficients can be estimated using a sufficiently accurate approximation of the residual of a previously computed approximate solution; see [8, 19, 16] . This results in a sequence of finite-dimensional linear equations with successively larger sets of active coefficients.
We use techniques from these adaptive wavelet methods to derive an adaptive solver for random symmetric elliptic boundary value problems. In place of wavelets, we use an orthonormal polynomial basis on the parameter domain. The coefficients of the random solution with respect to this basis are deterministic functions on the spatial domain.
Adaptive wavelet methods extend to this vector setting, and lead to a modular solver which can be coupled with any discretization of or solver for the deterministic problem. We consider adaptive finite elements with a residual-based a posteriori error estimator.
We review random operator equations in Section 1. In particular, we derive the weak formulation of such equations, construct orthonormal polynomials on the parameter domain, and recast the weak formulation as a bi-infinite operator matrix equation for the coefficients of the random solution with respect to this polynomial basis. We refer to [22] for further details.
A crucial ingredient in adaptive wavelet methods is the approximation of the residual. We study this for the setting of stochastic operator equations in Section 2. The resulting adaptive solver is presented in Section 3. We show convergence of the method, and provide a reliable error bound. Optimality properties are discussed in Section 4 for the special case of a fixed spatial discretization.
Finally, in Section 5, we apply the method to a simple elliptic equation. We discuss a suitable a posteriori finite element error estimator, and present numerical computations. These demonstrate the convergence of our solver and compare the adaptively constructed discretizations with the a priori adapted sparse tensor product construction from [5] ; we refer to [21] for a comparison with other adaptive solvers. We discuss the empirical convergence behavior in the light of the theoretical approximation results in [11, 10] . Let D ∈ L(V, V * ) be the Riesz isomorphism, i.e., D·, · is the scalar product in V . We decompose A as e.g., as in [5, 6, 11, 10, 28] .
, and there is a γ ∈ [0, 1) such that R(y) V →V * ≤ γ for all y ∈ Γ . By [22, Proposition 1.2], this ensures existence and uniqueness of the solution of (1.1). For simplicity, we also assume that the sequence ( R m V →V * ) ∞ m=1 is nonincreasing.
1.2. Weak formulation. Let π be a probability measure on the parameter domain Γ with Borel σ-algebra B(Γ ). We assume that the map Γ y → A(y)v(y) is measurable for any measurable v : Γ → V . Then
is well defined and continuous. We assume also that
The left term in (1.6) is the duality pairing in L 2 π (Γ ; V ) of Au with the test function v, and the right term is the duality pairing of f with v. We follow the convention that the duality pairing is linear in the first argument and antilinear in the second.
By [22, Theorem 1.4], the solution u of (1.2) is in L 2 π (Γ ; V ), and it is the unique solution of (1.6). In particular, the operator A is boundedly invertible.
We define the multiplication operators
Since y m is real and |y m | is less than one, K m is symmetric and has norm at most one.
By separability of V , the Lebesgue-Bochner space L 2 π (Γ ; V ) is isometrically isomorphic to the Hilbert tensor product L 2 π (Γ ) ⊗ V , and similarly for V * in place of V . Using these identifications, we expand A as A = D + R with
and the assertion follows using the assumption R(y) V →V * ≤ γ. 
where the support is defined by
Then countably infinite tensor product polynomials are given by (1.14)
Note that each of these functions depends on only finitely many dimensions,
since P m 0 = 1 for all m ∈ N. For example, by [22, Theorem 2.8], P is an orthonormal basis of L 2 π (Γ ). By Parseval's identity, this is equivalent to the statement that the map
is a unitary isomorphism. The inverse of T is (1.17) 
and either of these properties implies the other. The series in (1.18) converges unconditionally in L 2 π (Γ ; V ), and the integral can be interpreted as a Bochner integral in V .
Let
. It can be interpreted as a bi-infinite operator matrix
with entries Similarly, the operator R := T * V RT V can be interpreted as a bi-infinite operator
). Due to the three term recursion (1.10),
Using the maps K m , R can be written succinctly as
In particular, A ≤ (1 + γ) and 
In particular, using A = AA −1 A, we have
The Galerkin solutionū ∈ W is defined through the linear variational problem
Existence, uniqueness and quasi-optimality ofū follow since A induces an inner product on L For all ν ∈ Λ, let W ν be a finite dimensional subspace of V , such that W ν = {0} for only finitely many ν ∈ Λ. It is particularly useful to consider spaces W of the form
The Galerkin operator on such a space has a similar structure to ( 
and
For example, these bounds can be chosen as
We assume that (ē R R R,M ) ∞ M =0 is nonincreasing and converges to 0, and also that the sequence of differences (
We consider a partitioning of a vector w ∈ 2 (Λ) into w [p] := w| Λ p , p = 1, . . . , P , for disjoint index sets Λ p ⊂ Λ. This can be approximate in that w [1] + · · · + w [P ] only approximates w in 2 (Λ). We think of w [1] as containing the largest elements of w, w [2] the next largest, and so on.
Such a partitioning can be constructed by the approximate sorting algorithm
, which, given a finitely supported w ∈ 2 (Λ) and a threshold > 0, returns index sets (2.5)
and w [p] := w| Λ p ; see [24, 3, 19, 16] . The integer P is minimal with 
Alternatively, any standard comparison-based sorting algorithm can be used to construct the partitioning of w, albeit with an additional logarithmic factor in the complexity.
The routine Apply R R R [v, ] adaptively approximates Rv in three distinct steps. First, the elements of v are grouped according to their norm. Elements smaller than a certain tolerance are discarded. This truncation of the vector v produces an error of at most δ ≤ /2.
Next, a greedy algorithm is used to assign to each segment
. . , , these approximations are refined iteratively until an estimate of the error is smaller than − δ.
Finally, the operations determined by the previous two steps are performed. Each multiplication R m v μ is performed just once, and copied to the appropriate entries of z.
Proposition 2.1. For any finitely supported v ∈
2 (Λ; V ) and any >0,
where M p refers to the final value of this variable in the call of Apply R R R . The total number of products
Proof. The estimate (2.9) follows from the fact that each K m has at most three nonzero entries per column; see (
Due to (2.2) and the termination criterion in the greedy subroutine of
For the optimality property of the greedy algorithm, we refer to the more general statement [20, Theorem 4.1.5].
Computation of the residual.
We assume a solver for D is available such that for any g ∈ V * and any > 0,
For example, Solve D could be an adaptive wavelet method (see e.g. [8, 9, 19] ), an adaptive frame method (see e.g. [27, 12, 13] ), or a finite element method with a posteriori error estimation; see e.g. [17, 25, 7] . Furthermore, we assume that a routine (2.12)
is available to compute approximationsf = (f ν ) ν∈Λ of f with # suppf < ∞ and
The routine Residual A A A,f f f approximates the residual f − Av up to a prescribed relative tolerance.
is the residual r = f − Av, and ζ satisfies either
Proof. By construction,
The rest of (2.14) follows by triangle inequality with
Remark 2.3. The tolerance ζ in Residual A A A,f f f is initialized as the product of an initial estimate η 0 of the residual and a parameter χ. The update
Therefore, the total computational cost of the routine is proportional to that of the final iteration of the loop. Furthermore, if ζ > ωη, then also (2.17)
The term η − ζ in the last expression of (2.17) is a lower bound for the true residual r 2 (Λ;V * D ) . In this sense, the prescription (2.15) does not select an unnecessarily small tolerance.
Finally
If the next value of η is greater than or equal to the current value, this ensures that the termination criterion is met in the next iteration. For example, under the mild condition ζ
The loop can therefore be expected to terminate within three iterations.
Remark 2.4. In Residual A A A,f f f , the tolerances of Solve D are chosen such that the error tolerance αζ is equidistributed among all the nonzero indices of w. This property is not required anywhere; Proposition 2.2 only uses that the total error in the computation of D −1 g is no more than αζ. Indeed, other strategies for selecting tolerances, e.g., based on additional a priori information, may be more efficient. Equidistributing the error among all the indices is a simple, practical starting point.
3. An adaptive solver 3.1. Refinement strategy. We use the approximation of the residual described in Section 2 to refine a Galerkin subspace W ⊂ L 2 π (Γ ; V ) of the form (1.28). For some approximate solution v with T V v ∈ W, let w be the approximation of
We consider a multilevel setting.
To each space, we associate a cost dim W 
Proposition 3.1. If for every μ ∈ supp w, 
is available which, given a finite-dimensional subspace W of L 2 π (Γ ; V ) of the form (1.28), and starting from the initial approximationũ 0 , iteratively computesũ ∈ 2 (Λ; V ) with T Vũ ∈ W and
where T Vū is the Galerkin projection of u onto W. An example of such a routine, based on a preconditioned conjugate gradient iteration, is given in [22] . We combine the method Residual A A A,f f f for approximating the residual, Refine D for refining the Galerkin subspace and Galerkin A A A,f f f for approximating the Galerkin projection, to an adaptive solver SolveGalerkin A A A,f f f similar to [8, 19, 16] . 
Then the Galerkin projectionū of u onto W satisfies
Proof. Due to (3.6),
By Galerkin orthogonality, 
where
Proof. We abbreviate z :
Combining these estimates, we have
and (3.8) follows using r k 2 (Λ;
Moreover,
Proof. Due to the termination criterion of SolveGalerkin A A A,f f f , it suffices to show
then (2.14), we have
whereū is the exact Galerkin projection of u onto W (k+1) . By (3.5),ũ
approximatesū up to an error of at most
It follows by triangle inequality that u −ũ
To show the other inequality in (3.10), we note that for any k ∈ N 0 , Since the spatial discretization is fixed throughout, only the part of the residual pertaining to the random part of the error needs to be computed to construct refinements. In particular, no adaptive solver is needed to invert D, making this a viable approach if no such solver is available, or whenever only a single spatial discretization is desired. It is not our intent to suggest that such spaces should generally be used in practice. The adaptive method SolveGalerkin A A A,f f f in its full generality has the potential to construct much sparser approximations of u. However, the heuristic distribution of tolerances in Residual A A A,f f f precludes provable optimality statements in this setting; see Remark 2.4.
In this section, we think of the operator A from (1.1) as being already discretized in space, and V is, e.g., a finite element space. Thus, abstractly, we consider a semidiscrete version of the algorithm SolveGalerkin A A A,f f f .
The Galerkin subspaces W (k) have the form 2 (Ξ (k) ; V ) for finite sets Ξ (k) ⊂ Λ. In the subroutine Residual A A A,f f f , we assume that Solve D inverts D exactly in V . The parameter α can thus be set to zero.
In the subsequent refinement step, Ξ (k) is augmented by sufficiently many elements of supp w k to represent w k to the desired accuracy. The method Refine D reduces to ordering supp w k according to w k,ν V and selecting the most important contributions.
In Galerkin A A A,f f f , an iterative solver such as a conjugate gradient iteration is used to approximate the Galerkin projection of u onto 2 (Ξ (k+1) ; V ). Operations within V are assumed to be exact.
Optimal choice of subspaces. For v ∈
2 (Λ; V ) and N ∈ N 0 , let 
Therefore, using κ(A)
= A A −1 ≤ (1 + γ)(1 − γ) −1 , ΠΞ (f − Av) 2 (Λ;V * ) = A(ȗ − v) 2 (Λ;V * ) ≥ A −1 −1/2 ȗ − v A A A ≥θ A 1/2 u − v A A A ≥θ f − Av 2 (Λ;V * ) .
By (4.4), #Ξ
(1) ≤c#Ξ and, consequently,
We use Lemma 4.1 to show that, under additional assumptions on the parameters, the index sets Ξ (k) generated by the semidiscrete version of SolveGalerkin A A A,f f f are of optimal size, up to a constant factor. We note that for α :
Theorem 4.2. If the conditions of Theorem 3.4 are satisfied,
refine the discretization, then the tolerance is not yet reached, and thus
and sinceθ − (1 +θ)ω = α, it follows that ΠΞ 2 (Λ) ≥ α 2 (Λ) . By construction, Δ is a set of minimal cardinality with
Since this holds for anyΞ, using #Ξ (k) ≤Ξ, it follows that
Lemma 4.1 implies
where P N (u) is a best N -term approximation of u. By (4.1),
, and thus
Furthermore, by Theorem 3.4,
We estimate the cardinality of Ξ (k) by slicing it into increments and applying the above estimates,
The assertion follows using
Complexity estimate.
We first cite an elementary result due to Stechkin connecting the order of summability of a sequence to the convergence of best N -term approximations in a weaker sequence norm; see e.g. [11, 15] . Note that, although it is formulated only for nonnegative sequences, Lemma 4.3 applies directly to, e.g., Lebesgue-Bochner spaces of Banach space valued sequences by passing to the norms of the elements of such sequences. Also, it applies to sequences with arbitrary countable index sets by choosing a decreasing rearrangement. 
Proof. By (1.23) and (2.1), using
If (4.9) holds, then (4.11) follows using
If (4.10) is satisfied, then
Remark 4.5. If the assumptions of Proposition 4.4 are satisfied for all s ∈ (0, s * ), then the operator R is s * -compressible with sparse approximations R [M ] . In this case, R is a bounded linear map from A s (Λ; V ) to A s (Λ; V * ) for all s ∈ (0, s * ); see [8, Prop. 3.8] . This carries over to the routine Apply R R R in that if v ∈ A s (Λ; V ) and z is the output of Apply R R R [v, ] for an > 0, then
with constants depending only on s and R. Moreover, (4.12) is an upper bound for the total number of applications of operators R m in Apply R R R [v, ] . This follows as in the scalar case (see e.g. [16, Prop. 4.6] ), where the additional term 1 + # supp v is only due to the approximate sorting of v.
We make further assumptions on the routine
This is clearly satisfied for deterministic f , and is achieved for the right-hand sides of the form Rw for a finitely supported w, stemming for example from inhomogeneous essential boundary conditions, by using Apply R R R to approximate this product. Note that if u ∈ A s (Λ; V ) and R is s * -compressible with s < s * , then also A is s * -compressible, and therefore f A s (Λ;V * ) u A s (Λ;V ) .
Lemma 4.6. Under the conditions of Theorem 4.2,
, where
Furthermore, Theorem 4.2 implies
with C from (4.16). Proof. Let k ∈ N 0 ; we consider the k-th iteration of the loop in SolveGalerkin A A A,f f f . , and ζ k δ k . Combining all of the above estimates, the number of applications of
The routine Residual
A A A,f f f [ √ 1 − γ,ũ (Ξ (k) ) , δ k , χ,
Next, assuming the termination criterion of SolveGalerkin
Furthermore,δ k−1 ≥ , and using
The assertion follows since δ k−1 ≥ .
Computational examples
5.1. Application to isotropic diffusion. We consider the isotropic diffusion equation on a bounded Lipschitz domain G ⊂ R d with homogeneous Dirichlet boundary conditions. For any uniformly positive a ∈ L ∞ (G) and any f ∈ L 2 (G), we have
We view f as fixed, but allow a to vary, giving rise to a parametric operator
which depends continuously on a ∈ L ∞ (G). We model the coefficient a as a bounded random field, which we expand as a series
Since a is bounded, a m can be scaled such that y m ∈ [−1, 1] for all m ∈ N. Therefore, a depends on a parameter y = (y m )
We define the parametric operator A(y) := A 0 (a(y)) for y ∈ Γ . Due to the linearity of A 0 ,
To ensure bounded invertibility of D, we assume there is a constant δ > 0 such that
We refer, e.g., to [22, 20, 26] for further details.
5.2.
A posteriori error estimation. Let the spaces W ν from Section 1.5 be finite element spaces of continuous, piecewise smooth functions on meshes T ν which contain at least the piecewise linear functions on T ν . We assume that these meshes are compatible in the sense that for any T μ ∈ T μ and T ν ∈ T ν , the intersection T μ ∩T ν is either empty, equal to T μ , or equal to T ν . We denote the set of faces of T ν by F ν and define h T and h F as the diameters of T ∈ T ν and F ∈ F ν , respectively. In Residual A A A,f f f , a generic solver Solve D is used to approximate D −1 g ν up to a prescribed tolerance. In the present finite element setting, this requires a reliable a posteriori error estimator to verify that the desired accuracy is attained.
The vector g = (g ν ) ν∈Λ is the approximation of f − Rv computed with RHS f f f and Apply R R R . For the call of Residual A A A,f f f inside SolveGalerkin A A A,f f f , v is the approximate solutionũ (k) . Thus g ν has the form
wheref ν is the approximation of f ν generated by 
the residual ofw ν is the functional
Due to the Riesz isomorphism,
, where the dependence onw ν is implicit in σ ν . Also, let
where [[·] ] is the normal jump over the face F ∈ F ν . These terms combine to
The following statement is a straightforward adaptation of the standard result from, e.g., [29, 25, 1] on reliability of residual error estimators.
with a constant C depending only on the shape regularity of T ν .
Corollary 5.2. The Galerkin projectionw ν from (5.9) satisfies
for δ from (5.5) and C from Theorem 5.1.
Proof. The assertion follows by triangle inequality using (5.8), (5.12) and (5.16).
Numerical computations.
We consider as a model problem the diffusion equation (5.1) on the one-dimensional domain G = (0, 1). For two parameters k and γ, the diffusion coefficient has the form
where c is chosen as
such that |a(y, x) − 1| is always less than γ. For the distribution of y ∈ Γ , we consider the countable product of uniform distributions on [−1, 1]; the corresponding family of orthonormal polynomials is the Legendre polynomial basis. In all of the following computations, the parameters are k = 2 and γ = 1/2. A few realizations of a(y) and the resulting solutions u(y) of (5.1) are plotted in Figure 1 . The parameters of SolveGalerkin A A A,f f f are set to χ = 1/8, ϑ = 0.57, ω = 1/4, σ = 0.01114, α = 1/20 and β = 0. These values do not satisfy the assumptions of Theorem 4.2; however, the method executes substantially faster than with parameters for which the theorem applies. All computations were performed in Matlab on a workstation with an AMD Athlon TM 64 X2 5200+ processor and 4GB of memory. We consider a multilevel discretization in which the a posteriori error estimator from Section 5.2 is used to determine an appropriate discretization level independently for each coefficient. A discretization level j μ , which represents linear finite elements on a uniform mesh with 2 j μ cells, is assigned to each index μ with the goal of equidistributing the estimated error among all coefficients. In particular, different refinement levels are used to approximate different coefficients u μ .
In Figure 2 , on the left, the errors are plotted against the number of degrees of freedom, which refers to the total number of basis functions used in the discretization, i.e., the sum of 2 j μ − 1 over all μ. On the right, we plot the errors against an estimate of the computational cost. This estimate takes scalar products, matrix-vector multiplications and linear solves into account. The total number of each of these operations on each discretization level is tabulated during the computation, weighted by the number of degrees of freedom on the discretization level, and summed over all levels. The estimate is equal to seven times the resulting sum for linear solves, plus three times the value for matrix-vector multiplications, plus the sum for scalar products. These weights were determined empirically by timing the operations for tridiagonal sparse matrices in Matlab. The errors were computed by comparison with a reference solution, which has an error of approximately 5 · 10 −5 . The plots show that the error bounds δ k are good approximations of the actual error, and only overestimate it by a small factor.
We compare the discretizations generated adaptively by SolveGalerkin A A A,f f f with the heuristic a priori adapted sparse tensor product construction from [5] . Using the notation of [26, Section 4], we set γ = 2 and η m = 1/(r m + 1 + r 2 m ) for r m = cm 2 /2 and c from (5.19) . These values are similar to those used in the computational examples of [5] . The coarsest spatial discretization used in the sparse tensor product contains 16 elements.
In order to isolate the stochastic discretization, we also consider a fixed spatial discretization, using linear finite elements on a uniform mesh of (0, 1) with 1024 elements to approximate all coefficients. This mesh is sufficiently fine such that the finite element error is negligible compared to the total error. We refer to these simpler versions of the numerical methods as single level discretizations. The single level versions of SolveGalerkin A A A,f f f and the sparse tensor method construct discretizations of equal quality, with only a slight advantage for the adaptive algorithm. However, with a multilevel discretization, SolveGalerkin A A A,f f f converges faster than the sparse tensor method, with respect to the number of degrees of freedom. At least in this example, the adaptively constructed discretizations are more efficient than sparse tensor products.
As index sets Ξ ⊂ Λ are infinite dimensional in the sense that they can contain indices of arbitrary length, they are difficult to visualize in only two dimensions. In Figure 4 , we plot two-dimensional slices of sets generated by SolveGalerkin A A A,f f f and the sparse tensor construction from [5] . We consider only those indices which are zero in all dimensions after the second, and plot their values in the first two dimensions. The upper plots depict index sets generated using single level discretizations; dots refer to active indices. The lower plots illustrate the discretizations generated with multilevel finite element discretizations. The radii of the circles are proportional to the discretization level.
The bottom two plots in Figure 4 illustrate differences between the discretizations generated by SolveGalerkin A A A,f f f and the sparse tensor construction. The former has many fewer active indices, but higher discretization levels for some of these. For example, the coefficient of the constant polynomial is approximated on meshes with 4096 and 256 elements, respectively. Also, while the sets constructed by sparse tensorization appear triangular in this figure, the adaptively generated index sets are somewhat more convex. All of the sets are anisotropic in the sense that the first dimension is discretized more finely than the second.
We use the convergence curves in Figures 2 and 3 to empirically determine convergence rates of SolveGalerkin A A A,f f f . The convergence rate with respect to the total number of degrees of freedom is 2/3, which is faster than the approximation rate of 1/2 shown in [11, 10] . It also compares favorably to the sparse tensor construction, which converges with rate 1/2. However, when considering convergence with respect to the computational cost, the rate of SolveGalerkin A A A,f f f reduces to 1/2 also. We suspect that this is due to the approximation of the residual, which is performed on a larger set of active indices than the subsequent approximation of the Galerkin projection.
For the case of a single finite element mesh, [11, 10] show an approximation rate of 3/2, wheras we observe a rate of 1 for both SolveGalerkin A A A,f f f and sparse tensorization. In principle, it is possible that SolveGalerkin A A A,f f f does not converge with the optimal rate in this example, since the parameters used in the computations do not satisfy the assumptions of Theorem 4.2. Alternatively, due to large constants in the approximation estimates, the asymptotic rate may not be perceivable for computationally accessible tolerances.
Conclusion
The adaptive method SolveGalerkin A A A,f f f efficiently constructs Galerkin spaces and approximations of the corresponding Galerkin projections for elliptic boudary value problems with random coefficients. It is proven to converge, and provides a reliable and efficient bound for the mean square error. In the case of a fixed spatial discretization, the Galerkin subspaces are shown to be optimal, and the algorithm has linear complexity with respect to the number of active polynomial modes, up to a logarithmic term in the computation of the Galerkin projection.
This solver has a modular structure, which allows any discretization of the spatial domain. For a model problem, we consider finite elements with a residual-based a posteriori error estimator. A minor modification of standard estimators is needed to account for finite element functions in the source term.
Numerical computations show that adaptively computed approximate solutions can be sparser than a sparse tensor product construction. Convergence with respect to the total number of degrees of freedom or the total computational cost agrees with or surpasses approximation estimates shown by nonconstructive means in the case of a multilevel spatial discretization.
