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ABSTRACT
With the renewed concept of “Materials by Design” attracting particular attentions
from the engineering communities in recent years, numerical methods that can reliably
predict the optical and electrical properties of materials is highly preferable. Since the
growth or the synthesis of a “designed” material and the ensuing devices is usually
prohibitively expensive and time-consuming, numerical simulation tools that predict
the properties of a proposed material together with its device performance before
production is especially important and cost-effective. Furthermore, as the technology
advances, semiconductor devices have been pushed to operate at their material limits,
which requires a thorough understanding of the materials’ microscopic processes under
different conditions. Therefore, developing numerical models that are capable of
investigating the semiconductor properties from material level to device level is highly
desirable.
This dissertation develops a suite of numerical models in which optical absorption
and Auger recombination in semiconductor materials are studied and simulated
vi
together with their device performances. In particular, Green’s function theory with
full band structures is employed to investigate the material properties by evaluating
the broadening of the electronic bands under the perturbation of phonons. As a
result, both direct and phonon-assisted indirect processes are computed and compared
among different materials. Drift-diffusion model and a 3D Monte-Carlo model are
subsequently used to simulate the device characteristics with the obtained material
parameters. This work first determines the full band structures for Si, Ge, α-Sn,
HgCdTe, InAsSb and InGaAs alloys from EPM model, and then investigated the
materials’ minority carrier lifetime for IR detector applications. Finally device level
simulations using drift-diffusion and 3D Monte-Carlo models are demonstrated. In
particular, two issues of developing 3D Monte-Carlo device simulation models, namely
the use of unstructured spatial meshes and elimination of particle-mesh forces, are
discussed, which are crucial in simulating modern semiconductor devices having
complex geometry and doping profiles.
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1Chapter 1
Introduction
1.1 Numerical Modeling and Their Applications in Semicon-
ductor Research
1.1.1 Motivations
The concept of “Materials by Design” which emphasizes the selection and design of
materials based on a defined application first emerges in early 1990s (McCauley, 2013)
and revives in recent years as a result of the rapid development of large scale multi-core
computer systems. By definition, “Materials by Design” aims at constructing the
materials from atomic level, using various elements and novel structures to meet
some specific requirements in the application. To realize this goal, despite the non-
trivial first-principle computations of basic material parameters, for example the
band structures and phonon dispersions, one also needs a fast and reliable way to
check the macroscopic properties of the material such as the optical gains or carrier
recombination rates in optoelectronic devices. Allowing for the fact that the cost
of growth or synthesis of the designed material and the ensuing devices is usually
prohibitively high and the extremely long time to use ab initio method to investigate
the material and device properties, developing time-efficient numerical models as
necessary design verification tools that are capable of investigating the semiconductor
properties from material level to device level is highly desirable.
As the optoelectronic devices ranging from laser sources to infrared detectors
have increasingly become the factors shaping the way of communication, information
2processing, object tracking and surveillance, among all the material properties the
optical- and electrical-related parameters of semiconductors under different doping,
temperature and injection conditions are of great interest. For example, significant
efforts have been devoted to study germanium (Ge) and silicon (Si) optical properties
as a result of the ongoing activities to develop light emitter, micro-display arrays and
laser structures compatible with standard silicon fabrication processes. Particular
attention has been given to understand how the optical properties of these materials
change under the effect of strain and doping levels (Boucaud et al., 2013; Virgilio et al.,
2013; Soref et al., 2012). On the experimental side, attempts to develop Ge-based
lasers have leveraged the fact that using the combination of tensile strain and high
doping, a significant enhancement of the direct radiative recombination rate could be
obtained (Su¨ess et al., 2013; Liu et al., 2010; Capellini et al., 2013), and the optimum
strain to fulfill the lasing conditions in Ge has also been studied theoretically (Aldaghri
et al., 2012). More exotic approaches based on membranes are also being explored
(Kurdi et al., 2010; Boztug et al., 2013) which have demonstrated possible ways of
achieving direct band-gap in Ge. At the same time Si light emitters (du Plessis et al.,
2013; Venter et al., 2013b) based on avalanche processes have made the development
of micro-displays possible (Venter et al., 2013a). However, due to the difficulty of
modeling the second-order processes, most of these theoretical models used in the
investigations of absorption and radiative recombination in silicon and germanium
are based on the second-order perturbation theory (SOPT), which suffers a series of
convergence issues.
Another important application of studying semiconductor materials is the design of
photon detectors, in which direct band gap materials are widely employed to study the
infrared (IR) radiation due to their high absorption coefficient. Unfortunately, most
of the direct band gap materials are binaries or ternaries and suffer severe Shockley-
3Read-Hall (SRH) carrier recombination effect due to the bad material qualities which
in turn greatly reduces the carrier lifetime in the material. Over the years, many
efforts have been devoted to improve the growth techniques of these narrow-gap
materials (Wang et al., 1980; Sporken et al., 1992; Maranowski et al., 2001) and
recently the engineering communities have reached a point where other intrinsic carrier
recombination mechanisms in the materials, e.g. radiative and Auger recombination,
start becoming the limiting factors of the device performances. Unlike the extrinsic
recombination mechanisms such as SRH and dislocation, these intrinsic recombinations
impose fundamental limits on the carrier lifetime which degrades the device quantum
efficiency, contributes to the noise and are difficult to reduce. A thorough theoretical
study of these effects is therefore necessary and instructive.
On the device simulation level, increasingly complex geometry and doping profiles
have been introduced to the novel device architecture to further improve the func-
tionality and reduce the power, noise and size of the device (Aldegunde and Kalna,
2015). Many numerical models have been developed to handle these requirements.
(Hess, 1991; Ram-Mohan, 2002; Taflove and Hagness, 2005; Lindberg et al., 2014)
Among them, finite difference time-domain (FDTD) method is widely used in the
device simulation involving electromagnetic field, where as the drift-diffusion and
Monte-Carlo method are employed to calculate the electronic characteristics of the
semiconductor structures. Usually, for devices operating at low or moderate bias
conditions where no breakdown takes place, drift-diffusion (DD) model is accurate
enough to predict the carrier and electric field distribution in the devices. However, as
the device dimension shrinks, much higher electric field may appear in the depletion
region and the resulting impact ionization phenomenon is not easy to formulate in
the framework of DD model except for the simplest analytical solutions. On the other
hand, Monte-Carlo method, as an alternative way of device simulation, is suitable for
4investigating devices under high electric field where the exact carrier distribution can
be approximated by the average value of a large number of random trails (Hess, 1988).
Traditional 2D or 3D Monte-Carlo simulation model usually employed tensor meshes
to discretize the real space. Yet, when the geometry and doping profiles changes
dramatically (for example in the case of simulating FinFet (Aldegunde and Kalna,
2015)), tensor mesh becomes more and more inaccurate and inefficient when defining
the boundary conditions and refining the mesh density. Consequently it is in great
demand to develop a 3D Monte-Carlo simulation model with unstructured mesh to be
able to compute the electrical characteristics for the most advanced device structures
in today’s technology.
With these considerations in mind, establishing a suite of comprehensive numerical
models which can be used to investigate both novel material and complex device
properties is essential to reduce the research cost and further boost the development
of semiconductor industry.
1.1.2 Goals
The present work intends to contribute to this effort by achieving three main objectives.
First, we intend to develop an appropriate numerical model to study the optical
absorption/gain coefficient, radiative and Auger recombination properties that can be
applied to both direct- and indirect-gap semiconductor materials and goes beyond the
conventional second order perturbation theory. Although, SOPT has been employed
to analyze the indirect processes for many years (Bude et al., 1992), it is difficult to
properly handle the divergences when the energy of transitions is not known a priori,
introducing additional uncertainties to the theory (Takeshima, 1981). As a result,
it may not be possible to apply this approach to all the possible cases consistently.
The proposed model, however, is based on the Green’s function formalism (Mahan,
1993), in which we employ the spectral density functions and electron self-energies
5to describe the broadening of the states involved in the transitions due to different
physical processes, therefore avoiding the divergence difficulties in SOPT naturally
(Takeshima, 1982a; Takeshima, 1984b). Moreover, by including more terms in the
electron self-energy, even higher order processes (e.g. two phonon-assisted transition)
could be incorporated into the same theoretical framework of Green’s function.
Second, we intend to develop a numerical approach suitable to compute the
aforementioned properties using the full band structures with the strain effect included.
This approach eliminates the approximations introduced by the analytical models
based on parabolic or non-parabolic bands, makes it possible to analyze the behavior
of the material when a significant portion of carriers populate the states far above
the band edge (Bude et al., 1992; du Plessis et al., 2013), and naturally includes the
effects of valence bands warping and anisotropy which is particularly important when
evaluating the matrix elements of the radiative process.
Finally, we want to develop a 3D Monte-Carlo simulation model incorporating
tetrahedron meshes to discretize the simulation space to accommodate the increasingly
complicated geometry and doping structures of modern semiconductor devices. Specific
problems concerning the search in the unstructured mesh and elimination of particle-
mesh forces will be studied and addressed.
This dissertation is organized as follows: Chapter 2 outlines the theories of the
numerical models used in this work, in which their implementations are also discussed;
Chapter 3 describes the EPM electronic structures for the relevant semiconductor
materials investigated in this dissertation; Using the electronic structure obtained
from Chapter 3, Chapter 4 presents the optical properties of strained and relaxed
Ge and Si using Green’s function theory, in which both direct and phonon-assisted
indirect optical transitions are investigated. Chapter 5 studies the minority carrier
lifetime in IR materials which is determined by calculating the radiative and Auger
6recombination rates in both strained and relaxed material; Chapter 6 computes the
electrical field and carrier distribution in reverse biased Si LED structures using
drift-diffusion model; Chapter 7 discusses a 3D Monte-Carlo model implemented with
an unstructured tetrahedron mesh where two relevant issues of using such unstructured
mesh, namely, searching in the tetrahedron mesh and the elimination of particle-mesh
forces in the mesh are studied; finally, Chapter 8 concludes the whole dissertation and
delivers the concluding remarks.
1.2 Recombination Mechanisms in Semiconductor Materials
One of the topic in this dissertation is to investigate the recombination processes
which change the number of free carriers in the semiconductor materials. Basically,
three types of carrier generation-recombination (GR) mechanisms are considered
to be important and usually included in the device simulation: radiative, Auger
and Shockley-Read-Hall recombinations. Among them, the first two mechanisms
are determined by the doping levels and band structures of the materials which are
intrinsic and independent of materials quality. Consequently, these two processes define
the upper bound of the minority carrier lifetime and impose a fundamental limit of
bulk material performances. The last one, which was originally proposed and studied
by Shockley, Read and Hall, is mediated by the localized states or recombination
centers in the material. As a result, the SRH recombination rate highly depends on
the material quality and impurity levels which can be controlled during the material
growth and synthesis. Sections below are detailed descriptions and classifications of
the three GR processes.
1.2.1 Radiative Recombination
The radiative recombination happens when an electron in the conduction band loses
its energy and fills a electron vacancy (hole) in the outer shell of an atom. The energy
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Figure 1·1: Schematics of radiative recombination processes for (a):
direct recombination, (b): phonon-assisted indirect recombination.
lost by the electron is carried by an emitted photon to conserve the total energy of
the system. As is shown in Fig. 1·1(a), since the momentum of the emitted photon
is much smaller than the quasi-momentum of electrons in the crystal, in order to
conserve the total crystal momentum, the recombined electron and hole must have
similar k which is indicated by a vertical transition in the figure. Due to the fact that
except for one electron and one hole, no other particles in the system participate in
the recombination, this vertical transition is classified as direct process.
In a similar case which is shown in Fig 1·1(b), the initial electron at state k1
recombines with a hole at state k2 and emits a photon to conserve the total energy.
However, one should notice that in this case, the crystal momentum for state k1 and
k2 is different and the extra momentum is carried by a phonon. As a result, this
process is phonon-assisted radiative recombination, which, as is shown in Chapter 2,
Section 2.2, is a second order process. Due to the fact that the matrix element for
electron-phonon interaction is small, with the same density of states, the probability
of PA RR is generally much weaker than the direct RR. However, as will be shown in
8Chapter 4, since the extra phonon could greatly increase the density of states for the
final states, the overall PA RR rate could be comparable to the direct RR rate. As to
the reverse process where an electron in the valence band absorb a photon and transit
to conduction band leaving the system with one free electron and one free hole, it is
the usual optical absorption.
91.2.2 Auger Recombination
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Figure 1·2: Schematics of Auger processes for (a): direct Auger-1
(CHCC) recombination, (b): phonon-assisted indirect Auger-1 (CHCC)
recombination, (c): direct Auger-7 (CHLH) recombination and (d):
direct Auger-S (CHSH) recombination.
The Auger recombination process involves more than one electron but no radiation.
As shown in Fig 1·2(a), an electron in the conduction band can transfer its energy to
another free electron and recombine with a hole in the HH band. Since two electrons
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in the conduction band are needed to initiate the process, it can be understood that
the Auger recombination is only important if the electron density is high enough,
which indicates a heavily doped semiconductor or highly injected sample. Similar
to the case of radiative recombination, Fig. 1·2(a) shows a direct Auger process in
which no extra particle is needed to conserve the total crystal momentum. In contrast,
from PA indirect Auger process, as shown in Fig. 1·2(b), a phonon is involved which
scattered the a hole in the heavy-hole band to an intermediate state and recombines
with an electron from the conduction band.
Depending on the type of carriers involved and their initial bands in the re-
combination, the Auger processes can generally be classified into the following four
types.
• Auger-1 (CHCC) process, shown in Fig 1·2(a). Two electrons in CB initially
interact and one electron k2 transfers certain amount of energy to electron at
k1 and then recombines with a hole at k2′ . The other electron, originally at k1
absorbs the energy and transit to a higher state k1′ in CB.
• Auger-7 (CHLH) process, shown in Fig. 1·2(c). One electron in CB recombines
with a hole in HH band and transfer the emitted energy to a valence electron in
LH band to HH band. (a hole transit from HH to LH.)
• Auger-S (CHSH) process, shown in Fig. 1·2(d). One electron in CB recombines
with a hole in HH band and transfer the emitted energy to a valence electron in
SO band to HH band. (a hole transit from HH to SO.)
• CHHH process (not plotted). One electron in CB recombines with a hole in HH
band and transfer the emitted energy to a valence electron in lower HH band to
higher HH band. (a hole transit from higher HH to lower HH state.)
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Figure 1·3: Free carriers interacts with localized states by four pro-
cesses: r1: an electron is captured in the localized states, r2: an electron
is emitted from localized states, r3: a hole is captured, and r4: a hole
is emitted. The localized state shown is accepter type at energy Et
within the band gap. Ec represents the conduction band edge, Ev is the
valence band edge and Ei is the intrinsic Fermi level of the material.
It should be noted that the reverse process of Auger recombination is impact
ionization, which is important in the device breakdown region.
1.2.3 Shockley-Read-Hall Recombination
Recombination of free electrons and holes mediated by the localized states or recombi-
nation centers are called SRH recombination given by the initials of the three scientists
who firstly studied it (Shockley and Read, 1952; Hall, 1952). As shown in Fig. 1·3,
free electron and hole can recombine through a intermediate localized state which
relaxes the requirement of crystal momentum conservation (Muller and Kamins, 2003).
In reality, localized states always present in the energy gap due to the defects and
impurity atoms in the crystal. As a result, SRH recombination rate is closely related
to the material quality and doping levels which is extrinsic to the material itself and
can be controlled by improving the material growth technologies.
Fig. 1·3 shows a localized state with energy Et in the forbidden energy gap. Free
electrons from conduction band can be captured by an empty localized state through
thermal emission which is indicated in process r1. Similar process can happen to free
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holes as well where an electron in the localized state recombines with a free hole in
the valence band (process r4). This process is equivalent to a free hole transit to
the localized state. Since process r1 and r4 do not need to happen simultaneously,
the collective effect of r1 and r4, thus, is electron-hole recombination mediated by a
localized state.
To formulate the SRH process, it is convenient to define the capture cross section
of the localized state σn which describes the effectiveness of the localized state in
trapping an electron. Assume the electron has thermal velocity vth, the probability of
process r1 is:
r1 = nNt(1− f(Et))vthσn (1.1)
where n is the electron density, f(E) is carrier occupation probability. At thermal
equilibrium, f(E) is Fermi-Dirac distribution.
The reverse process of r1, where an electron is emitted back to the conduction
band has probability:
r2 = Ntf(Et)vthen (1.2)
with
en = vthσnniexp
(
Et − Ei
kBT
)
. (1.3)
Similarly, the hole capture and emission can be written as:
r3 = Ntf(Et)pvthσp (1.4)
r4 = Nt(1− f(Et))ep (1.5)
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with
ep = vthσpniexp
(
Ei − Et
kBT
)
. (1.6)
Combining all the thermal emission and capture processes in Eq. (1.1), (1.2), (1.4),
(1.5), the overall net SRH recombination rate is derived as:
U = Rsp −Gsp = r1 − r2
=
pn− n2i
τn
[
p+ niexp
(
Ei−Et
kBT
)]
+ τp
[
n+ niexp
(
Et−Ei
kBT
)] (1.7)
where
τn = (Ntvthσn)
−1 (1.8)
τp = (Ntvthσp)
−1. (1.9)
In a special case where σp = σn = σ0, define τ0 = (Ntvthσ0)
−1, the net SRH recombi-
nation rate is:
U =
pn− n2i
τ0
[
p+ n+ 2nicosh
(
Et−Ei
kBT
)] . (1.10)
1.3 3D Semiconductor Device Simulation
As the technology advances, geometry and doping profiles of modern semiconductor
devices have become increasingly complex (Schuster and Bellotti, 2012; Kodama
et al., 2008). Traditionally, in order to reduce the computational resources used by
the simulation program to accommodate large device structures in the numerical
calculation, 2D model which only simulates the cross section of the devices is widely
employed (Hess, 1991). Though 2D model is capable of predicting most important
electrical characteristics of a device which has the same cross section in one direction,
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Figure 1·4: (a): Homogeneous tensor mesh and (b): triangular mesh
used to discretize an irregular curve domain. 2D meshes are plotted in
order to ease the visualization.
as the dimension of the device shrinks, real boundary conditions perpendicular to the
2D cut plane will begin to affect the device properties as well (Fichtner et al., 1983).
Furthermore, to achieve higher performances, such as higher blocking voltage for
power switches (Kizilyalli et al., 2013), higher gain for HBT, and lower fabrication cost,
the geometry of the devices are necessary be designed in 3D fashion, which prevent
the use of the simple 2D simulation model. Therefore, developing a 3D semiconductor
device simulation model is crucial for studying the state-of-the-art device structures.
To implement 3D simulation model, a proper way of discretizing the simulation
space is required. Two methods are widely adopted. One is to use tensor meshes which
can be indexed and stored by using the position of its geometrical center. In fact, for
device composed of cuboid material regions with its boundary and interfaces aligned
with the Cartesian coordinate axes, it is convenient to employ the tensor meshes for
the simplicity of searching and locating elements and particles (Dollfus et al., 2004).
Moreover, by using the tensor mesh, finite difference method can be used to solve
the device transport equations, such as Poisson equation and drift-diffusion equation,
which is easier to implement than using the FEM scheme.
Another way of discretizing the simulation space is to use unstructured mesh, in
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which the 3D simplex (tetrahedron) element is adopted most. Many advantages on the
numerical simulation can be obtained by using the tetrahedron mesh compared to the
simple tensor mesh. First is the coverage of curved or irregular simulation boundary.
As shown in Fig. 1·4(a), for a curved boundary even though a large number of mesh
nodes are used in the tensor mesh, the resulting homogeneous tensor mesh still cannot
reproduce the boundary very well. On the contrary, if a 2D simplex (triangular) mesh
is employed, as is shown in Fig. 1·4(b), the boundary can easily be covered with a
small number of triangular elements. Second, when there is a need to refine the mesh
locally, for example to refine the mesh at the channel area of a MOSFET, it is always
desirable to keep the mesh density in other area (e.g. source and drain region) low
in order to reduce the computational load. However, for a tensor mesh, since all the
elements must be conformal and aligned, mesh refinement cannot be done locally,
which increases the number of unnecessary elements in the simulation region. The
tetrahedron mesh, instead, is suitable to be locally refined, where a large number of
elements can be added to a small region without affecting the mesh density of the
surrounding area (Wen and Bellotti, 2014). Consequently, in this work a tetrahedron
mesh is utilized to discretize the simulation domain in the 3D device simulation.
As a final remark for this section, we want to point out that the advantages of using
unstructured mesh does not come for free. Many issues, such as locating, searching
and storing the unstructured mesh, need to be solved before the 3D simulation can
be done efficiently for a large number of mesh elements. Moreover, in the case of
Monte-Carlo simulation, the particle-mesh forces also need to be handled properly
otherwise unphysical movement of particles can happen inevitably. Chapter 7 will be
devoted to solve these problems concerning the 3D models.
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Chapter 2
Theory of Numerical Modeling
To summarize the theories of the various numerical models employed in this dissertation,
this chapter reviews the theory of EPM, direct and phonon-assisted indirect radiative
and Auger recombination processes in the framework of Green’s function formalism
and device simulation theory including drift-diffusion model and Monte-Carlo method.
The numerical implementations of these models is also presented.
2.1 Empirical Pseudopotential Method
Since the full band structures are crucial in order to include the band nonparabolicity
effect in the calculation, a reliable model of band structures is highly desirable. In the
literature, electronic structure calculations for both elemental and compound materials
have been carried out either within the Density Functional Theory (DFT) framework or
using the empirical pseudopotential method (EPM), whereas in the former calculation
scheme, all-electron approaches and the state-of-the-art GW approaches (Geller et al.,
2001; Malone and Cohen, 2013) have produced many high-quality band structures. On
the other hand, the EPM scheme, though less accurate than the ab initio techniques, is
also widely used in the community due to its simplicity, high computational efficiency
and the flexibility that the resulting electronic structures can be optimized to closely
match the experimental and/or the ab initio results. As shown in Fig. 2·1, the pseudo-
wavefunction of electron from EPM can largely reproduce the real electron wavefunction
in the region far from the atom cores while smooth the function near the cores. This
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Figure 2·1: Schematics of electron wavefunctions obtained by using
realistic atomic potential (solid line) and pseudo-potential (dashed line).
Dots in the figure represent the position of atom cores. The pseudo-
wavefunction can reproduce the realistic electron wavefunction in the
region far from the atomic cores and varies smoothly near the cores,
which could greatly reduce the number of plane waves needed to expand
it.
will reduce the number of plane waves needed to expand the wavefunctions while
maintain the relatively high accuracy of the resulting band structures. Furthermore,
since the number of plane waves used to expand the electron wavefunctions in EPM is
finite, all the calculations involving the overlap integral between two electronic states
can be greatly simplified. As a result, we intend to compute the band structures using
EPM.
2.1.1 Fitting of Pseudopotentials
The key information needed in the EPM model is the screened effective atomic potential
for each atomic species in the material. The determination of these atomic potentials
in standard approaches has relied on the fitting of form factors in order to reproduce a
small set of band features which can be known experimentally or from ab initio results.
The effective potentials are then adjusted using the n-dimensional downhill simplex
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method to minimize the error between the theoretical and target results. For elemental
semiconductors, such as Si or Ge, the form factors correspond to the matrix elements
of the potential operators, whereas for the compound materials, the form factors are
a combination of the composing atomic potentials averaged by the corresponding
atomic molar fraction. Although, the form factors only need to be known on a discrete
number of wavevectors, the knowledge of the functional dependence (Goano et al.,
2000) of the screened atomic potential on the wavevector is actually paramount to
obtain an electronic structure that can accurately reflect the effect of strain (Kim and
Fischetti, 2010) and carrier-phonon interaction (Bertazzi et al., 2009). In this chapter,
we have determined the screened atomic potentials for both elemental (Si and Ge)
and compound materials (HgCdTe, InGaAs, InAsSb) so that the calculated electronic
structures reproduce not only the correct energy transitions, but also the effective
masses of electrons and holes and the hydrostatic deformation potentials. Besides
the screened atomic potentials, a spin-orbit correction is also considered in our EPM
model since the effect is significant in all the materials we considered. The crystal
Hamiltonian is therefore given by:
H =
~2
2m0
∇2 + V LOCG,G′ +HSOG,G′ . (2.1)
in which the second term in Eq. (2.1) is the spin-orbit part of the Hamiltonian. The
relativistic correction for a state with wavevector k is introduced as a perturbation
term, and the spin-orbit matrix elements are given by (Weisz, 1966; Bloom and
Bergstresser, 1968; Walter et al., 1970):
〈Ki,ν |Hso|Kj,ν′〉 = σνν′ · (Ki ×Kj)
× {λA sin(Gi −Gj) · τ − iλS sin(Gi −Gj) · τ} . (2.2)
where σνν′ is the Pauli matrix; Gi and Gj are the reciprocal lattice vectors; Ki,j =
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Gi,j + k; and τ is the atomic position vector. The symmetric and antisymmetric spin
parameters λS and λA are given by:
λS =
(λ1 + λ2)
2
(2.3)
λA =
(λ1 − λ2)
2
. (2.4)
where λ1, λ2 are defined as:
λ1 = µB
(1)
nl (Ki)B
(1)
nl (Kj) (2.5)
λ2 = γµB
(2)
nl (Ki)B
(2)
nl (Kj). (2.6)
The parameter γ is set to be the ratio of the spin-orbit energy of the free cation and
anion atoms (Herman et al., 1963) (γ= 1 for elemental materials and non-unity value
for compound materials), and µ has to be adjusted to obtain the correct spin-orbit
energy for the material. The values of B
(i)
nl (k) are then computed for all the atomic
species i in the crystal according to:
B
(i)
nl (k) = C
∞∫
0
jl(kr)R
(i)
nl (r)r
2dr (2.7)
where jl(kr) is the spherical Bessel function of order l, R
(l)
nl (r) is the atomic wavefunc-
tion corresponding to the quantum numbers n, l, and C is a constant (Walter et al.,
1970) that satisfies:
lim
k→0
B
(i)
nl (k)
k
= 1 (2.8)
We note that in Eq. (2.7), the formulation used for R
(l)
nl (r) is crucial to facilitate
the evaluation of B
(i)
nl (k). In the present work, R
(l)
nl (r) is expanded through a set of
suitable basis functions obtained with the Roothaan-Hartree-Fock method (Clementi
and Roetti, 1974), and consequently, B
(i)
nl (k) can be calculated according to an
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analytical expression (Masovic and Vukajlovic, 1983).
Strain effect on the band structures can also be added to the EPM model. For
relaxed materials, form factors at discrete reciprocal lattice vectors q = |G − G′|
=
√
3,
√
4,
√
8,
√
11,
√
16 (in unit of 2pi/a0) are sufficient to determine the band
structures for zincblend material. However, when strain is applied, the reciprocal
lattice vector will be deformed accordingly and the fitted potential in the neighborhood
of q =
√
3,
√
4 etc. will determine the band structure instead (Kim and Fischetti,
2010). As a result, to get a proper band structure that is accurate for all strain
(compressive and tensile) conditions, not only the form factors at specific q, but also
the values in its neighborhood should be adjusted, which can be achieved by fitting
the form factors and their first derivatives at the same time (Kim and Fischetti, 2010).
Furthermore, to maintain the continuity of the atomic potential under strain and
therefore a well-defined first derivative of the potential, cubic spline with natural
boundary condition is employed to represent the effective atomic potential V LOCG,G′(q).
Detailed fitting parameters and the resulting bands for both elemental and compound
materials are presented in Chapter 3.
2.1.2 Virtual Crystal Approximation
When several simple materials (elemental or binary materials) form a compound
alloy, positions of the composing cation or anion in the material structure are usually
randomly filled by the cation and anions of the composing materials, which causes
disorder of the atomic structure. To accommodate this phenomenon in the alloy, virtual
crystal approximation (VCA) (Lee et al., 1990; Bellaiche and Vanderbilt, 2000) is
usually used to simplify the short-range disorder effects in the solid. By approximating
the disorder of actual components with a virtual atom that interpolates the behavior
of the composing atoms, the band structures of disordered ternary materials can be
calculated at the same cost as the ordered one at the expense of loosing the fine
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details of disorder effects (Dargam et al., 1997). Using VCA, the full band structures
of AxB1−xC alloy, for example, are fitted starting from the screened atomic potentials
of binary material AC and BC. The atomic volume in the original VCA theory derived
in Ref. (Lee et al., 1990) together with the disorder of the mixed local potentials are
represented by another fitting parameter Pdis in the final form of the effective potential
in the ternary alloy (Kim and Fischetti, 2010), in which the potentials for cation and
anion are averaged between the two binary materials separately:
V cationABC (q) = xV
A
AC + (1− x)V BBC − Pdisx(1− x)(V AAC − V BBC), (2.9)
V anionABC (q) = xV
C
AC + (1− x)V CBC − Pdisx(1− x)(V CAC − V CBC). (2.10)
The lattice constant of ABC alloy is usually linearly depended on the molar fraction
of the two composing material without bowing:
a0,ABC = xa0,AC + (1− x)a0,BC. (2.11)
We noted that for most of the alloys, in which the spin-orbit coupling does not
strongly affect the electron energy in its composing materials, Eq. (2.9) and (2.10)
generally give good agreement with the measured band parameters. However, if the
spin-orbit coupling in the composing materials is strong enough to change its band
structure, the disorder effect of spin-orbit coupling in the alloy should be considered
in the same way as the atomic potentials. Equations for this disorder effect are:
λs(q) = xλsAC(q) + (1− x)λsBC − P sodisx(1− x)(λsAC − λsBC), (2.12)
λa(q) = xλaAC(q) + (1− x)λaBC − P sodisx(1− x)(λaAC − λaBC). (2.13)
Here, λs and λa is the symmetric and antisymmetric spin parameters defined in
Eq. (2.3) and (2.4). The spin disorder parameter P sodis is also a fitting parameter which
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will be adjusted so that the band gap energy of the alloy under study matches to the
experimental data.
2.2 Theory of Radiative Processes
In this section the theoretical model for radiative recombination process using equi-
librium Green’s function theory is presented. In particular, both direct process and
phonon-assisted indirect process are derived within the same theoretical framework,
in which the direct radiative process including optical absorption and radiative recom-
bination is expressed as a special case of phonon-assisted indirect process.
As was pointed out in Ref. (Takeshima, 1982a), the main motivation of using
the Green’s function approach lies in trying to avoid the numerical and convergence
issues arising from conventional SOPT (Bude et al., 1992). However, a number of
investigations that have employed the Green’s function theory were mainly focused
on computing the recombination rates of Auger process mediated by the coulomb
interaction (Takeshima, 1982a; Takeshima, 1984b; Bertazzi et al., 2012). In the case
of radiative recombination processes, dipole interactions where the electromagnetic
field interacts with electrons and holes needs to be taken into account instead. Specifi-
cally, in this work PA indirect photon absorption and emission processes are studied.
Although the derivation of suitable expressions to compute PA and impurity-assisted
Auger recombination rates using quasi-equilibrium Green’s function formalism (Mat-
subara method) have already been presented by Takeshima (Takeshima, 1982b), little
or no information is available on the analogous formula for the PA radiative recom-
bination/absorption processes, except for an expression reported in Ref. (Takeshima,
1984b) (Eq. 2.4). In the work of Kwong et al. (Kwong et al., 2009), though the
phonon-assisted process was studied along with the electron-hole plasma interaction
using quasi-equilibrium Green’s function, only a phenomenological expression was
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employed to model the PA process and a more comprehensive approach to calculate
the PA absorption is still missing. On the other hand, Bardyszewski and Yevick
(Bardyszewski and Yevick, 1989) proposed an alternative way to describe the optical
recombination in the context of electron-hole plasma interaction using non-equilibrium
Green’s function (Keldysh method) which gives good agreement with the experimental
data but requires the inclusion of dynamic screening in the model. This leads to a
significant increase of computational complexity for the full band calculation while
only minor correction to the optical gain can be achieved. Since our main focus is on
the PA processes and the full band structure effects, in the present work we employed
a Thomas-Fermi static screening and ignored the additional correction due to the
electron-plasma interaction.
2.2.1 Phonon-assisted Indirect Optical Absorption
We start from the description of the electron-photon interaction that lies at the heart
of the absorption or radiative recombination processes. The Hamiltonian of the system
is given by:
Htot = Helec +Hph +He−photon (2.14)
where Helec, Hph and He−photon are the Hamiltonian for electrons, photons and
electron-photon interaction respectively. Furthermore, we assume that the description
of electron-phonon interaction, electron-impurity or dislocation scatterings, have
been included in Helec. As a result, the number operator for electrons in band l, at
wavevector k, spin σ: Nˆe =
∑
l,k,σ C
†
l,k,σCl,k,σ will commute with all the terms in
Eq. (2.14) except for He−photon which is given by:
He−photon = − e
m
√
~
2ωV 
∑
i,j
|fij|2Akp(t)C†iCj (2.15)
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where
fij = 〈i |eˆ ·P| j〉 , i, j ∈ {(l,k, σ)} (2.16)
Akp(t) = akpe
−iωt + a†−kpe
iωt (2.17)
are the matrix elements for dipole interaction (electron-photon interaction) and vector
potential for the electro-magnetic field. Using standard density operator theory on
the the electron number operator Nˆe, it is possible to obtain the following expression
where the effect of phonon or impurity scattering on the electronic bands is combined
with the common dipole interaction:
α12(~ωph) =
2pi
nrc0V ωph0
∑
k
|P1,2(k)|2 ×
∫
dE ′1
∫
dE ′2 (Θ(E
′
1)−Θ(E ′2))
× δ(µc − µv + E ′2 − E ′1 − ~ωph)× ImGRl1(k, E ′1)ImGRl2(k, E ′2). (2.18)
In Eq. (2.18), α12 is the total absorption coefficient between band 1 and 2 for photon
energy of ~ωph. Θ(E), nr, c0, 0, m0, e, V are the distribution function of electron,
refractive index of the material, speed of light in vacuum, vacuum permittivity, electron
mass, electron charge and volume of crystal respectively. P1,2(k) is the matrix element
for dipole interaction defined in Eq. (A.8), and Θ(E) is the Fermi factor defined as
Θ(E) = 1/[1 + eE/(kBT )], where the energy E is measured from the corresponding
quasi-Fermi level. The term ImGRli (k, E
′
i), i = 1, 2 is the spectral density function for
band i, which represents the broadening of that band as the result of all the relevant
scattering processes. This broadening can be evaluated using Matsubara Green’s
function (Mahan, 1993), and the detailed derivation of this equation can be found
in Appendix A. Though the formalism shown in Appendix A can take into account
any broadening mechanisms, in this work only the broadening due to electron-phonon
scattering is considered.
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2.2.2 Direct Optical Absorption
One way to obtain the direct optical absorption coefficient is to use the Fermi’s Golden
Rule, and treated the electron-photon interaction as a first order perturbation to the
single electron system in the periodic potential of the crystal (Chuang, 2009). However,
if we have derived the phonon-assisted indirect optical absorption coefficient, it is
intuitive to treat the direct process as a special case of the indirect transition. In fact,
as is described in Chapter 2, Section 2.2, the spectral density function in Eq. (2.18)
represents the broadening of electronic bands under the perturbation of phonon. In
the case of direct absorption, no phonon participates in the process and the broadening
of the band can be assumed to be a Dirac δ-function. Consequently, by setting all the
spectral density function in Eq. 2.18 to δ(El(k)− E ′l), with El(k) being the electron
energy in band l, and integrating the equation over E ′1 and E
′
2, it is easy to get:
αdir12 (~ωph) =
2pi
nrc0V ωph0
∑
k
|P1,2(k)|2 (Θ[E1(k)]−Θ[E2(k)])
× δ(E2(k)− E1(k)− ~ωph). (2.19)
As in the previous derivation, we have ignored the momentum of photon kph in
Eq. 2.19, which is much smaller than the electron momentum.
2.2.3 Radiative Recombination Rate and Carrier Lifetime
Radiative Recombination Rate
The total radiative recombination rate relates to the optical absorption coefficient
α(~ω) by (Chuang, 2009):
R21 =
n2r
pi2~3c20
∞∫
0
α21(E)E
2
exp(E/kBT )− 1 dE (2.20)
where α21(E) is the energy dependent absorption coefficient from band 1 to band 2,
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nr the refractive index, and ~ and c0 are the reduced Planck constant and the speed
of light respectively, kB is the Boltzmann constant.
Substituting the obtained optical absorption coefficient Eq. (2.18) into Eq. (2.20)
and taking the derivation of the equation, the radiative recombination rate per unit
volume per energy interval from band 2 to band 1 is then computed as (Chuang, 2009):
dR21
dE
∣∣∣∣∣
~ωph
=
2nrωph
pi~c30v0
∑
k
|P1,2(k)|2 ×
∫
dE ′1
∫
dE ′2Θ(E
′
2) (1−Θ(E ′1))
× δ(µc − µv + E ′2 − E ′1 − ~ωph)× ImGRl1(k, E ′1)ImGRl2(k, E ′2). (2.21)
Moreover, as was mentioned in the Appendix A, when computing Eqs. (2.18) and
(2.21), we have ignored the contribution of PA inter-band transition to the self-energy.
As a result, the spectral density functions for the two bands ImGRli (k, E), i = 1, 2 are
independent. Therefore, by using the two spectral density functions in Eqs. (2.18) and
(2.21), one can actually analyze two-phonon events, where an electron is first scattered
in the lower (upper) band, absorbs (emits) a photon and is eventually scattered by
another phonon reaching its final state in upper (lower) band. Alternatively, if only one
of the electron spectral density functions is used in Eqs. (2.34) and (2.35), leaving the
others to be a delta function, one phonon event is considered instead. Consequently, if
one considers all possible cases, direct, one-phonon and two-phonon PA events can all
be investigated. As will be shown in Section 4.2.2, the case of two-phonon processes
are evaluated for Si, which is not possible with the traditional SOPT method.
As a final note we want to point out that the matrix element that describes the
dipole interaction in Eq. (A.8) is a quantity averaged over all polarizations eˆ. When
the polarization effect needs to be studied, we explicitly evaluate the matrix elements
for a specific polarization state.
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Minority Carrier Lifetime
By integrating Eq (2.21) over all possible photon energy, we can obtain the total
radiative recombination rate Rtot21 between band 2 and band 1 of a material under
specific doping concentration and lattice temperature. Determining the total RR
rate is the key step of finding the minority carrier lifetime and RR coefficient in the
material which are defined as:
Rtot21 = (Bn +Bp)(np− n2i ), (2.22)
τr =
n2i
Rtot21 (n0 + p0 + ∆)
. (2.23)
In this equation, ni, n0 and p0 are the material’s intrinsic carrier concentration,
concentrations of electrons and holes at equilibrium respectively. ∆ is the excess
carrier concentration which fulfills ∆ the majority carrier concentration in order to
to maintain the validity of the definition of low injection condition. In the following
chapters, Eq. (2.18), (2.21) and (2.23) will be used extensively to evaluate and compare
the carrier lifetime among different materials and operating conditions.
2.3 Theory of Auger Processes
The theoretical aspects of both direct (also called “pure-collision”) and PA indirect
Auger recombination processes have been studied and developed since 1960s when
Beattie (Beattie and Landsberg, 1959) firstly proposed an analytical expression, known
as BLB formula, to compute the Auger coefficient under the approximation of parabolic
band structure and non-degenerate statistics. Though the BLB formula is a convenient
way to estimate the Auger lifetime in direct band gap material and therefore is
still widely adopted in the device simulation nowadays, the calculated rates, on the
other hand, heavily depends on the value of overlap integral factor |F1F2|, which
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is historically chosen between 0.1 to 0.3 without any clear guidelines. While recent
calculations(Grein et al., 2008) based on a 14-band k · p band structure indicated that
the overlap integral factor should be closer to the lower bound of its supposed range
to match the numerical results, the actual value of |F1F2| remains a fitting parameter.
As a result, to eliminate the ambiguity of evaluating Auger coefficient, a first-principle
systematic approach to compute the recombination process is highly desirable.
At present, perhaps the most rigorous Auger recombination theory is the
one that was developed by Takeshima (Takeshima, 1982b) and Bardyszewski et
al. (Bardyszewski and Yevick, 1985) who incorporated both direct and indirect (e.g.
phonon-assisted and impurity assisted) processes into the Green’s function formalism
to enhance the accuracy of the model. Although a parabolic band approximation was
used in these early works due to the limitation of the computing infrastructure, the
formalism itself is amenable to the use of a full band structure of the material being
studied, which is particularly important to increase the accuracy of the calculation
when the carriers’ energy levels are far from the Γ point.(Wen and Bellotti, 2015b) It
is worthy of note that, besides the Green’s function theory, second-order perturba-
tion theory (SOPT) is also widely employed in studying the indirect Auger process
(Krishnamurthy et al., 1997). However, due to the undefined behavior of the SOPT
equation when a virtual state overlaps with a real one, the theory’s numerical accuracy
has been questioned (Takeshima, 1982b; Bude et al., 1992), especially when a full
band structure is used. To avoid this difficulty, in this work we followed the procedure
proposed by Takeshima (Takeshima, 1982b; Takeshima, 1984a) and implemented the
Green’s function theory of Auger recombination with full band structures obtained
from EPM. A detailed derivation of the expression for the recombination rates was
presented in Ref.(Takeshima, 1982b) and will not be repeated here. Instead, the final
expressions are presented below for completeness.
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2.3.1 Phonon-assisted Indirect Auger Recombination
The total Auger recombination rate per unit volume is given by:
RAR =
2pi
~
V 3
(2pi)9
[1− e(µv−µc)/kBT ]
×
∫ ∫ ∫ ∫
dk1dk2dk1′dk2′ |Mee|2 δ(k1 + k2 − k1′ − k2′)
×
∫
dE1dE2dE1′dE2′Θ(E1)Θ(E2)[1−Θ(E1′)][1−Θ(E2′)]
× ImGRl1(k1, E1)ImGRl2(k2, E2)ImGRl1′ (k1′ , E1′)ImGRl2′ (k2′ , E2′). (2.24)
where ImGRli (ki, Ei) is the spectral density function representing the energy broadening
at ki in Brillouin Zone (BZ) around energy Ei at band li. The specific form of the
expression can be found in Chapter 2, Section 2.4. Mee is the matrix element for Auger
process which involves four electron/hole states(Laks and Neumark, 1990):
Mee =
∫ ∫
dr1dr2φ
∗
k1
(r1)φ
∗
k2
(r2)ν(r1 − r2)
φk1′ (r1)φk2′ (r2) + exchange term, (2.25)
with
φk(r) =
1√
V
∑
G
[Au(k + G) + Ad(k + G)]e
i(k+G)·r, (2.26)
ν(r) =
∑
G
∫
BZ
dq
(2pi)3
ν(q + G)ei(q+G)·r, (2.27)
ν(q + G) =
∑
G′
−1G,G′(q)
4pie2
|q + G′|2 . (2.28)
Here, V is the volume of the crystal and φk(r) is the Bloch wavefunction whose
plane wave expansion coefficients are Au(k + G) and Ad(k + G) for spin up and spin
down states respectively (Harrison et al., 1999). −1G,G′(q) is the dielectric function
of the material and ν(r) is the screened Coulomb interaction. The exchange term in
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Eq. (2.25) can be obtained by swapping the indices 1’ and 2’ in the direct term. When
using plane waves to expand the electron wavefunction φk(r), the overlap integral of
the four Bloch states involve a four-fold summation over the reciprocal vector G. Due
to the large number of plane waves used in the EPM, direct summation over G is
very time consuming. Since the interaction matrix element needs to be evaluated very
frequently during the calculation of Auger rate, we followed the approach of Laks et
al.(Laks and Neumark, 1990) and reduced the four-fold summation into a two-fold
one which greatly decreased the computing requirement. It should be noted that
since Auger process is mediated by the electron-electron interaction, the screening
of the electric field due to electron gas plays a vital role in modeling the interaction.
Therefore, in this work we employed a wavevector-dependent dielectric function (q)
to account for the spatial screening effect:
(q) = 1 +
c1
|q|c2 + c3 , (2.29)
with the parameters c1, c2 and c3 fitted to the numerical results from the random
phase approximation (Walter and Cohen, 1972). We want to point out that a more
rigorous way of modeling the screening effect in Auger process is to further include
the frequency dependence in the dielectric function. However, due to the significant
increase of computing time, the dynamic screening effect is hard to incorporate with
full band structure and as a result, only wavevector-dependent screening is considered
in this work.
It should be noted that due to the complexity of the energy integral in Eq. (2.24),
when calculating the PA Auger rate, only one band is broadened. Since the heavy hole
(HH) band usually has the largest broadening compared to that of the conduction
bands, light hole band and spin-orbit band, only the spectral function for one of the
final state in HH ImGRHH(ki, Ei) will be calculated in the Auger process.
31
Similar to the RR rate but using the total AR rate instead, Auger coefficients Cn,
Cp and minority carrier lifetimes τAR under low injection condition can be obtained
as:
RAR = (Cnn+ Cpp)(np− n2i ), (2.30)
τAR =
n2i
RAR(n0 + p0 + ∆)
, (2.31)
where ni, n0, p0 and ∆ are the intrinsic, electron and hole concentrations at thermal
equilibrium and injected carrier concentration respectively.
To facilitate the calculation of the overlap integral in the BLB formula, the
corresponding n-type Auger coefficient Cn is cited as the following (Bellotti and
D’Orsogna, 2006):
Cn =
(
me∗
m0
)
|F1F2|2
7.6× 10−18n2i 2∞
(
1 +
me∗
mh∗
)1/2(
1 + 2
me∗
mh∗
)
×
(
Eg
kBT
)−3/2
exp
−1 + 2
me∗
mh∗
1 +
me∗
mh∗
· Eg
kBT
 (2.32)
with me∗, mh∗, ∞, Eg, |F1F2| being the electron and hole effective masses, high-
frequency dielectric constant, band gap energy and overlap integral factor respectively.
Except for |F1F2|, the empirical formulas of these quantities as a function of composi-
tion ratio and temperature can be found in Ref. (Lopes et al., 1993; Schuster et al.,
2012; Ioffe, ).
2.3.2 Direct Auger Recombination
The equation for direct AR rate can be determined in the same way of RR rate by
evaluate Eq. (2.24) in the special case where no broadening of bands are considered.
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Let the spectral density function ImGRli (ki, Ei) = δ(E(ki) − Ei), with i = 1, 2, 1′, 2′
and E(ki) being the band energy at ki, Eq. (2.24) can be simplified as:
RdirAR =
2pi
~
V 3
(2pi)9
[1− e(µv−µc)/kBT ]
×
∫ ∫ ∫ ∫
dk1dk2dk1′dk2′ |Mee|2 δ(k1 + k2 − k1′ − k2′)
× δ (E(k1) + E(k2)− E(k1′)− E(k2′))
×Θ(E(k1)Θ(E(k2)[1−Θ(E(k1′)][1−Θ(E(k2′)]. (2.33)
Consequently, the direct AR rate and its related minority carrier lifetime can be
found using Eq. (2.33).
2.4 Electron Self-Energy under Phonon Perturbation
In order to evaluate Eqs. (2.18), (2.21) and (2.24), the specific form of spectral density
function and electron Green’s function ImGRli need to be known. To evaluate the
spectral density function, the equation of motion for the electrons under both the
periodic potential of the lattice and the scattering with phonons needs to be solved.
Moreover, in heavily doped semiconductor materials, or in the case of low or high
injections condition, the number of electrons in conduction band could be very large,
in which case the electron-electron interaction would be significant as well. This
many-body problem, however, could be sufficiently described by the total longitudinal
dielectric function of the system. As a result, the electron Matsubara functions in
Eq. (A.32) and (A.33) is expanded by using Dyson’s equation with a suitable screened
dielectric constant model and electron-phonon interaction potential. As a consequence,
one can get a closed form of Matsubara Green’s functions g2,3 and g4,1 (Eq. (A.32)
and (A.33)) when only the first order term in the expansion is retained. Since the
procedure is well-established and can be found in most textbooks on Green’s function
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theory (see Appendix A and Chapter 5 of Ref. (Mahan, 1993) and Ref. (Bardyszewski
and Yevick, 1985)), we only present the results here. Specifically, we have:
ImGRli (k, E) = −
1
pi
× ImΣi(k, E)
[E − Ei(k)− ReΣi(k, E)]2 + [ImΣi(k, E)]2
(2.34)
and,
ImΣi(k, E) = −pi
∑
ν
∫
dk′
(2pi)3
|gν(k′ − k)|2Bii(k,k′)
× {[1 + P (~ων)−Θ(E − ~ων)] δ(E − ~ων − Ei(k′))
+ [P (~ων) + Θ(E + ~ων)] δ(E + ~ων − Ei(k′))} , (2.35)
in which Bii(k,k
′) is the overlap integral between the periodic part of the Bloch
function of the two electronic states k and k′ in band i. ων , P (~ων) are the angular
frequency and distribution function of phonon respectively. Σi(k, E) is the retarded
electron self-energy for band i, at wavevector k and energy E, obtained by summing
all the possible phonon scatterings from each initial electron state k′ in Brillouin
zone. The real part of Σi(k, E) which gives the shift of electron energy under the
effect of phonon-electron interaction has already been included in the band from the
non-local EPM model, thus no other effort is needed. The imaginary part of Σi, on the
contrary, is at the center of our interest since it is directly related to the broadening
of each band in the presence of phonons. As shown in Eq. (2.18), all the effects of
phonon-electron interaction have been contained in the spectral density function Ai,
and computing ImΣi(k, E) represents the most challenging part of the model. In
evaluating the spectral function, we have not included the realistic phonon dispersion.
To describe the optical phonons we have employed a constant frequency obtained
at q = 0. For the acoustic phonon branches we have used a linear dispersion and
the sound velocity. In the case of non-equilibrium conditions, as is in the calculation
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of excess carrier lifetime, quasi-Fermi distributions are used for electrons and holes
with respective quasi-Fermi levels. In Eq. (2.35), gν is the matrix element for different
electron-phonon interaction mechanisms. We have employed four most important
forms in our calculation, which are given by:
|g1(q)|2 = Ξ
2
d~ωac(q)
2cl
q4
(q2 + λ2)2
(2.36)
|g2(q)|2 = e
2~ωac(q)
4
K2AV
q2
(q2 + λ2)2
(2.37)
|g3(q)|2 = ~D
2v2s
2ωop(q)c¯
q4
(q2 + λ2)2
(2.38)
|g4(q)|2 = e
2~ωop(q)
2∗
q2
(q2 + λ2)2
(2.39)
where cl and ct are the longitudinal and transverse elastic constant respectively, c¯ is the
average elastic constant c¯ = cl/3 + 2ct/3, vs is the sound velocity and 
∗ is the effective
inverse dielectric constant ∗−1 = −1∞ − −10 . The phonon occupation factor P (~ων)
is given by the Bose-Einstein distribution, which is P (~ων) = 1/[1 + e~ων/(kBT )]. The
strengths of these scattering are defined as Ξd, the effective deformation potential; D,
the optical coupling constant and KAV , average electromechanical coupling coefficient.
For the elemental material, such as Si and Ge, which are centrosymmetric crystal,
KAV = 0. For the compound material systems that do not posses this centrosymmetric
property, the piezoelctric scattering is non-zero and its contribution to the self-energy
should be included.
As to the electron-phonon interaction matrix element, g1 represents acoustic phonon
scattering, while g2 is the piezoelectric scattering. The third and fourth terms are for
the non-polar optical scattering and polar optical scattering in which we adopted the
simple Frohlich Hamiltonian to describe the interaction between electrons and optical
phonons. The electron-electron and phonon-phonon scattering effect is included by
means of the inverse screening length λ, and the Thomas-Fermi model is applied as a
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first order correction. Unlike the Auger recombination, which itself is the result of this
screened Coulomb interaction requiring a more rigorous description of λ (Takeshima,
1982a), in the context of radiative recombination, the Thomas-Fermi model is usually
a good approximation under the conditions of low injection. In this way, by including
the effect of electron-electron and phonon-phonon scattering into the screening length,
we can treat each electron as a ‘single’ electron surrounded by phonons, thus the
Frohlich Hamiltonian, which describes a system containing single electron and phonons,
is a suitable description. Eq. (2.35) is then integrated over the whole Brillouin zone on
a band-dependent tetrahedral mesh (as is discussed in next section). By inserting the
resultant spectral density function Ai into Eq. (2.18), the absorption coefficient can be
obtained recognizing the fact that the delta function will vanish after the integration of
E ′2 in Eq. (2.18), thus avoiding the complicated integration on the equi-energy surface.
2.5 3D Device Simulation Models
In the section, models used in the 3D semiconductor device simulations will be briefly
summarized. In particular, the Boltzmann Transport Equation (BTE), the governing
equation for carrier transport in semiconductors, is discussed first. Two derived
simulation models, namely the drift-diffusion model and Monte-Carlo model, which
approximate the BTE on different assumptions, are described subsequently.
2.5.1 Boltzmann Transport Equation
Within the framework of the semi-classical transport theory, the BTE describes the
motion of carriers in phase space and can be considered as a continuity equation for
the carrier distribution function f(r,k, t) in phase space. The distribution function is
defined by three momentum coordinates k and three spatial coordinates r at time t.
In bulk material, where the force field E does not depend on the wavevector k and
the carrier velocity v is independent of space coordinate, the BTE can be written as
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in the form of:
∂f(r,k, t)
∂t
= −v · ∇f(r,k, t)− E
~
· ∇kf(r,k, t) + ∂f(r,k, t)
∂t
∣∣∣∣
coll
. (2.40)
Due to the fact that BTE treats electrons and holes as point particles with definite
position and momentum at the same time, this transport theory is valid only in the
classical domain. Carriers are also considered to be uncorrelated so that a single
particle distribution function can be defined. The collision term in Eq. (2.40) is given
by:
∂f(r,k, t)
∂t
∣∣∣∣
coll
=
∫
{f(r,k′, t)[1− f(r,k, t)]S(k′,k)−
f(r,k, t)[1− f(r,k′, t)]S(k,k′)} dk′ (2.41)
where S(k,k′) is the scattering rate from the state k to k′ due to different microscopic
scattering mechanisms, such as phonon, impurity, dislocation scatterings, and GR
processes. We noted that the collision integral in Eq. (2.41) contains the quantum
description of the system, since the scattering rates are evaluated using quantum
mechanical techniques. As a result, the BTE model used in this work is actually a
semi-classical model. Moreover, it is clear that the description of the band structure
also enters in the BTE through the velocity computed as v = ∇kE(k)/~, where the
momentum-energy relation for the particles is given by E(k).
The task of solving BTE is challenging due to the presence of many obstacles.
Among them are the complex description of scattering rates ∂f
∂t
∣∣
coll
, the nonlinear
response, and the boundary conditions of devices. Some analytical techniques are
available in the literature. For example, assumptions can be made about the form
of the distribution function, and it is possible to use the drifted Maxwellian formula-
tion (Hansch, 1991) to obtain the carrier distribution functions. Another possibility
relies on the functional expansion of the distribution function in terms of spherical
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harmonics (Ventura et al., 1992). Although useful, these analytical models only provide
a limited answer to the study of transport in realistic semiconductors since analytical
band structures must be used.
On the other hand, when applying the relaxation time approximation (RTA) and
using the method of momentum (Hess, 1988), it is possible to separate the BTE into
two decoupled equations and the drift-diffusion model can be derived, which is shown
in the following section. Monte Carlo method is another powerful tool in determining
the solutions of BTE. Rather than directly solving the BTE, the distribution function
is built through direct simulation of the motion of an ensemble of particles in phase
space. The ensemble is subjected to the action of external forces E and scattering
phenomena. Detailed simulation procedures can be found in Section 2.5.3.
2.5.2 Drift-Diffusion Model
To avoid evaluating the collision term ∂f
∂t
∣∣
coll
in Eq. (2.40), which requires the solving
of Schrodinger equation for different microscopic processes, it is convenient to apply
the RTA to obtain an overall effect of all the scattering mechanisms. (Hess, 1988) The
RTA assumes that the action of inter-particle collisions relaxes the non-equilibrium
distribution function f to its value at equilibrium f0 in a characteristic time τ , which
effectively transforms the BTE into a mathematically tractable differential equation:
∂f
∂t
∣∣∣∣
coll
= −f − f0
τ
. (2.42)
When further simplify the non-equilibrium distribution function f with its averaged
value by applying the method of momentum and integrating over momentum space
(Hess, 1988; Brennan, 1999):∫
Θ
∂f
∂t
dk = −
∫
Θ (v · ∇f) dk−
∫
Θ
(E
~
· ∇kf
)
dk−
∫
Θ
f − f0
τ
dk, (2.43)
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Eq. (2.40) can be decoupled into several parts with proper choice of the momentum
function Θ. First let Θ = 1. Each term in Eq. (2.43) becomes:∫
Θ
∂f
∂t
dk =
∂
∂t
∫
f(r,k, t)dk =
∂n
∂t
, (2.44)
with n being the carrier density in real space, and
∫
Θ
f − f0
τ
dk =
n− n0
τ
, (2.45)
−
∫
Θ (v · ∇f) dk−
∫
Θ
(E
~
· ∇kf
)
dk = ∇ · (nv). (2.46)
In the derivation above, partial integration is used: g · ∇h = ∇ · (hg) − h∇ · g.
Eq. (2.43) therefore is simplified as:
∂n
∂t
= ∇ · (nv)− n− n0
τ
. (2.47)
Eq. (2.47) is the well-known continuity equation.
Further evaluating the second momentum of Eq. (2.43) by setting Θ = v, following
the similar partial integration procedure, one can get:
Jn = eµnnE + eDn∇n, (2.48)
with
µn =
eτ
m
(2.49)
Dn = µn
kBT
e
(2.50)
Jn = −env, (2.51)
in which e is the absolute value of electron charge, and m is the electron mass.
The final piece of the drift-diffusion model is the Poisson equation relating the
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system’s free and fixed charge to the electrostatic potential created by its displacement:
−∇((r)∇φ(r)) = e(ND + p− n−NA). (2.52)
Here, the electrostatic potential is φ while ND and NA represent the concentration of
positively and negatively charged donor and acceptor atoms, respectively.
Eq. (2.47) - (2.52) represent the complete drift-diffusion model which can be used
to simulate carrier and electric field distribution in a self-consistent manner.
2.5.3 Monte-Carlo Model
Monte-Carlo simulation is another popular method of solving the BTE. The central
idea of Monte-Carlo simulation is to simulate the motion of a particle ensemble in
a device structure under specific external field and boundary conditions. When it
comes to the scattering process, instead of using RTA to simplify the collision term in
Eq. (2.40), quantum mechanical models for different scatterings are used to evaluate
the scattering rates as functions of particle energy. Due to the probabilistic nature of
scattering event in the real semiconductor devices, the simulated scattering behavior
of particles is determined in a stochastic way, where both the type of scattering and
the final state of particles in the momentum space are chosen randomly (Jacoboni and
Lugli, 1989). The whole Monte-Carlo simulation model, therefore, can be divided into
two parts: one is the motion of particles in the real space which is drifted by the local
electric field, the other is the scattering processes which happened in the momentum
space. The following two sections will discuss these two topics respectively.
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Free Flight and Self-Scattering
The wavevector k of a carrier (electron or hole) changes continuously during the free
flight due to the presence of electric field, which is:
~k˙ = −eE . (2.53)
One assumption of MC simulation is that between two consecutive collisions (scat-
tering), particles can fly freely in the electric field generated by the local charge
distribution. The free flight makes particles move in the real space while the scattering
events change the particle velocity, thus move the particle in the momentum space.
Apparently, the free flight time is crucial to correctly simulate the particles’ trajectory
which will determine the both carrier distributions and the microscopic current in the
devices.
The free flight time can be assessed through the probability of the scattering
events. Let P [k(t)] be the probability that an electron in the state k undergoes a
collision in the time interval of dt. The probability of this electron that had a collision
at t = 0 yet has not subject to a subsequent collision at time t can be written as:
exp
[
− ∫ t
0
P [k(t′)]dt′
]
. As a result, the probability of an electron subject to a collision
at time t is given by:
P(t) = P [k(t)] exp
− t∫
0
P [k(t′)]dt′
 . (2.54)
The scattering probability for each scattering mechanism P [k(t)] can be obtained
by using quantum mechanical theory (Ridley, 1999), which can only be evaluated
numerically if a full band structure is adopted. Furthermore, the integration of
P [k(t′)] over time interval [0t] on the exponential makes Eq. (2.54) even harder to use.
Rees (Rees, 1968; Rees, 1969) has proposed a simpler way to avoid solving Eq. (2.54)
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directly, in which the maximum value of P [k(t)] in momentum space is assumed to be
Γ ≡ 1/τ0. We use this maximum probability Γ to replace the P (k) and Eq. (2.54) can
be converted to:
P(t) =
1
τ0
exp(−t/τ0). (2.55)
By introducing Rees’s method, we actually have increased the total probability of
P(t) and the realistic scattering probability P (k) is replaced by a constant value
Γ ≥ P (k),∀k. To maintain the physical correctness of Eq. (2.54), the extra probability
that goes into Eq. (2.55) can be attributed to a fictitious ”self-scattering” where the
particle will scatter with itself and maintain its original velocity (momentum k) after
the scattering.
To obtain the total free flight after one real scattering event, integrate both sides
of Eq. (2.55) from 0 to tr. The LHS
∫ tr
0
P(t′)dt′ ≡ r gives the probability of a free
flight that lasts tr time. The result tr = −τ0 ln(1− r) can be further simplified to
tr = −τ0 ln(r), (2.56)
since r is assumed to be uniformly distributed within [0 1]. It is worthy of note
that the assumption of uniformly distributed r is the consequence of the constant
scattering rate Γ used in Eq. (2.55). At the end of each free flight where a scattering is
supposed to happen, self-scattering will be further checked by using another uniform
random number r′. The comparison of r′ with the normalized scattering probability
at k, P (k)/Γ, will indicate either 1: a real scattering event if r′ ≤ P (k)/Γ or 2:
self-scattering if otherwise. Therefore, Eq. (2.54) can be properly handled, in which a
real scattering only happens with a probability of P (k).
As a final remark, one should notice that when using the obtained free flight
time tr in the simulation, different particles generally have different flight time which
makes it difficult to track the properties of each particle at the same simulation time.
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Consequently, it is advisable to discard the concept of free flight time and evaluate
Eq. (2.54) after each small constant time step using the self-scattering method (Rees,
1968; Rees, 1969). This will effectively eliminated the need to compute the free flight
time at the expense of more times of checking for the self-scattering event.
Scattering Processes
The scattering rate as a function of particle’s initial k and final states k′ in momen-
tum space with a perturbation Hamiltonian Hp can be obtained using first-order
perturbation and Fermi’s Golden Rule:
S(k,k′) =
2pi
~
|〈ψk|Hp |ψk′〉|2 δ[E(k)− E(k′)] (2.57)
for elastic processes, and
S(k,k′) =
2pi
~
(
Nq +
1
2
± 1
2
)
|〈ψk|Hp |ψk′〉|2 δ[E(k)− E(k′)∓ ~ωq] (2.58)
for phonon scattering processes. In Eq. (2.58) ~ωq is the phonon energy, Nq is the
phonon occupation number at the lattice temperature T , and the upper and lower
signs correspond to emission and absorption, respectively. The total rate 1/τ(k) out
of the Bloch state ψk for each scattering mechanism can be evaluated numerically by
integrating over the Brillouin zone using the full-band description
1
τ(k)
=
V
(2pi)3
∫
S(k,k′) dk′ (2.59)
The Fermi’s Golden Rule is derived under the assumption that the scattering event
is instantaneous. This assumption breaks down in a few important cases. In case of
very fast transients, where the dynamics of the system has to be studied on a time
scale comparable to the scattering rate, the rates have to be derived in a different
way. In case of very high scattering rates, the initial state may decay appreciably
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by the time the scattering is completed, and the determination of the rate has to
be done with this taken into account. Lastly, in case of very high electric fields, the
field can transfer significant amount of energy to the particle during the scattering
events (intracollisional field effect) which changes the assumption of the Golden Rule.
Different attempts have been made to include such phenomena in transport simulators
but no unified treatment is presently available. In cases where these effects can be
neglected, the first order transition rate provides a good description of the scattering
events. Each scattering process can then be described by specializing Eq. (2.57), (2.58)
using an appropriate expression for the perturbation Hamiltonian.
Here, the final expressions for polar scattering, deformation potential scattering,
impurity scattering and dislocation scattering derived using Fermi’s Golden Rule are
presented for completeness. The detailed derivation can be found in Ref. (Ridley,
1999).
• Polar optical phonon scattering rates, described by using the Fro¨hlich formula-
tion:
S(k,k′) =
(2pie)2ωop
4piV
(
1
∞
− 1
0
)
×
{
Nq +
1
2
± 1
2
} |I(k,k′)|2
q2
δ[E(k)− E(k′)∓ ~ωLO] (2.60)
where ∞, 0 are the optical and static dielectric functions, I(k,k′) is the overlap
integral between the initial k and final k′ Bloch state, ~ωLO is the longitudinal
optical phonon energy and V the volume of the crystal. A common approximation
is the use of a constant value for the polar optical energy associated with the
longitudinal optical mode. The dependence of the matrix element on the inverse
square of the phonon wave vector, and the angular dependence of the overlap
integral makes this scattering mechanism anisotropic.
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• Non-polar acoustic phonon scattering rates:
S(k,k′) =
piD2a
V ρu
{
Nq +
1
2
± 1
2
}
I(k,k′)q δ[E(k)− E(k′)∓ ~ωq] (2.61)
where Da is the isotropic coupling constant, ρ is the density of the semiconductor,
ωq is the frequency of the phonon with wavevector q, and k
′ = k ∓ q + G is
the final electron wavevector which is mapped into the first BZ by adding a
vector G of the reciprocal lattice. The acoustic phonon dispersion has been
approximated by:
~ωq =
{
~ωmax [1− cos (|q|a/4)]1/2 , |q| ≤ 2pi/a
~ωmax, |q| > 2pi/a (2.62)
• Non-polar optical phonon scattering rates:
S(k,k′) =
piD2TK
V ρu
{
Nq +
1
2
± 1
2
}
I(k,k′) δ[E(k)− E(k′)∓ ~ωTO] (2.63)
• Ionized impurity scattering rates, derived using the Brooks-Herring model:
S(k,k′) =
32pi3Z2NIe
4
~V 4pi2
|I(k,k′)|2
(β2 + q2)2
δ[E(k)− E(k′)] (2.64)
where β is the screening length, which depends on the free carrier density, and
NI is the density of ionized impurities of charge Ze.
• Piezoelectric scattering rates:
S(k,k′) =
e2K2avkBT
8pi2~
q2
(q2 + β2)2
δ[E(k)− E(k′)] (2.65)
Piezoelectric coupling constant has a complex directional dependence. Lon-
gitudinal and transverse modes are lumped together by defining an average
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electromechanical coupling Kav such that
K2av =
〈e2L〉
cL
+
〈e2T 〉
cT
(2.66)
where cT , cL are the transverse and longitudinal elastic constants and
〈e2L〉 =
1
7
e233 +
4
35
e33(e31 + 2e15) +
8
105
(e31 + 2e15)
2 (2.67a)
〈e2T 〉 =
2
35
(e33 − e31 − e15)2 + 16
105
e15(e33 − e31 − e15) + 16
35
e215 (2.67b)
• Dislocation scattering rates (Bertazzi et al., 2007):
1
τ(k⊥)
=
Ndislo q
4m∗λ4
c2~3
1 + 2k2⊥λ
2
(1 + 4k2⊥λ2)3/2
(2.68)
where λ is the Debye length, q = k⊥ − k⊥′, and k⊥, k′⊥ are the incoming and
outgoing wavevectors in the direction perpendicular to the growth axis.
2.6 Numerical Implementation
2.6.1 Finite Element Method
FEM is a numerical method for obtaining approximate solutions of system equations
over a discretized space. Unlike the Rayleigh-Ritz variational method which tries to
find the solution over the entire calculation space, for FEM solutions are computed by
minimizing the equation error on each individual elements in a averaged sense (Ram-
Mohan, 2002). Due to the fact that FEM imposes less restriction on the form of
governing equations and solutions, it is more flexible to use than the variational
method especially for large systems with coupled equations.
In general, FEM can be divided into five parts (Huebner et al., 1995):
• Discretize the continuum. The first step is to discretize the continuum simulation
space into elements with some specific shape of elements. When choosing the
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type of elements to represent the simulation space, one should consider both
the shape and symmetry of the space and the nature of the expected solutions.
For example in 3D simulation, if the boundary of simulation space is aligned
with the Cartesian coordinate axes, it is usually convenient to use brick tensor
element in the space discretization. However, if the boundary is irregular with
many curved faces, tetrahedron or triangular prism are usually employed. This
step also defines the interpolation function that can be used to evaluate the
unknowns inside each elements.
• Select interpolation functions. As is stated above, the interpolation functions
are used to represent the variation of the field variable over the element. The
field variable is the unknown solution to the problem which can be scalar, vector
or high-dimensional tensor. In general, ploynomials are preferred due to the
ease of evaluation, integration and differentiation to them. The nature of the
expected solutions may also imposes restrictions on the interpolation function.
For example, if the physical properties of the solution has C1 continuity, its
interpolation function should take this into consideration. Otherwise unphysical
solution may be obtained.
• Find the element properties and assemble the system equations. Once the type
of element and interpolation functions have been determined, one can choose
the way to solve the equations. Usually the weighted residual approach (weak
form) is used for its localized error. The connectivity of elements are then used
to relate different elements together to form a group of discretized equations.
• Impose the boundary conditions. In order to obtain a definite solution of
the system, proper boundary conditions need to be included in the matrix
equations. The way to apply the boundary conditions will be briefly introduced
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Figure 2·2: A tetrahedral element with its four nodes labeled in a
right-hand coordinates. The point (x1, y1, z1) is within the element.
in Section 2.6.3.
• Solve the system equations and make additional calculations if required. De-
pending on the type of the problem, a set of linear or non-linear equations need
to be solved to obtain the solutions of the original problem. Many algorithms
have been developed to solve these matrix equations. A good review can be
found in Ref. (Hesthaven and Warburton, 2008).
Natural Coordinates in 3D
In this work, tetrahedron element together with linear interpolation function is used to
solve the Poisson equation in the MC simulation. As a result, here we only introduce
the linear interpolation function suitable for tetrahedron elements using 3D natural
coordinates.
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The linear interpolation functions in 3D for a quantity φ can be represented as:
φ(x, y, z) = α1 + α2x+ α3y + α4z. (2.69)
in which αi it some quantities relate to both element shape and the individual
φi, i = 1, 2, 3, 4 at each vertices. To separate the geometry information of the mesh
with the unknown quantity φ, Eq. (2.69) can be rewrite as:
φ(x, y, z) = N1φ1 +N2φ2 +N3φ3 +N4φ4. (2.70)
with Ni defined as natural coordinates. Since the quantity φ is arbitrary, in particular,
let φ equals to x, y, z, 1, we can obtain four equations which can further be written
in the matrix form: 
1
x
y
z
 =

1 1 1 1
x1 x2 x3 x4
y1 y2 y3 y4
z1 z2 z3 z4


N1
N2
N3
N4
 (2.71)
Here, xi, yi, zi, with i = 1, 2, 3, 4 is the coordinates of the four vertices of the
tetrahedron element, as shown in Fig. 2·2.
In order to use Eq. (2.70) to interpolate any functions linearly, one only need to
inverse the matrix in Eq. 2.72 and get:
N1
N2
N3
N4
 =

a1 b1 c1 d1
a2 b2 c2 d2
a3 b3 c3 d3
a4 b4 c4 d4


1
x
y
z
 (2.72)
in which the coefficients of matrix ai, bi, ci, di, with i = 1, 2, 3, 4 are functions of
tetrahedron vertices coordinates, and are only depended on the geometry of the mesh.
When it comes to the derivation of the arbitrary function φ, it is easy to derive the
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following equations using chain rule:
∂φ
∂x
=
4∑
i=1
∂φ
∂Ni
∂Ni
∂x
(2.73)
∂φ
∂y
=
4∑
i=1
∂φ
∂Ni
∂Ni
∂y
(2.74)
∂φ
∂z
=
4∑
i=1
∂φ
∂Ni
∂Ni
∂z
. (2.75)
We noted that since the coefficients ai, bi, ci, di is independent on the problems to
be solved, once the discretization of the simulation space is done, these interpolations
coefficients can be calculated in advance. When interpolating the field variables in the
device simulation phase, Eq. (2.70) can be used directly.
2.6.2 Discretization of 3D Momentum Space
One difficulty in numerically evaluating the Green’s function and calculating scattering
rates is related to the integration of the delta functions in Eq. (2.19), (2.33), (2.35)
and (2.60) to (2.68). which involves the computation of a two-dimensional integral
on a constant-energy surface in momentum space (Wen and Bellotti, 2014). Since
the full band structures are employed, the lack of an analytical expression for the
energy dispersion E(k) makes this integration even more challenging. In this work,
we adopted the tetrahedron method where the electron energy E(k) and other k-
dependent quantities are linearly interpolated throughout each tetrahedron using the
corresponding values at the four vertices. This approach has proven to be efficient
and accurate (Lehmann and Taut, 1972; Jungemann and Meinerzhagen, 2003), and,
as described in the previous section, can also be applied to real space integration.
Although higher order interpolation schemes, such as quadratic interpolation, can
provide even more accurate results (MacDonald et al., 1979), their complicated
implementation and computational load make the linear interpolation method more
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Figure 2·3: Generated mesh in the irreducible wedge of BZ of zincblend
structure for (a): direct band gap material and (b): indirect band gap
material. In (a), region around Γ sees highest density of mesh nodes,
whereas in (b), the density of mesh nodes is highest around L valley.
Points in the figure represent the geometry center of each tetrahedron
element to ease the visualization.
appealing. To reduce the error introduced by the numerical implementation, while
maintaining a reasonable computation time, instead of using a uniform mesh, we
employed a band-adaptive non-uniform mesh (Jungemann and Meinerzhagen, 2003)
by considering the specific features of each band involved in a transition, where a
dedicated tetrahedron mesh is produced to optimize the energy interpolation.
For example, in the work of evaluating the optical and Auger properties of HgCdTe,
a tetrahedron mesh with 22,887 elements in the irreducible wedge (IW) is used to
perform the integration of Eqs. (2.18), (2.21) and (2.24), and another mesh with 8,422
tetrahedrons is employed in the evaluation of Eq. (2.35) due to the different types of
integrands in these equations. For other materials, such as Si, Ge, InGaAs and InAsSb,
separate sets of meshes are generated for each material respectively to accommodate
their full band structures. As shown in Fig. 2·3, meshes for direct band gap material
(a, e.g. HgCdTe, InGaAs and InAsSb) and indirect band gap material (b, e.g. Si and
Ge) are demonstrated, which has the highest node density around the band edge.
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Figure 2·4: The tetrahedral mesh for the first conduction band of
Hg0.6Cd0.4Te with 376 vertices in the IW. The boundaries of Brillouin
zone and IW are depicted as bold lines. The inset of the figure is the
corresponding band structures from the non-local EPM calculation,
which is used in the mesh generation and later calculation.
As a demonstration, Fig. 2·4 shows a simplified tetrahedron mesh generated for
Hg0.6Cd0.4Te with 376 vertices in the IW. We want to point out that in the realistic
calculation, meshes with much higher density is adopted to reduce the interpolation
error. For instance, the calculation of density of states involving 4 valence bands and
8 conduction bands, which is necessary to evaluate the realistic quasi-Fermi levels for
specific doping/injection conditions, are evaluated on a 35,299 tetrahedron mesh. The
convergence of the integration has been checked by using meshes of different sizes. For
example, a mesh of 32,560 tetrahedrons in IW provides essentially the same result as
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the mesh of 22,887 tetrahedrons with a maximum difference always below 5%.
2.6.3 Discretization of Poisson Equation
As shown in Section 2.5.3, electric field in the semiconductor devices is essential
in the MC simulation, since it determines the particles’ velocity and consequently
their distribution in the real space. To obtain the electric field, Poisson equation
(Eq. (2.52)) need to be solved, and the gradient of the resulting electrostatic potential
gives the electric field. Due to the fact that the simulation domain is discretized using
tetrahedron elements in this work, FEM becomes the natural choice of solving Poisson
equation. To include the space charges carried by the particles, Eq. (2.52) can be
rewrite as:
−∇((r)∇φ(r)) =
∑
p
qpδ(r− rp) + ρ(r), (2.76)
with
φ|∂ΩDi = φD + Vext,i, (2.77)
∇nφ|∂ΩN = 0. (2.78)
as the boundary conditions. Here, qp is the charge carried by each particles, rp is the
position of the particle and ρ(r) represents the continuum charges in the space such as
the doping concentration. Eq. (2.77) and (2.78) gives the Dirichlet BC and Neumann
BC respectively, in which the electrostatic potential at the ith ohmic contact region
∂ΩDi is the sum of Fermi level φD in the device at equilibrium and the applied bias
voltage Vext,i.
Following the discussion in Section 2.6.1, with the linear interpolation function Ni
and the potential defined at each node in the mesh φi, the electrostatic potential in
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the entire simulation domain Ω can be represented as:
φ(r) =
K∑
j=1
Nj(r)φj(r) (2.79)
assuming there are K nodes in the discretized mesh. One needs to notice that in the
framework of FEM, Nj(r) fulfills:
Nj(r) =
{
nonzero, if r ∈ element that contains node j
0, if r /∈ element that contains node j (2.80)
The φi in Eq. (2.79) is the solution of Poisson equation we are seeking since with that
information, the potential at any point r can be found through Eq. (2.79).
Using the Ritz-Galerkin method (Ram-Mohan, 2002), and combine Eq. (2.76),
(2.79) and (2.80), one can get the weak form of Poisson equation:
−
K∑
j=1
φj
∫
Ω
T (r)∇2Nj dr =
∑
p
∫
Ω
T (r)qpδ(r− rp) dr +
∫
Ω
T (r)ρ(r) dr. (2.81)
Here, the testing function in Galerkin’s method is defined as T (r) and the error of
introducing this arbitrary function into the rigorous Poisson equation is zero when
averaged on all the elements.
For all i = 1, 2, 3...K, let T (r) = Ni(r), which is the standard procedure of
Galerkin’s method, Eq. (2.81) can be converted into:

K∑
j=1
φj
∫
Ω
∇Nj · ∇Ni dr =
∑
p
qpNi(rp) +
K∑
j=1
∫
Ω
ρjNj(r)Ni(r) dr, i = 1 to K.
(2.82)
In this equation, the usual partial integration technique is used and Neumann BC
Eq. (2.78) is applied to eliminate the surface integral over ∂Ω. The continuum charge
distribution also has been linearly interpolated as ρ(r) =
∑K
j=1 ρjNj(r), and the exact
form of the last term in Eq. (2.82) is derived in Appendix B.
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Eq. (2.82) is ready to be assembled into the matrix form for a linear solver to solve
numerically:
AΦ = b, (2.83)
with
Aij =
∫
Ω
∇Ni · ∇Nj dr, i, j = 1, 2, 3, ... K (2.84)
Φ = (φ1, φ2, ... , φK)
T . (2.85)
We noted that the RHS of Eq. (2.83) has already included the Dirichlet BC (Eq. (2.77))
and the RHS of Eq. (2.82). When applying the Dirichlet BC to Eq. (2.83), besides
setting the corresponding potential φi in Eq. (2.85) to the fixed value, the cross
“benediction” (Ram-Mohan, 2002) to the matrix A also needs to be performed and
added to the RHS. Though we have outlined the basic steps of discretizing and solving
Poisson equation using FEM, detailed procedures of calculating A and b will be
skipped here for the sake of simplicity.
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Chapter 3
Full Band Structures and Material
Constants for Narrow-Gap Materials
Using the theoretical framework of EPM outlined in Chapter 2, Section 2.1, full band
structures for both elemental and compound materials investigated in this work are
fitted with strain effect enabled.
3.1 Strain Effect on the Semiconductor Material Properties
Strain appears in the semiconductor material when the material is grown on a lattice-
mismatched substrate or subjects to external forces such as high pressure gas (Boztug
et al., 2013). Depending on the device fabrication processes, usually, uniaxial (Su¨ess
et al., 2013) or biaxial strain (Boztug et al., 2013) can be applied to the material. In
this work, only the balanced biaxial strain, which is generally induced by the different
lattice constants of semiconductor materials and its substrates, will be investigated
for its importance and widespread existence.
Basically, there are two major effects of strain on the material properties that are
significant in our calculation. The first is the change of the shape of the BZ for the
material. As is shown in Fig. 3·1 in which the BZ of zincblend structure material is
plotted together with its irreducible wedge, when a balanced biaxial strain is applied
in the xy plane, the irreducible wedge (outlined by green and blue lines) is deformed
and becomes three times larger than the one in the relaxed material (blue lines). This
can be understood by considering the symmetry of the strained material. For example,
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Figure 3·1: BZ of zincblend structure material. The irreducible wedge
for relaxed material is shown in blue lines. Green lines represent the
additional region that will be included in the IW if biaxial strain is
applied in xy plane. Letters in the figure indicate the high-symmetry
point in the BZ.
when the material is grown on a substrate (assuming z is the growth direction) that
has smaller lattice constant than the material’s, atoms in the xy plane will be squeezed,
and therefore the length of reciprocal vector of the strained material Gx,Gy will be
larger than Gz. Consequently, the reflection symmetry regards to the plane z = y
and z = x will disappear, and the IW will becomes three times as large as the relaxed
IW. In Fig. 3·1, the blue lines show the IW for a relaxed material whereas the green
lines plotted the additional region for IW when balanced biaxial strain presents in xy
plane of crystal.
The second effect is the change of full band structures. As an example, in Fig. 3·2,
EPM band structure of tensilely strained Ge is plotted around Γ point. As is shown,
the resulting band gap (Γc − Γv) energy reduced to 0.47 eV compared to the relaxed
direct gap of 0.9 eV and relaxed indirect gap (Lc− Γv) of 0.74 eV, effectively turns the
Ge into a direct band gap material. Moreover, with tensile strain, LH and HH valence
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Figure 3·2: EPM band structure of 2.7% tensilely strained Ge around
L and Γ valley. Band HH and LH are mixed under the biaxial tensile
strain.
band mixed around Γ point, in which energy of LH band becomes higher than HH
energy at the vicinity of Γ valley. Since the density of state for LH band is much smaller
than HH band, this phenomenon will have significant impact on the recombination
processes in the material due to the fact that all the recombination processes depend on
the number of available final states in valence band, as is demonstrated in Section 2.2
and Section 2.3.
3.2 Fitting Results for Narrow-Gap Materials
This section reports the fitted band structures for all the narrow-gap materials to
be investigated in the following chapters. Both pseudopotentials and some fitting
parameters for EPM will be demonstrated.
58
0 5 1 0 1 5
- 0 . 6
- 0 . 5
- 0 . 4
- 0 . 3
- 0 . 2
- 0 . 1
0
0 . 1
q
2
 ( 4
2
/ a
2
0
)
V
(
q
)
 
(
R
y
d
b
e
r
g
)
 
 
V
L O C
 G e
V
L O C
 S i
p
Figure 3·3: Wavevector-dependent screened local pseudo-potentials
employed in the calculation of Si and Ge electronic structure. a0 is the
lattice constant.
Table 3.1: Optimized parameters of the local pseudo-potential in EPM
model for Si and Ge.
Parameter Unit Ge Si
V0 Ry -0.5303 -0.7000
V3 Ry -0.2425 -0.2177
V8 Ry 0.0210 0.06484
V11 Ry 0.0479 0.07982
V19 Ry 0.0 0.0
γ - 1.0 1.0
µ - 0.00142 0.0115
3.2.1 Silicon, Germanium, α-Tin and Their Alloys
Silicon and Germanium
The parameters of the local EPM pseudo-potentials and the spin-orbit corrections
employed in the calculation of Si and Ge band structures are reported in Table 3.1.
The functional dependence of the screened atomic potentials on the wavevector is
numerically described by a spline interpolation, which is presented in Fig. 3·3 for a
specific case. Notice that the features of the interpolation depend on the behavior
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Figure 3·4: Calculated electronic structures of relaxed (a): Ge and
(b): Si.
of the electronic structure under strain. When calculating the band structures, the
Hamiltonian in Eq. (2.1) is diagonalized using a closed set of 226 spinors (113 plane
waves) for a suitable set of k-vectors. As it will be explained later, this set of k-vectors
is optimized for each band in order to capture the details of the band edges while
maintaining the datasets of wavefunction expansion coefficients in a manageable size.
The calculated band structures of relaxed Ge and Si using the EPM approach
outlined above, are presented in Fig. 3·4. For further comparison, the fundamental
gaps and effective masses in different valleys are listed in Table 3.4 and Table 3.3
for Ge and Si respectively from GW calculations, experimental data and this work.
The change of the fundamental energy gaps as a function of the applied strain is
also calculated and plotted in Fig. 3·5. A strain applied along the [100] direction
is considered as the case of the growth of Ge on [100] Si. Fig. 3·5(a) presents the
calculated valence and conduction band energies of Ge at the Γ, ∆100, ∆001, and
L6,c points in the first Brillouin zone. We notice that for relaxed Ge, the calculated
energy separation between Γ7,c and L6,c is approximately 0.143 meV, while this number
between the minima at ∆100 and L6,c is about 0.174 meV. Consequently, the intervalley
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Figure 3·5: Calculated fundamental energy gaps of (a): Ge and (b):
Si under compressive and biaxial tensile strain.
energy difference between ∆100 and Γ7,c is only around 30 meV, which gives rise to the
possibility of changing Ge into a direct gap material. Indeed, as is shown in Fig. 3·5(a)
and also in the previous example of Fig. 3·2, when applying a tensile strain along
[100] direction, the energy of the Γ7,c valley drops more rapidly than that of the L6,c
valley, and at the tensile strain of 2% the two valleys have the same energy, effectively
transiting the material into a direct band-gap material. Fig. 3·5(b) gives the results
of the same calculation for Si and one can notice that the minimum energy of the
four ∆ valleys lying in plane (100) is higher than the two ∆ valleys along the [100]
direction where a tensile strain is applied. It is also obvious that regardless of the
strain magnitude, the L6,c point is always above the ∆ valleys and the energy of the Γ
point (not shown) never falls below 3 eV.
Besides the band parameters, values of these constants used in calculating electron-
phonon interaction using Eq. (2.35), (2.36) to (2.39) can be found in Table 3.5. As
was stated in Section 2.2, Thomas-Fermi screening has been adopted in modeling the
electron-electron interaction for its simplicity. Therefore, no parameters for dielectric
fitting model are listed.
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Figure 3·6: (a): Local pseudo-potentials for α-Sn fitted at 300 K.
Cubic spline is used to interpolate the potentials. (b): Energy of L
(red line) and Γ (blue line) point computed as functions of α-Sn molar
fraction. All the energy references to the top of valence band of the
alloy, which is set to zero. Symbols are measured band gap from 1:
de Guevara et al. (de Guevara et al., 2004) and 2: He et al. (He and
Atwater, 1997).
α-Sn and GeSn
Pseudo-potentials for Tin at 300 K is fitted in Fig. 3·6(a). Same as Si and Ge, only
symmetric atomic potentials exist in this case since the two atoms at the two sites
in zincblend structure are exactly the same for elemental materials. We note that
at 300 K, α-Sn is metal with its conduction and valance band at Γ point flipped
(Madelung, 2004) which makes GeSn alloy also have zero band gap energy if the ratio
of α-Sn is large enough. In fact, from Fig 3·6(b) in which the band gap energy for
GeSn is computed using VCA, it can be seen that when the ratio of Sn is larger than
29% the alloy becomes a metal. We also noticed that the measured GeSn band gap
energy as a function of Sn molar fraction only exists in a limited number of literature
and the value recorded varies a lot (Moontragoon et al., 2012; de Guevara et al., 2004;
He and Atwater, 1997).
Furthermore, due to the flip of CB and VB at Γ point in α-Sn, the spin-orbit
coupling in Sn, which strongly affect the electron energy level in valence band, biases
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the band gap energy of the alloys a lot. This behavior is very different from Si and
Ge which do not have such band flipping. In order to properly model the spin-orbit
coupling in GeSn so that the band obtained from VCA can reproduce the experimental
data, we further introduced spin-orbit disorder into the band fitting procedure to
accommodate the possible disorder effect during the atom mixing (Kim and Fischetti,
2010). With spin disorder effect included, one could easily fit the band gap energy of
GeSn to a satisfactory degree. As is shown in Fig. 3·6(b), the crossover composition
ratio of Sn, where GeSn changes from indirect gap material to direct gap material,
can be found to be 11%. We noted that in the literature the measured crossover
composition varies a lot, from 7% (He and Atwater, 1997) to 17% (Moontragoon et al.,
2012). Compared to the result in this work, the obtained crossover point lies in the
middle of this range, which is acceptable.
3.2.2 InGaAs, InAsSb and HgCdTe Alloys
Unlike the elemental materials, the effective atomic potentials for compound semi-
conductors especially for the ternary or quaternary alloys, are not easy to fit from
the experimental or first-principle results due to the disorder effects. The disorder
effects happens because the crystal may contain fewer atomic species than the fully
crystallized structure, or having some crystallographic site occupied by more than one
type of atom in different unit cells.
InGaAs
The fitted screened atomic potentials for InAs and GaAs at 300 K as functions of q
are shown in Fig. 3·7, where the symmetric and antisymmetric form factors of the
binary material are defined as: V symInAs = (VIn+VAs)/2, V
asym
InAs = (VIn-VAs)/2, in the case
of InAs. It is worthy of note that usually, the local potentials for each atomic species
at q = 0 is set to −2EF/3 with EF being the Fermi energy at 0 K (Allen and Cardona,
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Figure 3·7: Symmetric (blue lines) and antisymmetric (red lines) local
pseudo-potentials for GaAs (solid lines) and InAs (dashed lines) fitted
at 300 K. The potential at q = 0 is also set to be a fitting parameter
to get a proper band offsets and workfunction. The potential is cutoff
at q2 = 20× (2pi/a0)2 by using the natural boundary condition at this
point. Here a0 is the lattice constant of the material.
1983). However, at room temperature since the behavior of local potentials at long
wavelength (q = 0) is not well defined, and in order to get the correct workfunction
and band alignment of the material, we treated Vq(0) also as a fitting parameter.
Natural boundary conditions are then applied to q = 0 and q =
√
20 to truncate the
local potentials to avoid excessive large number of expansion basis plane waves.
Using the screened local potentials for the binary material, we compute the
eigenvalues of conduction and valence bands as functions of in-plane lattice constant
for strained InAs and GaAs. Figures 3·8(a) and (b) presents the results obtained in
this work (solid lines) along with the corresponding energy values (open symbols)
calculated by using DFT (Kadantsev and Hawrylak, 2011). It can be appreciated
that by properly adjusting the local potentials and their first derivatives, it is possible
to obtain energy bands that closely match the first-principle calculations. We can
immediately notice that the energy gap decreases under tensile strain for both InAs
and GaAs. Furthermore, the crossover of conduction and valence band in InAs is
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Figure 3·8: Fitted band energy at Γ point for (a) InAs and (b) GaAs
as functions of material in-plane lattice constant at 300 K (solid lines).
Four bands: first conduction band (CB1), heavy hole band (HH), light
hole band (LH) and spin-orbit band (SO) are plotted and compared
with the band energy computed from the first-principle calculation
(upper triangular symbols) (Kadantsev and Hawrylak, 2011). The strain
applied is ±5 % for InAs and ±8 % for GaAs.
predicted to happen under 3.7% tensile strain. A detailed comparison of the band
energy and effective masses at different valleys among published results and results
from this work is shown in Table 3.2 for the case of relaxed materials.
By utilizing the construction scheme for local potential and lattice constant of a
ternary alloy in Section 2.1, and solving the single-electron Schrodinger equation, we
fitted the full band structure of InxGa1−xAs by adjusting the disorder parameter Pdis
according to the measured band gap energy. The results are shown in Fig. 3·9.
In Fig. 3·9, the black solid line and blue dashed line are the band gap energy for
relaxed InxGa1−xAs as a function of the Indium molar fraction x from this work and
Kim’s work (Kim and Fischetti, 2010) respectively. The open circles are data collected
from Ref. (Berolo et al., 1973). The band gap energies obtained in this work agree
very well with both the experimental measurements and other theoretical calculation.
When growing InxGa1−xAs on InP substrate, as a result of the variation of the lattice
constant due to different Indium molar fraction values, an in-plane strain is induced
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Table 3.2: Comparison of band energy and effective masses between
fitted EPM band structure from this work and values from literature
at 300 K. Unit for energy and effective mass are eV and rest electron
mass m0 respectively. References are a: Ref. (Madelung, 2004), b:
Ref. (Adachi, 2005).
Material Type EΓc−Γv ELc−Γv EXc−Γv ∆SO mΓe m
Γ
HH m
Γ
LH
InAs This work 0.352 1.567 1.933 0.394 0.0295 0.53 0.036
Literature 0.354a 1.55a 1.90a 0.41a 0.023a 0.35a 0.028a
GaAs This work 1.418 1.79 1.856 0.296 0.070 0.44 0.104
Literature 1.43b 1.72b 1.894b 0.33b 0.067b 0.33b 0.09b
in the material. The resulting band gap energy as a function of x is presented by red
solid line in Fig. 3·9. As it is can be seen, at x = 0.53 which indicates the InGaAs is
lattice-matched to the InP substrate, the obtained band energy equals to the energy
in relaxed material.
When the Indium molar fraction increases, the lattice constant for InGaAs becomes
larger and compressive strain appears which leads to an increase of band gap compared
to the relaxed situation. In the opposite case, where the Indium molar fraction is
smaller than 53%, an in-plane tensile strain presents in the material and the resulting
band gap energy decreases compared to the value for relaxed InGaAs. The detailed
full band structure of compressively strained In0.89Ga0.11As is shown in the inset of the
Fig. 3·9 (solid lines). The calculated electronic structure of relaxed HgCdTe (Bertazzi
et al., 2011; Wen and Bellotti, 2014), with the same cutoff wavelength as that of
the strained In0.89Ga0.11As, is plotted using dashed lines. It can be computed from
the band curvature that the effective mass for electron in HgCdTe (0.052m0) is
larger than that in InGaAs (0.043m0), which usually results in a smaller radiative
recombination rate in the material. Since in the SWIR spectral range the dominating
intrinsic recombination mechanism is radiative recombination (Wen et al., 2015) at
room temperature, it can be expected that HgCdTe has longer intrinsic minority carrier
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Figure 3·9: Band gap energy for relaxed (black solid line) and strained
(red solid line) InGaAs in terms of Indium molar fraction x at 300 K.
When calculating the band gap energy for strained material, an InP
substrate is assumed which is lattice-matched to In0.53Ga0.47As. The
blue dashed line is the result from b: Kim’s work (Kim and Fischetti,
2010) and the circle symbols are the measured band gap energy data
excerpted from a: Ref. (Berolo et al., 1973). The inset of the figure
compares the band structure of strained In0.89Ga0.11As (solid lines) and
relaxed HgCdTe (dashed lines) which have cutoff wavelength of 2.7µm.
lifetime compared to the strained InGaAs as will be shown in Chapter 5, Section 5.3.
InAsSb
Using the same fitting procedure in Section 3.2.2, results for InSb is shown in Fig. 3·10,
which include both (a): form factors and (b): obtained electron energy at Γ point for
different bands in terms of in-plane lattice constant. We notice that the fitted form
factors of InSb, especially the antisymmetric part, oscillate when the q gets larger,
which is in contrast to the fitting of InAs and GaAs. Usually one should expect a
smooth variation of the atomic potentials in EPM as is stated in Section 2.1. We
speculate that this phenomenon is due to the comparable size of Indium and Antimony
atoms, which can be eliminated by further employing non-local pseudo-potential
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correction. Nevertheless, the fitted band energy for InSb matches to the experimental
data very well as is shown in Fig. 3·10(b).
As to the band structure of InAs1−xSbx alloy, Fig. 3·11 gives the fitting results
obtained from VCA. Similar to InGaAs, the lattice constant of the alloy is linearly
interpolated between values for InAs and InSb, and only potential disorder effect
is considered. It is also worthy of note that the when the material is subject to
compressive strain (black dashed line), the band gap energy increases compared to
the relaxed case which agrees with the theoretical prediction in Chapter 2.
HgCdTe
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Figure 3·12: (a): Symmetric (blue lines) and antisymmetric (red lines)
pseudo-potentials for CdTe (solid lines) and HgTe (dashed lines) fitted
at 0 K. Nonlocal corrections to the pseudo-potential is used in CdTe
whereas only local pseudo-potential is employed when fitting HgTe. The
pseudo-potentials have been cut of at q =
√
18 2pi/a0. (b): Fitted band
gap energy for Hg1−xCdxTe as functions of Cd molar fraction x.
Fitting results for HgCdTe is shown in Fig. 3·12. Different from the fitting for InGaAs
and InAsSb, here nonlocal correction is applied to the fitting of CdTe and a 7-parameter
asymmetric exponential fit is adopted to interpolate the atomic potentials for both
HgTe and CdTe. The potentials are forced to cutoff at q =
√
18 2pi/a0. It can be seen
that when nonlocal correction is employed and oscillation of potential disappeared,
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and the resulting potentials (form factors) are very smooth. Band gap energy of
HgCdTe as a function of Cd fraction is demonstrated in Fig. 3·12(b). Since the HgTe
is metal that has negative band gap energy, when the ratio of CdTe is lower in the
HgCdTe alloy, the material is effectively a metal that has zero band gap.
3.3 Conclusions of the Chapter
In this chapter, strain effect and detailed electronic structures for elemental and
compound materials have been investigated. First the effects of strain in the material
on both the shape of Brillouin zone and electronic structures are demonstrated. Then
the constructed full band structures of silicon, germanium, α-tin, the GeSn, InGaAs,
InAsSb and HgCdTe alloys from the experimental data or results from the first
principle calculations are presented. These electronic structures will be further used in
the material and device simulations which provides the abstraction of the interaction
between electrons and the periodic atomic potentials.
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Figure 3·10: (a): Symmetric (blue line) and antisymmetric (red line)
local pseudo-potentials for InSb fitted at 300 K. (b): Fitted band energy
at Γ point for InSb as functions of material in-plane lattice constant at
300 K. Four bands are plotted and compared with the band energy from
the first-principle calculation (triangle symbols) in Ref. (Kadantsev and
Hawrylak, 2011). The strain applied in InSb is ± 5%.
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Figure 3·11: Fitted band gap energy of InAs1−xSbx alloy in terms
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Table 3.3: Energy gaps and effective masses for Si. (a) Values calcu-
lated using GW+SO from Ref. (Malone and Cohen, 2013). (b) Experi-
mental values from Ref (Madelung, 2004). m0 is the electron mass.
Parameter Unit This Work GW+SOa Exp.b
Γ1v eV -12.41 -11.63 -12.5
Γ′25v eV -0.042 -0.05 -0.044
Γ15c eV 3.36 3.28 3.34
∆1c eV 1.17 - 1.17
X1c eV 1.29 1.43 1.3
L1c eV 2.23 2.13 2.04
L3c eV 4.0 4.16 3.9
m∆⊥e m0 0.2 - 0.19
m
∆‖
e m0 0.928 - 0.92
mΓe m0 0.4 - -
mΓhh [100] m0 0.27 - 0.537
mΓlh [100] m0 0.22 - 0.153
mΓso [100] m0 0.24 - 0.234
mΓhh [110] m0 0.56 - 0.537
mΓlh [110] m0 0.15 - 0.153
mΓso [110] m0 0.24 - 0.234
mΓhh [111] m0 0.69 - 0.537
mΓlh [111] m0 0.14 - 0.153
mΓso [111] m0 0.24 - 0.234
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Table 3.4: Energy gaps and effective masses for Ge. (a) Values
calculated using GW+SO from Ref. (Malone and Cohen, 2013). (b)
Experimental values from Ref (Madelung, 2004). m0 is the electron
mass.
Parameter Unit This Work GW+SOa Exp.b
Γ6v eV -12.2 -12.53 -12.66
Γ7v eV -0.291 -0.32 -0.3
Γ7c eV 0.92 0.38 0.9
Γ6c eV 3.3 2.89 3.25
X5c eV 1.1 1.16 1.16
L6c eV 0.78 0.54 0.76
L3c eV 3.9 4.18 4.2
mL⊥e m0 0.09 - 0.082
m
L‖
e m0 1.45 - 1.57
mΓe m0 0.047 - 0.038
mΓhh [100] m0 0.286 - 0.284
mΓlh [100] m0 0.061 - 0.0438
mΓso [100] m0 0.132 - 0.095
mΓhh [110] m0 0.544 - 0.376
mΓlh [110] m0 0.054 - 0.0426
mΓso [110] m0 0.132 - 0.095
mΓhh [111] m0 0.736 - 0.352
mΓlh [111] m0 0.054 - 0.043
mΓso [111] m0 0.132 - 0.095
Table 3.5: Material parameters used in the calculation of electron
self-energy for electron-phonon interaction. Values of the parameters
are obtained or derived from Refs. (Fischetti and Laux, 1996; Madelung,
2004).
Parameter Unit Ge Si
vl 10
5 cm/s 5.31 9.0
vt 10
5 cm/s 3.61 5.41
cl 10
11 dyn/cm2 12.85 16.58
ct 10
11 dyn/cm2 6.68 7.96
0 - 16.2 11.9
∞ - 16.2 11.9
~ωop meV 37.04 61.2
Ξd eV 8.1 7.1
KAV - 0 0
D(L6,c) 10
8 eV/cm 9.05 9.35
D(Γv) 10
8 eV/cm 12.17 13.24
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Chapter 4
Optical Absorption and Radiative
Recombination Rate in Si and Ge
4.1 Optical Absorption and Gain of Ge Lasing Medium
As a result of the ongoing activities to develop light emitter and laser structures
compatible with standard silicon processes, a renewed effort has been devoted to study
germanium (Ge) and silicon (Si) optical properties. Particular attention has been paid
to understand how the optical properties of these materials change under the effect of
strain and doping (Boucaud et al., 2013; Virgilio et al., 2013; Soref et al., 2012). On
the experimental side, attempts to develop Ge-based lasers have leveraged the fact that
using the combination of tensile strain and high doping a significant enhancement of
the direct radiative recombination rate could be obtained (Su¨ess et al., 2013; Liu et al.,
2010; Capellini et al., 2013), and the optimum strain to fulfill the lasing conditions in
Ge has also been studied theoretically (Aldaghri et al., 2012). More exotic approaches
based on membranes are also being explored (Kurdi et al., 2010; Boztug et al., 2013)
which have demonstrated possible ways of achieving direct band-gap in Ge. At the
same time Si light emitters (du Plessis et al., 2013; Venter et al., 2013b) based on
avalanche processes have made the development of micro-displays possible (Venter
et al., 2013a). The present work intends to contribute to this effort by achieving three
main objectives. First, we intend to develop an appropriate formalism to study the
optical absorption and radiative properties of strained Ge and Si that goes beyond
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the conventional second order perturbation theory (SOPT). Although, SOPT has
been employed to analyze the indirect processes for many years (Bude et al., 1992), it
is difficult to properly handle the divergences when the energy of transitions is not
known a priori. As a result, it may not be possible to apply this approach to all the
possible cases consistently. The proposed model, however, is based on the Green’s
function formalism (Mahan, 1993), in which we employ the spectral density functions
to describe the broadening of the states involved in the transitions due to different
physical processes, therefore avoiding the divergence difficulties in SOPT naturally
(Takeshima, 1982a). Second, we intend to develop a numerical approach suitable to
compute the aforementioned properties using the full band structure of the material.
This approach eliminates the approximations introduced by the analytical models
based on parabolic or non-parabolic bands, makes it possible to analyze the behavior
of the material when a significant portion of carriers populate the states far above
the band edge (Bude et al., 1992; du Plessis et al., 2013), and naturally includes
the effects of valence bands warping and anisotropy, which is particularly important
when evaluating the matrix elements of the radiative process. Finally, we apply the
developed model to study strained Ge and Si, where it will be shown that the model can
reproduce the experimental data for the temperature-depended absorption coefficient
of relaxed material. Subsequently, strained materials will be further investigated in
terms of energy- and temperature-dependent absorption coefficients and radiative
recombination rates under different doping and injection conditions.
4.1.1 Absorption Coefficients of Ge
In this section we will discuss the results obtained by applying the method outlined in
Chapter 2, Section 2.2 to the calculation of the absorption coefficients and radiative
recombination rates in relaxed and strained Ge and Si. A schematic of the important
absorption paths in relaxed Ge is illustrated in Fig. 4·1.
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We first consider the case of relaxed and strained bulk Ge. Fig. 4·2(a) presents
the calculated photon-energy-resolved absorption coefficient in two sets of lines. The
first set, on the right side of the plot, is for relaxed bulk Ge, and the second set, on
the left side, is for 1.4% tensile strained bulk Ge. The solid lines (red color) represent
the calculated absorption coefficient at the temperature of 77 K, while the dashed
lines (green color), dash-dot lines (black color) and dash-two-dot lines (purple color)
are for the temperatures of 150 K, 225 K, and 300 K respectively. To validate the
accuracy of our numerical model, the experimental data of the absorption coefficient
measured at 77 K and 300 K (Dash and Newman, 1955) are included as well, which
are represented by the open symbols (squares for 77 K and circles for 300 K). As one
can see in Fig. 4·2(a), in the case of unstrained intrinsic Ge, the numerical results
match very well with the experimental data for both 77 K and 300 K in the whole
range of the measured photon spectrum. These comparisons provide a high degree
of confidence in the predictive ability of the numerical method and the reliability of
our ensuing analysis of the strain effect on the absorption coefficients and radiative
recombination rates. As an additional note, we would like to point out that for the
results presented in this section, contributions of the transitions from LH and HH to
the first conduction band are summed together because of the difficulties of separating
one transition from the other in the presence of the band mixing between LH and HH
under strain. Furthermore, since the higher conduction bands and lower valence bands
are generally less populated, they provide a negligible correction to our results in the
range of photon energy considered here. Consequently, they are selectively included
in the calculation of optical transitions based on their relative carrier populations.
Comparing the absorption spectra for different lattice temperatures T in Fig. 4·2(a),
it is apparent that when T decreases, at the same amount of tensile strain, the shape
of the curves barely changes despite the fact that the curves tend to shift toward
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Figure 4·1: Detail of the calculated Ge electronic structure near the
band edges including the direct, indirect HH-CB and SO-HH transition
paths for electrons. The absorption transition paths are represented
by the arrows in the figure while the gain transitions are the reverse
processes.
higher photon energy and the tail near the absorption edge shrinks. The shift of curves
with temperature is consistent with the experimental data (Madelung, 1996), where
the increase of lattice temperature makes both direct and indirect band gaps shrink
nearly uniformly. Additional information about the tails of the absorption curves
can be obtained from Fig. 4·2(b), in which the contributions to the total absorption
coefficient (solid lines) from the PA indirect (dashed lines) and direct (dash-dot lines)
processes are plotted in two tensile strain configurations: = 0 and = 2.1% at 300 K
for n-type Ge (Nd = 10
19cm−3). As is shown, the PA indirect transition from Γv to Lc
states predominantly give rise to the tails of absorption curves since the corresponding
photon energy is just slightly above the indirect bang gap. When the absorbed photon
energy gets larger, the direct transition process starts to be dominant, resulting in
a sudden increase in the absorption curves. Back to Fig. 4·2(a), due to the fact that
at low temperature, the average number of phonons in the crystal decreases, the
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Figure 4·2: Absorption coefficient spectra of Ge calculated with
Green’s function theory under different strains, doping and lattice
temperatures at thermal equilibrium. (a): Intrinsic Ge with relaxed
lattice structure (right group) and  = 1.4% biaxial tensile strained
structure (left group) are compared with the measured data for intrinsic
relaxed Ge at 77 K (open circles) and 300 K (open squares) (Dash and
Newman, 1955). Style and color of lines represent the corresponding
lattice temperatures. (b): Results of 1019cm−3 n-doped Ge at 300 K
with the tensile strain  = 0 (right group) and  = 2.1% (left group).
Contributions from direct process (dash-dot lines) and PA indirect pro-
cess (dashed lines) are compared with the total absorption coefficient
(solid lines).
strength of indirect transitions is reduced as well. In both cases of relaxed ( = 0) and
tensile strained material ( = 1.4%), the indirect part in the total absorption gradually
diminishes when T decreases from 300 K to 77 K. In fact, for a tensile strain of = 1.4%
and a photon energy equal to the direct band gap, the indirect absorption process
only accounts for about 2% of the total absorption at 77 K, whereas the number for
the same process is 48% at 300 K. For the unstrained material (= 0), although the
indirect transition is weaker at lower temperature, the difference is not significant
due to the relatively large energy separation between Lc and Γc valleys making the
indirect transition consistently dominant.
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From the analysis of the relaxed Ge band structure in Fig. 3·4(a), the phonon-
assisted indirect transition generally can be divided into three contributions. The
first one is from the Γv to Lc which is largely responsible for the absorption at lower
photon energy. A second contribution, coming from the Γv to Xc transition, which
is only relevant when the photon energy is larger than the direct band gap. Finally,
the last one, from the region around Γv to Γc, which is usually negligible due to the
small matrix element for phonon scattering (see Eqs. (2.36)-(2.39)). Although the PA
transitions from Γv to Lc in relaxed Ge is the dominant absorption mechanism for
the photons with energy between the fundamental indirect gap and the direct gap,
it should be noted, however, that all the possible transitions need to be considered
when the absorbed photon energy gets larger than the direct band gap. In fact, as
demonstrated by the right group of lines in Fig. 4·2(b), for photon energies higher than
the direct gap, even though the direct process is dominant, the indirect process still
accounts for ≈ 41% of the total absorption making the PA process never negligible.
This is in stark contrast to direct-gap materials, such as HgCdTe or InAsSb (Wen and
Bellotti, 2014).
When a tensile strain is added to the system, as in the case of = 2.1% in Fig. 4·2(b),
the situation changes. It can be noticed that the tail of absorption spectrum, which is
obvious in the curve obtained for relaxed Ge, fades as the strain increases. Indeed,
as is shown in Fig. 3·5, when the tensile strain increases, the direct band-gap shrinks
faster than the indirect band-gap, making the direct process gradually more important
than its indirect counterpart and eventually becoming the dominant one. Specifically,
at  = 2.1%, the energy difference between the Lc and Γc valleys almost vanishes and
the indirect tail of the absorption spectra completely merges into the direct part. This
band-gap reduction also explains the shift of absorption edge to lower photon energy
under increasing tensile strain. The same trend can also be observed in Fig. 4·2(a) for
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Figure 4·3: Radiative recombination rates of Ge at 300 K are computed
under (a): different doping concentrations of 5×1019cm−3 (dashed lines)
and 1020cm−3 (solid lines) with the same injection of 1018cm−3; (b):
different injection of 1018cm−3 (dashed lines) and 1019cm−3 (solid lines)
with the same n-doping of 5 × 1019cm−3. Numbers adjacent to each
curve represent values of the corresponding biaxial tensile strain.
the strain of  = 0 and  = 1.4%, where the tail significantly diminished in the latter
case at all the lattice temperatures considered.
4.1.2 Radiative Recombination Rates of Ge
Besides the considerable effects of strain on the absorption behavior of Ge, it is also
important to investigate its effect on the spontaneous radiative recombination rate
spectra R(~ω), which could provide additional insight in understanding the electro-
luminescence properties in both relaxed and strained materials. Fig. 4·3(a) presents
the computed spontaneous recombination rate R(~ω) for bulk Ge under different
strain conditions. The calculation is carried out under two kinds of n-type doping,
Nd = 10
19cm−3 (solid lines) and Nd = 1020cm−3 (dashed lines) at a constant injection
level of δn = 1018cm−3. In Fig. 4·3(b), the same quantity is calculated under a constant
n-type doping Nd = 5× 1019cm−3 with two different injection levels δn = 1018cm−3
(dashed lines) and δn = 1019cm−3 (solid lines).
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We first consider the case of constant injection presented in Fig. 4·3(a), where, be-
cause of the faster reduction of direct band-gap than the indirect one under increasing
tensile strain, the shoulder in the curve due to PA indirect processes shrinks and even-
tually merges into the peak corresponding to the direct recombination process. This
is clearly consistent with the previous results obtained for the absorption coefficients.
Furthermore, identical reasoning also explains the enhancement effect of increasing
doping concentration on the indirect radiative rate among different strain conditions.
In fact, for relaxed Ge, due to the higher density of states and lower electron energy
in Lc valley compared to Γc, a large fraction of electrons ionizing from the dopant will
reside in Lc, making the enhancement of the PA indirect rate most significant in this
case as is shown in Fig. 4·3(a). When the strain increases, more electrons tend to be
in Γc valley, effectively lowering the enhancement of PA indirect process. Specifically,
when increasing the doping concentration at  = 2.1%, no visible change of the indirect
radiative rate can be observed. Different behavior of increasing doping and injection
concentrations can be investigated by comparing the results from Fig. 4·3(a) to that
from Fig. 4·3(b), in which we can observe that by increasing the injection level, the PA
process gets uniformly enhanced, while adding dopants hardly changes the radiative
rate at the indirect absorption edge. This can be understood by considering the carrier
distribution in the material. Similar to the aforementioned analysis, when extra donors
are added to the system, as is the case of Fig. 4·3(a), more electrons will reside in Lc
valley with the available hole concentration remaining the same in Γv. Consequently,
only a small part of the additional electrons can recombine with holes due to the lack
of additional holes in Γv. As a result, processes occurring at the indirect absorption
edge are not significantly enhanced. When the carrier injection is increased instead,
both electrons and holes are added to the system ensuring that the holes will not limit
the recombination process. Therefore, the PA indirect processes are enhanced in the
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Figure 4·4: Temperature dependence of the radiative recombination
rate in Ge obtained with biaxial tensile strain of (a): 0.0% and (b): 1.4%
under the same doping/injection condition, i.e. 5× 1019cm−3/1018cm−3.
whole spectrum which gives rise to the differences between Fig. 4·3(a) and (b). For this
reason, we can conclude that increasing the carrier injection level is a more efficient
way to enhance the radiative recombination rate than using high doping. One should
be aware that, however, at high injection other recombination mechanisms, such as
Auger recombination and free carrier absorption will become significant which will in
turn limit the radiative rate that could be achieved otherwise. It is also noteworthy
that in both Figs. 4·3(a) and (b), when the tensile strain exceeds 2.1%, for which Ge
becomes into direct band-gap material, there is no further increase of R(~ω) due to
strain.
To conclude the discussion about Fig. 4·3, we compare our results with the calcu-
lations performed by Virgilio and coworkers (Virgilio et al., 2013). We noticed that
our results are generally in agreement with those presented in Fig. 3 and Fig. 4 of
Ref. (Virgilio et al., 2013), in which the radiative recombination rate was obtained
using the SOPT. While the peak values and the trend of the recombination rate as a
function of the photon energy from the two works are similar, a number of differences
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need to be mentioned. In particular, one can notice that sharp corners are present
in the curves shown in Fig. 3 and Fig. 4 of Ref. (Virgilio et al., 2013). We speculate
that this may be due to the difference between numerical approaches used in the
calculations, especially the band structures for Ge. In fact, in our model, instead of
considering the two principal transitions Γv to Γc and Γv to Lc separately, where a
simple parabolic band approximation can be employed, we use the full band structure
with all the possible recombination paths beyond the two major transitions covered.
This methodological difference distinguishes our results from those in Ref. (Virgilio
et al., 2013) by having a smooth interim region between the two peaks, where processes
involving higher energy states in Γc, Lc and Xc valleys are included.
The temperature dependence of the radiative recombination rate for both relaxed
and strained bulk Ge are examined in Fig. 4·4 with a 5 × 1019cm−3 n-type doping
and 1018cm−3 carrier injection. Fig. 4·4(a) presents the results for relaxed Ge and
Fig. 4·4(b) provides the same information for a tensile strain of  = 1.4%. As is
shown in Fig. 4·4(a), two features representing the PA indirect and direct processes
are presented for all four lattice temperatures. As the temperature decreases, the peak
corresponding to the direct process is significantly reduced, while the shoulder which
accounts for the indirect process practically retains its magnitude. Given that all of
the four curves are computed using the same carrier concentration and assuming that
the dopants are fully activated at all temperatures of interest, the change in the shape
of the radiative rate can be understood by considering the relative carrier distributions
between the regions around Γc and Lc valleys. When the temperature decreases, the
probability of occupation for electrons at higher energies in the conduction bands,
particularly around the Γc valley, will be reduced significantly according to the quasi-
Fermi distribution. This leads to a decrease of the direct radiative recombination
rate which drops from a peak value of 7.4 × 1025cm−3s−1eV−1 at 300 K down to
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6.5× 1023cm−3s−1eV−1 at 77 K. As to the indirect process, due to the large density of
states and low electron energy in the Lc valley, the change in the electron occupation
probability will not significantly impact the overall electron population in Lc valley,
making the indirect recombination rate remain the same.
As it can be expected, the outcome of the same analysis changes if strain is
added to the system. Fig. 4·4(b) presents the calculated radiative recombination
rate for  = 1.4% tensile strained Ge. We can notice that in this situation the peak
corresponding to the direct process, in contrast with the case of relaxed Ge, increases
in magnitude as the temperature decreases. This behavior can be traced back to
the interplay between the Lc - Γc inter-valley energy separation and the position of
the electron quasi-Fermi energy. For relaxed Ge, due to the large energy separation
between Lc and Γc, which is 0.143 eV compared to 0.047 eV for the case of  = 1.4%,
and the higher density of states of Lc valley, the electron quasi-Fermi level at 77 K
is 0.07 eV below the direct band-edge (at Γc), while in strained Ge, the electron
quasi-Fermi level is 0.03 eV above the direct band-edge. This leads to a Γc valley
that is mostly empty at low temperatures in the former case, and an always partially
filled Γc valley even at 77 K in the latter case. Additionally, for strained Ge when
the temperature is reduced, in order to maintain the same carrier injection more
electrons will be concentrated around the Γc valley, making the radiative recombination
happen in a very small range of photon energies. Consequently, the peak value of
the recombination spectrum increases while the width of the peak shrinks. As to the
relaxed structure, the lack of electrons in the Γc valley at low temperature makes
the peak of the direct recombination fall dramatically. We noted that this carrier
concentration effect also happened in indirect recombination from Lc, as observed in
Fig. 4·4(a), but is much weaker.
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Figure 4·5: Peak values of optical gain coefficient in Ge as a function
of strain conditions are calculated under various (doping,injection) levels
(see legend). The gain are obtained solely from the transition between
CB-HH and CB-LH with no free carrier absorption or spin-orbit to HH
absorption included.
4.1.3 Optical Gain of Ge under High Injection Conditions
One of the most compelling reasons to study the tensile strained Ge is the possibility
to turn the indirect band-gap material into a direct one, potentially leading to
the design of an efficient and CMOS-compatible laser. Therefore, in addition to
the absorption coefficient we have also calculated the optical gain of strained Ge
at 300 K under various doping/injection conditions. Fig. 4·5 shows the peak gain
values as a function of applied tensile strain, where each curve represents a different
doping/injection condition. It can be observed that the peak of the optical gain for a
given doping/injection concentration increases almost linearly with the tensile strain,
and a maximum value of 5400 cm−1 is attained at a tensile train of 2.7% for an equal
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doping/injection concentration of 1020cm−3. As in the conclusion drawn from Fig. 4·3,
here the importance of carrier injection can also be observed. In Fig. 4·5 (solid, dashed
and dot-dash), regardless of the strain conditions, a relative minor increase of the gain
with doping level is presented when the carrier injection δn is 1018cm−3. On the other
hand, for example at  = 2%, when keeping the doping level at 5× 1019cm−3 while
changing the injection level from δn= 1018cm−3 to 1020cm−3, the gain increases by
about an order of magnitude. This observation still holds for other strain conditions.
It is also interesting to point out that, though minor compared to the gain achieved
by increasing the injection, higher doping usually leads to a moderate gain increase at
small strain values. This increase is largely due to the reciprocal space filling in the Lc
valley which occurs under high doping concentration leading to a marginally higher
carrier population in the Γc valley even at a small injection (Dutt et al., 2012). Finally,
we note that for all of the calculated gain values, the PA process always contributes
to 20-30% of the total gain, making it an indispensable part in a credible model of
optical processes in Ge.
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Figure 4·6: Absorption coefficient spectra for unpolarized [(a) and (b)]
and polarized [(c) and (d)] light are examined with (doping, injection)
of (1020cm−3, 1019cm−3) [for (a) and (c)] and (1020cm−3, 1020cm−3) [for
(b) and (d)]. Throughout (a)-(d), dashed lines represent the results
from CB-HH and CB-LH transitions, and the solid lines give the total
absorption by adding the results from SO-HH process to the preceding
quantities. Note that in (a) and (b) different colors stand for different
tensile strains, while in (c) and (d) blue and red lines are for TM and
TE polarized light respectively.
Our calculations presented so far indicate that highly strained Ge in conjunction
with high injection is the best option to attain high optical gain. However, this
is probably not the case in reality when all the other injection-induced absorption
processes are taken into consideration. As an example, in addition to the previously
86
calculated gain from the recombination between CB-HH and CB-LH, we also analyzed
the effect of the transition from the spin-orbit (SO) band to HH which is believed
to be a major source of extra absorption, especially at high injection (Carroll et al.,
2012).
Figs. 4·6(a) and (b) present the gain profiles for 1.4% and 2.1% tensile strained Ge
calculated from the CB-HH and CB-LH transitions (dashed lines) as well as the results
after adding the SO-HH contributions (solid lines). Same quantity for relaxed Ge are
also included as a comparison. It can be immediately observed that the large optical
gain achieved in the previous calculation is significantly reduced by the absorption
process due to the SO-HH transition. For a carrier injection level of 1019cm−3 the gain
peak value suffers a 50% reduction for both 2.1% and 1.4% tensile strain conditions.
As to an injection of 1020cm−3, the reduction is even more dramatic that, as illustrated
in Fig. 4·6(b), the optical gain is completely canceled by the strong SO-HH absorption.
Indeed, at such a high carrier injection level a large number of free holes will appear
at the top of valence band which in turn enhances the hole transitions to the SO
band. This effect has already been observed by Su¨ess and coworkers (Ref. (Su¨ess et al.,
2013) Fig.5) in the case of a tensile strained Ge microbridge. As shown in Fig. 4·5, it
is clear that higher injection will generally provide higher optical gain regardless of
strain and doping conditions. However, the effect of SO-HH absorption process shows
that there is a soft limit, typically around 5× 1019cm−3, on the injection level that
can be applied before the gain starts decreasing and eventually disappearing. On the
other hand, although the SO-HH absorption can be minimized at relatively low carrier
injection density, in order to achieve a usable optical gain the injection level cannot
be lower than 1018cm−3. In fact, there are other types of absorption processes such as
intra-conduction band absorption (ICBA) and intra-valence band absorption (IVBA)
(both initial and final states are in the same band) (Liu et al., 2007) that need to be
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overcome. As a comment to the SO-HH absorption, we noticed that this process is
predominately due to the direct transition, for the indirect absorption only accounted
for about 10−4 of the total absorption.
We have also investigated the effect of polarization eˆ on the gain profile for a
fixed tensile strain of 2.1%, which is demonstrated in Figs. 4·6(c) and (d). A similar
effect of SO-HH absorption is also observed as was the case for unpolarized light. In
fact, due to this absorption, the optical gain for both TM and TE modes (calculated
from Eq. (A.8)) is suppressed at an injection level of 1020cm−3. However, it should be
noted that for the injection of 1019cm−3, the TM mode exhibited an optical gain of
4797 cm−1 in contrast to a much lower value of 191 cm−1 for TE mode as the result of
transition selection rules (Chuang, 2009).
To conclude this section on the results pertaining to Ge, we would like to point
out that, although there is a general agreement on the importance of free-carrier
absorption (FCA) in the Ge lasing medium, different definitions of FCA have been
used in the literature (Liu et al., 2007; Carroll et al., 2012; Adachi, 2005). In this paper,
to facilitate the comparison of the absorption results from this work with others’ we
have treated the FCA as the combination of inter and intraconduction/valence band
absorption. Consequently, the SO-HH transition is actually part of the FCA observed
experimentally. As is indicated in Fig. 4·6, the SO-HH absorption is significant between
a photon energy of 0.3-0.6 eV, but diminishes at the lower end which corresponds to
the spin-orbit split energy. We also found that, the SO-HH absorption at the photon
energy corresponding to the peak optical gain calculated using our numerical model,
with an injection between 1019cm−3 and 1020cm−3, reproduces the absorption cross
section model presented in Ref. (Carroll et al., 2012), and the corresponding hole
absorption cross sections of σh = 4.4 × 10−3nm2 and 9.43 × 10−3nm2 are obtained
for relaxed and 1.4% strained Ge respectively. However, when the injection level
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goes above 1020cm−3, the SO-HH absorption increases in a logarithmic fashion with
the injection level rather than linearly. This can be understood by the small density
of states at SO band. At high injection (e.g. 1020cm−3), even the SO band starts
accumulating holes, which in turn reduces the available electrons that can be excited
to the HH band, leading to a reduced absorption. On the other hand, when analyzing
the experimental data (Newman and Tyler, 1957; Carroll et al., 2012), the relation of
FCA-hole concentration is almost linear even above p = 1020cm−3, suggesting that
other type of absorption, namely the IVBA, is dominating. Indeed, the IVBA and
ICBA can usually be modeled with the simple Drude model which gives a linear
dependence of the absorption coefficient on the carrier concentration (Adachi, 2005).
We then conclude that the SO-HH absorption is important when the hole concentration
is below 1020cm−3. At higher carrier concentration, the IVBA and ICBA dominate
over the SO-HH transition and need to be included in the calculation instead. To
our knowledge no direct experimental data or theoretical model for IVBA and ICBA
in strained Ge has been established at this time, making it difficult to estimate the
overall FCA contribution. However, if one considers the experimental data of relaxed
Ge available in the literature (W.G. Spitzer and Logan, 1961; Newman and Tyler,
1957), it is clear that IVBA and ICBA will lead to a significant gain reduction for
photon energies below 0.3 eV. Consequently, we speculated that the same could be
true for strained Ge as well, which could make reaching lasing conditions in Ge even
more challenging. As a final remark, it is worthy of note that at the highest doping
and injection conditions, Thomas-Fermi screening may not be adequate to describe the
screening effect in the material. Instead, a more rigorous dynamic screening involving
electron-plasma interaction should be included in the electron Green’s function. As
shown by Bardyszewski and coworkers (Bardyszewski and Yevick, 1989), with this
additional correction the optical gain from the CB-HH and CB-LH transitions becomes
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slightly larger. Nevertheless, our approach provides a baseline value for the gain and
captures the most important physical phenomena which are responsible for the optical
properties of strained Ge under various doping/injection conditions.
4.2 Optical Absorption of Si
4.2.1 Absoption Coefficients in Si and Their Comparison with Experi-
mental Data
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Figure 4·7: Absorption coefficient spectra for relaxed intrinsic Si at
thermal equilibrium obtained from Green’s function model are plotted
with different lattice temperatures (colored lines). Experimental data
(Dash and Newman, 1955) measured at the same condition are labeled
by squares (77 K) and circles (300 K) as a comparison.
In this section we present the calculated optical properties of relaxed and strained
Si using the same numerical model as we employed for Ge. Fig. 4·7 demonstrated
the absorption coefficient for unstrained intrinsic Si at different lattice temperatures.
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In order to compare the numerical results with the experimental data, the data of
Dash and coworkers (Dash and Newman, 1955) measured at 77 K (open squares) and
300 K (open circles) is also plotted in Fig. 4·7. One can see that the results from
the numerical model agree very well with the measured data. When compared to
the same results obtained for Ge, we notice that for Si the PA indirect absorption
process dominates the photon absorption below 3.4 eV, whereas in Ge both direct and
PA indirect transition contribute to the total absorption. This makes the absorption
spectrum for Si increase slowly with the photon energy in contrast to the abrupt rise
observed in the Ge spectrum. The absorption spectra for different values of tensile
strain have also been evaluated and presented in Fig. 4·8 for  = 0%, 0.7%, 1.4% and
2.1%. As is shown, when a tensile strain is applied, the absorption spectrum shifts to
lower photon energy while its shape remains similar since the strain-induced shrinkage
of the direct band-gap has no impact on the absorption in the interested range of
photon energy.
As was explained in Chapter 2, Section 2.4, the spectral density function employed
in the model describes the energy broadening of the states due to different physical
phenomena, for example phonon-electron interaction in this work. Therefore, by
substituting a specific spectral density function in Eqs. (2.18) and (2.21) with a delta
function, one can eliminate the PA process that pertains to a selected band transition.
This enables the study of radiative processes involving multiple phonons. In particular,
it is possible to study one-phonon and two-phonon assisted absorption processes in
the current numerical model since two spectral functions are involved in Eqs. (2.18)
and (2.21). Using this approach we have computed the temperature dependence of
the radiative recombination rate in relaxed Si which is plotted in Fig. 4·9 with each
curve obtained at a different lattice temperature. The Si is assumed to have an
n-type doping of 1019cm−3 and injection of 1018cm−3. We can notice that besides
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Figure 4·8: Absorption coefficient spectra for intrinsic Si at thermal
equilibrium are calculated under the tensile strain of  = 0% (solid
line),  = 0.7% (dashed line),  = 1.4% (dash-dot line) and  = 2.1%
(dash-two-dot line). Lattice temperature is set at 300K.
the major peak, a secondary peak to the left of the curves also appears at all the
temperatures considered. To investigate the physical origin of the smaller peak, we
have calculated the contribution of the two-phonon process and the two one-phonon
processes by replacing one of the electron spectral density functions with a delta
function. The results show that the two one-phonon processes separately contribute
to the main peak, while the two-phonon process is responsible for the smaller peak
only. In fact, the separation of the two peaks is about 60 meV, approximately equal
to the energy of one optical phonon in Si, which underscores the fact that the lower
peak actually represents the two-phonon event in PA process. Further validation of
this result is obtained from the experimental work of Green and coworkers (Green
et al., 2001; Trupke et al., 2003). Fig. 4·9 reports the calculated data together with
the experimental data (in arbitrary units in Fig.2(b) of Ref. (Green et al., 2001))
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Figure 4·9: The spectra of radiative recombination rate for relaxed
Si are computed with the lattice temperatures ranging from 77 K to
300 K. The Si is assumed to have an n-type doping of 1019cm−3 and
injection of 1018cm−3. Experimental data (Green et al., 2001) from the
electroluminescence (EL) spectrum of a Si diode measured at 150 K
are excerpted and converted to the same scale as the numerical result.
The converted EL data (a.u.), shown in circles, has been multiplied
by a constant number to fit the peak of the numerical result which is
calculated at the same temperature, 150 K.
which is scaled to match the maximum value of the numerical result at 150 K. While
a direct quantitative comparison between our numerical data and the experimental
measurements may not be possible due to the lack of information about the bias level
and and the device geometry, we can see that the shape of the calculated radiative
recombination curve (dashed line) and the position of the peaks are very similar to
the data measured at the same temperature (150 K, open circles).
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Figure 4·10: The spectra of the radiative recombination rate for relaxed
(right group) and 1.4% tensile strained (left group) Si are computed
with the lattice temperatures ranging from 77 K to 300 K.
4.2.2 Radiative Recombination Rates of Si and Two-Phonon Process
In addition to the calculated radiative recombination rates for relaxed Si, Fig. 4·10
presents the corresponding values when a tensile strain of  = 1.4% is applied to
the system. It is noteworthy that the same low temperature carrier concentration
effect, that we have mentioned in the discussion of Fig. 4·4, also appears in the case of
relaxed Si, leading to a higher and narrower recombination peak at lower temperature.
As to the results of 1.4% tensile strained Si, it is shown that the one phonon peak
has broadened so much that it almost covered the two-phonon peak. This can be
understood by considering the change in the density of states associated to the six
valleys at the conduction band minima, ∆-point. When the strain is applied, the
6-fold ∆ valleys split into a 4-fold lower valleys and a 2-fold upper valleys, reducing
the actual density of state at the conduction band edge. Consequently, in order to
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maintain the same carrier concentration, electrons will relocate to the higher energy
states, leading to a broader radiative recombination spectrum. We want to conclude
this section by comparing the spectrum for Ge presented in Fig. 4·4 with the one
computed for Si, where it can be noticed that the two-phonon peak never appears in
the plots of Ge, even in the case of relaxed material. This difference is due to several
reasons. First, the conduction band density of states of relaxed Ge is similar to the
one of  = 1.4% tensile strained Si. At the same doping/injection conditions, the
broadening of the one-phonon peak in Ge is comparable to the strained Si, and same
as the case in Fig. 4·10, the two-phonon peak is engulfed. Second, the small optical
phonon energy in Ge makes the two-phonon peak even closer to one-phonon peak
than in the case of Si. As an additional effect, this leads to the former one being even
harder to distinguish from the total spectrum.
4.3 Conclusions of the Chapter
As the optical integrated circuit becomes increasingly important in building the next
generation communication systems, a proper laser source that is compatible with the
standard silicon process is highly desirable. In this chapter, we have investigated the
optical properties of strained and relaxed Ge and Si for their potential applications in
lasing medium.
Using the proposed numerical model described in Chapter 2, Section 2.2, and
the full electronic band structures constructed in Chapter 3, we have calculated the
radiative recombination rate of strained Ge to investigate the effect of different doping
levels, injection and temperatures on the PA indirect and direct processes. These
results provide additional insight into the possible ways to increase the photon emission
in the material. The calculated optical gain for Ge indicates that while high carrier
injection δn in tensile strained material could effectively enhance the gain through
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the transition of CB-HH and CB-LH, extremely high δn, regardless of the tensile
strain, would inevitably suppress the total optical gain by introducing strong SO-HH
absorption. Specifically, at δn in excess of 1020cm−3, the attainable gain from CB-HH
and CB-LH is totally canceled by the SO-HH transition, leaving a net absorption in
the material. We have also evaluated the gain for TE and TM polarized light. A
total gain of 4749 cm−1 is predicted by our calculation for TM light in 2.1% tensilely
strained Ge with n-type doping of 1020cm−3 and injection of 1019cm−3. However, by
adding other types of absorption such as free carrier absorption, the achievable optical
gain will be reduced.
The radiative recombination properties of relaxed and strained Si were studied
as well. We have demonstrated that the proposed model can indeed elucidate and
reproduce the experimental data for the two-phonon events in the PA recombination
process. The numerical model presented in this work is proved to be an effective tool
to investigate the optical processes in indirect-gap semiconductors. In addition, this
model can be further extended to inspect the non-radiative recombination mechanisms,
such as Auger process, which compete with the optical gain at high injection conditions.
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Chapter 5
Optical Absorption and Intrinsic Carrier
Lifetime in Compound Materials for IR
Detection
Aiming to operate the next-generation IR detectors at higher temperature with
improved quantum efficiency over a wide spectral range, especially in the MWIR and
SWIR band, the detector community has proposed many novel detector architectures.
Among them are barrier detectors, normally referred to as XBn (Klipstein et al., 2010;
D’Souza et al., 2011; Schuster et al., 2012) and photon-trapping structures (Keasler
and Bellotti, 2011; Schuster and Bellotti, 2012) which exhibit high quantum efficiency,
reduced crosstalk and low dark current compared to the conventional planar detectors
(Schuster and Bellotti, 2013). A prerequisite to realize these novel detector structures
with potentially superior performance is to understand the properties of the materials
to be employed and how they influence the device operation. Of all the established and
emerging narrow band-gap semiconductors, special consideration has been given to the
lattice matched (LM) III-V ternary alloys. Specifically Indium Arsenide Antimonide
(InAsSb), which is LM to Gallium Antimonide (GaSb), and Indium Gallium Arsenide
(InGaAs) LM to Indium Phosphide (InP) have been employed alongside Mercury
Cadmium Telluride (HgCdTe) for detector applications in the MWIR and SWIR
spectral regions, respectively. Although, it is important to design and optimize the
structure of a specific detector to exploit the unique features of a given material, the
mechanisms that determine the intrinsic minority carrier lifetime impose a fundamental
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limit to the device performance.(Edwall et al., 1998)
Unlike extrinsic carrier recombination mechanisms, such as Shockley-Read-Hall
(SRH) recombination, that can be reduced by improving the material quality, Auger
and radiative recombination processes are closely related to the details of the material’s
electronic structure and therefore are more difficult to engineer. As a result, comparing
the intrinsic minority carrier lifetime of these narrow-gap III-V alloys with the widely
used HgCdTe is important to understand the potential advantages of one specific
material over the other for a given detector application.
A number of theoretical and experimental investigations have been performed to
study Auger and radiative recombination processes and the minority carrier lifetime
in HgCdTe, InAsSb and InGaAs. In particular, Krishnamurthy et al.(Krishnamurthy
et al., 2006) and Grein et al.(Grein et al., 2008) respectively employed the hybrid
pseudopotential tight binding and a 14-band k · p band structure and calculated the
direct Auger and radiative lifetime in HgCdTe using Fermi’s golden rule. With a
similar formalism, Bertazzi et al.(Bertazzi et al., 2011) used band structures from the
empirical pseudopotential method (EPM) and obtained comparable results for direct
Auger-1 and Auger-7 lifetime in Hg0.78Cd0.22Te.
In the case of InAsSb alloys, the study of Auger recombination processes has
been performed for superlattice structures (Lindle et al., 1995; Meyer et al., 1998;
Steenbergen et al., 2011). Specifically, Grein et al.(Grein et al., 1995) theoretically
compared the performances of type-II InAs/InGaSb superlattices to the conventional
HgCdTe detectors operating at long wavelength IR (LWIR) using the k ·p method and
found that InAsSb-based detectors outperformed their HgCdTe-based counterparts
due to their smaller Auger recombination rates. Vinter (Vinter, 2002) calculated the
direct Auger coefficients in InAs, InSb and InAs1−xSbx alloys in both bulk materials
and SL with an extended k · p band structures, where the results showed a good
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agreement with the experimental data at 300 K. This indicated that the direct Auger
process is the dominant Auger recombination mechanism at this temperature, but
similar information at other temperatures in these materials is still missing.
As to InGaAs alloys, the majority of the studies of their Auger recombination
have been performed using the parabolic band approximation (Bardyszewski and
Yevick, 1985; Takeshima, 1982b; Takeshima, 1984a) to investigate their applications
in lasers and high-speed photodetectors. However, except for some early works based
on analytical models (Bardyszewski and Yevick, 1985; Takeshima, 1982b), few studies
have focused on the phonon-assisted (PA) indirect Auger process which is believed to
be important in InGaAs alloys (Bardyszewski and Yevick, 1985). In fact, it is still
unclear whether PA indirect processes are important to understand the Auger and
radiative properties in InGaAs especially with full-band structure based models, where
the total density of states is different than that obtained from analytical bands.
In this chapter, a comparative study of the Auger and radiative recombination
properties of HgCdTe, InAsSb and InGaAs will be performed to highlight potential
advantages of one material system with respect to the others at given operating
conditions. Specifically, both direct and PA indirect Auger as well as the radiative
recombination processes are investigated using the Green’s function formalism.(Wen
and Bellotti, 2014; Wen and Bellotti, 2015b) Full band structures of each alloys, that
are obtained using EPM, are also employed to overcome the limitations of analytical
non-parabolic bands, leading to a more accurate evaluation of the interaction matrix
element (Laks and Neumark, 1990; Harrison et al., 1999). By using the Green’s
function theory, the treatment of the divergences that appear in the second-order
perturbation theory can be naturally avoided and the full band structure, as a result,
can be incorporated into the calculation without ad hoc approximations. (Wen and
Bellotti, 2014; Wen and Bellotti, 2015b).
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In the first section, intrinsic minority carrier lifetime in Hg0.78Cd0.22Te for LWIR
application is demonstrated in terms of doping concentrations and lattice temperatures.
Since few compound materials can compete with HgCdTe in LWIR spectral range,
the obtained results represented an upper bound of minority carrier lifetime in the
LWIR detectors at this moment. Section 5.2 and section 5.3 in this chapter presented
a detailed comparison of both Auger and radiative lifetime in two sets of material
compostions: InAs0.91Sb0.09 and Hg0.67Cd0.33Te intended for detector operation in the
MWIR and In0.53Ga0.47As and Hg0.38Cd0.62Te for SWIR, which have cutoff wavelengths
of 4µm and 1.7µm at 200 K and 300 K respectively. In section 5.4, the overlap integral
factor |F1F2| for MWIR and SWIR materials that are needed to evaluate the Auger
rates using the Beattie-Landsberg-Blakemore (BLB) expression will be derived by
fitting the theoretical formula to the numerical Auger coefficients. This data will
facilitate the researchers to set up a fast and accurate Auger recombination rate
evaluation for device simulations without performing the full band calculation.
5.1 Intrinsic Minority Carrier Lifetime in HgCdTe for LWIR
application
Since the Hg1−xCdxTe was first synthesized in 1958 by Lawson’s research group (Lawson
et al., 1959), it has been widely applied to the field of infrared (IR) detectors due to
its adjustable energy gap with cut-off wavelength from 0.7 to 30µm and nearly lattice
matched for all the composition range (Norton, 2002). Alongside with the sustained
effort to develop new device concepts, such as barrier detectors (Klipstein et al., 2011;
Schuster et al., 2012) and photon-trapping (PT) structures (Keasler and Bellotti,
2011; Schuster and Bellotti, 2012), to improve the quantum efficiency, lower the dark
current and raise the operating temperature, the study of the physical phenomena
that determine the excess carrier lifetime is always an active topic since it imposes a
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fundamental limit on the performance of all kinds of IR detectors (Edwall et al., 1998).
Three recombination mechanisms, radiative, Auger and Shockley-Read-Hall (SRH),
are generally considered as the dominant factors in determining the excess carrier
lifetime, while the former two mechanisms are governed by the intrinsic properties
of the material, e.g. composition and doping concentration, SRH recombination
is typically affected by the impurities and defects formed in HgCdTe. Due to the
significant improvement in the HgCdTe material quality, the SRH recombination rate
has been greatly reduced as a result of the small number of defects present in the
crystal. Consequently, Auger and radiative recombination have become the limiting
factors in determining the minority carrier lifetime. Many theoretical studies have
been performed to calculate the carrier lifetime due to Auger processes. Among them,
Jiang et al. (Jiang et al., 1991) and Lopes et al. (Lopes et al., 1993) adopted the
parabolic band approximation to simplify the evaluation of the recombination rate,
while Bertazzi et al. and Krishnamurthy et al. (Krishnamurthy et al., 2005) employed
the full band structure. In particular, Bertazzi and his collaborators (Bertazzi et al.,
2011) have shown that the Auger-1 and Auger-7 recombination rate in n-type and
p-type HgCdTe can be computed accurately using this approach.
Due to the ever pressing demand to increase the operating temperature of the
state-of-the-art HgCdTe IR detectors, Auger and radiative recombination may be-
come the dominant recombination mechanisms that limits the performance of de-
vices (Rogalski, 2005). Specifically, Auger recombination (AR) is usually strong in the
LWIR range, whereas for devices operating in the short-wavelength infrared (SWIR)
and mid-wavelength infrared (MWIR) spectral regions, radiative recombination (RR)
is dominant. The intrinsic limit of RR, however, could be significantly mitigated by
the photon-recycling effect, which was first proposed by Humphreys (Humphreys, 1983)
in 1983. Unfortunately, due to the strong coupling between photon and the device
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boundary as well as the complexity of photon-carrier interaction processes, only a
handful of studies, which include a number of approximations, have been performed to
elucidate this phenomena (Jozwikowski et al., 2011; Jozwikowski et al., 2012). In any
case, a prerequisite to investigate the photon-recycling effect is to develop an accurate
model for the radiative recombination process. Furthermore, this model should be
valid for all the relevant alloy compositions and doping levels. The majority models of
the radiative recombination rate and lifetime developed up to now are based on the
classical theory of van Roosbroeck and Shockley (VRS) (van Roosbroeck and Shockley,
1954) and an improved version developed by Finkman (Finkman and Nemirovsky,
1979), both of which were derived under the parabolic band approximation. An
exception to them was the study performed by Krishnamurthy, (Krishnamurthy et al.,
2005) who used Fermi’s Golden rule and incorporated the full band structures of
the material in the calculation. Despite the complexity of introducing the full band
structures in the calculation of the radiative recombination lifetime, the advantages
are obvious. A model based on the realistic electronic structure can be used to study
both direct and indirect gap semiconductors and the anisotropic nature of valence
band of HgCdTe will be automatically included. This avoids the ambiguities when
using the VRS or Finkman’s theory, where fixed values of m∗HH and m
∗
LH need to be
chosen from various values reported from the experimental data (Capper, 1994).
5.1.1 Radiative Recombination in HgCdTe
Previous studies of the radiative lifetime have predominantly used the measured
value of the absorption coefficient or have computed it assuming a parabolic band
approximation (Kinch et al., 1973; Pratt and Hewett, 1983). The assumption of
parabolic bands, though simple and accurate to some degree, requires that one has
accurate values of both conduction and valence band effective masses, which is not
always the case. Furthermore, due to the anisotropic nature of the heavy hole band,
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researchers have reported many different values of the effective mass for this band
ranging from 0.4m0 to 0.7m0 (Capper, 1994). Additionally, as a result of the fact
that the shape of conduction band is more hyperbolic-like than parabolic-like, the
electron effective mass can only be defined accurately very close to the band edge.
Consequently, it is not always obvious how to choose proper effective masses in order
to get a reliable value of α(E). Krishnamurthy (Krishnamurthy, 1996) for the first
time applied the full band structures of HgCdTe to Fermi’s Golden rule and computed
the radiative recombination rate for the direct inter-band transition. Subsequently,
Grein et al. (Grein et al., 2008; Chang et al., 2006) later developed an analytical
model based on k · p method and the hyperbolic band structure, which gave a good
fit to the experimental results. In this work, we go beyond the current state of the
art and implement a more sophisticated numerical model based on Green’s function
formalism which is applicable to both direct and indirect, as well as narrow and wide
gap semiconductors.
We used the Green’s function theory outlined in Chapter 2, Section 2.2 which
incorporates the full band structure (obtained from a nonlocal EPM) to evaluate both
direct and phonon-assisted indirect optical (radiative) transitions. Traditional second-
order perturbation theory which is widely used in studying the indirect transitions, is
known as having the divergence difficulty when a virtual state becomes a real one (Bude
et al., 1992). Depending on the way one chooses to deal with it, the final result would
inevitably change thus introducing additional uncertainties to the theory (Takeshima,
1981). This situation would become even worse when a full band structure is employed
as the denominator in the matrix element going to zero more frequently and more
unpredictably. However, by using the Green’s function theory, this difficulty can be
avoided naturally and even higher order processes (e.g. two phonon-assisted transition)
could be incorporated into the same theoretical framework. With this consideration,
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Figure 5·1: Absorption coefficient for Hg0.79Cd0.21Te at 77 K from
three different numerical models. Solid line is the result from Green’s
function formalism, while the dashed line and the dash-dot line represent
Grein’s (Grein et al., 2008) and Kirshnamurthy’s (Krishnamurthy, 1996)
models respectively. Circles are the experimental data for the same
material measured at 80 K (Chang et al., 2006).
the numerical model we have developed is suitable for studying radiative recombination
processes for both direct and indirect material with high accuracy. Using this model,
we first computed the absorption coefficients and radiative recombination lifetimes
of HgCdTe for three different cadmium compositions (x = 0.23, 0.35 and 0.4) and
compared them with the theoretical expression that is widely used in the device
simulation community (Lopes et al., 1993). After that, the temperature dependence of
the radiative lifetime for the same compositions at different carrier concentrations is
investigated and presented.
While it has been pointed out in previous works (Krishnamurthy et al., 2005) that
the parabolic band approximation does not work very well at the absorption edge due
to the fact that the shape of conduction band is actually hyperbolic and the heavy
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hole band is anisotropic, it is worth comparing the results from Green’s function with
other numerical models which use non-parabolic band structure. Krishnamurthy et al.
(Krishnamurthy, 1996) and Grein et al. (Grein et al., 2008) independently investigated
this problem with full band structures and 14-band k · p models respectively. Their
results as well as the experimental data (Chang et al., 2006) together are compared
with our numerical model in Fig. 5·1 for Hg0.79Cd0.21Te at 77 K. Despite the Urbach
tail, which none of these models considered, it can be seen that the Green’s function
generally gives a better match in the whole range of photon energy, while for the
higher photon energy, both Grein’s result and Green’s function give smaller values
than the experimental measurement. Krishnamurthy’s result, on the contrary, is
consistently larger. Since the HgCdTe is a direct band gap material, we noticed
that the contribution from the direct transition process is predominant in our result
as the the phonon-assisted indirect transition only contributes less than 1% of the
total absorption. The low operating temperature further reduced the phonon-assisted
process by greatly suppressing the number of phonons in the crystal thus making
it negligible in low temperature. This result agrees with a similar calculation done
by F. Bertazzi on the Auger recombination in HgCdTe (unpublished), where the
phonon-assisted process was also found minor compared to the direct process.
In addition to the absorption coefficients we have also evaluated the radiative
recombination rates and the associated lifetimes. The calculated lifetime (symbols)
as a function of carrier concentration for the three compositions at 90K is shown in
Fig. 5·2. In the same figure we also report the values (lines) computed using the known
analytical expression from Lopes et al.(Lopes et al., 1993). As pointed out earlier, in
using this formula it is necessary to select the values of the effective masses, which is
in general not possible for holes since valence bands are usually highly anisotropic. We
found that by choosing the effective mass of holes as the geometric mean of the effective
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Figure 5·2: Radiative recombination lifetime as a function of carrier
concentration for three compositions of Hg1−xCdxTe: x = 0.23, x = 0.35
and x = 0.40 at 90K with (a): n-type doping and (b): p-type doping.
Symbols in the figure represent results from Green’s function formalism
and lines are the theoretical formula mentioned in Lopes et al. (Lopes
et al., 1993).
masses obtained from the EPM heavy hole band in [100], [110] and [111] direction, the
two results (numerical and analytical) almost match to within a consistent difference
of 30%. One exception here is the composition of x = 0.23 where the intrinsic carrier
concentration is comparable to the extrinsic concentration making the concept of
lifetime itself not well-defined, as one can see the results from Green’s function have
deviated from a straight line especially in the lower carrier density region.
For the theoretical values represented by the lines in Fig. 5·2, an effective mass of
0.49m0 for holes is used for all three compositions while the effective mass for electrons
is calculated according to Weiler (Weiler, 1981). In fact, from our non-local EPM
band structure, the actual effective mass for the heavy hole band is 0.58m0 in the
Γ − X direction, 0.49m0 in Γ − K direction, and 0.41m0 in Γ − L direction, whose
geometric mean is 0.488m0. As is stated above, even though the two methods used the
same effective mass of holes, their results differed. Further reducing the effective mass
of holes to 0.4m0 in the theoretical formula would yield a perfect match of radiative
lifetime between the two models. These facts indicate that though the analytical
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Figure 5·3: Temperature dependence of radiative recombination life-
time for (a): n-type and (b): p-type Hg1−xCdxTe. Solid lines represent
carrier concentration of 2.0× 1014cm−3 while the dashed lines are for
carrier concentrations of (a): 2.0× 1015cm−3 and (b): 1.0× 1016cm−3.
The number around each curve gives the corresponding composition
ratio of cadmium x.
formula does not agree with Green’s function model, by choosing the effective mass of
holes as 0.4m0 at 90 K, the simple theoretical formula will give a good estimation of
the radiative lifetime which is important for the device simulation where a fast and
accurate lifetime model is desirable.
We have also evaluated the temperature dependent radiative recombination lifetime
for different carrier concentrations. Results are presented in Fig. 5·3 for n-type (a) and
p-type (b) HgCdTe respectively. In Fig. 5·3(a) the calculated lifetime for two electron
concentrations of 2.0× 1014cm−3 (solid lines) and 2.0× 1015cm−3 (dashed lines) are
shown. The parameter on each curve represents the composition (cadmium molar
fraction x ) of the material. As the temperature decreases, the radiative recombination
lifetime decreases slowly to several microseconds which is usually orders of magnitude
higher than the lifetime of Auger recombination. On the other end of the curves,
when the temperature approaches the intrinsic temperature of the material, there
is a sharp decrease in the lifetime due to the presence of large amounts of thermal
excited electron-hole pairs. This could potentially become the limiting factor of the
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detector performance under conditions where SRH recombination is negligible and
the photon-recycling effect is not significant. Similar results for p-type HgCdTe are
presented in Fig. 5·3(b) with the hole concentrations of 2.0× 1014cm−3 (solid lines)
and 1.0 × 1016cm−3 (dashed lines). The trend for holes is similar to the one for
electrons, with the only difference that the corresponding lifetime for holes is slightly
shorter. The radiative lifetime also decreases as the hole concentration increases and
the cadmium composition becomes larger, which is also shown in Fig. 5·2. Since we did
not compare the dependence of lifetime on dopant types, the freeze-out effect, which
will generally make the lifetime increase exponentially as the temperature decreases,
was not included in the results above.
5.1.2 Auger Recombination in HgCdTe
Following the theory outlined in Chapter 2, Section 2.3, the direct Auger recombina-
tion lifetime in Hg0.78Cd0.22Te is computed and compared to the values obtained in
other theoretical works, including the BLB formula. Fig. 5·4 shows the temperature
dependence of the minority carrier lifetime due to direct Auger process. In the figure,
solid lines represent the results from this work, circle symbols show the 14-band k · p
results from Grein et al.(Grein et al., 2008), dashed lines give the calculation results
of Bertazzi et al.(Bertazzi et al., 2011) and dash-dot lines are from BLB formula. An
overlap integral factor |F1F2| = 0.16 is used in the BLB formula to best fit to the
numerical results.
As is shown, the three full band numerical results agrees well with each other in the
high temperature range while at low temperatures some differences appeared between
Grein’s result and the one from this work. We argue that the differences may come
from the details of the band structures used in these works. At high temperatures,
since more electrons and holes present in the bands, the available Auger recombination
final states are abundant making the contribution from each transition smaller. As a
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Figure 5·4: Calculated temperature dependence of direct Auger re-
combination lifetime in Hg0.78Cd0.22Te from Green’s function theory
(solid lines), 1: Bertazzi’s work (Bertazzi et al., 2011) (dashed lines),
2: Grein’s work (Grein et al., 2008) (circles) and BLB formula with
|F1F2| = 0.16 (dash-dot lines). The upper group of curves represent the
results for p-type material (CHLH, Auger-7 process) while the lower
group is for n-type material. The doping concentration in both cases is
1015cm−3.
result, the impact of the band structure details, especially the states close to the band
edge, on the total recombination rate reduced. On the contrary, at low temperatures,
due to the fact that most of the electrons and holes are concentrated at the band
edge, very few direct recombination paths can fulfill both momentum and energy
conservation in the Auger process. This results in a total direct recombination rate
that is sensitive to the nature of the involving energy values and wavefunctions. Since
both this work and Bertazzi’s calculation used the same EPM band, but a different
formulation for the self-energy, the calculated carrier lifetime agrees better with each
other, comparing to the one from the k · p bands. Similar behavior can also be
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observed in the calculated hole lifetime which is shown in the upper group of curves.
Furthermore, though not shown in the figure, the PA indirect contribution to the
Auger recombination is also calculated along with the direct part and is found to be
small compared to the direct process. In fact at 200 K, the difference between direct
and total (direct + PA indirect) Auger lifetime is less than 7% which is within the
error of the Monte-Carlo integration techniques. Comparing the numerical results to
the BLB formula, it is obvious that the difference between numerical results and BLB
values is larger at low temperature, which suggests that it may be necessary to use a
temperature-dependent |F1F2| in the BLB formula to fully reproduce the numerical
results. Indeed, the overlap integral factor actually represents the coupling of the four
Bloch states in the Auger process which will definitely change with the temperature
through the change of the band gap energy. Consequently, it is of great importance to
understand the temperature dependence of |F1F2| in order to use the BLB formula
effectively and accurately. Further information on the overlap integral factor |F1F2|
for HgCdTe can be found in Chapter 5, Section 5.2 and Section 5.3.
In summary, we have used the Green’s function formalism and the full band
structures and calculated both direct and indirect RR and AR processes in the
HgCdTe for LWIR spectral range. The calculation of radiative lifetime for HgCdTe
versus carrier concentration confirmed the accuracy of the widely used theoretical
formula under the condition that the effective mass of holes in the formula must be
carefully chosen. For example, at 90 K with mh = 0.4m0, the formula agrees well with
our numerical calculation. Furthermore, the temperature dependence of the radiative
recombination lifetime in HgCdTe was investigated for different Cadmium molar
fractions and carrier concentrations. The results showed that when the temperature
approached to the intrinsic temperature, a sharp decrease of lifetime appeared which
would potentially limit the detector performance if the photon-recycling effect were
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not significant. As to the calculation of Auger recombination lifetime in HgCdTe, the
obtained results further confirmed the accuracy of the Green’s function theory and
showed the importance of using a temperature-dependent overlap integral factor in
the BLB formula.
5.2 Intrinsic Minority Carrier Lifetime in Strained/Relaxed
InAsSb and its Comparison with HgCdTe for MWIR ap-
plication
Antimony based compounds have become key building blocks in a number of optoelec-
tronic devices (Rogalski, 1994). Among them, InAs1−xSbx alloys grown on InAs or
GaSb substrates which are employed in barrier (Klipstein et al., 2010; D’Souza et al.,
2011) and strained layer superlattices (SLS) MWIR photodetectors (Haddadi et al.,
2014), have become technologically important due to their high optical quality and
material epitaxy layer uniformity (Ivanov et al., 2005). In spite of their increasing
use, the understanding of the optical and electronic properties of relaxed, and more
importantly biaxial strained, InAs1−xSbx alloys has not been developed apace yet. In
fact, only a small number of studies have been devoted to investigate the radiative
and non-radiative recombination processes in these materials (Vinter, 2002; Olson
et al., 2013) and significant uncertainties about the theoretical values regarding to the
measured data still present. As to the minority carrier lifetime in strained InAs1−xSbx
alloys, which is a critical ingredient for the design and optimization of photon detectors’
performances, even fewer theoretical works have been published.
This section intends to contribute to the understanding of the optical and electronic
properties of relaxed and strained InAs1−xSbx alloys by employing the full band model
described in Chapter 2, Section 2.2 and 2.3. Using the Green’s function theory, both
direct and phonon-assisted (PA) indirect Auger recombination as well as the radiative
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recombination processes are studied in strained and lattice-matched InAs1−xSbx alloys.
In particular, the intrinsic minority carrier lifetimes in n-type and p-type materials
are computed as functions of lattice temperatures and antimony molar fractions. The
Auger coefficients computed for the direct and PA indirect processes are also compared
to determine their relative importance for different alloys composition. The results
show that strained InAs0.91Sb0.09 grown on an InAs substrate has a smaller Auger
recombination coefficient when compared to the lattice-matched InAs0.91Sb0.09 grown
on a GaSb substrate. This difference could lead to further improvement of the InAsSb
photon detectors.
5.2.1 n and p-type Relaxed InAsSb and HgCdTe
One of the III-V materials emerging as a possible competitor to HgCdTe and InSb
in the MWIR is InAs1−xSbx. Among all the compositions in the 0 < x < 1 range,
the lattice-matched InAs0.91Sb0.09/GaSb system is of great importance due to the
possibility of growing high quality barrier detector structures and type-2 superlattices
(T2SL). In this section, we investigated the radiative and Auger recombination lifetime
in n-type InAs0.91Sb0.09 and compared it to the corresponding values for Hg0.67Cd0.33Te,
since both of them have a cutoff wavelength of 4µm at 200 K.
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Figure 5·5: (a) Absorption coefficients and (b) Auger recombination
rates in n-type InAs and InSb at 300 K are computed using Green’s
function theory and compared with the experimental results (symbols are
from a: Ref. (Dixon and Ellis, 1961), b: Ref. (Willardson and Beer, 1967)
and c: Ref. (Chazapis et al., 1995)). In (b), the Auger recombination
rates for InSb are converted from the measured photoluminescence decay
rates.
To assess the accuracy of the computational model and the fitted EPM band
structure described in Chapter 2 and 3, we have performed a number of tests in
which the theoretical results are compared with the experimental data obtained for
the relevant semiconductor materials. (Wen and Bellotti, 2015b; Wen et al., 2015)
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Fig. 5·5(a) presents the computed absorption coefficients for the binary materials
evaluated at different doping concentrations and plotted with the corresponding
experimental results. As shown, the theoretical values of the absorption coefficients
computed for InAs match very well with the measured data at all the doping levels
considered. In fact, since the Fermi level employed in our calculation is evaluated
from the given doping concentration using the full-band structures, the Moss-Burstein
effect, which appears in heavily doped materials, is properly accounted for in the
calculation. As the data represented by the open circle shows, at an n-type doping of
3.8× 1018cm−3, the absorption edge moves considerably toward higher photon energy
when compared to the case of 3.6 × 1016cm−3 doping. It is also interesting to see
that for InSb, the small tail at the photon energy below the band gap is properly
reproduced, which, according to our calculation, is due to the free carrier absorption
between the spin-orbit band and the heavy hole band. Finally, we need to point out
that the Urbach tail below the band gap energy which comes from the disorder effects
in the samples is not included in our model.
Fig. 5·5(b) presents the total Auger rates computed for intrinsic InSb as a function
of injection level. It can be seen that the calculated values correctly predicted the
measured Auger rates from an injection of 2.0× 1016cm−3 to 5.0× 1017cm−3 obtained
from photoluminescence decay data reported in Ref. (Chazapis et al., 1995) at 300 K.
In a recent work (Wen et al., 2015), we also showed that the calculated minority carrier
lifetime in relaxed bulk InAs0.91Sb0.09 alloy is in good agreement with the measured
lifetime from Ref. (Olson et al., 2013).
Before investigating the strained InAs1−xSbx alloys, it is beneficial to study the
relaxed structures first, to establish baseline values of the material properties. Fig. 5·6
shows the calculated Auger-1 (CHCC for n-type), Auger-7 (CHLH for p-type) and
radiative recombination coefficients for the relaxed alloys as functions of antimony
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Figure 5·6: Auger coefficients (left y-axis) for CHCC (blue lines, for
n-type) and CHLH (red lines, for p-type) processes and radiative coeffi-
cients (right y-axis) are plotted as functions of antimony composition
in InAs1−xSbx alloys. The contributions from the direct Auger process
to the total Auger coefficients (solid lines) are shown in dashed lines.
The lattice temperature assumed in the calculation is 300 K.
compositions at room temperature. As can be seen, both direct and total (direct +
PA indirect) Auger coefficients have a maximum around x = 0.6, which corresponds
to the minimum of the band gap energy in InAsSb alloy. This result follows the known
trends of the Auger process, where the recombination rate increases as the energy gap
decreases. Similar theoretical results were also obtained by Vinter (Vinter, 2002) whose
values of the direct Auger coefficients closely matched with ours. However, it should
be noted that even including the PA indirect Auger processes, the calculated Auger
coefficient for InAs is still smaller than some of the experimental data (Vodopyanov
et al., 1992; Marchetti et al., 2002; Lindle et al., 1995), while for other measurements
such as the one from the photoconductivity (Galkin et al., 1971), the obtained value
is very close to what we have computed. Further calculation of the Auger S-process
(CHSH, in which one of the holes transitions from the heavy-hole to the split-off
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band) in intrinsic InAs also showed a negligible contribution (3.2%) to the total
Auger coefficient. At this time, we found this discrepancy between the theoretical and
experimental results remains an open question. Nevertheless, the calculated Auger
coefficient for InSb still lies within the lower side of the measurement variability (Ciesla
et al., 1996; Marchetti et al., 2001). In the case of p-type material, where the CHLH
process is dominant, the corresponding Auger coefficient Cp is one order of magnitude
lower than that in the n-type material as a result of the low number of final states
in LH band. Although we can appreciate that in both n and p-type materials, when
0.2 < x < 0.8, the contribution of the PA process to the total Auger recombination is
not very significant, for the InAs-like (x < 0.2) and InSb-like (x > 0.8) alloys, the PA
process is strong in the p-type and n-type materials respectively.
Fig. 5·6 also presents the calculated radiative recombination coefficient Bn (values
on the right y-axis) for the relaxed alloys obtained from Rr = Bn(np − n2i ). In this
expression, Rr, n, p and ni are the radiative recombination rates, electron density,
hole density and intrinsic carrier density respectively. The figure shows that the Bn
slightly decreases from about 1.2×10−10cm3/s for InAs to 5.5×10−11cm3/s at x = 0.7
as the energy gap shrinks. This can be traced back to the reduced density of states
of photons at lower photon energy. Nevertheless, the change of Bn as the antimony
composition in the relaxed alloys is not very significant.
For the n-type InAsSb alloy, the corresponding Auger-1 lifetime as a function of
lattice temperature are shown in Fig. 5·7. Depending on the recombination mechanisms
used in the calculation, the total Auger coefficients, which consist of both phonon-
assisted (Cn,ph) and direct (Cn0) Auger processes, are plotted alongside the direct
Auger coefficients as a function of temperature. As can be seen, at high temperature
range (T > 200K) when both materials become nearly intrinsic, the total Auger
coefficient almost remains constant at 4.8 × 10−27cm6/s and 3.7 × 10−27cm6/s for
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Figure 5·7: Temperature dependence of Auger-1 coefficients for
InAs0.91Sb0.09 (blue lines) and Hg0.67Cd0.33Te (red lines) are compared
with 1 (square): fitted Cn of Hg0.7Cd0.3Te at 80 K from DeWames’s
work (DeWames et al., 2011), and 2 (circle): calculated direct Auger
coefficient Cn0 in InAs0.9Sb0.1 at 300 K (Vinter, 2002). The solid lines
here represent the total Auger coefficients (PA indirect+direct) and the
dashed lines are computed from the direct Auger process only.
Hg0.67Cd0.33Te and InAs0.91Sb0.09 respectively. The PA indirect Auger process in this
temperature range does not provide a significant contribution to the total Auger
rate as opposed to what happens at lower temperatures. For example, in the case
of InAs0.91Sb0.09 the direct Auger coefficient almost equals to the total one at 300 K
which also agrees with Vinter’s calculation (circle) (Vinter, 2002). However, as the
temperature decreases, the PA indirect Auger process becomes increasingly important
as the direct Auger coefficient drops while the total Auger coefficient, on the contrary,
increases. The square symbol in the figure shows the value of the fitted Auger coefficient
for Hg0.7Cd0.3Te from the experimental data with a donor concentration of 10
15cm−3
obtained by DeWames et al.(DeWames et al., 2011). We found that to reproduce the
experimental value it is necessary to include the contribution of the indirect Auger
process since the direct Auger coefficient at 80 K is one order of magnitude lower than
117
the measured data. Adding the indirect Auger process to the calculation leads to a
much better agreement between the calculated and measured total Auger coefficient
and we believe that the small remaining differences between them comes from small
alloy composition differences and numerical errors.
The calculated radiative and Auger recombination rates are presented as a function
of lattice temperature and doping concentration in Fig. 5·8(a) and (b) respectively.
As is shown, though diminishing at higher doping concentration, the PA indirect
Auger process contributes a large portion to the total Auger recombination lifetime
in Hg0.67Cd0.33Te over the doping range from 10
14cm−3 to 5× 1016cm−3. In fact, at
ND = 10
14cm−3, the indirect Auger rate is twice as large as the direct Auger rate
whereas at ND = 10
16cm−3 the two processes almost contribute equally to the total
recombination rate. In the case of InAs0.91Sb0.09, the relative strength of indirect Auger
to the direct Auger is smaller and it can be seen that at high doping concentration,
the contribution from the indirect process almost vanished. This variation of the
relative strength between direct and indirect Auger rate with the doping concentration
can be qualitatively explained by considering the available recombination paths. As
was stated above, the low probability of indirect Auger process can actually be
compensated by the large availability of final states in k-space. When the doping
concentration is low, carriers tend to occupy the states at the band edge where the
available direct recombination path is limited. As to indirect processes, with the
assistance of phonon scattering carriers can firstly be scattered to a state far from the
band edge and recombines with the final states that fulfills both energy and momentum
conservation. Since the number of final states in this case is usually abundant, the
total recombination rate therefore increases. Consequently, as the direct process is
limited by the available final states, the indirect process becomes more important at
low doping level. A similar analysis can also be applied to the case of high doping
118
1 0
1 4
1 0
1 5
1 0
1 6
1 0
1 7
1 0
- 8
1 0
- 7
1 0
- 6
1 0
- 5
1 0
- 4
1 0
- 3
1 0
- 2
N
D
 ( c m
- 3
)
t
 
(
s
)
 
 
( a )
H g
0 . 6 7
C d
0 . 3 3
T e  t o t a l  A R
H g
0 . 6 7
C d
0 . 3 3
T e  d i r e c t  A R
H g
0 . 6 7
C d
0 . 3 3
T e  R R
I n A s
0 . 9 1
S b
0 . 0 9  
t o t a l  A R
I n A s
0 . 9 1
S b
0 . 0 9
 d i r e c t  A R
I n A s
0 . 9 1
S b
0 . 0 9  
R R
I n A s
0 . 9 1
S b
0 . 0 9  
t o t a l ,  t h i s  w o r k
O l s o n
1
,  I n A s
0 . 9 1
S b
0 . 0 9  
t o t a l ,  m e a s u r e d
T  =  2 0 0  K
0 5 1 0 1 5 2 0
1 0
- 7
1 0
- 6
1 0
- 5
1 0
- 4
1 0
- 3
1 0
- 2
1 0 0 0 / T  ( 1 / K )
t
 
(
s
)
 
 
( b ) N
D
 =  1 0
1 5  
c m
- 3
H g
0 . 6 7
C d
0 . 3 3
T e  t o t a l  A R
H g
0 . 6 7
C d
0 . 3 3
T e  d i r e c t  A R
H g
0 . 6 7
C d
0 . 3 3
T e  R R
I n A s
0 . 9 1
S b
0 . 0 9  
t o t a l  A R
I n A s
0 . 9 1
S b
0 . 0 9
 d i r e c t  A R
I n A s
0 . 9 1
S b
0 . 0 9  
R R
Figure 5·8: Calculated radiative (solid lines), direct (dashed lines)
and PA indirect (dash-dot lines) Auger recombination lifetime as a
function of (a) n-type doping concentration and (b) lattice temperature
for InAs0.91Sb0.09 (blue lines) and Hg0.67Cd0.33Te (red lines). A lattice
temperature of 200 K is assumed in (a) while a doping of ND = 10
15cm−3
is used in (b). The dotted line in (a) is the total lifetime (Auger and
radiative lifetime) for InAs0.91Sb0.09 at 200 K. For comparison, the open
triangles show the experimental values measured by 1: Olson and
coworkers(Olson et al., 2013).
concentrations, where more carriers will present in higher energy states, effectively
increasing the available direct recombination paths. Due to its larger interaction
strength, the direct process, as a result, dominates over the indirect process.
We further compared the Auger recombination lifetime with the radiative lifetime.
As is expected, when the doping concentration is higher than 3 × 1015cm−3 for
Hg0.67Cd0.33Te or 5 × 1015cm−3 for InAs0.91Sb0.09, the minority carrier lifetime is
dominated by the Auger process whereas at lower doping concentration, the radiative
recombination is found to be the limiting factor. From Fig. 5·8(a) it can be seen
that although the lifetime difference is not very significant, InAs0.91Sb0.09 has better
intrinsic minority carrier lifetime at high doping concentrations thanks to its smaller
total Auger recombination rate. In Fig. 5·8(a), the total lifetime (combined Auger and
radiative) calculated for InAs0.91Sb0.09 at 200 K is also compared to the experimental
119
data from Olson and coworkers(Olson et al., 2013) that measured the carrier lifetime
in bulk InAs0.91Sb0.09 at different temperatures and doping concentrations. It can be
seen that the calculated values are in good agreement with the measured data which
indicates that the intrinsic recombination mechanisms are indeed the limiting factors
in determining the carrier lifetime in the material. Indeed, from Olson’s reported data
pertinent to unintentionally doped and doped bulk InAs0.91Sb0.09, one can evince that
SRH recombination, although present, is not dominant. On the contrary, in the case
of T2SL SRH recombination is the determining factor of the carrier lifetime below
200 K.
The calculated temperature-dependent hole lifetimes in the two alloys are presented
in Fig 5·8(b) where radiative, direct and total Auger processes are compared at a
constant n-type doping of 1015cm−3. Although it may seem counter-intuitive, the
results show that the contribution from the PA indirect Auger process to the total
Auger rate actually becomes larger at lower temperature when the average number of
phonon decreased. This phenomenon, however, can be understood by considering the
two competing factors in determining the PA process: the strength of the recombination
and the final states available for the recombination process. The strength of the PA
Auger recombination, which is related to the matrix element for Auger process and band
broadening, decreases at lower temperature due to the diminishing phonon population.
Indeed, further calculation of the self-energy confirmed that the broadening of the
band under the phonon perturbation decreases with the temperature. However, it
also should be noted that from Eq. (2.35) the broadening of the bands will converge
to a finite value as the temperature approaches zero. In fact, if one sets the phonon
population factor P (~ω) to zero and the electron population factor to 1 or 0 depending
on the value of the energy E, the band broadening ImΣ(k, E) always exists through
the emission of optical phonons which, unlike phonon absorption, does not require the
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presence of a phonon population. As a result, the PA process will always contribute
to the total Auger recombination even at extremely low temperature (Kioupakis et al.,
2011).
The other factor that will affect the total PA Auger rate is the number of available
final states for Auger recombination. As the temperature decreases, carriers will tend to
concentrate at the band edge. This in turn reduces the available direct recombination
final states that fulfill both energy and momentum conservation. On the other hand,
through the emission/absorption of a phonon, the momentum conservation among
the four electron states can be relaxed with the phonon providing the additional
momentum. Therefore, the number of available final states for PA Auger process
increases. Moreover, in order to have a meaningful comparison between different
materials that may have different dopant activation energies, the carrier concentration
is kept fixed for all the temperatures investigated (no freeze-out effect is included).
This means that, in order to maintain the same amount of electrons and holes in the
conduction and valence band, the Fermi level moves closer to the band edges at lower
temperature. As a result, the statistical factor for electron Θ(E) is found to be higher
at lower temperature when evaluating at the conduction band edge. Same effect is
also true for the hole distribution. Consequently, even though the strength of the PA
process diminishes at low temperature, the total PA Auger rate slightly increases when
the temperature changes from 200 K to 50 K for MWIR materials. Further calculation
at 10 K gives a much lower total Auger rate indicating that the rate of PA process
will eventually decrease at temperature below 50 K. It should be noted that even
though the indirect Auger dominates over the direct Auger process at low temperature,
the minority carrier lifetime in this range is limited by the radiative recombination.
Indeed, when the temperature becomes lower than 250 K the radiative recombination
becomes stronger than the total Auger recombination in both materials with the
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Hg0.67Cd0.33Te having larger overall lifetime. In the high temperature range, due to
the fact that more carriers now have enough energy to occupy high energy states, the
direct process gradually contributes to all of the Auger recombination events, and
eventually exceeds the radiative process and becomes the limiting factor of the hole
lifetime in the two materials. It is also worth noting that for all the temperatures
considered here Hg0.67Cd0.33Te generally has slightly better intrinsic minority carrier
lifetime than InAs0.91Sb0.09 because of its larger radiative lifetime at low temperature
as well as weaker direct Auger recombination rate at high temperature.
As a final remark, we want to emphasize that the calculations presented in this
work do not include the effect of photon recycling (PR), which tends to increase
the radiative recombination lifetime extracted from devices level measurements. In
fact, earlier work on PR in HgCdTe (Humphreys, 1983; Grein et al., 1997), indicated
that the enhancement of the radiative lifetime due to PR can be as high as 25 times
which may explain why in some cases the calculated lifetime are lower than the
reported values for MWIR HgCdTe (Kinch, 2007). However, as the derivation in
Ref. (Humphreys, 1983) suggests, the effect of PR largely depends on the geometry of
the devices such as the thickness of the layers and the shape of the device boundaries
which can vary significantly from device to device. For these reasons, the aim of the
present work is to provide a baseline evaluation of the radiative recombination lifetime
in materials under the assumption that PR effect can be ignored. This is obviously
the worst case scenario in which the lifetime is not enhanced by the PR effect.
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5.2.2 n-type Strained InAsSb
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Figure 5·9: (a): Auger coefficients computed in n-type (blue lines) and
p-type (red lines) strained materials are shown in solid and dashed lines
for total and direct Auger processes respectively. The results from the
relaxed material are plotted in dash-dot lines as comparisons. In (b), the
radiative coefficients in strained (solid line) and relaxed (dash-dot line)
materials are calculated under the same condition as that in (a). For
the strain configuration, the InAs1−xSbx alloy is assumed to be grown
on an InAs substrate. All the calculations assumed lattice temperature
of 300 K.
At this point we are ready to discuss the effect of strain. Specifically, we consider
the Auger and radiative recombination rates assuming that InAsSb alloys are grown
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on an InAs substrate in which the applied compressive strain in the alloys becomes
larger as the antimony fraction increases. In Fig. 5·9(a) the direct and the total Auger
coefficients in strained InAsSb alloys are plotted as a function of the composition
value x for both n and p-type materials. The results obtained for the relaxed alloys,
which has been presented in Fig. 5·6 is also included as comparisons.
It can be seen that for the CHCC process, the calculated total Auger coefficients
in strained alloys are significantly lower than that in the case of relaxed material.
For example, at x = 0.2, Cn0 + Cn,ph in strained alloy is only one third of the
corresponding value obtained for the relaxed InAsSb. Furthermore, as x increases,
this difference becomes even larger. The decrease of the total Auger rate as a function
of the increasing strain can be understood by considering the change of band gap
energy under the strain. Indeed, the compressive strain usually leads to an increase of
the energy gap in zincblend phase materials (Kuo et al., 1985). Consequently, both
direct and PA indirect Auger rates decrease (Wen et al., 2015). For the the CHLH
process, the compressive strain results in a total Auger coefficient that is slightly larger
than the one for the relaxed alloy, which can be explained by the reduced effective
hole mass. In fact, under the compressive strain, the LH band moves above the HH
band making the effective hole mass near Γ point smaller. It should be noted that the
contribution from the PA indirect Auger to the total Auger rates in the strained alloy
follows the same trend as what was described for the relaxed alloys, and a large PA
indirect Auger rate in p-type InAs-like alloys is also obtained.
It is worthy of note that when comparing the Auger coefficients in the strained
and relaxed alloys at the same band gap energy, the obtained coefficients in strained
material are still about 40% smaller than that in the relaxed material. Since with
the same band gap energy, the reduction of Auger rates due to the gap shrinking has
been eliminated, we conclude that other effects such as the change of effective masses
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under strain also contribute to the suppression of Auger process when a compressive
strain is applied.
Fig. 5·9(b) compares the radiative coefficients in both strained and relaxed InAsSb
alloys. As shown, since the band gap energy increases under the compressive strain
for each antimony composition, Bn for the strained material becomes larger than the
value for the the relaxed material as a consequence of the increased photon density of
states. We need to point out that in the present calculation, only the fundamental
microscopic radiative recombination is evaluated and summed to get its final rates.
No photon recycling effect has been included due to its dependence on the geometry
of the specific devices. However, the photon recycling effect has indeed been observed
in some experiments (Borrego et al., 2001) which can lead to reduction of Bn values
as much as 17% (Connelly et al., 2010). Therefore, we could reasonably expect that in
the real devices, the increase of radiative recombination rate due to the compressive
strain should be mitigated by the photon recycling effects.
We want to point out that due to the presence of strain in the material, the
thickness of the epitaxial layers should be kept below a critical value that depends
on the alloy composition. When the InAsSb layer becomes sufficiently thin, other
effects like surface/interface states and quantum confinement will change the electronic
structures of the material and the corresponding matrix elements. Consequently, to
compute the rates of the Auger and radiative processes the electron wavefunctions
need to be modified accordingly. (Vinter, 2002)
Finally we consider the effect of temperature and strain together. To investigate the
dependence of the two recombination mechanisms on strain at different temperatures,
we analyze the intrinsic carrier lifetime of the commonly used InAs0.91Sb0.09 alloy
assuming an InAs (GaSb) substrate for the strained (relaxed) situation. As shown
in Fig. 5·10, the minority carrier lifetime due to Auger and radiative processes is
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Figure 5·10: Auger (dashed lines) and radiative (solid lines) lifetime
in n-type (blue lines) and p-type (red lines) InAs0.91Sb0.09 is plotted as
functions of inverse lattice temperatures. Despite the dotted line which
represents the total intrinsic carrier lifetime in the relaxed material, all
other curves are for the compressive strained InAs0.91Sb0.09 assuming
an InAs substrate. A doping concentration of 1016cm−3 is used in the
calculation.
plotted as a function of the inverse lattice temperature at the doping concentration of
1016cm−3 for both n-type and p-type materials.
Similar to what was found for relaxed InAs0.91Sb0.09 (Wen et al., 2015), the dominant
recombination process in the strained n-doped material at low temperature (T < 240 K)
is the radiative recombination. In fact, if one compares the total intrinsic minority
carrier lifetime in the relaxed layer with the one in the strained layer, the increase
of the radiative recombination rate due to strain can be clearly observed. On the
contrary, at high temperature, the dominant recombination mechanism becomes the
Auger process. As a result of the reduced Auger rate under compressive strain, the
strained layer shows a much longer minority carrier lifetime compared to that for the
lattice matched situation. In the case of p-type material, the calculated radiative
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recombination lifetime is very close to the values computed for the n-doped strained
layer. For Auger process, the corresponding recombination rate in this case is found
to be very weak. As a final note, we want to point out that the Auger lifetime shown
in Fig. 5·10 is the combination of both direct and PA indirect processes.
In conclusion, we have numerically investigated the minority carrier lifetime in
InAs1−xSbx alloy due to the fundamental radiative and non-radiative processes using a
full-band Green’s function formalism. Both direct and PA indirect Auger processes as
well as the radiative process were studied as functions of antimony molar fractions and
lattice temperatures. The calculated results indicated a reduced Auger recombination
rate and enhanced radiative rate in the alloys when a compressive strain is applied.
Further comparison between the calculated compressively strained and lattice-matched
InAs0.91Sb0.09 material pointed to a large increase of the minority carrier lifetime under
the strained condition when the temperature is above 200 K. This could be potentially
useful for the fabrication of improved MWIR detectors if the SRH recombination rate
due to the applied strain can be controlled.
5.3 Intrinsic Minority Carrier Lifetime in Strained/Relaxed
InGaAs and its Comparison with HgCdTe for SWIR and
ESWIR Application
Due to the possibility of exploiting the nightglow phenomena (Battaglia et al., 2007) in
the spectral range between 1 - 2µm, which is of special importance in the field of night
vision, surveillance and remote sensing (Onat et al., 2007; Tidhar and Segal, 2011),
photon detectors operating in the SWIR band have been the subject of a significant
development effort. Over the past decades, many material systems such as Germanium,
InGaAs, InSb and HgCdTe have been intensively studied in terms of material properties,
growth techniques and device architectures which enable SWIR detectors to be
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fabricated and widely used in both civilian and defense applications. Among them, the
In0.53Ga0.47As lattice matched to InP substrate with cutoff wavelength of 1.7µm has
emerged as the most successful material due to its high quantum efficiency, low dark
current at room temperature and relatively low growth and processing cost (Hansen
and Malchow, 2008). However, many other applications, for example the hyperspectral
imaging which is essential for object identification, biomedical imaging and geosciences,
require photon detectors with cutoff wavelength beyond 1.7µm. As a result, the study
of ESWIR material systems and their photon detector architectures has attracted a
significant interest. To extend the cutoff wavelength of InGaAs alloy further into 2 -
3µm spectral range, an Indium molar fraction around 80% is usually required. The
corresponding material lattice constant in this case will be 1.9% larger than that for
InP substrate and compressive strains will be introduced into the material (Arslan
et al., 2015).
To avoid the resulting high interfacial defects and the associated SRH recombination
in the absorption layer due to the excessive lattice mismatch, a graded buffer layer is
usually grown between the InGaAs absorption layer and the substrate(Sasaki et al.,
2013). The problem of lattice defects in InGaAs, therefore, can be partially mitigated.
However, even with a graded buffer layer, the InGaAs absorption layer is still under
strain which will change its optical and recombination properties. In contrast, due to
the small lattice constant difference in HgTe and CdTe, the HgCdTe alloy with cutoff
wavelength from 1.5µm up to 12µm is almost free of strain. Consequently it is worth
comparing their optical and carrier recombination properties in order to understand
the potential advantages of each alloy.
Few works on the intrinsic carrier lifetime in strained/relaxed InGaAs alloys have
been published in the literature. Among those limited number of publications, Fuchs et
al. (Fuchs et al., 1993) measured and fitted the Auger coefficients in strained and relaxed
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InGaAs/InGaAsP quantum well and obtained a value of 1.0×10−28cm6/s independent
of the applied strain. Hausser et al. (Hausser et al., 1990) measured an Auger coefficient
of 3.2× 10−28cm6/s in the intrinsic bulk InGaAs material (lattice-matched to InP),
which is higher than a later measurement with a value of 8.1× 10−29cm6/s in n-type
material done by Ahrenkiel et al. (Ahrenkiel et al., 1998). By measuring the decay
of photoluminescence in the bulk material, Sermage et al. (Sermage et al., 1985)
extracted the Auger coefficient in relaxed InGaAsP alloy as 2.6× 10−29cm6/s, which
is believed to be underestimated due to the overestimation of the carrier density
in the material (Hausser et al., 1990). The theoretical calculations of the intrinsic
carrier lifetime in this material system also see a large variance of the computed
coefficient (Bardyszewski and Yevick, 1985; Takeshima, 1982b; Takeshima, 1984a),
which indicates the difficulties of obtaining accurate Auger and radiative coefficients
in this alloy. Furthermore, all of these theoretical works cited above only considered
the relaxed material and the strain effect on the intrinsic carrier lifetime in this alloy
remains unclear.
In this section, a numerical study comparing the intrinsic carrier recombination
lifetime in n-type ESWIR InGaAs and HgCdTe is performed using Green’s function
theory incorporating the full band structure. Radiative recombination together with
direct and phonon-assisted indirect Auger recombination are investigated at different
cutoff wavelengths under room temperature, where the strain effect is taken into
account by assuming an InP substrate for the InGaAs alloy. We first present the
obtained results for relaxed materials to establish references of the material properties.
After that strained materials will be studied and compared to the relaxed situation.
5.3.1 n-type Relaxed In0.53Ga0.47As and Hg0.38Cd0.62Te
Radiative and Auger recombination lifetimes in In0.53Ga0.47As and Hg0.38Cd0.62Te
which have a cutoff wavelength of 1.6µm at 300 K are presented in Fig. 5·11(a) and
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(b). Unlike Hg0.38Cd0.62Te in which the contribution from the PA indirect Auger
recombination accounts for about 83% of the total Auger rate at 300 K, the indirect
Auger process in In0.53Ga0.47As shown in Fig. 5·11(a) is very weak and the two lines
representing its total Auger lifetime and the lifetime due to direct Auger process
almost overlap. As opposed to MWIR materials, the dominant recombination process
for the two SWIR materials in the doping range from 1014cm−3 to 5 × 1016cm−3
is always the radiative recombination and we found that the calculated radiative
recombination lifetime indeed matches very well with the measured lifetime in the
case of In0.53Ga0.47As (square symbol) (Ahrenkiel et al., 1998). Furthermore, by
extrapolating the calculated curve of In0.53Ga0.47As to higher doping concentrations
we find that an intersection between the total Auger lifetime and radiative lifetime
occurs around a doping concentration of 5 × 1018cm−3, which also agrees with the
measurement done by Ahrenkiel et al.(Ahrenkiel et al., 1998). We notice that even
though the Auger lifetime in the two SWIR materials are similar, due to the large
radiative lifetime in Hg0.38Cd0.62Te and the high intersection point between Auger
and radiative process, the overall intrinsic minority carrier lifetime in Hg0.38Cd0.62Te
outperforms that in the In0.53Ga0.47As by large amount within the investigated doping
range.
The temperature dependence of the two recombination processes in SWIR materials
is shown in Fig. 5·11(b). As can be seen, the Auger lifetime, including both direct
Auger and PA indirect Auger processes, increases dramatically as the temperature
decreases which is different from what was found in MWIR and LWIR materials.
In fact, as the band gap of the material increases, the available final states in the
band structures decrease, leading to a weaker Auger recombination regardless of the
assistance from the phonons. It is obvious that from 300 K to 50 K, the dominant
recombination process for the two materials is still the radiative process with the
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Figure 5·11: Radiative (solid lines), direct (dashed lines) and PA
indirect (dash-dot lines) Auger recombination lifetime is computed as a
function of (a) n-type doping concentration and (b) lattice temperature
for In0.53Ga0.47As (blue lines) and Hg0.38Cd0.62Te (red lines). 300 K
is assumed in the calculation of (a) while an n-type doping of ND =
1015cm−3 is used in (b). In (a), the lifetime measured in In0.53Ga0.47As
at low-injection from 1: Ref. (Ahrenkiel et al., 1998) is labeled as square.
Hg0.38Cd0.62Te having longer carrier lifetime.
The Auger coefficients calculated from the total Auger-1 lifetime of the two SWIR
materials are presented in Fig. 5·12. Although the PA indirect Auger process here
also contributes substantially to the total Auger coefficient at low temperatures, the
calculated total Auger coefficient Cn,ph + Cn0, in contrast to the MWIR material,
drops fast as the temperature decreases. In this figure, the measurement done by
Ahrenkiel et al.(Ahrenkiel et al., 1998) for In0.53Ga0.47As at 300 K, averaged over
n-type and p-type materials, is reported in the form of triangle, whereas an early
theoretical calculation using density functional theory (DFT) for direct Auger process
is shown as circle symbol(Picozzi, 2002). The square symbol is the calculated Auger
coefficient Cp due to CHSH process (Auger-S) from our numerical model. It can be
seen that, although the measured Cn,p is about three times larger than our numerical
results Cn for n-type material, by taking the Cp into consideration our calculated
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Figure 5·12: Temperature dependence of Auger-1 coefficient for
In0.53Ga0.47As (blue lines) and Hg0.38Cd0.62Te (red lines) are compared
with 1: fitted Cn,p of In0.53Ga0.47As at 300 K from the measured data
(Ahrenkiel et al., 1998), and 2: calculated direct Auger coefficient Cn0
of In0.53Ga0.47As (Picozzi, 2002). The solid lines here represent the
total Auger coefficient (PA indirect+direct) and the dashed lines are
computed from the direct Auger process only. The Auger coefficient Cp
due to CHSH process from this work is labeled as square.
value agrees with Ahrenkiel’s measurement within a reasonable error. In fact, using
the measured lifetime in the sample with NA = 2 × 1019cm−3 from Ref. (Ahrenkiel
et al., 1998), we estimate a Cp of 1× 10−28cm6/s which is very close to the Cp from
our calculation, that is 1.08× 10−28cm6/s. A relatively good agreement is also found
between the numerical direct Auger coefficient Cn0 from our model and Picozzi’s
theoretical calculation. Finally, we want to point out that although the PA indirect
Auger process diminished at high temperature in In0.53Ga0.47As, it is still important
in Hg0.38Cd0.62Te. In fact, the direct Auger coefficient at this temperature is obviously
lower than the total coefficient which has been reported in both Fig. 5·11(b) and
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Fig. 5·12.
5.3.2 n-type Strained InGaAs and Relaxed HgCdTe
In the literature, n-type doping between 1015cm−3 (for unintentionally doped sam-
ple (Arslan et al., 2015)) and 3× 1016cm−3 is usually used in the fabricated InGaAs
photon detector (Cao et al., 2014; Onat et al., 2007). As a result, a doping con-
centration of 1016cm−3 is assumed for the InGaAs alloy investigated in this section
to accommodate the most relevant doping condition in real detectors. Both direct
and phonon-assisted indirect Auger-1 (CHCC) recombination and direct radiative
recombination are included in the calculation. The carrier lifetime is then computed
as a function of cutoff wavelength in the ESWIR spectral region from 1.7µm to 2.7µm.
Since the energy gap and lattice constant for InAs is 0.352 eV and 6.058 A˚ respectively
compared to 1.418 eV and 5.642 A˚ for GaAs, when increasing the Indium molar fraction
of the ternary material, the cutoff wavelength for InGaAs increases, so does the lattice
constant. We consider two cases. The first in is fully relaxed InGaAs material. In the
second case, we consider a special situation in which the film is relaxed when grown
on a lattice-matched InP substrate so that no strain is induced. Therefore, by varying
the Indium composition, with values higher than 53%, we can modify the gap energy
and strain configuration. It should be noted that since compressive strain leads to
an increase of the material’s gap energy, its film cutoff wavelength will be shorter
than the relaxed alloy which has the same x. Consequently, in order to compare the
strained and relaxed alloys at the same cutoff wavelength, the Indium composition x
in the strained case needs to be adjusted accordingly.
Fig. 5·13(a) presents the calculated minority carrier lifetime in both strained
and relaxed n-type InGaAs ternary alloys at room temperature under low injection
condition. As is shown, for the fully relaxed film, the carrier lifetime for the Auger
process decreases from 2× 10−4 s to about 10−5 s when the cutoff wavelength changes
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Figure 5·13: (a): Minority carrier lifetime in relaxed (solid lines) and
strained (dashed lines) InGaAs is computed in terms of the material
cutoff wavelength. The calculation assumed n-type doping concentration
of 1016cm−3 at 300 K in which both Auger (green lines) and radiative
(blue lines) lifetime has been investigated. The total carrier lifetime in
(a) is shown in red lines. In (b), same calculation is done for relaxed
HgCdTe (solid lines) and the results are compared to the total carrier
lifetime in relaxed (red dashed line) and strained (red dashed-dot line)
InGaAs.
from 1.7µm to 2.7µm. The decrease of Auger lifetime follows the usual trend, in
which the Auger rate for low band gap material becomes higher due to stronger
coupling between conduction and valence band (Wen and Bellotti, 2015a). In the
case of strained InGaAs on InP substrate, the corresponding Auger lifetime (green
dashed line), also decreases with the increasing cutoff wavelength. However, when
compared to the fully relaxed InGaAs, the strained material shows longer Auger
lifetime at longer cutoff wavelengths and the difference between the values for relaxed
and strained films grows as larger strain is applied. On the other hand, the radiative
recombination, which are represented by blue solid and blue dashed lines for relaxed
and strained material respectively, shows the opposite trend. When larger strain is
applied, the radiative recombination lifetime for InGaAs first decreases from 10−6 s
to 5.16× 10−7 s and then slightly increases to 6.6× 10−7 s as the cutoff wavelength
approaches 2.7µm, whereas in the case of fully relaxed InGaAs, the radiative lifetime
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always increases with the decreasing band gap energy.
Since for both Auger and radiative recombination processes, the carrier lifetime in
relaxed and strained InGaAs is compared at the same cutoff wavelength, the difference
shown in Fig. 5·13(a) is entirely due to the compressive strain effect. The first
consequence of the presence of the strain is the increase the effective mass of electrons
and decrease of the effective mass of holes (Kim and Fischetti, 2010). Moreover, the
strain-induced band structure change will also affect the overlap integral among the
initial and final electronic states making it difficult to predict the aforementioned
carrier lifetime change according to the analytical model (Haug, 1983). As a result,
a numerical analysis in this case is not only desirable but also necessary. The total
intrinsic carrier lifetime combining both Auger and radiative processes for relaxed and
strained InGaAs is shown by red solid and red dashed lines in Fig. 5·13(a). It is easy
to observe that the dominating recombination process in this situation is the radiative
one, and the relaxed InGaAs shows longer minority carrier lifetime compared to the
strained cases. We also note that both direct and phonon-assisted indirect Auger
processes have been included in the calculation above in which only the total Auger
lifetime is plotted for simplicity and brevity.
Figure 5·13(b) presents the same quantities calculated for relaxed HgCdTe with
the same doping concentration as the InGaAs at different cutoff wavelengths. As
is shown, both Auger and radiative recombination lifetime for HgCdTe follows the
same trend as that for InGaAs, with the radiative process still dominating the total
intrinsic recombination. Consequently, when compared to the total minority carrier
lifetime for relaxed and strained InGaAs, which are reported in Figure 5·13(b) by
red dashed and red dashed-dot lines, the carrier lifetime in HgCdTe is consistently
longer than the two InGaAs cases at all the investigated cutoff wavelengths due to its
longer radiative lifetime. Furthermore, we expect that for a real material, straining
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Figure 5·14: (a): Auger and (b): radiative recombination coefficients
are calculated for relaxed (blue lines), strained (green lines) InGaAs and
relaxed HgCdTe (red lines) at different material cutoff wavelengths. The
lattice temperature is assumed to be 300 K. Here, the Auger recombina-
tion coefficient is the combination of both direct and phonon-assisted
indirect processes.
InGaAs will inevitably introduce lattice defects which would increase the Shockley-
Read-Hall recombination rate dramatically and further degraded the carrier lifetime.
We speculate that the resulting material performances for strained InGaAs therefore,
in addition to its shorter intrinsic carrier lifetime, would be worse than that in HgCdTe
alloy which enjoys almost strain-free condition from ESWIR to MWIR spectral range.
The Auger and radiative recombination coefficients for InGaAs and HgCdTe
materials at different cutoff wavelengths are presented separately in Fig. 5·14(a) and
(b). In Fig. 5·14(a), the calculated Auger coefficients increase with the cutoff wavelength
of the material in all three cases (relaxed and strained InGaAs, and relaxed HgCdTe)
and it is easy to see that the compressive strain in InGaAs alloy greatly reduced its
Auger recombination rate compared to that in the relaxed material. When considering
the HgCdTe alloy, at the cutoff wavelength below 2.1µm the HgCdTe alloy has the
lowest Auger coefficient giving it longest Auger lifetime in this spectral range. For
the alloy compositions with cutoff wavelength longer than 2.1µm, carriers in the
strained InGaAs showed weaker Auger recombination than that in relaxed HgCdTe
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due to its slow increase of Auger coefficient in this situation. However, even though at
longer cutoff wavelength the Auger coefficient in HgCdTe is higher than that in the
strained InGaAs/InP structure, since in the ESWIR range the dominating intrinsic
recombination is radiative process (Fig. 5·13(b)), the overall material performance of
HgCdTe is still better than the strained InGaAs. In fact, as it is shown in Fig. 5·14(b),
for all the cutoff wavelengths we considered in this work, HgCdTe always has the
lowest radiative recombination coefficient Bn among the three materials studied. It
is also worthy of note that compressive strain in InGaAs significantly increases the
radiative recombination coefficient. For example, at the cutoff wavelength of 2.2µm,
the corresponding Bn for strained InGaAs is more than 3 times larger than that in
the relaxed InGaAs. Though Bn for compressively strained InGaAs drops when the
material cutoff wavelength increases above 2.2µm, at 2.7µm its corresponding Bn is
still the largest among the three material configuration, making its minority carrier
lifetime shorter compared to the latter two situations.
As a final remark, we notice that our calculated radiative recombination coefficient
Bn = 1.02× 10−10cm−3s−1 for relaxed In0.53Ga0.47As is comparable with the measured
value by Ahrenkiel et al. (Ahrenkiel et al., 1998) who obtained 1.43× 10−10cm−3s−1
from the fitting of radio-frequency photoconductive decay data.
5.4 Overlap Integral Factors for MWIR and SWIR Materials
In order to facilitate the use of BLB formula in calculating the Auger coefficients,
we put the calculated overall Auger-1 coefficient back into Eq. (2.32) and evaluated
the corresponding overlap integral factor |F1F2| which is plotted in Fig. 5·15. As
can be noticed, for the MWIR materials the values of |F1F2| for InAs0.91Sb0.09 and
Hg0.67Cd0.33Te do not change significantly in the temperature range between 100 K to
300 K in which their values are 0.07-0.085 and 0.1-0.125, respectively. As to the SWIR
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Figure 5·15: Overlap integral factors |F1F2| for Hg0.67Cd0.33Te (solid
line), InAs0.91Sb0.09 (dashed line), In0.53Ga0.47As (dash-dot line) and
Hg0.38Cd0.62Te (dotted line) are calculated as a function of tempera-
ture using the BLB formula in Eq. (2.32) and the numerical Auger-1
coefficient Cn,ph + Cn0 from this work.
materials, due to the much weaker Auger recombination at low temperature, the
calculated factors |F1F2| varies significantly between 100 K to 300 K, with their values
spanning the range 0.04-0.07 for In0.53Ga0.47As and 0.005-0.035 for Hg0.38Cd0.62Te.
In the low temperature regime, when T < 100 K, |F1F2| for all the four materials
changes significantly with the temperature and we speculated that it is probably
caused by the assumption of non-degenerate material approximation used in the BLB
formula. In fact, the Boltzmann distribution can only approximate the Fermi-Dirac
distribution in the limit of non-degenerate situation which is reasonable at high
temperature. In the low temperature range, the distribution of carriers is governed by
the Pauli exclusion principle and the use of Boltzmann statistic would lead to the an
un-physical increase of the overlap factor as is the case in Fig. 5·15. Although the BLB
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formula becomes inaccurate at low temperature, it is still a quick way to estimate the
Auger coefficient and lifetime in the context of device simulation as long as the |F1F2|
factor is selected carefully. However, instead of choosing the overlap factor between
0.1-0.3 as a common practice, for example in Hg0.78Cd0.22Te a |F1F2| = 0.16 gives
good results from BLB formula, we found that for MWIR material a proper |F1F2|
usually lies around 0.1 whereas for SWIR material, |F1F2| is always below 0.1 and
varies drastically with temperature. Indeed, as the band gap of material increases, the
interaction between the electronic states that are involved in the Auger recombination
process becomes weaker, which in turn leads to a smaller |F1F2|.
To conclude, we want to point out that in the original derivation of BLB for-
mula (Beattie and Landsberg, 1959), only the pure collision mechanism is taken into
account. However, in our calculation both pure collision and PA Auger process are
considered. As a result, the overlap factor values that we derive are larger than the
ones computed by Krishnamurthy et al.(Krishnamurthy et al., 2006) who followed the
same calculation procedure as that proposed by Beattie and Landsberg.
5.5 Conclusions of the Chapter
Infrared detectors have received great attention from the research community in recent
years due to its important application in the night vision, security surveillance, object
tracking and identification. As the material growth and device fabrication technologies
become mature, the degradation of carrier lifetime due to the defects in the crystal
has diminished to a point where the intrinsic recombination mechanisms starts to
become the limiting factor. In this chapter, the minority carrier lifetime due to both
Auger and radiative recombination is studied using Green’s function theory and the
full band structure presented in Chapter 3.
We have calculated and compared the doping-dependent and temperature-
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dependent radiative and Auger recombination lifetime, as well as the corresponding
Auger coefficients, in the relaxed and strained HgCdTe, InAsSb and InGaAs intended
for operation in the MWIR, ESWIR and SWIR spectral bands. Using the Green’s func-
tion theory and EPM full band structures, both direct and PA indirect Auger processes
are included in the numerical calculation which is implemented through the Monte-
Carlo integration method. Our results indicate that for InAs0.91Sb0.09 (Hg0.67Cd0.33Te),
when the n-doping concentration is greater than 5 × 1015cm−3 (3 × 1015cm−3) the
Auger process dominates over the radiative process whereas, at T < 250 K, the ra-
diative process becomes the limiting factor for the intrinsic minority carrier lifetime
in both materials. Comparing the two materials for the MWIR band, we find that
Hg0.67Cd0.33Te generally has slightly better intrinsic minority carrier lifetime over
InAs0.91Sb0.09 in the temperature range of 50 K to 300 K due to its larger radiative
lifetime at low temperature as well as weaker direct Auger recombination rate at high
temperature.
For the ESWIR material, the computed minority carrier lifetime values indicate
that for InxGa1−xAs (x > 0.53) grown on InP substrate, the presence of compressive
strain leads to a decrease of the Auger recombination rate and increase of radiative
recombination rate. Since the dominant intrinsic recombination mechanism in this
spectral range is radiative recombination, the overall intrinsic carrier lifetime in
strained InGaAs alloys is shorter than that in the case of fully relaxed InGaAs. When
compared to the relaxed HgCdTe, both relaxed and compressively strained InGaAs
alloys showed shorter intrinsic carrier lifetime at the same cutoff wavelength at room
temperature which confirms the advantage of HgCdTe as wide-band infrared detector
material. However, considering the difficulties of growing HgCdTe alloys with high
Mercury molar fraction, and the fact that strained InGaAs alloy may be significantly
defective it is not clear which one of the two alloys can be effectively used for ESWIR
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applications. While HgCdTe is very well established and mature, InGaAs may still be
an alternative solution for the ESWIR detector as long as the material defects due to
lattice mismatch can be controlled to avoid further degradation of the minority carrier
lifetime.
For SWIR materials, namely In0.53Ga0.47As and Hg0.38Cd0.62Te, our calculations
indicate that over the n-type doping from 1014cm−3 to 5× 1016cm−3 and temperature
between 50 K to 300 K, the radiative recombination process always dominates over
the Auger process which is more than three orders of magnitude weaker than that
in MWIR materials. Moreover, the results also suggest that Hg0.38Cd0.62Te has a
better intrinsic minority carrier lifetime compared with In0.53Ga0.47As due to its lower
radiative recombination rate.
Furthermore, the estimation of the overlap integral factor |F1F2|, which is evaluated
by matching the BLB formula to our numerical results, shows that for MWIR materials,
|F1F2| usually lies around 0.1 and does not change much within the temperature
between 100 K to 300 K. Specifically, for InAs0.91Sb0.09 and Hg0.67Cd0.33Te |F1F2| is
found to be 0.07-0.085 and 0.1-0.125 respectively. In the case of SWIR materials,
|F1F2| is always below 0.1 and varies significantly with temperature.
Overall, our calculations unveil the importance of Auger and radiative processes in
determining the total intrinsic minority carrier lifetime in MWIR, ESWIR and SWIR
materials, which will further benefit the simulation of dark current, internal quantum
efficiency and detectivity in the design of IR detectors.
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Chapter 6
Simulation of Electrical Characteristics of
Bulk-like and Wire-like Silicon Light
Emitting Diodes
CMOS based light sources have been shown to exhibit illumination levels that can
be utilized in micro-displays (Chen et al., 2005; du Plessis et al., 2002). In these
micro-display applications, CMOS based avalanche electroluminescent micro-display
devices has distinct advantage compared to the well-established LCD and OLED
technologies due to its wide operational temperature range (Venter and du Plessis,
2014). However, since all these CMOS micro-display arrays work in high reverse bias
condition (reach-through or punch-through) where avalanche breakdown contributes to
the electroluminescence, carrier distribution and electric field in the device especially
at the pn junction need to be understood and optimized in order to increase the
luminescence efficiency and prevent device failure.
This chapter presents the results obtained in the study of the silicon-based nanowire
structures, which are currently used as light emitting devices in the micro-display
arrays (du Plessis et al., 2015). Both carrier concentrations and electric field distri-
bution have been simulated in prototype and realistic silicon nanowire LEDs. The
ionization rates in the nanowire are also computed at different temperatures in order
to investigate the effect of temperature on the spectral characteristics. Both classical
drift-diffusion model and multiple quantum well model have been applied to the silicon
nanowires by using the simulation software Synopsys Sentaurus Device and Crosslight
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APSYS respectively. The results did not show much difference between classical model
and quantum model, indicating that the carrier confinement in the cross sections
of nanowires is minimal compared to the avalanche generation along the nanowire
direction.
In this chapter, we first consider the bulk-type devices that are fabricated in CMOS
compatible processes and subsequently a smaller wire-like devices of much smaller
dimensions. For the bulk-type devices, a one-dimensional model is employed in the
simulation in which the device is assumed to be operating at the nominal current
density. As to the realistic silicon nanowire, device I-V characteristics and electrical
field are calculated in order to evaluate the non-equilibrium carrier distribution in
the nanowire which further determines the impact ionization rate at the pn junction.
We noted that in this work, the impact ionization is treated as a local function
of the electric field which clearly limits our ability to gain further insight into the
microscopic behavior of the device. Nevertheless, since the model is relatively simple,
it is convenient to use it to analyze large devices and complex geometries.
6.1 Prototype N+P−N+ Silicon Wire
6.1.1 Geometry and Doping Profile
We first investigated the case of a prototype N+P−N+ silicon wire with cross section of
10 nm square and length of 580 nm. The I-V characteristics of the device is computed
using both APSYS and Synopsys software packages. As is shown in Figure 6·1, the
wire is uniformly doped with 1019 cm−3 donors, 10 16 cm−3 acceptor and 10 19 cm−3
donor in three regions N+, P−, N+ along the z direction. Each region has length of
40 nm, 500 nm and 40 nm, respectively. In the simulation model, two perfect ohmic
contacts are placed at the coordinates z = 0 and z = 580 nm planes. The current flows
in the negative z direction. Unless explicitly noted, we assume a lattice temperature
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Figure 6·1: Geometrical model of the N+P−N+ silicon nanowire.
of 300 K. The relevant information on the band structures and all the other material
parameters used in the simulators are obtained from the values demonstrated in
Chapter 3. The only exception is the model used for the impact ionization coefficients.
In APSYS, Chynoweth (Chynoweth, 1958) impact ionization model is used, while in
the Synopsys, the New University of Bologna model (UniBo2) (Gnani et al., 2002;
Reggiani et al., 2004b; Reggiani et al., 2004a) is employed instead.
6.1.2 Electrical Properties
Figure 6·2 shows the calculated I-V characteristic of the silicon wire using (a) APSYS
and (b) Synopsys. Current control is applied when the voltage gets above 3 V for
both simulators. It can be seen that the results from both simulators show a region
of negative differential resistance when the applied voltage reaches the critical point,
defined as voltage and current values of the first peak in the I-V characteristic, which
is about 5 V, 500µA/µm2 for APSYS and 6.7 V, 1000µA/µm2 for Synopsys. For all
these simulations, the biasing is changed from constant voltage to constant current
bias, before the critical point is reached.
144
Figure 6·2: Calculated I-V characteristic of the N+P−N+ silicon
nanowire. (a) Result from APSYS with critical point of 5 V, 500µA/µm2
and (b) 6.7 V, 1000µA/µm2 for Synopsys.
This behavior can be understood by looking at the effect of driving the device
at a constant current (current control) as opposed to the normal operation in which
the device is subjected to a constant voltage at its contacts. At moderate voltages
the avalanche impact ionization occur in the depleted region of the nanowire which
acts as a usual reverse-biased diode. For this bias condition, the generated carriers
only give a minimal contribution to the total current which is set by the external
current generator. At high enough applied voltage, impact ionization will eventually
occur in the P− depleted region. When the bias reaches the critical point, avalanche
impact ionization process leads to super-exponential increase of the device current. By
applying the current control, the magnitude of the current itself is fixed and cannot
change. Consequently, in order to maintain such a value of current, the ionization
rate must drop requiring a reduction of the electric filed in the device. This results
in a corresponding drop of the voltage at the ohmic contacts. This process produces
a negative differential resistance region, that can be observed for currents between
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Figure 6·3: Calculated electric field along the z direction at the
center of wire. (a) APSYS result at current density of 418µA/µm2; (b)
APSYS results at current density of 0.0205 A/µm2; (c) Synopsys result
at current density of 418µA/µm2;(d) Synopsys result at current density
of 0.0205 A/µm2.
0.1µA and 1µA. If the value of the current injected in the device is further increased,
the impact ionization process needs to provide the additional amount of electron-hole
pairs. However, in the situation where the electric field is screened by the electrons and
holes plasma, it is more and more difficult to further increase the field by increasing
the contact voltages. As a result, from this point on, the the nanowire behaves as a
normal breakdown reverse-biased diode.
In order to investigate the properties of silicon nanowire in detail, we calculated
the component of electric field, the carrier distribution, the electron/hole ionization
coefficients and its generation rate along the z direction. These results are shown in
Figure 6·3, Figure 6·4, Figure 6·5 and Figure 6·6 respectively.
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Figure 6·4: Calculated carrier distribution along the z direction at the
center of wire. The red line is for electrons, green line is for holes. (a)
APSYS result at current density of 418µA/µm2; (b) APSYS results at
current density of 0.0205 A/µm2; (c) Synopsys result at current density
of 418µA/µm2;(d) Synopsys result at current density of 0.0205 A/µm2.
Figure 6·3(a) and Figure 6·3(c) present the electric field profiles, when the current
flowing in the device is 418µA/µm2 and below the critical value. Furthermore,
Figure 6·3(a) and Figure 6·3(c) also show that the electric field decreases linearly in the
P− region, indicating that this region is depleted of holes and flooded with electrons
injected from the forward-biased junction. The mobile charge, shown in Figure 6·4(a)
and Figure 6·4(c), together with the fixed ionized acceptors result in electric field with
linear profile. We can also notice that the hole concentration is two orders of magnitude
lower than the original doping. A significantly different situation occurs when the wire
is drive in current above the critical point. Figure 6·3(b) and Figure 6·3(d) present
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Figure 6·5: Calculated ionization coefficient values for electrons and
holes along the z direction at the center of wire. The red line is for
electrons, green line is for holes. (a) APSYS result at current density of
418µA/µm2; (b) APSYS results at current density of 0.0205 A/µm2; (c)
Synopsys result at current density of 418µA/µm2;(d) Synopsys result
at current density of 0.0205 A/µm2.
the electric filed profile when the current in the wire is 0.0205 A/µm2, which is above
the critical point. The electric field in the P− region is almost zero except near the
reverse-biased junction where we can observe the usual triangular profile. Due to the
very large avalanche impact ionization occurring near this junction, a large number of
avalanche carriers flood the P− region, making the whole region almost neutral, as it
can be seen in Figure 6·4(b) and Figure 6·4(d). It also important to point out that in
this situation the density of injected and generated carriers is much larger than that
in the equilibrium condition for both minority and majority carriers. It is clear that
in the case of high-level injection the conventional depletion approximation can not
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Figure 6·6: Calculated impact ionization generation rates for electrons
and holes along the z direction at the center of wire. The red line is for
electrons, green line is for holes. (a) APSYS result at current density of
418µA/µm2; (b) APSYS results at current density of 0.0205 A/µm2; (c)
Synopsys result at current density of 418µA/µm2;(d) Synopsys result
at current density of 0.0205 A/µm2.
be used to analyze device operation.
Figure 6·5(a) and Figure 6·5(c) shows the calculated ionization coefficients at the
same condition under which Figure 6·3 and Figure 6·4 were obtained. As is expected,
the impact ionization process occurs in a small portion of the P− region closed
to the reverse-biased pn junction. Same situation is also shown in Figure 6·6(a-d)
which demonstrated the calculated impact ionization rates for electrons and holes
below/above the critical point using APSYS and Synopsys. It is worthy of note that
as for the computed impact ionization coefficients and generation rates, there exist
significant differences between APSYS (panels (a) and (b)) and Synopsys (panels (c)
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Figure 6·7: Geometrical model of the P+P−N+ silicon wire.
and (d)) model. Compared to the results from APSYS, the relatively high impact
ionization coefficient for holes from Synopsys is due to the model employed to describe
the ionization process. In general, the UniBo2 model is more precise under high
electric field in a wide range of temperature while the Chynoweth model is accurate
only in the low field and room temperature. Consequently, in this situation results
from Synopsys is more reliable.
6.2 Prototype P+P−N+ Silicon Wire
6.2.1 Geometry and Doping Profile
The second type of device we consider is a P+P−N+ silicon wire with a cross section of
1µm square and length of 3.3µm. Similar to the previous structure, the doping profile
is 1019 cm−3 acceptor, 1017 cm−3 acceptor and 1019 cm−3 donor along z direction, as is
shown in Figure 6·7. Ohmic contacts are placed at the two ends of wires (z = 0 and
z = 3.3µm) so that the current flows is in the -z direction. Both of the simulators,
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Figure 6·8: Calculated I-V characteristic of the wire. (a) result ob-
tained using APSYS with critical point of 76 V and 1310µA/µm2;
(b) result obtained using Synopsys with critical point 67.5 V, and
1450,µA/µm2.
APSYS and Synpsys are used with the same set of material parameters as it was done
in the previous section.
6.2.2 Electrical Properties under High Field
Beside the same simulation performed in the previous section, for this particular
device, we further consider the temperature dependence of the calculated quantities.
In particular, the carrier distribution in the multiplication region is calculated and
plotted. We first evaluated the I-V characteristic using the current control bias
approach to obtain the breakdown critical point for this device.
Figure 6·8 shows the results obtained using (a) APSYS and (b) Synopsys at 300 K
lattice temperature. The corresponding curves also exhibit the negative differential
resistance behavior after the critical point which is 76 V, 1310µA/µm2 for (a) APSYS
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Figure 6·9: Calculated electric field profile along the z direction as a
function of the temperature, sampled at the center of wire. (a) APSYS
at current density of 300µA/µm2; (b) APSYS at current density of
5000µA/µm2; (c) Synopsys at current density of 300µA/µm2; (d)
Synopsys at current density of 5000µA/µm2.
and 67.5 V, 1450,µA/µm2 for (b) Synopsys. The much higher breakdown voltage for
this wire, compared to the N+P−N+ structure in the previous section, is due to the
replacement of the N+ layer with P+ layer, and the fact that the wire is much longer
(3.3µm instead of 580 nm). Also, instead of having two back-to-back pn junctions in
the previous case, the current device has only one.
Electric field, carrier distribution, impact ionization coefficient and their respective
rates for a number of lattice temperatures equal to 295 K, 325 K, 350 K and 395 K
have been simulated and plotted in Figure 6·9-6·12. Figure 6·9(a) and (c) present the
calculated electric field profile for a current density of 300µA/µm2 which is below the
critical point. It can be seen that the electric field increases slightly with temperature.
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Figure 6·10: Calculated carrier distribution along the z direction
as a function of the temperature, sampled at the center of wire. (a)
APSYS at current density of 300µA/µm2; (b) APSYS at current density
of 5000µA/µm2; (c) Synopsys at current density of 300µA/µm2; (d)
Synopsys at current density of 5000µA/µm2.
In fact, since the ionization coefficient drops as temperature increases, in order to
maintain a constant current set by the external generator, the electric filed needs to
increase so does the voltage at the device contacts.
Similar to the previous device structure, the electric field changes substantially when
the device is operating under high injection condition. Figure 6·9(b) and Figure 6·9(d)
present the calculated electric field profile when the current is set above the critical
point to 5000µA/µm2. The electric field in this situation is almost a constant,
approximately 1.6 × 105 V/cm, in P− region, and is a direct consequence of the
large impact ionization, which overwhelms the equilibrium carrier concentration.
Figure 6·10(c) and Figure 6·10(d) underscore this situation. In fact, almost an equal
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Figure 6·11: Calculated impact ionization coefficients for electrons
and holes along the z direction as a function of the temperature, sampled
at the center of wire. (a) APSYS at current density of 300µA/µm2;
(b) APSYS at current density of 5000µA/µm2; (c) Synopsys at current
density of 300µA/µm2; (d) Synopsys at current density of 5000µA/µm2.
number of electrons and holes, approximately 1017 cm−3, which are generated by
impact ionization, flooded the P− region leading to reduced electric field at the center
of the region. We noted that this phenomenon is actually desirable for obtaining
efficient luminescence devices. Indeed, from the electric field profile, one could expect
a considerable radiative recombination rate in the region where the product np is
maximum.
Figure 6·11 and Figure 6·12 present the corresponding impact ionization coefficient
and rate. As is shown in Figure 6·11, Figure 6·12 panels (b) and (d), the rate and
coefficient showed the same behavior as that in N+P−N+ structure except for the
presence of a second peak at the boundary of P+P− region for device current above
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Figure 6·12: Calculated impact ionization generation rates for elec-
trons and holes along the z direction as a function of the tempera-
ture, sampled at the center of wire. (a) APSYS at current density
of 300µA/µm2; (b) APSYS at current density of 5000µA/µm2; (c)
Synopsys at current density of 300µA/µm2; (d) Synopsys at current
density of 5000µA/µm2.
the critical point. This second peak of ionization coefficient is due to the large electric
field at the boundary of P+P−. As expected, the impact ionization coefficient and rate
show slightly negative temperature dependence. The discrepancies between results
from APSYS and Synopsys are due to the different ionization model employed as is
stated above.
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Figure 6·13: Geometrical model of the realistic N+P−N+ silicon wire.
Above: 3D geometric profile of complex N+P-N+ structure; Below:
cross section of the wire region. The diameter of the wire and SiO2 shell
is 20 nm and 35 nm respectively. Dimension of the contacts regions and
electrode are 40× 190× 600 nm3 and 80× 190× 100 nm3 respectively.
Length of the wire as well as the shell is 400 nm.
6.3 Realistic N+P−N+ Silicon Wire with Oxide
6.3.1 Geometry and Doping Profile
In this section we consider the electrical properties of a realistic silicon nanowire
which can be fabricated through standard CMOS process. Figure 6·13 presents the
geometrical characteristics of the device. The nanowire is cut out from a layer of silicon
above a buried oxide (BOX) and is passivated by another layer of oxide around the
silicon active region. Two pieces of bulk silicon located at the two ends of nanowire are
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Figure 6·14: Calculated I-V characteristic of the wire obtained using
Synopsys with critical point 5.1 V, and 1082µA/µm2.
used as the electrodes and contacts are made on the top surface of the two electrodes.
In reality, many parallel wires, sharing the same bulk silicon electrodes, are etched
out from the same silicon layer to form a nanowire array. Here we only simulated
one unit cell as is shown in the upper part of Figure 6·13. The wire buried in the
passivation layer is uniformly doped with 1016 cm−3 acceptor and the two electrodes
are doped with 1019 cm−3 donor. The cross section of the silicon wire is plotted in
the lower part of Figure 6·13, where the green region represents silicon dioxide and
blue region the P− silicon wire. The diameter of the wire is 20 nm and the SiO2 shell
has the diameter of 35 nm. The length of the nanowire is 400 nm. The two ends
of wire locate at z = 0 and z = 400 nm respectively, and we further assumes that the
device current flows along -z direction. For this nanowire structure, we have employed
only the Synopsys simulator since APSYS cannot handle the large memory needed to
represent the complex geometry.
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6.3.2 Electrical Properties in Breakdown Region
Figure 6·15: Calculated electric field at the center of finger along
z direction. Breakdown happens at about 5.1 V with current density
1.59 A/µm2. (a) is for a current density of 229µA/µm2; (b) is for current
of 1.59 A/µm2.
Figure 6·16: Calculated carrier distribution at the center of finger
along z direction. (a) is for a current density of 229µA/µm2; (b) is for
current of 1.59 A/µm2.
As before, all the material parameters are set as default values of silicon and SiO2,
and lattice temperature is assumed to be 300 K. Figure 6·14 presents the calculated
I-V characteristic of the device. The critical point is reached at 5.1 V, 1082µA/µm2,
after which a small region of negative differential resistance appeared. This result
is qualitatively similar to the result of the prototype N+P−N+ wire, presented in
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Chapter 6, Section 6.1 despite the fact that the two N+ regions are replaced by two
pieces of bulk material here. The calculated electric field and carrier distributions
at the center part of cylinder nanowire are shown in Figure 6·15 and Figure 6·16. It
should be noted that when the current is above the critical point, for example at
1.59 A/µm2 shown in Figure 6·16(b), a large number of electron-hole pairs are generated
by impact ionization in the nanowire region that the whole region becomes neutral.
This phenomenon leads to a constant electric field of 1.2× 105 V/cm throughout the
region, as is shown in Figure 6·15(b). The calculated impact ionization coefficients and
their respective rates are plotted in Figure 6·17 and Figure 6·18. These results once
again are similar to the previous results for the prototype nanowire. Furthermore,
from Figure 6·18, it is obvious that most of the impact ionization takes place in the
P− region with the electron process being dominant.
6.4 Conclusions of the Chapter
As an application of the device simulation using drift-diffusion model, prototypes of
N+P−N+ and P+P−N+ nanowire and the realistic silicon wire structure have been
studied in this chapter. The studied silicon nanowires can potentially be employed as
light emitters in micro-display arrays which have the advantages of low cost and are
fully compatible with the standard silicon process.
The results showed that, for all the structures we have considered, the calculated
I-V characteristic presents a region with negative differential resistance. This is a
direct consequence of driving the device at constant current. For the current density
levels at which these structures are normally operated, we showed that a significant
number of electron-hole pairs are generated by impact ionization in the depletion
regions of pn junction. From the analysis of the carrier distribution in the device,
we observed that at the nominal operating current density, the device functions in
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Figure 6·17: Calculated electrons and holes impact ionization coef-
ficients at the center of finger along z direction. (a) is for a current
density of 229µA/µm2; (b) is for current of 1.59 A/µm2.
Figure 6·18: Calculated impact ionization rates at the center of finger
along z direction. (a) is for a current density of 229µA/µm2; (b) is for
current of 1.59 A/µm2.
high injection condition. This results in free electron and hole densities in the low
doping region being significantly greater than the equilibrium values. Consequently,
in the active region of the nanowire, we have n(~r) ≈ p(~r). From the point of view of
optimizing the radiative recombination in these devices, this condition is closed to
the optimal situation since the radiative recombination rate is maximized when both
electron and hole have a similar carrier concentration in the same region of the device.
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Chapter 7
3D Monte-Carlo Simulation Model
In Chapter 2, Section 2.5, we have reviewed the necessities and challenges of developing
3D Monte-Carlo simulation model based on unstructured mesh for space discretization.
As is shown, a 3D model is crucial in simulating modern semiconductor devices with
complex geometry and/or doping profiles. Several difficulties in developing such
models have been mentioned but no solution yet has been provided. This chapter is
intended to extend the discussion made in Section 2.6 and provides a study on the
numerical implementation of the 3D Monte-Carlo model, which is of practical use.
In particular, Section 7.1 will provide a quick way to search and locate one specific
element in an unstructured tetrahedron mesh, which is of great importance in building
the 3D MC model. Section 7.2 demonstrated a method to eliminate the particle-mesh
forces in an tetrahedron mesh which is caused by the lack of symmetry of the hosting
elements. Finally, Section 7.3 gives testing results for the proposed particle-mesh force
elimination scheme.
7.1 Search in an Unstructured Mesh
Cubic or tensor meshes are traditionally used in the Monte-Carlo simulation due to
the easy way of generating, storing and searching in them (Laux, 1995). Specifically,
a 3D homogeneous tensor mesh can easily be stored in a 3D array based on the
position of element center. The number of connection between the adjacent elements
is fixed and the index of one element can be obtained by simply calculating its offset
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to the reference element using the unit length of the mesh and its own position.
This operation takes constant time and has O(1) time complexity. However, as is
presented in Section 2.6, tensor mesh does not work well with curved faces, and when
the boundaries or internal interfaces of the device are not aligned with coordinate
axes, excessive number of cubic elements will be need to recover the device structure,
which reduces the accuracy of the numerical model and unnecessarily increases the
computational load.
On the other hand, the unstructured mesh, especially the triangular mesh in 2D and
tetrahedron mesh in 3D, have demonstrated excellent accuracy and sufficient efficiency
in the numerical modeling of devices with irregular structures (Aldegunde et al., 2008;
Agarwal et al., 2015). Furthermore, since the unstructured mesh can be refined locally,
when the doping profile or the shape of junction is crucial in the simulation, it is more
beneficial to employ the unstructured mesh than the tensor one. Despite the ability
of reproducing complex faces and doping profiles, one difficulty of using such meshes
in the calculation is implementing search operation in the mesh. A simple-minded
brutal-force searching by iterating all the elements in the mesh is too expensive to
use in the real device simulations. For example in the case of MC simulation, each
particle need to be located every time after the drifting to update charge distribution
on each node and the material/local electric field seen by the particle. Assuming there
are m particles in a mesh with n elements, the brutal-force searching will have a time
complexity of O(mn) at every time step, which will significantly slow down the whole
simulation.
In this section, a searching algorithm based on a local search by constantly
approaching the destination point (e.g. the position of particles in MC simulation) is
demonstrated as an efficient way of implementing search operation for tetrahedron
mesh. Assuming that the destination point is P and the searching domain is convex,
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Figure 7·1: (a): Schematic of assessing the relative position of point P
to the tetrahedron T . S1 is the face opposite to vertex V1 with normal
vector n1. (b): Schematic of adjacent tetrahedrons (T1 to T4, colored
lines) of the center element (T , black lines). Arrows with solid head in
the figure represent the normal vector of the corresponding faces.
the algorithm will try to find the element in the mesh that contains P . The procedure
is the following:
• Choose an element T as the starting element of searching. In this step, we utilize
a homogeneous cubic grid on top of the unstructured mesh, which contains
one pointer to a tetrahedron whose geometrical center is inside the cube. The
purpose of this grid is to find a starting element that is close enough to the
destination to reduce the number of unnecessary searching in the area far from
P . As a result, this cubic grid, which served as a coarse search, does not need
to be accurate.
• Determine if P is outside of the current element T . This step will compare two
singed distances to one of the face of the element. As is shown in Fig. 7·1(a),
position of P relative to T is obtained by computing the signed distance of P
and V1 to S1, which is ep4 · n1 and e14 · n1 respectively. If the two distance are
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Figure 7·2: (a): Schematic of searching in the unstructured triangular
mesh in 2D using walking algorithm. The starting point is S and the
destination point is P . A successful searching will return the element
t0. Red arrows indicate a possible indefinite searching loop when the
next element in the algorithm is chosen in a deterministic way. Green
arrows show the break of searching loop when the next element in the
searching is chosen randomly. (b): Schematic of randomly choosing the
next element when the searching in a 2D triangular mesh.
of different signed, which is the case in Fig. 7·1(a), T will be change to one of its
adjacent element T1 that is opposite to V1 as is shown in Fig. 7·1(b). If the two
distances are of the same sign, which means P and V1 are on the same side of
S1, similar check will be performed to node V2 to V4.
• The previous step will be repeated until all the four nodes of T has been checked
and all pairs of distances have the same sign; or T becomes a null which means
boundary of the device has been reached. In the former case, the search completes
and T will the element that contains P . In the latter case, P is outside of the
mesh boundary and cannot be reached from the current convex region.
Although the aforementioned algorithm has been proved to have time complexity
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of O(log(n)) (Devillers et al., 2001) and is guaranteed to terminate on a delaunay
mesh (Shewchuk, 2001), it does not guaranteed to terminate if the mesh quality is bad
(non-delaunay) and T jumps in a deterministic way. A 2D triangular mesh is used
here to make the demonstration clear. As shown in Fig. 7·2(a), when starting from
S, if every time the algorithm searches from the beginning of the stored vertex array
of an element and jumps to a new T once it detects different signs of the two tested
distances, the jumping path may end up in a loop shown by red arrows. In this case,
the algorithm always try to reach to P by jumping across the first edge that separate
P and the current element (from t1 to t6). To break the loop and make the algorithm
work for any triangulation, a stochastic jump can be introduced. Shown in Fig. 7·2(b),
when deciding which element to jump to as both edge e1 and e2 separating P with
the current triangle, the algorithm can randomly choose either e1 or e2. Consequently,
the loop in (a) can be broken at triangle t2, t4 and t6 with the green arrows, and P
can be reached in a finite steps.
As a final note, we want to point out that the searching operation is not necessary
for drift-diffusion simulation since the matrix element and RHS have to be assembled
and updated by iterating all the elements. However, in the case of MC simulation,
positions of each particle need to be traced after the drift, which makes the searching
operation of great importance in the numerical model.
7.2 Particle-Mesh Force Elimination
The particle-mesh force present in the MC simulations is due to the asymmetric charge
distribution on the mesh nodes (Hockney and Eastwood, 1988). When the Poisson
equation is discretized, charges carried by a particle need to be redistributed on its
surround nodes. Unphysical electric field could be generated at the particle from its
surrounding nodes if the charges are not assigned properly. Basically, the particle in
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Figure 7·3: (a): Schematic of electrostatic potential at the four vertexes
of a tetrahedron. A point charge has been put at V1 and no other charge
exist in the mesh. (b): Schematic of self-potential at V3 corrected by
adding the contributions from all the surrounding nodes.
this situation will see a electric field generated by the charges from itself, which is also
called “self-force”.
In the case of traditional tensor mesh, it has been proved that by using cloud-in-cell
(CIC) scheme, one can eliminate such unphysical force if the same interpolation of
charge assignment and electric field calculation have been used (Hockney and Eastwood,
1988). On the contrary, when a tetrahedron mesh that consists of non-regular elements
is adopted, people have demonstrated that there is no charge assignment scheme exists
that can eliminate self-force in the same way as CIC (Laux, 1995). The difficulty of
eliminating the self-force in an tetrahedron mesh limited its use in the MC simulation
in the past decades. In this section, we present a way to eliminate the self-force on a
particle by directly canceling the force when interpolating the electric field (Aldegunde
et al., 2010; Aldegunde and Kalna, 2015).
In order to correct the self-force during the electric field interpolation, we first
calculated the potential generated by one unit charge placed at the location of a node
V1 in the mesh, which is described in Fig. 7·3(a). The Poisson equation in this case
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becomes (assuming in a homogeneous material):
−0∇2φv,ref = δ(r− rv), (7.1)
φv,ref |∂ΩD = −
1
4pi0|r− rv| . (7.2)
Here, rv is the position of a mesh node where the unit charge is placed. Eq. (7.2) is
the BC for all the boundaries of mesh. By setting the BC to the potential generated
by a unit point charge at rv, and noticing that lim|r−rv |→∞ = 0, we implied that the
whole space is vacuum and the mesh does not have any physical effect. Using the
similar techniques of deriving Eq. (2.82), the weak form of Eq. (7.1) is:
0
K∑
j=1
φv,refj
∫
Ω
∇Nj · ∇Ni dr =
∫
Ω
δ(r− rv)Ni dr = Ni(rv) = δi,v, ∀ i = 1 to K.
(7.3)
The last step used the properties of the linear interpolation function of tetrahedron
element, which is shown in Eq. (2.80). It is worthy of note that although the Neumann
BC is not applicable in this situation, the surface integral over the boundary ΩD,
which comes from the partial integration of the LHS of Eq. (7.1), can still be proven to
be zero. As a result, Eq. (7.3) has a similar form as Eq. (2.82), which can be directly
solved by FEM.
After obtaining the potential generated by one unit charge at rv, we record all
the potentials at the direct surrounding nodes of rv. The potential at node i in an
element T , φi,T , therefore can be corrected using the φ
j,ref
i at each vertex i for a unit
charge putting at j, where i, j ∈ T . Assuming particles locates at rp which are inside
T , the corrected potential at nodes of T is:
φi,T = φi − r
∑
p
4∑
j=1
qpNj(rp)φ
j,ref
i , i, j ∈ T. (7.4)
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Here, φi is the potential calculated from Eq. (2.79) at node i, r is the relative dielectric
constant of T and qp is the charge carried by the particle p. Since a unit charge is
assumed when calculating the self-potential φi, when correcting the self-potential
for a real particle, the actual amount of charge should be taken into consideration.
Fig. 7·3(b) also provides a schematic for correcting the potential at V3. Notice that the
corrected potential φi,T is only valid inside element T , and the corresponding electric
field in at position r, r ∈ T is:
ET (r) = −
4∑
i=1
φi,T ∇Ni(r). (7.5)
Since we are using linear interpolation function in this work, the obtained ET is
constant inside each tetrahedron T .
We noted that in order to cancel the self-force in all the elements in the mesh, the
quantity φj,refi need to be calculated at all the nodes j = 1, 2, 3, ..., K, which means
Eq. (7.3) need to be solved K times with K being the total number of nodes in the
mesh. This procedure usually takes a long time. However, since the self-force is caused
by the lack of symmetry of the mesh, it only relies on the geometry structure of the
mesh. As a result, for the same mesh structure, φj,refi , j = 1, 2, ..., K only need to be
computed once. So the high computational cost for this self-force correction can be
amortized.
As a final remark, one should be aware that the proposed self-force cancellation
scheme in Eq. 7.4 will completely set the self-force sensed by a particle to zero
inside tetrahedron T . If there are multiple particles in a same element, due to the
superposition principle, the total field sensed by each particle will be very weak, which
effectively underestimated the short-range Coulomb interaction. Consequently, if the
electron-electron interaction is important in the MC simulation, other correction needs
to be included to compensate the short-range Coulomb forces.
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Figure 7·4: (a): Mesh structure used in self-force calculation gen-
erated by Synopsys. (b): The calculated particle energy with(blue
line)/without(red line) self-force correction when only one particle exists
in a vacuum mesh.
7.3 Simulation Results
To test the effectiveness of the self-force correction scheme described in Section 7.2,
we simulated the motion of one single particle in a generated tetrahedron mesh with
irregular geometry boundary which is shown in Fig. 7·4(a). In this simulation, one
particle with charge q is placed in the center region of the mesh without initial kinetic
energy. The simulation space is assumed to be vacuum so no material properties
(scattering) will be considered. Since there is no other charge in the whole space, by
discretizing the Poisson equation in the same way as Eq. (2.82) with proper BCs, the
particle will drift in the electric field generated by itself. One can imagine that if the
self-force is not zero, the particle will begin to gain energy as the simulation running.
Fig. 7·4(b) gives the simulation results for a particle carrying 100 electron charge
over a 20 ps flight. As is shown, without the self-force correction, the particle gains
energy from the mesh at the very beginning of the simulation, and keep accelerating
until its energy reaches several electron volts. With high energy, the particle travels
169
very fast towards the boundary of the mesh where it will get bounced back and forth.
As a result, its energy will stay almost the same since there is no space for it to
accelerate further. On the contrary, when the correction is applied, as is shown in blue
line, the particle only gain a very tiny amount of energy 10−20 eV at the end of the
simulation. We speculate that this small amount of energy comes from the floating
point rounding error in the program, where the electric field cannot be canceled to
exact zero. Nevertheless, the self-force correction gives a reduction of the unphysical
energy by more than 1020 times which is sufficient for a MC simulation.
7.4 Conclusions of the Chapter
As another important device simulation model, 3D Monte-Carlo method has become a
necessary tool of investigating the carrier transport properties in semiconductor devices
in which the carrier scattering events are of interests. By using the unstructured
mesh to discretize the simulation space, devices with complex geometry structures and
doping profiles can be properly modeled with high accuracy and low computational
cost. In this chapter, two important issues regarding to the use of unstructured real
space mesh is discussed.
First is the tracking of simulated particles in the unstructured tetrahedron mesh.
By introducing the walking algorithm (Devillers et al., 2001) in the mesh, the time
complexity of searching can be greatly reduced from O(n) to O(log(n)) which mitigated
the big disadvantage of finding a specific element in an unsorted array of mesh elements,
and makes the usage of unstructured mesh applicable.
Secondly, the particle-mesh forces generated by the lack of symmetry of the
unstructured mesh is studied. By using a set of pre-calculated electrostatic potentials
defined at each mesh node, one can correct the obtained potential from Poisson
equation in a certain way that the particle-mesh forces on the particles can be reduced
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as much as 1020 times. This will eliminate the unphysical energy gain of the particles
in the simulation and makes the whole Monte-Carlo method stable and reliable.
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Chapter 8
Conclusions
In this dissertation, a suite of numerical models capable of predicting the semiconductor
properties from atomic level to device level is presented. Starting from the atomic
compositions and the structures of a material, full band structures including the
electronic band energy, effective masses at different valleys and electron wavefunctions
can be obtained using EPM. By fitting the pseudo-potentials for different atomic
species in a material to the results from first-principle calculations and experimental
measurements, full bands for the elemental or binary material can be obtained by
solving the single electron Schrodinger equation. VCA is subsequently used to generate
the electronic bands of compound alloys with disorder effects considered. After that a
material model based on Green’s function theory is developed and used to investigate
the intrinsic recombination processes in different semiconductor materials. Both
direct and phonon-assisted indirect radiative and Auger recombination have been
studied and compared with the measured minority carrier lifetime which showed good
agreements. Finally 3D device simulation models which can utilize the calculated
material parameters are developed. Specifically, the key parts of implementing the 3D
MC model are studied in terms of space discretization and particle-mesh interaction,
which is crucial in modeling the modern semiconductor devices with increasingly
complex geometry and doping profiles.
Electronic band structures for the semiconductor materials investigated in the
dissertation have been calculated in the framework of EPM. By fitting the effective
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atomic local potentials of an atom to the material parameters obtained from DFT
or measured results, the realistic potential which changes rapidly near the atom core
can be represented by a smoothed pseudo-potential that is easy to expand with a
small number of plane waves. Therefore, both of the band structure calculation, where
Schrodinger equation need to be solved using the plane wave basis, and the evaluation
of overlap integral between two electronic states, which gives rise to the matrix elements
for various microscopic processes, can be done quickly and accurately. Strain effect is
also included in the numerical model by using a cubic spline to interpolate the atomic
potentials. By changing both potential itself and its first derivative at the same time
to reproduce key material properties, such as the band gap energy and deformation
potentials under strain condition, we first fitted the realistic band structures of group
IV materials: silicon, germanium and tin. Bands for their alloys are also investigated
and constructed using VCA including both atomic potential disorder and spin-orbit
coupling disorder effects. It is found that only by including the both disorder effects
in the model, can we obtain band structures for GeSn that agree with the measured
data. Band structures for group II-VI and III-V alloys are also studied using the same
EPM model. In particular, bands for HgCdTe, InAsSb and InGaAs are presented
with/without in-plane biaxial strain. It is shown that the obtained results matched
to the DFT and experimental data very well, further confirming the accuracy of the
EPM model.
Applying the fitted full band structures of strained silicon and germanium, we
investigated the optical absorption radiative recombination rates as well as the optical
gain in the Ge lasing medium using the proposed Green’s function theory. Different
doping levels, injection and temperatures on the PA indirect and direct processes
are calculated, and the results provide additional insight into the possible ways of
increasing the photon emission in the material. In fact, the calculated optical gain
173
for Ge indicates that while high carrier injection δn in the tensile strained material
could effectively enhance the gain through the transition of CB-HH and CB-LH,
extremely high δn, regardless of the tensile strain, would inevitably suppress the total
optical gain by introducing strong SO-HH absorption. Specifically, at δn in excess
of 1020cm−3, the attainable gain from CB-HH and CB-LH is totally canceled by the
SO-HH transition, leaving a net absorption in the material. We have also evaluated
the gain for TE and TM polarized light. A total gain of 4749 cm−1 is predicted by
our calculation for TM light in 2.1% tensilely strained Ge with n-type doping of
1020cm−3 and injection of 1019cm−3. However, by adding other types of absorption
such as free carrier absorption, the achievable optical gain will be reduced. Radiative
recombination properties of relaxed and strained silicon were studied as well, in which,
it has been demonstrated that the proposed model can indeed elucidate and reproduce
the experimental data for the two-phonon events in the PA recombination process.
Doping-dependent and temperature-dependent radiative and Auger recombination
lifetime and their corresponding coefficients in relaxed and strained HgCdTe, InAsSb
and InGaAs, intended for operation in the LWIR, MWIR, ESWIR and SWIR spectral
range, are further studied in the framework of Green’s function theory. First, minority
carrier lifetime in Hg0.79Cd0.21Te for LWIR application is computed and compared
with other theoretical and experimental results. A good agreement has been achieved
indicating the validity of the numerical model for studying this group of materials.
As to the two materials working in the MWIR band, namely, InAs0.91Sb0.09 and
Hg0.67Cd0.33Te, the results indicate that when the n-doping concentration of InAsSb
(HgCdTe) is greater than 5× 1015cm−3 (3× 1015cm−3), the Auger process dominates
over the radiative process whereas, at T < 250 K, the radiative process becomes
the limiting factor for the intrinsic minority carrier lifetime in both materials. It
was further shown that Hg0.67Cd0.33Te generally has slightly better intrinsic minority
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carrier lifetime over InAs0.91Sb0.09 in the temperature range of 50 K to 300 K due
to its larger radiative lifetime at low temperature as well as weaker direct Auger
recombination rate at high temperature.
For the ESWIR material, the computed minority carrier lifetime values indicate
that for InxGa1−xAs (x > 0.53) grown on InP substrate, the presence of compressive
strain leads to a decrease of the Auger recombination rate and increase of radiative
recombination rate. Since the dominant intrinsic recombination mechanism in this
spectral range is radiative recombination, the overall intrinsic carrier lifetime in
strained InGaAs alloys is shorter than that in the case of fully relaxed InGaAs. When
compared to the relaxed HgCdTe, both relaxed and compressively strained InGaAs
alloys showed shorter intrinsic carrier lifetime at the same cutoff wavelength at room
temperature which confirms the advantage of HgCdTe as wide-band infrared detector
material. However, considering the difficulties of growing HgCdTe alloys with high
Mercury molar fraction, and the fact that strained InGaAs alloy may be significantly
defective, it is not clear which one of the two alloys can be effectively used for ESWIR
applications. While HgCdTe is very well established and mature, InGaAs may still be
an alternative solution for the ESWIR detector as long as the material defects due to
lattice mismatch can be controlled to avoid further degradation of the minority carrier
lifetime.
For SWIR materials, namely In0.53Ga0.47As and Hg0.38Cd0.62Te, our calculations
indicate that over the n-type doping from 1014cm−3 to 5× 1016cm−3 and temperature
between 50 K to 300 K, the radiative recombination process always dominates over
the Auger process which is more than three orders of magnitude weaker than that
in MWIR materials. Moreover, the results also suggest that Hg0.38Cd0.62Te has a
better intrinsic minority carrier lifetime compared with In0.53Ga0.47As due to its lower
radiative recombination rate.
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Furthermore, this dissertation also estimated the overlap integral factor |F1F2| using
the results of Auger processes presented above. For MWIR materials, the obtained
|F1F2| usually lies around 0.1 and does not change much within the temperature
between 100 K to 300 K. Specifically, for InAs0.91Sb0.09 and Hg0.67Cd0.33Te |F1F2| is
found to be 0.07-0.085 and 0.1-0.125 respectively. In the case of SWIR materials, |F1F2|
is always below 0.1 and varies significantly with temperature. It should be emphasized
that the material parameter calculations in this work unveiled the importance of Auger
and radiative processes in determining the total intrinsic minority carrier lifetime
in LWIR, MWIR, ESWIR and SWIR materials, which would further benefit the
simulation of dark current, internal quantum efficiency and detectivity in IR detectors
designs.
On the device simulation part, electrical properties of silicon LED using drift-
diffusion model have been computed. In particular, prototypes of N+P−N+ and
P+P−N+ nanowire and a realistic silicon wire structure that are currently employed
as light emitters in micro-display arrays have been studied. The results showed that,
for all the structures that are considered, the calculated I-V characteristic presents a
region with negative differential resistance. This is a direct consequence of driving the
device at constant current. For the current density levels at which these structures
are normally operated, it is shown that a significant number of electron-hole pairs
are generated by impact ionization in the depletion regions of pn junction. From the
analysis of the carrier distribution in the device, we observed that at the nominal
operating current density, the device functions in high injection condition. This results
in free electron and hole densities in the low doping region being significantly greater
than the equilibrium values. Consequently, in the active region of the nanowire, it
can be observed that n(~r) ≈ p(~r). From the point of view of optimizing the radiative
recombination in these devices, this condition is closed to the optimal situation since
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the radiative recombination rate is maximized when both electron and hole have a
similar carrier concentration in the same region of the device.
Besides the classical device simulation using DD model, a 3D MC model is
also proposed as an effort to accommodate the need for simulating the increasingly
complicated modern device structures. Solutions to the two key problems in developing
3D MC models, namely, the space discretization scheme and the related searching
algorithm as well as the elimination of particle-mesh forces in an unstructured mesh,
have been demonstrated. It is found that by first calculating the electrostatic potentials
generated by a unit charge at the mesh nodes, the artificial electric field caused by the
unsymmetrical charge discretization of particles could be canceled by correcting the
nodal potentials with the calculated single-charge potentials. The results showed a
1020 times suppression of particle energy when it drifted in the self-generated electric
field for 20 ps.
Overall, this dissertation have developed a suit of numerical models that are
able to calculate the semiconductor properties starting from the atomic level to the
microscopic processes in the material and finally to the device level. Three groups
of numerical models have been proposed which are EPM model for band structure
calculation, Green’s function theory for calculating intrinsic carrier recombination in
the materials and 3D Monte-Carlo model for simulating complex device structures.
The theoretical and experimental comparison of the numerical results from these
models showed the efficacy and accuracy of numerical method on solving the real
world problems. It can be expected that the computational models described in this
work will benefit the ongoing effort of designing new materials and developing exotic
device architectures at very low cost, which is indispensable in both academic study
and industrial product development.
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Appendix A
Proof and Formula Derivation of
Phonon-Assisted Optical Absorption and
Radiative Recombination using Green’s
Function Theory
In this appendix, a detailed formula derivation for absorption coefficient and radiative
recombination rate using Green’s function formalism is presented.
The starting point of the derivation for the absorption coefficient and radiative
recombination rate in Green’s function theory is the total Hamiltonian for the system
of interest, which includes the Hamiltonian of electrons, photons and their interaction:
H =
1
2m0
[−i~∇− eA(r, t)]2 + V (r) + V +
∑
k
~ωka†kak. (A.1)
where the vector potential of the radiation field is given by:
A(r, t) =
1√
N
∑
k
A(k, t)eik·r
A(k, t) =
√
~
2ωphv
eˆ(ake
−iωpht + a†−ke
iωpht). (A.2)
By neglecting the non-linear interaction term A2(r, t), Eq. (A.1) can be expanded and
178
re-grouped as:
H = Helec +Hphoton +He−photon (A.3)
in which,
Helec = − ~
2
2m0
∇2 + V (r) + V
=
∑
l,k,σ
El(k)C
†
l,k,σCl,k,σ (A.4)
Hphoton =
∑
k
~ωka†kak (A.5)
He−photon = − e
m0
A(r, t) ·P. (A.6)
We notice that, besides the electron kinetic energy and periodic potential operators
for the host crystal V (r), Helec also includes the electron-phonon and the electron-
electron interaction V . As a result, the carrier energies E(k) and the electron creation
and annihilation operators C†l,k,σ, Cl,k,σ then represent the realistic band structure
of the bulk material. In our model, this requirement is fulfilled by employing the
bands from a local empirical pseudopotential model in which the screened atomic
potentials are optimized to reproduce a number of experimental band data, such
as: effective masses, transition energies and deformation potentials. By representing
the momentum operator P in the base of electron eigenvectors, Eq. (A.6) for a given
photon frequency can be written as:
He−photon =
∑
i,j
PijA(k, t)C
†
iCj, (A.7)
with
Pij = − e
m0
〈i |eˆ ·P| j〉 , i, j ∈ {(l,k, σ)}. (A.8)
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where i, j represent two different particle states in the band structure. Assuming
that only the dipole interaction contributes to the inter-band transition, the number
operator for electrons (holes) in band l for all the wavevectors k and spin states σ,
is: Nˆl =
∑
k,σ C
†
l,k,σCl,k,σ, and will commute with all the terms in Eq. (A.3) except
for He−photon which is the starting point of our derivation. In the following equations,
without affecting the final results, we shall drop the time dependence of A(k, t) and
simply re-write it as A for convenience.
Defining the system density operator as ρ(t) = |ψ(t)〉〈ψ(t)|, the number of electrons
in the conduction band can be expressed as Nc(t) = Tr[ρ(t)Nˆc]. From the Schrodinger
equation, the time evolution of ρ(t) can be obtained as follows:
∂ρ(t)
∂t
=
1
i~
[H, ρ(t)] (A.9)
and the time evolution of Nc(t) is:
d
dt
Nc(t) =
1
i~
Tr(ρ(t)[Nˆc, H]) ≡ 1
i~
〈[Nˆc, H]〉. (A.10)
We have introduced the common notation of trace operator in Eq. (A.10) and will
keep using it thereafter. Applying the basic rules of commutator algebra, Eq. (A.10)
can be simplified as:
[Nˆc, H] = [Nˆc, HI ]
=
[∑
k,σ
C†lc,k,σCl,k,σ,
∑
i,j
PijC
†
iCjA
]
=
∑
1,2
P1,2C
†
1C2A∆
c
1,2 ≡ HcI (A.11)
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with
∆c1,2 = δlc,l1 − δlc,l2 . (A.12)
where δi,j is the Kronecker delta function. Introducing a grand canonical ensemble,
the density operator of the system at equilibrium can be written as:
ρ0 = e
Ω−H¯0
kBT , (A.13)
with
H¯0 = H0 − µcNc − µvNv. (A.14)
whereH0 = Helec+Hphoton is the unperturbed system Hamiltonian and the perturbation
from electron-photon interaction is HI = He−photon as it will be denoted below. Ω is
the thermal dynamic potential of the system and is defined through exp(−Ω/(kBT )) =
Tr(exp(−H¯0/(kBT ))). We assume that the perturbation is adiabatically turned on at
t0 → −∞, after which the electron and hole ensembles in the conduction and valence
bands remain at thermal equilibrium within themselves with the corresponding Fermi
levels noted as µc and µv.
By using linear response theory, the density operator of the system can be expanded
to first order as:
ρ(t) = ρ0 + ρ1(t). (A.15)
Combining Eq. (A.15) with Eq. (A.9) and retaining the lowest order of non-vanishing
terms, we have:
i~
∂ρ1(t)
∂t
= [H0, ρ1(t)] + [HI , ρ0] . (A.16)
In order to find a closed form of ρ1(t) and evaluate Nc(t), we consider the equivalent
quantity of ρ1 in the interaction picture ρ˜1(t), with ρ1(t) = e
−iH0t/~ρ˜1(t)eiH0t/~. The
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time derivative of ρ1(t) is given by:
i~
∂ρ1(t)
∂t
= [H0, ρ1(t)] + e
−iH0t/~i~
∂ρ˜1(t)
∂t
eiH0t/~ (A.17)
and a direct comparison between Eq. (A.16) and Eq. (A.17) yields:
ρ˜1(t) =
1
i~
t∫
−∞
[
H˜I(t
′), ρ0
]
dt′ (A.18)
H˜I(t) = e
iH0t/~HIe
−iH0t/~. (A.19)
Combining Eqs. (A.10), (A.11) and (A.18) and recalling that at equilibrium Tr(ρ0H
c
I ) =
〈HcI 〉0 = 0, one obtains:
d
dt
Nc(t) =
1
(i~)2
t∫
−∞
dt′
〈[
H˜cI (t), H˜I(t
′)
]〉
0
(A.20)
[HcI , HI ] =
∑
1,2
∑
3,4
P1,2P3,4∆
c
1,2
[
C†1C2A,C
†
3C4A
]
. (A.21)
Here H˜cI (t) and H˜I(t
′) are the operators in the interaction picture of the corresponding
quantities in the Schrodinger picture. To represent the commutator in Eq. (A.20)
in the form of Green’s function, we define two new operators: D1 = C
†
1C2A and
D2 = C
†
3C4A, so that the trace of the new commutator 〈[D˜1(t), D˜2(t′)]〉0 can be found
by first evaluating the trace below:
〈
D˜1(t)D˜2(t
′)
〉
0
= Tr
(
ρ0e
iH0t/~D1e
−iH0t/~eiH0t
′/~D2e
−iH0t′/~
)
= ei(t−t
′)(µc∆c1,2+µv∆1,2
c)/~ 〈d1(t− t′)d2(0)〉0 (A.22)
where the operator d(t) = eiH¯0t/~De−iH¯0t/~ and Baker-Hausdorff theorem (Mahan,
1993) has been used to simplify the non-commuting operator Nˆ and D. Eq. (A.20)
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then becomes:
d
dt
Nc(t) =
1
i~2
∑
1,2;3,4
P1,2P3,4∆
c
1,2
t∫
−∞
dt′GR(1, 2; 3, 4; t− t′) ei(t−t′)(µc∆c1,2+µv∆c1,2)/~
(A.23)
GR(1, 2; 3, 4; t) =
1
i
θ(t)〈[d1(t), d2(0)]〉0. (A.24)
As is shown, in Eq. (A.24) we used the commutator instead of the anti-commutator to
define the three-particle retarded Green’s function since the operator D consists of two
fermions and one boson, making it a boson-like operator. θ(t) is the usual unit step
function. The time-dependent retarded Green’s function can be further manipulated
by Fourier transform and Lehmann representation (Takeshima, 1982a). Performing
the procedure of frequency summation in Green’s function theory, we found that GR(t)
can be expressed in terms of the imaginary part of its Fourier component, which is
given by:
GR(t) = −i
∞∫
−∞
dE ′ImGR(E ′)eiE
′t/~. (A.25)
Using the definition of the Dirac delta function:
∫∞
−∞ e
iωtdt = 2piδ(ω), a direct
evaluation of Eqs. (A.23), (A.24) and (A.25) yields:
d
dt
Nc(t) = −2pi~
∑
1,2;3,4
P1,2P3,4ImG
R(µc − µv). (A.26)
We are now in the position to evaluate the retarded Green’s function ImGR(E) which
will be derived from the Matsubara function of the system. Define the three-particle
Matsubara function g(τ) as:
g(τ) = −
〈
Tτ
(
C†1(τ)C2(τ)A(τ)C
†
3(0)C4(0)A(0)
)〉
(A.27)
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with
Ci(τ) = e
H¯τ/~Cie
−H¯τ/~, τ ≡ it. (A.28)
where Tτ is the τ -ordering operator which arranges the operators with the earliest τ
to the rightmost. Though Eq. (A.27) can be calculated to any order by expanding the
corresponding Dyson’s equation, we shall only retain the lowest order of g(τ) by using
the free particle Green’s function of photons to approximate each term obtained by
applying Wick’s theorem to Eq. (A.27) (Mahan, 1993). As a result, this approximation
will ignore the polariton effect in the solid and consequently assuming that only
electrons will interact with phonons. It should be noted that we did not approximate
the electron Green’s function with its free-particle one. Instead, we formally adopt
the full Green’s function of electrons (holes) whose form can be found in Chapter 2,
Section 2.4. From Wick’s theorem,
g(τ) ' −
〈
Tτ
(
C†1(τ)C2(τ)C
†
3(0)C4(0)
)〉
〈TτA(τ)A(0)〉 . (A.29)
The photon part is given by (Mahan, 1993):
gph(τ) ≡ 〈TτA(τ)A(0)〉 ' ~
2ωphv
e−τωphθ(τ) (A.30)
and the electron part can be formally written as:
g2(τ) = −
〈
TτC
†
1(τ)C2(τ)
〉〈
TτC
†
3(0)C4
〉
+
〈
TτC4(0)C
†
1(τ)
〉 〈
TτC2(τ)C
†
3(0)
〉
= −δ1,2δ3,4n1n3 + g2,3(τ)g4,1(−τ)δ2,3δ4,1 (A.31)
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with
g2,3(τ) =
〈
TτC2(τ)C
†
3(0)
〉
, τ > 0 (A.32)
g4,1(τ) =
〈
TτC4(τ)C
†
1(0)
〉
, τ < 0. (A.33)
Here, Eqs. (A.32) and (A.33) are the full Matsubara functions for one fermion (electron,
hole). The same technique used in deriving Eq. (A.25) can also be used to represent
Eqs. (A.32) and (A.33) in terms of the imaginary parts of the corresponding electron
retarded Green’s function. With τ > 0, we find that:
g2,3(τ) =
1
pi
∞∫
−∞
dE ′1ImG
R
2,3(E
′
1)e
−τE′1/~Θ(E ′1) (A.34)
g4,1(−τ) = 1
pi
∞∫
−∞
dE ′2ImG
R
4,1(E
′
2)e
τE′2/~ [1−Θ(E ′2)] . (A.35)
Combining Eqs. (A.29), (A.30), (A.34) and (A.35), and substituting iωn with ω+ iδ to
get the retarded Green’s function from the Matsubara function, the system retarded
Green’s function in Eq. (A.26) becomes:
ImGR(E) =
~
4pi2ωphv
∞∫
−∞
dE ′1
∞∫
−∞
dE ′2Θ(E
′
1) [1−Θ(E ′2)]
× ImGR2,3(E ′1)ImGR4,1(E ′2)δ(E + E ′2 − E ′1 − ~ωph)δ2,3δ4,1. (A.36)
One should be aware that in the derivation above, we have always assumed that the
time in the Green’s function fulfills the condition t > 0. In the case of t < 0, however,
the physical process reverses, i.e. the transition from band 1 to band 2 reverses as well.
Consequently, when considering the total absorption for the material, both processes
need to be involved and a reverse term should be added to Eq. (A.36). This will
lead to a similar equation as Eq. (A.36) except that the Fermi factor now becomes
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Θ(E ′1)−Θ(E ′2) to account for the net absorption from band 1 to band 2. In the case of
the radiative recombination rate, only one process should be included and Eq. (A.36)
gives the correct Green’s function. Using these relations:
α(~ωph) =
dNc
dt
/
(
I
~ωph
)
(A.37)
with I = ~ωphnc0/4v and remembering that the subscript 1, 2, ... represent a group
of states in the band structure (l,k, σ), the final expression for the net absorption
coefficient between band 1 and 2 (assuming that E2(k) > E1(k)) is:
α12(~ωph) =
2pi
nrc0vωph0
∑
k
|P1,2(k)|2 ×
∫
dE ′1
∫
dE ′2 (Θ(E
′
1)−Θ(E ′2))
× δ(µc − µv + E ′2 − E ′1 − ~ωph)× ImGRl1(k, E ′1)ImGRl2(k, E ′2). (A.38)
The corresponding radiative recombination rate per unit volume per energy interval
from band 2 to band 1, therefore becomes:
R21(~ωph) =
2nrωph
pi~c30v0
∑
k
|P1,2(k)|2 ×
∫
dE ′1
∫
dE ′2Θ(E
′
2) (1−Θ(E ′1))
× δ(µc − µv + E ′2 − E ′1 − ~ωph)× ImGRl1(k, E ′1)ImGRl2(k, E ′2). (A.39)
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Appendix B
Discretization of Continuum Charge
Distribution in Tetrahedron Mesh for
Solving Poisson Equation using FEM
In the common mesh generator (e.g. Synopsys Sentaurus Mesh), the doping information
in the device has been embedded in the mesh structure which is defined at each nodes
in the mesh. In order to correctly use this information to solve Poisson equation
in the Monte-Carlo simulation, one need to convert this doping information into a
form that is compatible with Eq. (2.82). In this appendix, the last term in Eq. (2.82)
representing the continuum charge distribution in the space is derived in terms of the
charge density ρj(rp) defined at each node in the tetrahedron mesh.
To evaluate the integral
∫
Ω
ρjNj(r)Ni(r) dr, a master tetrahedron (Huebner et al.,
1995) can be used to transform the integration from an arbitrary domain Ω to the
master tetrahedron domain Ωm. The master tetrahedron is defined using three
normalized coordinates ξ, η, ζ, which is enclosed by four planes:
ξ = 0, η = 0, ζ = 0,
ξ + η + ζ = 1. (B.1)
It is easy to find out that the normalized coordinates are actually the natural coordi-
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nates in the tetrahedron. Consequently, we have:
N1 = ξ, N2 = η, N3 = ζ, N4 = 1− ξ − η − ζ. with ξ, η, ζ ∈ [0, 1] (B.2)
The integration therefore can be represented as:
∫
Ω
ρjNj(r)Ni(r) dΩ =

ρj
∫
Ωm
ξ2 |J | dΩm, if j = i,
ρj
∫
Ωm
ξ η |J | dΩm, if j 6= i.
(B.3)
with |J | being the Jacobian of the coordinate transformation:
|J | = ∂(x, y, z)
∂(ξ, η, ζ)
. (B.4)
Using Eq. (B.2), the two integral in Eq. (B.3) can respectively be evaluated as:
ρj
∫
Ωm
ξ2 |J | dΩm = ρj |J |
∫
Ωm
ξ2 dΩm
= ρj |J |
1∫
0
ξ2 dξ
1−ξ∫
0
dη
1−ξ−η∫
0
dζ
=
1
60
ρj |J |, (B.5)
and
ρj
∫
Ωm
ξ η |J | dΩm = ρj |J |
∫
Ωm
ξ η dΩm
= ρj |J |
1∫
0
ξ dξ
1−ξ∫
0
η dη
1−ξ−η∫
0
dζ
=
1
120
ρj |J |. (B.6)
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As a result, we can obtain the integral in Eq. (B.3) as:
∫
Ω
ρjNj(r)Ni(r) dΩ =

1
60
ρj |J |, if j = i,
1
120
ρj |J |, if j 6= i.
(B.7)
As a test, we assume a uniform doping in the space which indicates that ρj = ρ0
as a constant. Notice that Eq. (B.4) can be evaluated as |J | = 6V where V is the
volume of the tetrahedron, Eq. (B.7) for one tetrahedron element gives:
i,j∈Ω∑
j
∫
Ω
ρjNj(r)Ni(r) dΩ
= ρ0
(
1
60
|J |+ 3× 1
120
|J |
)
=
1
4
ρ0 V. (B.8)
This result indicates that in the case of uniform doping, each node in the tetrahedron
mesh will get 1/4 of the total charge enclosed by the tetrahedron that has this node
as its vertex. Obviously, this result agrees with the actual charge discretization by
simply averaging the charges in all the tetrahedrons to all the nodes. Eq. (B.7), as a
result, can be further used to solve the Poisson equation Eq. (2.82) in the framework
of FEM.
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