ABSTRACT. In this article we define and compute the Novikov Floer homology associated to a non-resonant magnetic field and a mechanical Hamiltonian on a flat torus T 2N . As a result, we deduce that this Hamiltonian system always has 2N + 1 contractible solutions, and generically even 2 2N contractible solutions. Moreover if there exists a non-degenerate non-contractible solution then there necessarily exists another.
INTRODUCTION
In this paper we study existence and multiplicity results for periodic solutions of fixed period τ of a system of N interacting particles on the plane subject to a magnetic field. We suppose that the magnetic field as well as the potential are periodic on the plane, so that we can carry out our study on the torus.
Let us first describe our set-up for a single particle, i.e. the case N = 1. We abbreviate by T 2 = R 2 /Z 2 the two dimensional torus. We model the magnetic field via a 2-form σ ∈ Ω 2 (T 2 ).
If π : T * T 2 → T 2 is the footpoint projection, consider the magnetic symplectic form,
where λ = x 1 dp 1 + x 2 dp 2 is the Liouville 1-form on the cotangent bundle of the torus. Abbreviate the circle of length τ by S τ := R/τ Z. For V ∈ C ∞ (S τ × T 2 , R) a τ -periodic time-dependent potential we define the τ -periodic Hamiltonian H V ∈ C ∞ (S τ × T * T 2 , R) by
where the norm of p is taken with respect to the flat metric on the torus. The Hamiltonian vector field X σ,V of H V with respect to the magnetic symplectic form is implicitly defined by the equation
We are interested in τ -periodic solutions of X σ,V , i.e. solutions w ∈ C ∞ (S τ , T * T 2 ) of the ODE ∂ t w = X σ,V (t, w).
(1.1)
We denote by P τ (σ, V ) the moduli space of solutions. Since the fundamental group of the two dimensional torus equals π 1 (T 2 ) = π 1 (T * T 2 ) = Z 2 we get a decomposition of this moduli space as
where P h τ (σ, V ) denotes those elements in P τ (σ, V ) which represent h in the fundamental group of T * T 2 . In particular, P 0 τ (σ, V ) denotes the contractible solutions. We do not know if periodic solutions always exist. However, we can prove their existence under the following non-resonance condition we explain next. Denote by µ = dx 1 ∧ dx 2 the Date: May 16, 2013. 1 volume form on the two torus with respect to the flat metric. Then we can write σ = aµ for some function a ∈ C ∞ (T 2 , R). Definition 1.1. We say that σ is non-resonant in period τ , if there exists k ∈ Z such that 2πk τ < a(x) < 2π(k + 1) τ , ∀ x ∈ T 2 .
Our first main result for a single particle system is the following.
Theorem A. Assume that σ ∈ Ω 2 (T 2 ) is non-resonant in period τ . Then for every V ∈ C ∞ (S τ × T 2 , R) we have #P 0 τ (σ, V ) ≥ 3. Moreover, for a generic potential V it holds that #P 0 τ (σ, V ) ≥ 4.
In general noncontractible solutions may not necessarily exist. However, our second main result tells us that if a noncontractible and nondegenerate solution exists a second noncontractible one has to exist as well. For that recall that if φ t σ,V denotes the flow of the Hamiltonian vector field X σ,V and w ∈ P τ (σ, V ), then w is called nondegenerate if det(Dφ τ σ,V (w(0)) − Id) = 0. Now we are in position to state our next main result for a single particle system.
Theorem B.
Assume that σ ∈ Ω 2 (T 2 ) is a non-resonant magnetic field in period τ , V ∈ C ∞ (S τ × T 2 , R), and w ∈ P h τ (σ, V ) is nondegenerate for some h = 0 ∈ π 1 (T 2 ). Then it holds that #P h τ (σ, V ) ≥ 2.
We next explain how Theorem A and Theorem B generalize to systems of N interacting particles. The configuration space of N particles is given by the 2N -dimensional torus T 2N . To keep track of our particles we choose for 1 ≤ j ≤ N a torus T 2 j = T 2 and think of the 2N -dimensional torus as T 2N = N j=1 T 2 j . We denote by p j : T 2N → T 2 j the canonical projection. We generalize the notion of a non-resonant magnetic field to the many particle case as follows. Definition 1.2. A two form σ ∈ Ω 2 (T 2N ) is called non-resonant in period τ , if for 1 ≤ j ≤ N there exist non-resonant in period τ forms σ j ∈ Ω 2 (T 2 j ) in the sense of Definition 1.1 such that σ = N j=1 p * j σ j .
We are now in position to generalize Theorem A to the case of N particles.
Of course Theorem A+ immediately implies Theorem A by specializing to the case N = 1. On the other hand Theorem A+ is not a consequence of Theorem A. Here the key point is that in Theorem A+ we do not need to assume that the potential is of product form, which means that our particles are allowed to interact with each other. In the non interacting case, i.e. the case where the potential V can be written as V = N j=1 p * j V j for potentials V j ∈ C ∞ (S τ × T 2 j , R) Theorem A+ is an immediate consequence of Theorem A. In fact, in this case we get even the stronger lower bound 3 N for the number of solutions.
Similarly, Theorem B generalizes to the case of N particles as follows.
We conclude this Introduction by briefly explaining our approach. Unsurprisingly, we use a variant of Floer homology. This semi-infinite dimensional Morse homology associates to this Hamiltonian system a chain complex CF h * (σ, V, τ ) which is generated by the elements of P h τ (σ, V ) and defines a boundary operator by counting perturbed holomorphic cylinders which asymptotically converge to the periodic orbits. A priori it is far form obvious that this recipe gives a well defined boundary operator. Indeed, the question as to whether Floer's boundary operator is well-defined or not depends on a difficult compactness result for the perturbed holomorphic curve equation, which cannot be expected to be true in full generality. The main point of the present paper is that under the non-resonant condition from Definition 1.1 we can establish this compactness result. The usefulness of Floer homology stems from its invariance under perturbations. If the magnetic field is a constant multiple a 0 µ of the volume form µ (cf. Definition 1.1) and τ > 0 and k ∈ {0, 1, 2, . . . , } are such that
then for the special case V ≡ 0 we can directly compute the Floer homology HF h * (a 0 µ, 0, τ ):
Theorems A and B are immediate consequences of (1.2) and the aforementioned invariance properties of HF h * . Strictly speaking the case V ≡ 0 is never non-degenerate. It is however "weakly non-degenerate" in the sense that the Hamiltonian action functional is Morse-Bott. In this case it is still possible to define the Floer homology; see Section 4 for more information. Theorems A+ and B+ follow via a similar argument.
On a more technical level, there are two additional points of interest in our construction. Remark 1.3. The symplectic form ω σ is not atoroidal. This means that the Hamiltonian action functional (cf. (3.8)) is not real valued on the loop space of T * T n , and one needs to use a suitable Novikov cover. Thus the Floer homology HF h * that we construct is actually a Novikov Floer homology. Remark 1.4. As is well known, an alternative (more classical) approach to proving results like Theorems A and B is the Lagrangian formulation where one studies a Lagrangian action functional on the (completed) loop space of T 2 , and attempts to define a Morse homology for it. When defined, this Morse homology should agree with the Floer homology. For the flavours of Morse/Floer homology we use in this paper this result is due to Abbondandolo and Schwarz [AS06] and is explained in more detail in this setting in [FMP12, Appendix A] . In Section 5 we explain how the non-resonance condition from Definition 1.1 implies that the Lagrangian action functional satisfies the Palais-Smale condition. If σ is sufficiently small (more precisely, if one can take k = 0 in Definition 1.1) then the Lagrangian action functional is also bounded below, and in this case one can recover Theorems A and B using this functional (see e.g. [AM06] ). However if k > 0 in Definition 1.1 then the Lagrangian action functional is no longer bounded below, and hence one cannot define a Morse homology with it. In fact, (1.2) shows that for k > 0, the Floer homology is not the homology of a topological space (it is zero in degree zero) and hence one should not expect to be able to define a Morse homology for the Lagrangian action functional.
The results of this paper were announced in our earlier article [FMP12] .
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PRELIMINARIES
We think of T 2N as being embedded inside C 2N as S 1 × · · · × S 1 . We denote by ·, · the standard Euclidean flat metric on T 2N , which comes from the real part of the Hermitian inner product on C 2N , and we denote by j = −Id Id the canonical almost complex structure on C 2N .
The embedding T 2N ⊂ C 2N induces an embedding of the trivial bundle T * T 2N inside C 4N . To minimize ambiguity, we write ·, · for the induced metric on T * T 2N and J for the corresponding almost complex structure on T * T 2N (thus ·, · and J are defined in the same way as ·, · and j, but on C 4N instead of C 2N ). We will freely use the "musical" isomorphism v → v, · to identify T T 2N with T * T 2N without further comment. Under this identification ·, · is the Sasaki metric on T T 2N . In addition to the isometry T T 2N ∼ = T * T 2N , the metric also determines a horizontal-vertical splitting of the tangent bundle T T * T 2N :
which sends a tangent vector ξ to the pair ξ → (Dπ(ξ), K(ξ)); here K is the connection map associated to the Levi-Civita connection ∇ induced from ·, · . In fact, under our embedding this corresponds to the splitting C 4N ∼ = C 2N ⊕ C 2N . In particular, if we write ξ h := Dπ(ξ) and
Using this notation, the almost complex structure J sends (ξ h , ξ v ) → (−ξ v , ξ h ). The almost complex structure J is compatible with the standard symplectic structure dλ in the sense that
Now let us introduce a closed 2-form σ on T 2N . Whilst all of what follows in this section is valid for any closed 2-form σ, since in this article we will only work with product 2-forms σ = N j=1 p * j σ j , where each σ j ∈ Ω 2 (T 2 ), we shall restrict to this case right away. Such a 2-form σ is equivalent to an N -tuple (a 1 , . . . , a N ) of smooth functions a j : T 2 → R, where σ j = a j µ. Here µ is the volume form on T 2 induced by ·, · .
The metric ·, · allows us to associate to σ an endomorphism Y σ of T T 2N , called the Lorentz
We denote by J σ the open set of almost complex structures J on T * T 2N that are both compatible with dλ and tamed by ω σ -this just means that the bilinear form dλ(J., ·) is both positive definite and symmetric, and the bilinear form ω σ (J·, ·) is positive definite (but not necessarily symmetric). Unfortunately in general J will not belong to J σ . This can be rectified by rescaling. Given A > 0 we define the rescaled almost complex structure
Definition 2.1. Fix A, ε > 0. Let U (σ, A, ε) denote the set of almost complex structures J ∈ J σ which are uniformly tame in the sense that
and which satisfy
A priori there is no reason why U (σ, A, ε) should be non-empty. However in [FMP12, Lemma 2], we proved:
ε) is open and non-empty. More precisely, one has
We will also need the following easy result. 
Proof. A simple computation:
of loops belonging to the homotopy class h. We write L τ T * T 2N for the free loop space of the cotangent bundle. We define the L 2 -inner products ·, · 2 on L τ T 2N and ·.· 2 on L τ T * T 2N using the metrics ·, · and ·, · respectively. Thus
Let us now rephrase the non-resonance condition in a way that will be more convenient later on. Given γ ∈ L τ T 2N , we denote by F γ σ ∈ Γ(γ * End(T T 2N )) the unique solution to the Cauchy
where here j is the complex structure on T 2 (not T 2N ), and each pair (v 2j−1 , v 2j ) is thought of as belonging to T T 2 . The following lemma is therefore straightforward. 
Remark 2.5. Of course, one can still define F γ σ even when σ is not of the form
The construction in Section 3 would go through without any changes if we took (2.4) as the definition of non-resonance rather than Definitions 1.1 and 1.2, which thus allows us to define the Floer homology groups HF h * (σ, V, τ ) for magnetic forms that are not of the form σ = N j=1 p * j σ j . Nevertheless, we do not know how to calculate HF h * (σ, V, τ ) unless σ is of this form, which is why Theorem A+ and Theorem B+ are stated for product magnetic forms.
DEFINING THE NOVIKOV FLOER HOMOLOGY
3.1. The Novikov framework. Consider the 1-form
Since σ is closed, a σ is closed, and thus for each h ∈ Z 2N ∼ = π 1 (T 2N ) we can define a map
where we think of a map f :
σ is a finitely generated free abelian group,
and the equivalence relation is given by
where z − 1 (s, t) := z 1 (s, −t), and [z 0 ♯z
Remark 3.1. Note for h = 0 one has Φ 0 σ ≡ 0 since the lift of σ to the universal cover R 2N of T 2N is necessarily exact, and hence´S 2 f * σ = 0 for any map f : S 2 → T 2N . Thus for h = 0 the space
The action of Γ h σ on the fibre
is (a smooth reparametrization of) the map
It follows directly from the definition that the one-form
then we have
Note that
The fact that Γ h σ is a finitely generated free abelian group implies that Λ h σ is always a field ([HS95, Theorem 4.1]).
It will be convenient to view these covering spaces also as covering spaces of the free loop
, where w ∈ L h τ T * T n and z satisfies (3.3) (with γ replaced by π • w), and the equivalence relation is the same as (3.4). Note that the group of deck transformations of
σ on the fibre Q −1 (w) is the same as in (3.5).
Next, given a smooth potential
We define the Hamiltonian action functional
It is well known that the set of critical points of A V corresponds precisely to the set P τ (σ = 0, V ) of solutions to the ODE (1.1) (with σ = 0). Fix h ∈ Z 2N , and define
σ , and it is not hard to check that the set Crit
where φ t σ,V denotes the flow of X σ,V .
Definition 3.3. We say that the triple (σ, V, τ ) is non-degenerate if every element of Crit
The next result is very standard; a proof for σ = 0 can be found in [Web02, Theorem 1.1], and the same argument goes through with only minor changes in the general case.
Theorem 3.4. For a given closed 2-form σ ∈ Ω 2 (T 2N ) and a given τ > 0, the set of potentials
The following lemma explains why the non-resonance condition from Definition 1.1 is important.
Lemma 3.5. Assume σ is non-resonant in period τ , and let ε > 0 be such that (2.4) holds. Then for all w = (γ, p) ∈ F h τ (σ, V ; δ) one has
Proof. In terms of the horizontal vertical splitting (2.1) one has
and hence
where dist is the distance measured with with respect to the metric ·, · on T T 2N . However since
where we are using the fact that ·, · is flat to conclude that the ·, · -geodesic running from
is the straight line in T γ(0) T n from η(0) to η(τ ). Combining (3.12) and (3.13) we conclude that
Next, given s ∈ S τ one has
where ( * ) used the fact that
Remark 3.6. The only place in the paper where it is crucial we are working on a torus T n is in the preceding lemma. More precisely, (3.12) and (3.13) use the fact that T n is parallelizable and has a flat metric ·, · .
Corollary 3.7. Suppose σ is non-resonant in period τ . Then for any potential
Remark 3.8. In fact, a similar argument shows that if σ is non-resonant in period τ then P τ (σ, 0) has no non-constant solutions. Indeed, if w = (γ, p) belongs to P τ (σ, 0) then it follows from (3.10) that p = 0 and that γ is constant (cf. (3.11)). In particular, this shows that P h τ (σ, 0) = ∅ for all h = 0.
As mentioned in Remark 2.5, Lemma 3.5, Corollary 3.7 and Remark 3.8 all go through if we take the validity of 2.4 to be the definition of non-resonance.
Moduli spaces.
From now on we assume that σ is non-resonant in period τ , and (σ, V, τ ) is non-degenerate. Fix two critical points
, and choose A ≥ max 1≤j≤N a j ∞ . We will work with paths {J t } t∈Sτ ⊂ U (σ, A, ε 0 ), where the set U (σ, A, ε 0 ) was defined in Definition 2.1, and ε 0 > 0 is a small constant to be specified later. Lemma 2.2 shows that such paths {J t } exist, and moreover that a sufficiently small perturbation {J ′ t } of {J t } still belongs to U (σ, A, ε 0 ). This means that it makes sense to talk about a "generic" family {J t } ⊂ U (σ, A, ε).
Denote by
the set of smooth maps u : R × S τ → T * T 2N which satisfy the Floer equation:
and which submit to the asymptotic conditions
and which in addition satisfy
Hereū : [0, 1]×S τ → T * T 2N is the compactification of u (such a mapū exists as the convergence of u(s, t) to w ± (t) as s → ±∞ is exponentially fast due to the assumption that [w ± , z ± ] are nondegenerate), and z − ♯(π •ū) denotes (a smooth reparametrization) of the map
, σ) as follows. Write u(s, t) = (x(s, t), p(s, t)), and set
where z(s) is (a smooth reparametrization) of the cylinder obtained by gluing z − onto the cylinder {x(r, t)} (r,t)∈(−∞,s]×Sτ . Thus u is a flow line of A σ,V :
where
where κ Jt > 0 denote the minimal positive eigenvalue of −J • J t , as in Lemma 2.3.
Proof. We compute:
We now wish to prove that the moduli spaces M h τ ([w − , z − ], [w + , z + ], σ, V, {J t }) have good compactness properties. The next result is an easy consequence of Lemma 3.5.
Lemma 3.10. There exists a constant T > 0 such that if
The following theorem is the central result of this section.
Theorem 3.11. There exists ε 0 > 0 such that if {J t } t∈Sτ ⊂ U (σ, A, ε 0 ) then for any pair (C, E) ⊆ R × [0, ∞), there exists a compact set K(A, C, E) ⊆ T * T 2N with the following property: Suppose
Theorem 3.11 can be proved following Abbondandolo and Schwarz' method in [AS06] , as we now explain. The method has two distinct stages. The first stage appears as Lemma 1.12 in [AS06] , and asserts that under the hypotheses of the theorem, there exists a constant
, and any interval I ⊆ R it holds that
A careful inspection of their proof shows that everything apart from Claim 1 and Claim 2 goes through verbatim in our case. Claim 1 however is precisely the statement of Lemma 3.9, and Claim 2 is precisely the statement of Lemma 3.10. The second stage appears as Theorem 1.14 in [AS06] . The proof then uses Calderon-Zygmund estimates for the Cauchy-Riemann operator, together with certain interpolation inequalities, to upgrade equation (3.16) to the full statement of Theorem 3.11. It is this stage that requires sup t∈Sτ J t − J A to be sufficiently small (for some A > 0), and thus which determines the constant ε 0 > 0 referred to at the start of this section. Anyway, provided that this is satisfied, the proof of this stage goes through word for word in our situation.
3.3. The Novikov chain complex. We continue to assume that σ is non-resonant in period τ , and (σ, V, τ ) is non-degenerate. For each w ∈ P h τ (σ, V ), let µ CZ (w) denote the Conley-Zehnder index of w. In order to define the Conley-Zehnder index we choose a vertical preserving symplectic trivialization (see [AS06] ); the fact that c 1 (T * M, ω σ ) = 0 means that that the value of µ CZ (w) is independent of this choice of trivialization. Note however that our sign conventions match those of [AS10] not [AS06] . The non-degeneracy condition (3.9) implies that µ CZ (w) is always an integer.
Given j ∈ Z let
It follows from Theorem 3.11 that for a generic family {J t } t∈Sτ ⊂ U (σ, A, ε 0 ) the moduli spaces
is a finite set. We define the Novikov Floer chain group as
is a finite set, cf. Corollary 3.7). The boundary operator ∂ Jt : CF j → CF j−1 is defined by
The fact that the boundary operator is well defined (i.e. ∂ Jt ([w, z]) is a well defined element of
is an immediate consequence of Theorem 3.11. A standard Floer-theoretic argument, as explained in [HS95, Section 5], tells us that ∂ Jt • ∂ Jt = 0, and hence we may define the Novikov Floer homology HF h * (σ, V, τ ) to be the homology of the chain complex {CF h * (σ, V, τ ), ∂ Jt }. Moreover HF h * (σ, V, τ ) is independent (up to canonical isomorphism) of the choice family of almost complex structures {J t } t∈Sτ ⊂ U (σ, A, ε 0 ) (see for instance [AS06, Theorem 1.19]), which explains why we may safely omit it from our notation.
Remark 3.12. Suppose that σ is non-resonant in period τ but that (σ, V, τ ) is degenerate. By Theorem 3.4 we can make an arbitrarily small perturbation of the potential V to a new one V ′ such that (σ, V ′ , τ ) is non-degenerate. Moreover if V ′′ is another such perturbation then by Theorem 3.13 below we have HF h
In other words, we can still define HF h * (σ, V, τ ) even when (σ, V, τ ) is degenerate, by simply setting
for any potential V ′ such that V − V ′ ∞ is sufficiently small and such that (σ, V ′ , τ ) is nondegenerate.
3.4. Invariance. In this section we prove invariance through exact deformations of the magnetic form σ, and deformations of the potential V . Fix a 1-form θ ∈ Ω 1 (T 2N ), and set
Fix τ > 0 and assume that:
• σ s is non-resonant in period τ for all s ∈ [0, 1].
Assume that:
• For generic s ∈ [0, 1], and in particular for s = 0, 1, all the triples (σ s , V s , τ ) are nondegenerate.
Under these conditions we have proved that the Floer homologies HF h * (σ 0 , V 0 , τ ) and HF h * (σ 1 , V 1 , τ ) are both well defined. We now wish to prove they are isomorphic.
Theorem 3.13. Under the above assumptions there exists a continuation map
The key ingredient needed to prove Theorem 3.13 is the following proposition, which proves energy estimates for certain s-dependent trajectories. Fix a smooth cutoff function β : R →
Proposition 3.14. There exists δ > 0 with the following property. Suppose
and set
Then given any E ∈ R there exists R(E) > 0 with the following property: for any
where the moduli space of s-dependent solutions is defined analogously to before) it holds that
Proof. Fix j ∈ {0, 1, . . . , N − 1}. As in Section 3.2, it is convenient to interpret a map u(s, t) = (x(s, t), p(s, t)) as in the statement of the proposition also as a map u :
We first bound |∆(u)| in terms of ∂ s u 2 2 . Note that
We can estimate the first term via
For the second term we have
where the reference loops γ h were defined in (3.2) and
We now estimate
where the last line follows from taking horizontal components of the equation
(cf. (3.11) ). Set
It follows from Lemma 3.5 that there exists a constant T > 0 such that
(cf. Lemma 3.10), and hence
and hence we can estimate
Next, the conclusion of Lemma 3.9 becomes:
where as κ Jt was defined in Lemma 2.3. Thus provided we choose δ small enough such that
This completes the proof.
Proposition 3.14 is precisely what is needed in order to extend Theorem 3.11 to s-dependent trajectories (see [AS06, Lemma 1.21] -in particular the statements of Claim 1' and Claim 2'). One now applies a standard adiabatic argument to complete the proof of Theorem 3.13; see for instance [Sal99] for more details.
COMPUTING THE NOVIKOV FLOER HOMOLOGY
Having defined the Floer homology HF h * (σ, V, τ ) for any magnetic field σ which is nonresonant in period τ , and any potential V (if (σ, V, τ ) is degenerate then one first perturbs V , as in Remark 3.12), we now proceed to compute it.
Suppose we work on T 2 with σ = a 0 µ for some a 0 ∈ R such that a 0 τ / ∈ 2πZ. By Remark 3.8 one has P h τ (σ, 0) = ∅ whenever h = 0, and for h = 0 one has P h τ (σ, 0) ∼ = T 2 . This immediately implies that HF h * (σ, 0, τ ) = 0 for h = 0, since in this case (σ, 0, τ ) is vacuously non-degenerate when restricted to non-contractible critical points. In the contractible component (σ, 0, τ ) is not non-degenerate on the contractible component, since the critical set is diffeomorphic to T 2 . So far if we wanted to compute HF 0 * (σ, 0, τ ) we would first choose a small perturbation V ε and then define
However there is a much easier method. Indeed, whilst A σ,0 is not a Morse function on
This gives an alternative way to compute HF 0 * (σ, 0, τ ). One first picks an additional Morse function f of the critical point set (in this case, a Morse function f on T 2 ), and then counts gradient flow lines with cascades of the pair (A σ,0 , f ). We emphasize that this is a particularly simple instance of Morse-Bott Floer homology, since there the critical manifold is connected. The correct grading to assign in the Morse-Bott case is given by
where dim w Crit(A aµ,0 ) denotes the local dimension of Crit(A aµ,0 ) at w, and ind f (w) denotes the Morse index of w as a critical point of f . In our case this simplifies to
where µ 0 ∈ Z is the common value
Anyway, this gives a new Floer homology group HF 0 * (σ, 0, τ ) MB , which does not depend on the choice of Morse function. Moreover for any sufficiently small perturbation V ε , one has
We refer the reader to [Fra04, Appendix A] or [BF11, Section 2.3] for more information. Since the critical manifold is simply T 2 in our case, we immediately obtain
where µ 0 was defined in (4.2). In Lemma 5.4 below we show that µ 0 = 2k + 1 where k is the unique integer such that 2πk < |a 0 | τ < 2π(k + 1). Now suppose σ is non-resonant in period τ and V is any potential such that (σ, V, τ ) is nondegenerate. Let a 0 :=´T 2 σ. Then a 0 µ−σ is exact, say a 0 µ−σ = dθ. Thus if we set σ s := σ+sdθ, and we choose a generic homotopy from V s from V = V 0 to V ε = V 1 , we can apply Theorem 3.13, together with (4.1) and (4.3), to deduce that
where as before k is the unique integer such that 2πk < |a 0 | τ < 2π(k + 1). Theorems A and B now follow by standard arguments. Indeed, if (σ, V, τ ) is non-degenerate then since rank HF 0 * (σ, V, τ ) = rank H * +2k (T 2 ; Z 2 ) = 4, we immediately see that #P 0 τ (σ, V ) is at least four. The argument is more involved in the degenerate case, but standard; see for instance [LO96] or [AH13] .
Finally to deal with the case N > 1 we first argue as above to see that if σ = N j=1 p * j (a j µ) for constants a j ∈ R such that a j τ / ∈ 2πZ then
where k = N j=1 k j and k j is the unique integer such that 2πk j < |a j | τ < 2π(k j + 1). Then in the general case where σ = N j=1 p * j σ j , with each σ j ∈ Ω 2 (T 2 ) non-resonant, we use the exact non-resonant deformation σ s := σ + sdθ, where θ = N j=1 p * j θ, and θ j 1-form on T 2N satisfying
Now Theorems A+ and B+ follow similarly.
THE LAGRANGIAN SETTING
In this section we briefly outline the "Lagrangian" method, with the aim of explaining Remark 1.4 from the Introduction. In this setting rather than working with the free loop space
, the space L τ T 2N carries the structure of a Hilbert manifold, and therefore is much better suited for doing Morse homology. In this section we use the Hilbert product ·, · 1,2 on L τ T 2N defined by
We restrict our attention to the contractible component L 0 τ T 2N ; thus the functional A σ from (3.1) is well defined on L 0 τ T 2N itself (cf. Remark 3.1). As before fix a time dependent potential V ∈ C ∞ (S τ × T 2N , R) and set
The Lagrangian action functional S σ,V is defined as the sum
where S V is the standard Lagrangian action functional
The following lemma is straightforward. 
Thus by an argument very similar to Lemma 3.5 one has that
Now the standard argument, which was originally due to Benci [Ben86] , goes through, as explained in [FMP12, Appendix A].
Ideally one would like to use S σ,V to define a Morse complex CM 0 * (σ, V, τ ) whose generators are the critical points of S σ,V . The homology of this complex should compute the singular homology of the space L 0 τ T 2N . Moreover one expects that when defined, the homology HM 0 * (σ, V, τ ) should be isomorphic to the Floer homology HF 0 * (σ, V, τ ). In our setting such a construction is possible if and only if the functional S σ,V is bounded below. We refer the reader to [AM06] for more information on the Morse complex, and to [AS06] for the idea behind the isomorphism between the Morse and Floer homologies. Here we note only the following point.
Lemma 5.3. Take N = 1 and σ = aµ for some a ∈ R. Assume that aτ / ∈ 2πZ, and consider the functional S aµ,V : L 0 τ T 2N → R. Then the functional S aµ,V is bounded below if and only if |aτ | < 2π.
Proof. The fact that S aµ,V is bounded below for |aτ | < 2π was proved in [FMP12, Appendix A]. Let us show that S aµ,V is not bounded below if |aτ | > 2π. It suffices to consider the case V = 0. Let γ R : S τ → R 2N denote a circle of radius R with centre the origin (explicitly γ R (t) := Re 2πit/τ ), and let γ R := q • γ R , where q : R 2N → T 2N denotes the projection map of the universal cover. Then
which for aτ > 2π tends to −∞ as R → ∞ (if a < 0 one should consider t → γ R (τ − t) instead).
Finally, we compute the index jump d referred to in (4.3).
Lemma 5.4. Take N = 1 and σ = aµ for some a ∈ R. Assume that aτ / ∈ 2πZ, and let k 0 ∈ Z denote the unique integer such that 2πk 0 < |a| τ < 2π(k 0 + 1). 
Consider the functional

