Abstract: In this paper, we investigate global asymptotical stability and global finite-time stability for a class of nonlinear homogeneous systems with different degree of homogeneity which can be greater or less than 0, respectively. The results are obtained by the property of homogeneity and local behaviour near the origin. A key contribution of this paper is the best possible lower bound of degree of homogeneity. The results are also extended to a variation of the nonlinear homogeneous systems that are found to be useful in the design of nonlinear finite-time observers. A numerical example is given to show the validity of our main results.
INTRODUCTION
It has a long history to use homogeneous technique to study stability of an equilibrium of dynamical systems. The technique has been used to investigate the behaviour of the trajectories of a dynamical system at infinity (Kawski [1990] , Ryan [1995] , Rosier [1992] , Andrieu et al [2008] ). The link between homogeneity and finite-time stability are also explored in (Bhat and Bernstein [2005] ). For example, they constructed a continuous finite-timestabilizing feedback controller for a chain of integrators. The controller renders the closed-loop system asymptotically stable and homogeneous of negative degree with respect to a suitable dilation so that finite-time stability follows (Bhat and Bernstein [2005] ).
The following dual systems of the chain of integrators also attract researcher's attention (Perruquetti et al [2008] , Shen and Xia [2008] , Shen and Huang [2009] , Ménard et al [2010] ) for the purpose of finite-time observers design:
(λ1−1)σ+1 a 1 ⌈x 1 ⌋ λ1 , x 2 = ρx 3 − ρ (λ2−1)σ+1 a 2 ⌈x 1 ⌋ λ2 , . . . 
. .
where
, σ ∈ (0, 1), a i > 0 are the coefficients of Hurwitz polynomial s n + a 1 s n−1 + · · · + a n−1 s + a n , S −1 (θ) is a positive definite matrix, [S(θ)]
is the element of S(θ) −1 at the ith row and the first column, ρ > 1 is a high gain which can be time varying as in (Shen and Huang [2009] ), θ > 1 is a constant high gain as in (Shen and Xia [2008] , Ménard et al [2010] ).
The main ideas used in (Perruquetti et al [2008] , Shen and Xia [2008] , Huang [2009], Ménard et al [2010] ) to prove the finite-time stability of (1) and (2) are the same as (Bhat and Bernstein [2005] ): local asymptotical stability and homogeneous of negative degree. By constructing homogeneous Lyapunov functions, the authors (Perruquetti et al [2008] , Shen and Xia [2010] , Shen and Huang [2009] ) tried to prove the asymptotical stability of (1) and (2) by the continuity of the derivative of the Lyapunov functions. Unfortunately, the derivatives of the Lyapunov functions are not continuous with respect to λ at λ = 1. In such a case, the stability of the origin could not actually be derived in that way. We noted the problem and presented a correct proof in (Shen and Xia [2010] ). Then, we extended the finite-time observer design to a class of nonlinear systems with possibly non-Lipschitz nonlinearities. The lower bound of the rational power is dependent on the lower bound of λ that can be proved to guarantee the finitetime stability. However, the best possible lower bound of λ is not given. It should be noted that (Bhat and Bernstein [2005] , Perruquetti et al [2008] ) and (Shen and Xia [2010] , Shen and Huang [2009] ) presented the finite-time stability results for λ smaller than but sufficiently close to 1.
In this paper, we solve the longstanding problems: the asymptotical stability and finite-time stability for the system (1) and (2) with homogeneity of degree λ − 1, λ ≥ 1 and 1 − 1 n < λ < 1, respectively. It should be noted that λ > 1 − 1 n , since otherwise, λ n ≤ 0. Thus, 1 − 1 n is the absolute lower bound for λ. The results can also be extended to a variation of the nonlinear homogeneous systems that are also found to be useful in nonlinear finitetime observers. This paper is organized as follows. The definition of finitetime stability and its criteria are reviewed in Section 2. In Section 3, we present the main results: asymptotical stability and finite-time stability of the system (1), (2) and its variations, respectively. A numerical simulation is given in Section 4. Finally, the paper is concluded in Section 5.
PRELIMINARIES
Consider the following systeṁ The following definitions and lemmas are also useful for our main results.
Definition 3. (Bhat and Bernstein [2005] 
Definition 4. (Bhat and Bernstein [2005] ) A vector field g is homogeneous of degree d with respect to the weights
Lemma 1. (Bhat and Bernstein [2005] ) Suppose the vector field f (·) is homogeneous with respect to the weights {λ i } 1≤i≤n . If A ⊂ R n is a bounded open set that contains 0 and is positively invariant under f (·), then 0 is Lyapunov stable under f (·) . If A ⊂ R n is compact and strictly positively invariant under f (·), then 0 ∈ A and 0 is globally asymptotically stable under f (·).
Lemma 2. (Bhat and Bernstein [2005] ) Suppose f (·) is homogeneous of degree m with respect to {λ i } 1≤i≤n . Then the origin is a finite-time-stable equilibrium under f (·), if and only if the origin is an asymptotically stable equilibrium under f (·) and m < 0.
ASYMPTOTICAL STABILITY AND FINITE-TIME STABILITY
Now, we consider the following system:
where λ i are given by (3), 0 < σ < 1, ρ > 1, a i > 0 are given such that there exists P T = P > 0 satisfying
Lemma 3. If a Hurwitz matrix A is given by (7) such that (6) holds, then, for any
T ∈ R n , we have
Proof: By simple calculation, we obtain that Ax 01 = x 02 .
Then, from (6), it follows that
which implies that (8) holds.
Then, we have the following result for the system (5).
Theorem 1. For any choice of a i > 0 such that A is given by (7) satisfying (6), there exists ρ > 1 such that the system (5) is globally asymptotically stable for λ ≥ 1 and globally finite-time stable for λ ∈ (1 − 1 n , 1).
n , the system (1) is homogeneous of degree λ − 1 with respect to the weights {λ i−1 } 1≤i≤n . Consider the following Lyapunov function
where x = [x 1 , x 2 , · · · , x n ] T and P satisfies (6). Calculating the derivative of V ρ (x) along the solution of (5), we have 
When x ∈ S 1 ∩ {x : x 1 = 0}, by Lemma 3, (10) implies that
is continuous on S 1 , then, there exists
For ρ > δ
, when x ∈ F ρ −σ , (10) can be rewritten as
} that contains 0. Then, A is strictly positively invariant for every λ ∈ (1 − 1 n , 1) ∪ [1, ∞). By Lemma 1, the origin is globally asymptotically stable for λ ∈ [1, ∞). Note that λ − 1 < 0 for ∀λ ∈ (1 − 1 n , 1), then, by Lemma 2, the system (1) is globally finite-time stable.
From the proof of Theorem 1, it is easy to extend the results of Theorem 1 to the system (1), which is used in (Shen and Huang [2009] , Shen and Xia [2010] ) for finitetime observer design. Corollary 1. For any choice of a i > 0 such that A is Hurwitz, there exists ρ > 1 such that the system (1) is globally asymptotically stable for λ ≥ 1 and globally finitetime stable for λ ∈ (1 − 1 n , 1). The results similar to Theorem 1 can also be established for the following system, which is used in (Shen and Huang [2009] , Shen and Xia [2010] ):
where a i > 0 are given such that A is Hurwitz and ρ > 1, λ i are given by (3). Consider the change of coordinates
where 0 < σ < 1. Then, the system (11) can be rewritten as follows:
Corollary 2. For any choice of a i > 0 such that A is Hurwitz, there exists ρ > 1 such that the system (11) is globally asymptotically stable for λ ≥ 1 and globally finite-time stable for λ ∈ (1 − 1 n , 1). In (Perruquetti et al [2008] , Shen and Xia [2008] ) and (Ménard et al [2010] ), the authors addressed finitetime stability for the system (2). S(θ) satisfies (Gauthier et al [1992] )
and
where θ ≥ 1 is a constant high gain, s is a positive constant, I is an identity matrix and
Clearly,
and [S(1)]
ij denotes the element of S(1) −1 at the ith row and the jth column. Then,
Therefore, the system (2) can be rewritten as follows:
Consider the change of coordinates
where 0 < σ < 1. The system (16) can be expressed as follows:
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Firstly, let us consider the following variation of (17):
Note that the condition (12) can be rewritten as
if we set
By the same technique as in the proof of Theorem 1, we can obtain that the system (18), (16) and (17) have the following results for asymptotical stability and finite-time stability. These systems are used in (Shen and Xia [2008] , Perruquetti et al [2008] , Ménard et al [2010] ).
Corollary 3. For 0 < σ < 1, if S(1) is given by (15) such that (12) holds, then there exists θ > 0 such that the system (18) is globally asymptotically stable for λ ≥ 1, and globally finite-time stable for 1 − 1 n < λ < 1.
Corollary 4. If S(1) is given by (15) satisfying (12), then there exists θ > 0 such that the system (16) is globally asymptotically stable for λ ≥ 1, and globally finite-time stable for 1 − 1 n < λ < 1.
Corollary 5. For 0 < σ < 1, there exists θ > 0 such that the system (17) is globally asymptotically stable for λ ≥ 1, and globally finite-time stable for 1 − 1 n < λ < 1. 
EXAMPLE AND SIMULATION
In this section, we present an example to show the validity of our theorems. Example 1. Consider the following nonlinear system:   ẋ 1 = x 2 − 3θ (λ1−1)σ ⌈x 1 ⌋ λ1 , x 2 = x 3 − 3θ (λ2−1)σ ⌈x 1 ⌋ λ2 , x 3 = −θ (λ3−1)σ ⌈x 1 ⌋ λ3 , where θ = 6, σ = 0.1. The system is homogeneous of degree λ − 1 with respect to the weights {1, λ 1 , λ 2 }. By Corollary 3, it is globally finite-time stable for 2 3 < λ < 1 and globally asymptotically stable for λ ≥ 1. The trajectories of the system with different values of λ are shown in Figure 1 .
CONCLUSION
In this paper, we studied the asymptotical stability and finite-time stability for nonlinear systems with homogeneity of degree which can be positive or negative, respectively. We presented new stability results yielding the best possible lower bound of homogeneity of degree. A numerical simulation was given to shown the validity of our methods.
