Abstract. Let T be a bounded linear operator on a Banach space X, and let W be a subspace of X which is a Banach space and T − invariant. Denote by T W the restriction of T to W. This paper explores the questions:
The basic setup
Throughout, X is a Banach space with norm x X , W is a subspace of X such that W is a Banach space with norm w W , and W is continuously embedded in X (i.e., ∃M > 0 such that M w W ≥ w X for all w ∈ W ). We denote the algebra of all bounded linear operators defined on a normed linear space Y by B(Y ). For T ∈ B(Y ), let N(T ) and R(T ) be the null space and range of T, respectively. When W is invariant for T ∈ B(X) [T (W ) ⊆ W ], we denote the restriction of T to W by T W . In this case, it is straightforward to check, using the Closed Graph Theorem, that T W ∈ B(W ).
We are interested in the basic questions:
When W is invariant for T ∈ B(X), (1) under what conditions is it true that R(T ) closed in X =⇒ R(T W ) is closed in W ?; (2) under what conditions is it true that R(T W ) closed in W =⇒ R(T ) is closed in X?
We are especially interested in conditions that give answers to either of the questions (1) or (2) for all operators of the form λ − T and λ − T W , λ = 0.
The results of this paper augment the author's paper on the spectral theory of extensions of bounded linear operators in [B1] .
2. Remarks on the situation where W is a closed subspace of X In this section we assume that W is always a closed subspace of X. We start with a simple example. Let T ∈ B(X) have the properties that N(T ) = {0} and R(T ) is not closed in X. Setting W = N(T ), we have R(T W ) is closed, but by assumption, R(T ) is not closed. Example 1. Assume that T ∈ B(X) has the properties that R(T ) is closed in X, but R(T 2 ) is not closed in X (we outline how to construct such an operator below). Set W = R(T ). Then R(T W ) = R(T 2 ) is not closed in W. Let H be a separable Hilbert space with closed subspaces J and K such that J + K is not closed; there is an example given in [H, section 15] . Let P and Q be the orthogonal projections with R(P ) = K and R(Q) = J ⊥ . Since K and J ⊥ are both separable Hilbert spaces which are not finite dimensional, there exists a linear isometry V mapping
This shows that N(T ) = J. Clearly, R(T ) = K. Thus, T has closed range and R(T ) + N(T ) = K + J, which is not closed.
Claim. R(T
2 ) is not closed.
To verify the Claim, first note that
is not closed. We note the basic criterion: T ∈ B(X) has closed range in X if and only if
. Also, we use the standard terminology:
As is well known, T is bounded below exactly when N(T ) = {0} and R(T ) is closed. Clearly, when T ∈ B(X) is bounded below and W is a closed T −invariant subspace of X, then T W is bounded below.
The main results
In this section we give some answers to the questions stated in the introductory section, section 1.
Proposition 2. Assume that S ∈ B(X) and W is S−invariant.
The statements (a) and (b) are equivalent:
Proof. Suppose that (a) holds. Now always R(S W ) ⊆ R(S) ∩ W. We prove the reverse inclusion. Suppose y ∈ X and S(y) = w ∈ W. Then by (a), y = v + z where v ∈ W and z ∈ N(S).
Assume that (b) holds and that R(S) is closed. Suppose that {w n } ⊆ W, w 0 ∈ W, and S(w n ) − w 0 W → 0. By our standing hypothesis, S(
Proposition 3. Assume that T ∈ P, and fix n, n ≥ 1, such that
It follows that
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Then the assertion (#) follows from Proposition 2.
Note that Example 1 shows that Proposition 3 need not hold for the case where λ = 0.
Proposition 4. Assume that S ∈ B(X), W is S-invariant, and S(X)
Proof. First note that S ∈ B(X, W ) (this follows from the Closed Graph Theorem and the easily established fact that S : X → W is closed). We may assume that λ = 1, so our hypothesis is that Z ≡ R(I − S W ) is closed in W. For convenience, set N = N(I − S W ), and also note that N = N(I − S) (this follows from S(X) ⊆ W ).
Z → W/N be the bounded inverse of (I − S W ) (the Open Mapping Theorem), so
Now we complete the proof that R(I −S) is closed by showing that the linear map (I − S)x → x + N from R(I − S) onto X/N is continuous. Assume that {x
and therefore also in X/N. It follows that
We note that [B2, Theorem 5] could be used to prove Proposition 4. Here we have chosen to give a direct self-contained argument.
Lemma 5. Assume that T ∈ B(X) and T
(W ) ⊆ W. Set V = T −1 [W ], so W ⊆ V ⊆ X. Define a norm on V by v V = v X + T v W . (a) v V is a complete norm on V ; (b) W is
continuously embedded in V, and V is continuously embedded in X; (c) V is T -invariant and T (V ) ⊆ W.
Proof. The proofs of the assertions (a), (b), and (c) are all straightforward. We provide the proof of (a). Assume that {v n } ⊆ V is a Cauchy sequence in the norm
Theorem 6. Assume that T ∈ P, and fix n, n ≥ 1, such that T n (X) ⊆ W. For all λ = 0:
( 
It follows from Propositions 3 and 4 that for all λ = 0 and 1
To verify (2), first note that
(3) follows from (1) and (2).
For S ∈ B(X), let σ ap (S) = {λ : ∃{x n } ⊆ X with x n X = 1 for all n, and (λ − S)x n X → 0}. It is well known that σ ap (S) = {λ : λ − S is not bounded below}; see [L:T, p. 282]. We set σ ap (S) = σ ap (S)\{0} (set difference).
We note that for T ∈ P , many of the results in [B1] apply to T. This follows by using the results in [B1] in combination with the construction of the spaces V k with the properties (a), (b), and (c) as in the proof of Theorem 6. For example: Let Φ(X) denote the set of all Fredholm operators in B(X). Using [B1, Theorem 4] and the construction metioned above we have for all λ = 0,
Generalized inverses
An operator S ∈ B(X) has a g-inverse (generalized inverse) G ∈ B(X) if SGS = S. There is a well-known characterization of when S has a g-inverse [L:T, Theorem 12.9, p. 251]:
S ∈ B(X) has a g-inverse ⇐⇒ R(S) is closed and has a closed complement in X, and N(S) has a closed complement.
In particular, when X is a Hilbert space, S ∈ B(X) has a g-inverse exactly when R(S) is closed.
Theorem 8. Assume that T ∈ P. For λ = 0, if λ − T has a g-inverse in B(X), then λ − T W has a g-inverse in B(W ). Conversely, if W is dense in X, and λ − T W has a g-inverse in B(W ), then λ − T has a g-inverse in B(X).
Proof. First we verify that it suffices to prove the result when λ = 1. Note that for λ = 0, λ −1 T ∈ P , and that (I − λ −1 T ) has a g-inverse G, so 
