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ON THE GEOMETRICAL PROPERTIES OF THE COHERENT
MATCHING DISTANCE IN 2D PERSISTENT HOMOLOGY
ANDREA CERRI, MARC ETHIER, AND PATRIZIO FROSINI
Abstract. In this paper we study a new metric for comparing Betti numbers
functions in bidimensional persistent homology, based on coherent matchings,
i.e. families of matchings that vary in a continuous way. We prove some
new results about this metric, including a property of stability. In particular,
we show that the computation of this distance is strongly related to suitable
filtering functions associated with lines of slope 1, so underlining the key role
of these lines in the study of bidimensional persistence. In order to prove
these results, we introduce and study the concepts of extended Pareto grid
for a normal filtering function as well as of transport of a matching. As a
by-product, we obtain a theoretical framework for managing the phenomenon
of monodromy in 2D persistent homology.
Introduction
The classical approach to persistent homology is based on the study of the ho-
mological changes of the sublevel sets Xfw of a topological space X filtered by
means of a continuous function f : X → Rm, when w varies in Rm. This theory is
interesting both from the theoretical and applicative point of view, since the func-
tion f can be used to describe both topological properties of X and data defined on
this space. A description of persistent homology and its use can be found in [19].
The case m = 2 is intrinsically more difficult to study than the case m = 1
and calls for the development of new mathematical ideas and methods. One of
these methods consists in a reduction from the 2-dimensional to the 1-dimensional
case by means of a family of functions f(a,b) : X → R, with a ∈ ]0, 1[ and b ∈ R
(cf. [8]), defined by setting f(a,b)(x) := max
{
f1(x)−b
a ,
f2(x)+b
1−a
}
. Each pair (a, b)
identifies the positive slope line r(a,b) in R2 defined by the parametric equation
(u, v) = (at + b, (1 − a)t − b). The function f(a,b) allows one to represent the set
{x ∈ X : f(x)  (u, v)} as the set {x ∈ X : f(a,b)(x) ≤ t}, which describes a 1-
dimensional filtration of X for t varying in R. For technical reasons, we normalize
the function f(a,b) by setting f
∗
(a,b)(x) := min{a, 1−a}·f(a,b)(x). In plain words, the
previous 1D filtration associated with the function f∗(a,b) is obtained by projecting X
to the plane R2 by means of f and considering for each p ∈ r(a,b) the subset Xp ⊆ X
given by the points staying on the bottom left of p (see Figure 1). It is well-known
that in each degree k the collection of the 1D Betti numbers functions associated
with the 1D filtrations defined by the filtering functions f∗(a,b) is equivalent to the
2D Betti numbers function of f [8].
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f1
f2
r(a,b)
• p
Xp
X
Figure 1. The 1D filtration {Xp}p∈r(a,b) defined by the function
f∗(a,b). The light blue set Xp is the sublevel set associated with the
value p.
After fixing k ∈ N, each 1-dimensional filtration associated with the function
f∗(a,b) defines a persistence diagram Dgm
(
f∗(a,b)
)
, which is the set of pairs (bi, di)
describing the time of birth bi and the time of death di of the ith homological
class in degree k along the filtration associated with f∗(a,b). If two filtering func-
tions f, g : X → R2 are given, a common way to compare the two collections{
Dgm
(
f∗(a,b)
)}
(a,b)∈]0,1[×R
and
{
Dgm
(
g∗(a,b)
)}
(a,b)∈]0,1[×R
consists in computing
the supremum of the classical bottleneck distance between the persistence diagrams
Dgm
(
f∗(a,b)
)
and Dgm
(
g∗(a,b)
)
over (a, b). This idea leads to a metric Dmatch be-
tween the aforementioned families of persistence diagrams (cf. [3, 8]). We observe
that, in principle, a small change of the pair (a, b) can cause a large change in the
“optimal” matching, that is, the matching realizing the bottleneck distance between
Dgm
(
f∗(a,b)
)
and Dgm
(
g∗(a,b)
)
. In other words, the definition of Dmatch is based
on a family of optimal matchings that is not required to change continuously with
respect to the pair (a, b).
Experiments concerning the computation of this distance Dmatch reveal an in-
teresting phenomenon, consisting of the fact that many examples exist where the
supremum defining Dmatch(f, g) is taken for lines r(a,b) with a ≈ 1/2. Figure 2
illustrates two of these examples.
A natural question arises: Does the property illustrated in those examples always
hold for the distance Dmatch?
Unfortunately, we are not able to directly answer this question, because of the
lack of geometrical properties in the definition of Dmatch. Furthermore, we observe
that while the metric Dmatch is rather simple to define and approximate by con-
sidering a suitable family of filtering functions associated with lines having positive
slope, it has two main drawbacks. First, it forgets the natural link between the ho-
mological properties of filtrations associated with lines that are close to each other.
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Figure 2. The bottleneck distance between the persistence dia-
grams Dgm
(
f∗(a,b)
)
and Dgm
(
g∗(a,b)
)
for two different pairs (f, g)
of functions from S2 to R2, represented as a function of (a, b). The
colors correspond to the value of the bottleneck distance at each
point (a, b), with red meaning higher values and blue, lower values.
We can observe that the maximum value is taken at a point
(
a¯, b¯
)
with a¯ ≈ 1/2. More details about the considered functions can be
found in [3].
As a consequence, part of the interesting homological information is lost. Second,
its intrinsically discontinuous definition makes studying its properties difficult.
For these reasons, in the previous paper [10] we have introduced a new matching
distance between 2D persistence diagrams (i.e. families of persistence diagrams
associated with the lines r(a,b) as (a, b) changes), called coherent matching distance
and based on matchings that change “coherently” with the filtrations we take into
account. In other words, the basic idea consists of considering only matchings
between the persistence diagrams Dgm
(
f∗(a,b)
)
and Dgm
(
g∗(a,b)
)
that change con-
tinuously with respect to the pair (a, b). This requirement is both natural and
useful, and this paper is devoted to the exploration of its main consequences.
First of all, the idea of “coherent matching” leads to the discovery of an interest-
ing phenomenon of monodromy. We observe that when we require that the match-
ings change continuously, we have to avoid the pairs (a, b) at which the persistence
diagram contains double points, called singular pairs. This is done by choosing a
connected open set U of regular (non-singular) pairs in the parameter space, and
assuming that (a, b) ∈ U . In doing this, we can preserve the “identity” of points
in the persistence diagram and follow them when we move in the parameter space.
From this easily arises the concept of a family of matchings that is continuously
changing. Interestingly, turning around a singular pair can produce a permutation
in the considered persistence diagram, so that the considered filtering function is
associated with a monodromy group. A basic example of this monodromy phenom-
enon can be found by taking the filtering function f = (f1, f2) : X = R2 → R2 with
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Figure 3. The graph of f2 in our basic example of monodromy
for 2D persistent homology.
f1(x, y) = x, and
f2(x, y) =

−x if y = 0
−x+ 1 if y = 1
−2x if y = 2
−2x+ 54 if y = 3
,
f2(x, y) then being extended linearly for every x on the segments respectively joining
(x, 0) with (x, 1), (x, 1) with (x, 2), and (x, 2) to (x, 3). On the half-lines {(x, y) ∈
R2 : y < 0} and {(x, y) ∈ R2 : y > 3}, f2 is then being taken with constant slope
−1 in the variable y. The graph of f2 is shown in Figure 3.
The persistence diagram in degree 0 of the function f∗(1/4,0) contains a double
point, so that (1/4, 0) is a singular pair for f in degree 0. If we move around the
point (1/4, 0) in the parameter space, we can see that two points of the persistence
diagram Dgm
(
f∗(a,b)
)
exchange their position. For more details about this example
we refer the interested reader to the paper [9]. We can easily adapt this example
and get a smooth filtering function defined on a smooth closed manifold, revealing
a similar phenomenon of monodromy.
As a consequence, our definition of “coherent matching” must take a monodromy
group into account. This is done in our paper by defining a transport operator
T
(f,g)
pi , which continuously transports each matching σ(a,b) between the persistence
diagrams Dgm
(
f∗(a,b)
)
, Dgm
(
g∗(a,b)
)
to a matching σ(a′,b′) between the persistence
diagrams Dgm
(
f∗(a′,b′)
)
, Dgm
(
g∗(a′,b′)
)
along a path pi from (a, b) to (a′, b′) in the
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set U . The existence of monodromy implies that the transport of σ(a,b) does not
depend only on the pairs (a, b), (a′, b′) but also on the path pi we consider.
By introducing the transport operator T
(f,g)
pi , we can define the coherent cost
cohcost
(
σ(a,b)
)
as the supremum of the classical cost of the matchings that we can
obtain from σ(a,b) by means of every possible transport operator T
(f,g)
pi over pi.
This done, the definition of the coherent matching distance CDU is straightfor-
ward: If two filtering functions f, g : X → R2 are given and U does not contain
their singular pairs in the considered degree k, CDU (f, g) is the infimum of the
coherent costs of the matchings between the sets Dgm
(
f∗(a,b)
)
and Dgm
(
g∗(a,b)
)
computed with respect to the chosen degree k, for a pair (a, b) arbitrarily fixed. We
also prove that this definition does not depend on the choice of (a, b).
A key point in our paper consists in proving that the function cost
(
T
(f,g)
pi
(
σ(a,b)
))
takes its global maximum over pi when the endpoint pi(1) of pi belongs to the ver-
tical line a = 1/2 or to the boundary of U (Theorem 5.4 in Section 5). This result
follows from the maximum principle for the coherent transport (Theorem 5.2) and
casts new light on the abundance of examples where the supremum defining the
classical distance Dmatch is taken for lines r(a,b) with a ≈ 1/2. In our opinion, the
previous result can be seen as a strong signal that the coherent matching distance
CDU should be preferred to the classical matching distance Dmatch both in theory
and applications, since its use allows one to manage the parameter space ]0, 1[×R
more efficiently. We observe that the value a¯ = 1/2 identifies the planar lines with
slope 1. We think that the filtering functions associated with these lines are worth
further study in 2D persistent homology, since they appear to encapsulate most
relevant information. It is interesting to point out that these lines also take an
important place in the paper [13], although in a different context, and that the
direction of the vector (1, 1, . . . , 1) has a key role in the definition of interleaving
distance between multidimensional persistence modules [22]. The fact that lines of
slope 1 appear in various different approaches suggests to us that they would de-
serve further study. We observe that for a = 1/2 the function f∗(a,b) coincides with
the function fb := max {f1 − b, f2 + b}, so our research suggests that this collec-
tion of filtering functions could play an important role in 2D persistent homology.
Incidentally, this is also supported by the fact that, fixing a = 1/2, it is possible
to replace the classical upper bound for the distance between the 2-dimensional
persistent Betti numbers, that is, ‖f − g‖∞, by maxb ‖fb− gb‖∞ (Proposition 2.3).
We conclude by observing that, while our research highlights the importance of
the lines of slope 1, this does not mean that lines with a different slope are useless
in 2D persistent homology. As we will show, the construction of matchings that
change coherently with filtrations defined by lines of slope 1 compels us to use lines
with slope different from 1 as well. This is due to the need to avoid lines possibly
corresponding to singular pairs. Furthermore, the phenomenon of monodromy can
appear only if lines with a slope different from 1 are also considered. These facts
justify our approach, which is based on the use of every line of positive slope.
Our paper is devoted to illustrating the theoretical model that we have sketched
in this introduction. This will require the use of several new concepts and the proof
of many properties related to these concepts, so that a by-product of our research is
the development of a new theoretical framework to manage 2D persistent homology,
based on the concept of extended Pareto grid.
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The outline of the paper is as follows. In Section 1 we recall the necessary
mathematical background. In Section 2 we illustrate the 2D setting for persistent
Betti numbers functions. In Section 3 we introduce the concept of extended Pareto
grid as the main mathematical tool in our approach, and prove several results
paving the way to the mathematical framework illustrated in the following sections.
In Section 4 we introduce the concept of transport of a matching together with its
main properties, and present the definition of the coherent 2-dimensional matching
distance, also proving its stability. In Section 5 we prove the maximum principle
for the coherent transport and present our main result on the coherent matching
distance in 2D persistent homology (Theorem 5.4). In Section 6 we conclude the
paper by illustrating the relation between the coherent matching distance and the
classical matching distance.
Related literature. Studying the persistence properties of vector-valued func-
tions is usually referred to as multidimensional persistence. These concepts were
first investigated in [21] with respect to homotopy groups; multidimensional per-
sistence modules were then considered in [7], and subsequently studied in other
papers including [6] and the recent [22, 23]. Another approach to the multidimen-
sional setting is the one proposed in [4]. Focusing on 0th homology, the authors
introduce a procedure allowing for a reduction of the multidimensional case to the
1-dimensional setting by using a suitable family of derived real-valued filtering func-
tions. Such a result has been partially extended in [5], i.e. for any homology degree
but restricted to the case of max-tame filtering functions, and then further refined
in [8] for continuous filtering functions. This approach leads to the definition of
a multidimensional matching distance between persistent Betti numbers functions
and to algorithms for its computation (cf. [3, 11]). More recently, the interleaving
distance between multidimensional persistence modules has been formally intro-
duced and discussed in [22]. However, according to the author of [22], the question
of if and how this last distance can be computed or approximated remains open,
thus justifying the study of other metrics such as the one we propose in this pa-
per. In the same line of thought, some recent papers have been devoted to the
computation of bounds for the interleaving distance [1, 2, 16]. The phenomenon of
monodromy in 2D persistent homology has been described and studied in [9].
1. Mathematical setting
In what follows we will assume that f = (f1, f2) is a continuous map from a
finitely triangulable topological space M to the real plane R2.
1.1. Persistent Betti numbers. As a reference for multidimensional persistent
Betti numbers we use [8]. According to the main topic of this paper, we will also
stick to the notations and working assumptions adopted in [9]. In particular, we
build on the strategy adopted in the latter paper to study certain instances of
monodromy for multidimensional persistent Betti numbers. Roughly, the idea is
to reduce the problem to the analysis of a collection of persistent Betti numbers
associated with real-valued functions, and to their compact representation in terms
of persistence diagrams.
We use the following notations: ∆+ is the open set {(u, v) ∈ R × R : u < v}.
∆ represents the diagonal {(u, v) ∈ R × R : u = v}. We can extend ∆+ with
points at infinity of the kind (u,∞), where |u| < ∞. Denote this set ∆∗. For a
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continuous function ϕ : M → R, and for any k ∈ N, if u < v, the inclusion map
of the sublevel set Mu = {x ∈ M : ϕ(x) ≤ u} into the sublevel set Mv = {x ∈
M : ϕ(x) ≤ v} induces a homomorphism from the kth homology group of Mu into
the kth homology group of Mv. The image of this homomorphism is called the kth
persistent homology group of (M,ϕ) at (u, v), and is denoted by H
(u,v)
k (M,ϕ). In
other words, the group H
(u,v)
k (M,ϕ) contains all and only the homology classes of
k-cycles born before or at u and still alive at v. By assuming that coefficients are
chosen in a field K, we get that homology groups are vector spaces. Therefore, they
can be completely described by their dimension, leading to the following definition
[18].
Definition 1.1 (Persistent Betti Numbers). The persistent Betti numbers function
of ϕ in degree k, briefly PBN, is the function βϕ : ∆
+ → N ∪ {∞} defined by
βϕ(u, v) = dimH
(u,v)
k (M,ϕ).
Under the above requirements for M , it is possible to show that βϕ is finite for
all (u, v) ∈ ∆+ [8]. Obviously, for each k ∈ N, we have different PBNs of ϕ (which
might be denoted by βϕ,k, say), but for the sake of notational simplicity we omit
adding any reference to k.
Following [8], we assume the use of Cˇech homology, and refer the reader to
that paper for a detailed explanation about preferring this homology theory to
others. For the present work, it is sufficient to recall that, with the use of Cˇech
homology, the PBNs of a real-valued function can be completely described by the
corresponding persistence diagrams. Formally, a persistence diagram can be defined
via the notion of multiplicity [14, 20]. Following the convention used for PBNs, any
reference to k will be dropped in the sequel.
Definition 1.2 (Multiplicity). The multiplicity µϕ(u, v) of (u, v) ∈ ∆+ is the finite,
non-negative number given by
min
ε>0
u+ε<v−ε
βϕ(u+ ε, v − ε)− βϕ(u− ε, v − ε)− βϕ(u+ ε, v + ε) + βϕ(u− ε, v + ε).
The multiplicity µϕ(u,∞) of (u,∞) is the finite, non-negative number given by
min
ε>0, u+ε<v
βϕ(u+ ε, v)− βϕ(u− ε, v).
Definition 1.3 (Persistence Diagram). The persistence diagram Dgm(ϕ) is the
multiset of all points (u, v) ∈ ∆∗ such that µϕ(u, v) > 0, counted with their multi-
plicity, union the singleton {∆}, where the point ∆ is counted with infinite multi-
plicity.
Each point (u, v) ∈ Dgm(ϕ)∩∆+ will be called proper, while each point (u,∞) ∈
Dgm(ϕ) will be called a point at infinity or an improper point.
Remark 1.4. In literature, persistence diagrams are usually defined to contain each
single point of the diagonal ∆ instead of one point representing the whole diagonal,
with infinite multiplicity. The two definitions are equivalent, but we prefer the
latter because it will allow us to make easier our exposition and in particular the
definition of the set FU,c in Section 3.
8 ANDREA CERRI, MARC ETHIER, AND PATRIZIO FROSINI
We endow ∆∗ ∪ {∆} with the following extended metric d. We define
(1.1) d ((u, v) , (u′, v′)) := min
{
max {|u− u′|, |v − v′|} ,max
{
v − u
2
,
v′ − u′
2
}}
for every (u, v) , (u′, v′) ∈ ∆∗, with the convention about points at infinity that
∞−v = v−∞ =∞ when v 6=∞,∞−∞ = 0, ∞2 =∞, |∞| =∞, min{c,∞} = c and
max{∞, c} = ∞. Furthermore, we set d((u, v),∆) := ∞ if v = ∞, d((u, v),∆) :=
v−u
2 if v <∞, and d(∆,∆) := 0.
Persistence diagrams are stable under the bottleneck distance (a.k.a. matching
distance). Roughly, small changes in the considered function ϕ induce small changes
in the position of the points of Dgm(ϕ) which are far from the diagonal, and possibly
produce variations close to the diagonal [14, 15]. A visual intuition of this fact is
given in Figure 4. Formally, we have the following definition:
Definition 1.5 (Bottleneck distance). Let Dgm(ϕ), Dgm(ψ) be two persistence
diagrams. For each bijection σ between Dgm(ϕ) and Dgm(ψ) we set cost(σ) :=
maxX∈Dgm(ϕ) d(X,σ(X)). The bottleneck distance dB (Dgm(ϕ),Dgm(ψ)) is de-
fined as
dB(Dgm(ϕ),Dgm(ψ)) = min
σ
cost(σ),
where σ varies among all the bijections between Dgm(ϕ) and Dgm(ψ).
In practice, the distance d defined in (1.1) compares the cost of moving a point
X to a point Y with that of annihilating them by moving both X and Y onto ∆,
and takes the most convenient. Therefore, d(X,Y ) can be considered a measure of
the minimum cost of moving X to Y along two different paths.
Sometimes in literature the definition of cost(σ) is given by means of a supre-
mum instead of a maximum, and the bottleneck distance dB(Dgm(ϕ),Dgm(ψ))
is introduced as an infimum instead of a minimum. We underline that both
these presentations are correct, as pointed out in [8]. In other words, a match-
ing σ¯ : Dgm(ϕ) → Dgm(ψ) and a point X¯ ∈ Dgm(ϕ) always exist, such that
dB(Dgm(ϕ),Dgm(ψ)) = cost(σ¯) = d(X¯, σ¯(X¯)). The matching σ¯ is called an opti-
mal matching between Dgm(ϕ) and Dgm(ψ).
The stability of persistence diagrams can then be formalized as follows [14, 15]:
Theorem 1.6 (Stability Theorem). Let ϕ,ψ : M → R be two continuous functions.
Then dB (Dgm(ϕ),Dgm(ψ)) ≤ ‖ϕ− ψ‖∞.
2. 2-dimensional setting
The definition of persistent Betti numbers can be easily extended to functions
taking values in R2 [8]. For a continuous function f = (f1, f2) : M → R2, and for
any k ∈ N, if u1 < v1 and u2 < v2, the inclusion map of the sublevel set M(u1,u2) :=
{x ∈ M : f1(x) ≤ u1, f2(x) ≤ u2} into the sublevel set M(v1,v2) := {x ∈ M :
f1(x) ≤ v1, f2(x) ≤ v2} induces a homomorphism from the kth homology group of
M(u1,u2) into the kth homology group of M(v1,v2). The image of this homomorphism
is called the kth persistent homology group of (M,f) at ((u1, u2), (v1, v2)), and is
denoted by H
((u1,u2),(v1,v2))
k (M,f).
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M u
v
ϕ
ψ
Figure 4. Changing the function ϕ to ψ induces a change in the
persistence diagram. In this example, the graphs on the left rep-
resent the real-valued functions ϕ and ψ, defined on a space M (a
segment). The corresponding persistence diagrams (restricted to
0th homology) are displayed on the right.
Definition 2.1 (Persistent Betti Numbers in the case m = 2). The persistent Betti
numbers function of f = (f1, f2) : M → R2 in degree k, briefly PBN, is the function
βf : {((u1, u2), (v1, v2)) ∈ R2 × R2 : u1 < v1, u2 < v2} → N ∪ {∞} defined by
βf ((u1, u2), (v1, v2)) = dimH
((u1,u2),(v1,v2))
k (M,f).
We discuss this for the specific case of the above function f : M → R2, referring
the reader to Figure 5 for a pictorial representation.
f1
f2
•
(b,−b)
u+ v = 0
(a, 1− a)
r(a,b)
Dgm
(
f∗(a,b)
)s(a, 1
−
a
)
+
(b
,−
b)
(a, b)
t
s
t(a, 1− a) + (b,−b)
Figure 5. Correspondence between an admissible line r(a,b) and
the persistence diagram Dgm
(
f∗(a,b)
)
. Left: a 1D filtration is con-
structed by sweeping the line r(a,b). The vector (a, 1 − a) and
the point (b,−b) are used to parameterize this line as r(a,b) :
t · (a, 1 − a) + (b,−b). Right: the persistence diagram of the 1D
filtration can be found on a planar section of the domain of the 2D
persistent Betti numbers function βf .
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Let us consider the set Λ+ of all lines of R2 that have positive slope. This set
can be parameterized by the set P(Λ+) = ]0, 1[×R, by taking each line r ∈ Λ+ to
the unique pair (a, b) with 0 < a < 1 and b ∈ R such that (a, 1 − a) is a direction
vector of r and (b,−b) ∈ r. The line r will be denoted by r(a,b). Λ+ is referred to as
the set of admissible lines. Each point (u, v) = (u(t), v(t)) = t · (a, 1− a) + (b,−b)
of r(a,b) can be associated with the subset M
a,b
t := M(u(t),v(t)), that is the set of
the points of M “whose image by f is under and on the left of (u(t), v(t))” while
(u(t), v(t)) moves along the line r(a,b). As a consequence, each admissible line r(a,b)
defines a filtration {Ma,bt } of M and a persistence diagram associated with this
filtration. The family of the persistence diagrams associated with the lines r(a,b) is
called the 2D persistence diagram of f .
It is interesting to observe that the filtration {Ma,bt } can be also defined as
the sublevel sets filtration induced by a suitable real-valued function. In fact, we
have that Ma,bt = {x ∈ M : f(a,b)(x) ≤ t} where f(a,b) : M → R is defined by
setting f(a,b)(x) := max
{
f1(x)−b
a ,
f2(x)+b
1−a
}
. The Reduction Theorem proved in [8]
states that the persistent Betti numbers function βf can be completely recovered by
considering all and only the persistent Betti numbers functions βf(a,b) associated
with the admissible lines r(a,b), which are in turn encoded in the corresponding
persistence diagrams Dgm
(
f(a,b)
)
.
In some sense, the study of persistent homology for R2-valued functions can be
seen as the study of the persistent homology groups associated with the filtrations
defined by the lines r(a,b), varying (a, b) in P(Λ+). It is natural to wonder which
pairs (a, b) are more relevant for the topological comparison of two functions f, g :
M → R2. This paper is mainly devoted to underline the particular importance of
the pairs (a, b) ∈ P(Λ+) with a = 1/2, starting from the following results providing
an alternative, yet equivalent, formulation of the L∞-distance between f and g:
Lemma 2.2. For every (a, b) ∈ P(Λ+) set f∗(a,b) := min{a, 1 − a} · f(a,b). Then∥∥∥f∗(a,b) − g∗(a,b)∥∥∥∞ ≤ ‖f − g‖∞.
Proof. For every (a, b) ∈ P(Λ+) and every x ∈M , we have∣∣∣f∗(a,b)(x)− g∗(a,b)(x)∣∣∣ = min{a, 1− a} · ∣∣f(a,b)(x)− g(a,b)(x)∣∣
≤ min{a, 1− a} ·max
{∣∣∣ f1(x)−g1(x)a ∣∣∣ , ∣∣∣ f2(x)−g2(x)1−a ∣∣∣}
≤ max {|f1(x)− g1(x)| , |f2(x)− g2(x)|} .

Proposition 2.3. Let f, g : M → R2 be two continuous functions. Then
‖f − g‖∞ = sup
a,b
∥∥∥f∗(a,b) − g∗(a,b)∥∥∥∞ = supb
∥∥∥f∗(1/2,b) − g∗(1/2,b)∥∥∥∞ .
Proof. By Lemma 2.2, we know that if (a, b) ∈ P(Λ+) then
∥∥∥f∗(a,b) − g∗(a,b)∥∥∥∞ ≤‖f − g‖∞. Therefore we have that
‖f − g‖∞ ≥ sup
a,b
∥∥∥f∗(a,b) − g∗(a,b)∥∥∥∞ ≥ supb
∥∥∥f∗(1/2,b) − g∗(1/2,b)∥∥∥∞ .
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Let us take a point x¯ ∈M such that ‖f − g‖∞ = ‖f(x¯)− g(x¯)‖∞. We can assume
that ‖f(x¯)−g(x¯)‖∞ = |f1(x¯)−g1(x¯)|. If a = 1/2 then min{a, 1−a} = a = 1−a, so
that f∗(a,b)(x¯) = max{f1(x¯)− b, f2(x¯) + b} and g∗(a,b)(x¯) = max{g1(x¯)− b, g2(x¯) + b}.
Furthermore, if we also assume that b < min f1,−max f2,min g1,−max g2 then
f∗(a,b)(x¯) = f1(x¯)− b and g∗(a,b)(x¯) = g1(x¯)− b. It follows that
sup
b
∥∥∥f∗(1/2,b) − g∗(1/2,b)∥∥∥∞ ≥ |f1(x¯)− g1(x¯)| = ‖f − g‖∞.

2.0.1. 2-dimensional matching distance. Assume now that we have two continu-
ous functions f, g : M → R2. We consider the persistence diagrams Dgm (f(a,b)),
Dgm
(
g(a,b)
)
associated with the admissible line r(a,b), and normalize them by mul-
tiplying their points by min{a, 1−a}. This is equivalent to consider the normalized
persistence diagrams Dgm
(
f∗(a,b)
)
, Dgm
(
g∗(a,b)
)
, with f∗(a,b) = min{a, 1−a} ·f(a,b)
and g∗(a,b) = min{a, 1−a}·g(a,b), respectively. The 2-dimensional matching distance
Dmatch(f, g) [3] is then defined as
Dmatch(f, g) = sup
(a,b)∈P(Λ+)
dB
(
Dgm
(
f∗(a,b)
)
,Dgm
(
g∗(a,b)
))
,
with dB
(
Dgm
(
f∗(a,b)
)
,Dgm
(
g∗(a,b)
))
denoting the bottleneck distance between
the normalized persistence diagrams Dgm
(
f∗(a,b)
)
and Dgm
(
g∗(a,b)
)
.
Remark 2.4. It is common in the literature (cf. [8]) to refer to the 2-dimensional
matching distance Dmatch as giving a distance between two 2-dimensional persistent
Betti numbers functions (or 2D persistence diagrams). In this paper, in order
to simplify the exposition, it will be said to give a pseudo-distance between the
functions f and g themselves, denoted Dmatch(f, g). The same will be the case for
the coherent matching distance CDU which will be defined in Section 4.3.
By Lemma 2.2 and the Stability Theorem 1.6 the next result immediately follows.
Corollary 2.5. Dmatch(f, g) ≤ ‖f − g‖∞.
Remark 2.6. The introduction of normalized persistence diagrams in the definition
of Dmatch is crucial to obtain a stable pseudo-metric (cf. [8, Thm. 4.4]). Indeed,
Lemma 2.2 implies that the bottleneck distance dB
(
Dgm
(
f∗(a,b)
)
,Dgm
(
g∗(a,b)
))
is less than or equal to ‖f − g‖∞, while we underline that this is not true for the
distance dB
(
Dgm
(
f(a,b)
)
,Dgm
(
g(a,b)
))
.
2.0.2. Monodromy in 2-dimensional persistent homology. Since each function f∗(a,b)
depends continuously on the parameters a and b with respect to the sup-norm, it
follows that the set of points in Dgm
(
f∗(a,b)
)
depends continuously on the param-
eters a and b. Analogously, the set of points in Dgm
(
g∗(a,b)
)
depends continuously
on the parameters a and b. Suppose that σ(a,b) : Dgm
(
f∗(a,b)
)
→ Dgm
(
g∗(a,b)
)
is
an optimal matching, i.e. one of the matchings achieving the bottleneck distance
dB
(
Dgm
(
f∗(a,b)
)
,Dgm
(
g∗(a,b)
))
. Given the above arguments, a natural question
arises, whether σ(a,b) changes continuously under variations of a and b. In other
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words, we wonder if it is possible to straightforwardly introduce a notion of coher-
ence for optimal matchings with respect to the elements of P(Λ+).
Perhaps surprisingly, the answer is no. A first obstruction is given by the fact
that, trying to continuously extend a matching σ(a,b), the identity of points in
the (normalized) persistence diagrams is not preserved when considering an ad-
missible pair
(
a¯, b¯
)
for which either Dgm
(
f∗
(a¯,b¯)
)
or Dgm
(
g∗
(a¯,b¯)
)
has points
with multiplicity greater than 1. In other words, we cannot follow the path of
a point of a persistence diagram when it collides with another point of the same
persistence diagram. On the one hand, this problem can be solved by fixing a
degree k and replacing P(Λ+) with its subset Reg(f) ∩ Reg(g), where Reg(f) is
the set of all points (a, b) ∈ P(Λ+) such that in degree k the persistence dia-
gram Dgm
(
f∗(a,b)
)
\ {∆} does not contain multiple points. Throughout the rest of
the paper, we will talk about singular pairs for f in degree k to denote the pairs
(a, b) ∈ Sing(f) := P(Λ+) \ Reg(f), and about regular pairs for f in degree k to
denote the pairs (a, b) ∈ Reg(f). An analogous convention holds referring to the
singular and regular pairs for g.
On the other hand, however, continuously extending a matching σ(a,b) presents
some problems even in this setting. Roughly, the process of extending σ(a,b) along
a path pi : [0, 1] → Reg(f) ∩ Reg(g) depends on the homotopy class of pi relative
to its endpoints. This phenomenon is referred to as monodromy in 2-dimensional
persistent homology, and has been studied for the first time in [9]. In the following
we will show how to overcome this issue in order to define a coherent modification
of the standard 2-dimensional matching distance Dmatch.
There are two different ways we can alleviate the difficulty caused by the mon-
odromy phenomenon in order to construct a coherent 2-dimensional matching dis-
tance. We can choose to transport matchings by moving along paths in a covering
of the parameter space, or we can rather define the transport of matchings along
paths in the parameter space itself. In this paper we will choose this last approach.
3. The extended Pareto grid and its main properties
In order to proceed we will assume that M is a closed smooth manifold and our
filtering function f : M → R2 is sufficiently regular, in the sense described in this
section. If not differently stated, we will also assume that a degree k has been fixed
for the computation of persistence diagrams.
Let f = (f1, f2) be a smooth map from a closed C
∞-manifold M of dimension
r ≥ 2 to the real plane R2. Choose a Riemannian metric on M so that we can
define gradients for f1 and f2. The Jacobi set J(f) is the set of all points p ∈M at
which the gradients of f1 and f2 are linearly dependent, namely ∇f1(p) = λ∇f2(p)
or ∇f2(p) = λ∇f1(p) for some λ ∈ R. In particular, if λ ≤ 0 the point p ∈ M is
said to be a critical Pareto point for f . The set of all critical Pareto points of f is
denoted by JP (f) and is a subset of the Jacobi set J(f). Obviously, JP (f) contains
both the critical points of f1 and the critical points of f2.
We assume that
(i) No point p ∈M exists such that both ∇f1(p) and ∇f2(p) vanish;
(ii) J(f) is a smoothly embedded 1-manifold in M consisting of finitely many
components, each one diffeomorphic to a circle;
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(iii) JP (f) is a 1-dimensional closed submanifold of M , with boundary in J(f).
We consider the set JC(f) of cusp points of f , that is, points of J(f) at which
the restriction of f to J(f) fails to be an immersion. In other words JC(f) is the
subset of J(f) at which both ∇f1 and ∇f2 are orthogonal to J(f).
We also assume that
(iv) The connected components of JP (f) \ JC(f) are finite in number, each one
being diffeomorphic to an interval. With respect to any parameterization of each
component, one of f1 and f2 is strictly increasing and the other is strictly decreasing.
Each component can meet critical points for f1, f2 only at its endpoints.
In [24] (see also [17]) it is proved that the previous properties (i), (ii), (iii), (iv)
are generic in the set of smooth maps from M to R2.
Property (iv) implies that the connected components of JP (f) \ JC(f) are open,
or closed, or semi-open arcs in M . Following the notation used in [24], they will be
referred to as critical intervals of f . If an endpoint p of a critical interval actually
belongs to that critical interval and hence is not a cusp point, then it is a critical
point for either f1 or f2. We denote the critical intervals of f by α1, . . . , αr, and
parameterize these arcs arbitrarily, that is, αi : Ii → M , with Ii equal to ]0, 1[, or
]0, 1], or [0, 1[, or [0, 1]. Our assumptions also imply that both the set of critical
points of f1 and the set of critical points of f2 are finite.
3.1. The extended Pareto grid. Our purpose is to establish a formal link be-
tween the position of points of Dgm
(
f∗(a,b)
)
for a function f and the intersections
of the admissible line r(a,b) with a particular subset of the plane R2, called the
extended Pareto grid of f , which we will define here.
Let us list the critical points p1, . . . , ph of f1 and the critical points q1, . . . , qk of
f2 (our assumption (i) guarantees that {p1, . . . , ph} ∩ {q1, . . . , qk} = ∅). Consider
the following closed half-lines: for each critical point pi of f1 (resp. each critical
point qj of f2), the half-line {(x, y) ∈ R2 : x = f1(pi), y ≥ f2(pi)} (resp. the
half-line {(x, y) ∈ R2 : x ≥ f1(qj), y = f2(qj)}). The extended Pareto grid Γ(f) is
defined to be the union of f(JP (f)) with these closed half-lines. The closures of the
images of critical intervals of f will be called proper contours of f associated with
those critical intervals of f , while the closed half-lines will be known as improper
contours of f associated with the corresponding critical points of f1 and f2. We
will distinguish between proper contours associated with different critical intervals
and between improper contours associated with different critical points, although
they can possibly coincide as sets. We observe that every contour is a closed set
and the number of contours of f is finite because of property (iv).
Let S(f) be the set of all points of Γ(f) that belong to more than one (proper
or improper) contour. If S(f) is finite, we say that the multiplicity of P ∈ Γ(f)
is the greatest k such that for every ε > 0 a line r(a,b) with (a, b) ∈ P(Λ+) exists,
verifying these two properties: †) r(a,b) does not meet S(f) and ‡) the cardinality
of r(a,b)∩Γ(f)∩B(P, ε) is k, where B(P, ε) is the open ball of center P and radius ε
with respect to the Euclidean distance. In other words, the multiplicity of P ∈ Γ(f)
is the maximum k such that we can find a line with positive slope that does not
touch S(f) and contains k points of the extended Pareto grid that are arbitrarily
close to P .
Under the assumption that S(f) is finite, let D(f) be the set of all points p ∈ Γ(f)
that have multiplicity strictly greater than 1. We observe that D(f) ⊆ S(f). Each
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Figure 6. The torus endowed with the filtering function f(p) := (x(p), z(p)).
•
•
•
•
•
•
•
•
r(a,b)
•
•
••
••
•
Figure 7. The extended Pareto grid for the torus in Figure 6,
endowed with the filtering function f(p) := (x(p), z(p)).
connected component of Γ(f) \ D(f) will be called a contour-arc of f . Therefore,
the contour-arcs do not contain their endpoints.
A visual intuition is given by Figure 7, showing the extended Pareto grid of the
function f taking each point p of the torus in Figure 6 to the pair f(p) = (x(p), z(p)).
The images of the critical intervals are in red, the vertical half-lines with abscissa
equal to a critical value of f1 are in purple, and the horizontal half-lines with
ordinate equal to a critical value of f2 are in orange. The extended Pareto grid
Γ(f) contains the red, purple and orange points. The highlighted red points are
endpoints of contours. A blue admissible line r(a,b) that does not meet S(f) is also
represented. The black point belongs to D(f), since we can find a line with positive
slope which does not touch S(f) and contains exactly 2 points of the extended
Pareto grid that are arbitrarily close to P (see the green points in the figure). The
circled point is an example of point of S(f) that is not multiple.
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3.2. Assumptions about the extended Pareto grid. We recall that, by defini-
tion, a pair (a, b) ∈ ]0, 1[×R is singular for f if and only if the set Dgm
(
f∗(a,b)
)
\{∆}
contains at least one point having multiplicity strictly greater than 1. A pair (a, b)
that is not singular is called regular.
Definition 3.1. We say that the function f : M → R2 verifying the properties
(i)− (iv) is normal if the following statements also hold:
(1) The set S(f) is finite;
(2) Each point of the set D(f) is double;
(3) No line r(a,b) exists containing more than two points of D(f);
(4) Every contour-arc γ of f is associated with a pair (d(γ), s(γ)) ∈ Z×{−1, 1}
such that at each point (u, v) of γ the following properties hold for every
small enough ε > 0, when ik∗ is the map Hk(M(u−ε,v−ε))→ Hk(M(u+ε,v+ε))
induced by the inclusion M(u−ε,v−ε) ↪→M(u+ε,v+ε):
• If k 6= d(γ), ik∗ is an isomorphism;
• If k = d(γ) and s(γ) = 1, ik∗ is injective and rank
(
Hk(M(u+ε,v+ε))
)
=
rank
(
Hk(M(u−ε,v−ε))
)
+ 1;
• If k = d(γ) and s(γ) = −1, ik∗ is surjective and rank
(
Hk(M(u+ε,v+ε))
)
=
rank
(
Hk(M(u−ε,v−ε))
)− 1.
Remark 3.2. It is not difficult to prove that in Property (4) of Definition 3.1 the
two groups Hk(M(u−ε,v−ε)) and Hk(M(u+ε,v+ε)) can be replaced by the groups
Hk(M(u−aε,v−(1−a)ε)), Hk(M(u+aε,v+(1−a)ε)) for any fixed a ∈ ]0, 1[ without chang-
ing the concept of normal function. In plain words, Property (4) guarantees that the
passage across a contour-arc γ along any direction (a, 1− a) just creates (s(γ) = 1)
or destroys (s(γ) = −1) exactly one homological class in degree d(γ), without pro-
ducing any homological change in the other degrees (see Figure 8). According to
[13], this implies that the multiplicity of the points of each contour-arc is 1 in degree
d(γ).
Figure 8 shows the contour-arcs and the set D(f) (in white) for the function
taking each point p of the torus in Figure 6 to the pair f(p) = (x(p), z(p)). Each
of the two magenta contour-arcs corresponds to the birth of a homology class in
degree 0 (i.e. (d(γ), s(γ)) = (0, 1)). Each of the ten black contour-arcs corresponds
to the birth of a homology class in degree 1 (i.e. (d(γ), s(γ)) = (1, 1)). Each of
the two blue contour-arcs corresponds to the birth of a homology class in degree
2 (i.e. (d(γ), s(γ)) = (2, 1)). Each of the two red contour-arcs corresponds to the
death of a homology class in degree 0 (i.e. (d(γ), s(γ)) = (0,−1)). Each of the four
green contour-arcs corresponds to the death of a homology class in degree 1 (i.e.
(d(γ), s(γ)) = (1,−1)). Note that the homological event associated with the points
of a contour of f can change along the considered contour. This justifies the choice
of using the concept of contour-arc instead of the one of contour in Property (4).
In the rest of this paper we will assume that the function f : M → R2 is normal.
3.3. The Position Theorem. We recall that
f∗(a,b)(p) := min{a, 1− a} ·max
{
f1(p)− b
a
,
f2(p) + b
1− a
}
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Figure 8. The connected components obtained by deleting the
double points (in white) from Γ(f) are the contour-arcs for the
torus in Figure 6, endowed with the filtering function f(p) :=
(x(p), z(p)). In this example Γ(f) contains 20 contour-arcs.
for every p ∈ M . With the concept of extended Pareto grid at hand, we can state
and prove the following result, which gives a necessary condition for P to be a point
of Dgm
(
f∗(a,b)
)
.
Theorem 3.3 (Position Theorem). Let (a, b) ∈ P(Λ+), P ∈ Dgm
(
f∗(a,b)
)
\ {∆}.
Then, for each finite coordinate w of P a point (x, y) ∈ r(a,b) ∩ Γ(f) exists, such
that w = min{a,1−a}a · (x− b) = min{a,1−a}1−a · (y + b).
Proof. By applying Theorem 3.2 in [12] and recalling that the points of Dgm
(
f∗(a,b)
)
are obtained by multiplying the ones of Dgm
(
f(a,b)
)
by the factor min{a, 1−a}, we
obtain that a point p ∈M exists such that one of the following statements holds:
(1) ∇f1(p) = 0, and w = min{a,1−a}a · (f1(p)− b) > min{a,1−a}1−a · (f2(p) + b);
(2) ∇f2(p) = 0, and w = min{a,1−a}1−a · (f2(p) + b) > min{a,1−a}a · (f1(p)− b);
(3) p ∈ JP (f), and w = min{a,1−a}a · (f1(p)− b) = min{a,1−a}1−a · (f2(p) + b).
Assume that (1) holds, and recall that the admissible line r(a,b) is parameterized
by t and has equation (u(t), v(t)) = t · (a, 1 − a) + (b,−b). Looking for the point
of r(a,b) whose abscissa is f1(p), we find (x, y) :=
(
aw
min{a,1−a} + b,
(1−a)w
min{a,1−a} − b
)
.
Since w > min{a,1−a}1−a ·(f2(p)+b), we have that y > f2(p). This means that at (x, y)
the line r(a,b) meets the vertical (open) half-line r : x = f1(p), y > f2(p), which is
part of the extended Pareto grid (recall that, by (1), p is a critical point for f1).
Therefore, w = min{a,1−a}a · (x− b) = min{a,1−a}1−a · (y+ b) with (x, y) ∈ r(a,b) ∩ Γ(f).
We skip the case in which (2) holds, because it is completely analogous to the
one just considered.
To conclude the proof, assume now that (3) holds. We know that the point
(f1(p), f2(p)) belongs to Γ(f), because p ∈ JP (f). Given that the admissible line
r(a,b) is parameterized by t and has equation (u(t), v(t)) = t · (a, 1− a) + (b,−b), by
taking t = wmin{a,1−a} we have that (f1(p), f2(p)) = (u(t), v(t)) belongs also to r(a,b).
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By setting (x, y) := (f1(p), f2(p)) ∈ r(a,b) ∩ Γ(f) we get w = min{a,1−a}a · (x− b) =
min{a,1−a}
1−a · (y + b). This yields the claim. 
The Position Theorem 3.3 suggests a way to find the possible positions for points
of Dgm
(
f∗(a,b)
)
. It consists in drawing the extended Pareto grid Γ(f) and consid-
ering its intersections (x1, y1), . . . , (xl, yl) with the admissible line r(a,b). For each
point of Dgm
(
f∗(a,b)
)
\ {∆}, both its coordinates belong to the set
(3.1)
{
min{a, 1− a}
a
· (xi − b) = min{a, 1− a}
1− a · (yi + b)
}
1≤i≤l
∪ {∞}.
Note that when b < 0 and |b| is sufficiently large, the admissible line r(a,b) may
intersect Γ(f) only at the vertical half-lines (see line r(a,b′) in Figure 9). In this case,
f∗(a,b) :=
min{a,1−a}
a ·(f1−b), and the values x1, . . . , xl in (3.1) are the critical values
of f1. Similarly, when b > 0 and |b| is large enough, r(a,b) intersects Γ(f) only at the
horizontal half-lines (see line r(a,b′′) in Figure 9). Then f
∗
(a,b) :=
min{a,1−a}
1−a ·(f2 +b),
and the values y1, . . . , yl in (3.1) are the critical values of f2.
3.4. Pairing of contour-arcs. Two contour-arcs γ1, γ2 for f are called paired to
each other with respect to r(a,b) if r(a,b) meets both γ1 and γ2 at two respective points
(x1, y1), (x2, y2), and
min{a,1−a}
a · (x1 − b, x2 − b) ∈ Dgm
(
f∗(a,b)
)
(or, equivalently,
min{a,1−a}
1−a · (y1 + b, y2 + b) ∈ Dgm
(
f∗(a,b)
)
). In plain words, two contour-arcs are
paired to each other with respect to r(a,b) if one of them is associated with the birth
of a homological class in the filtration given by f∗(a,b) and the other is associated
with the death of the same homological class in the same filtration. By applying
the Position Theorem 3.3 and the Stability Theorem 1.6, it is easy to check that if
the contour-arcs γ1, γ2 are paired to each other with respect to r(a,b), and r(a′,b′) is
an admissible line meeting both γ1 and γ2 at two respective points (x
′
1, y
′
1), (x
′
2, y
′
2),
then γ1, γ2 are paired to each other with respect to r(a′,b′) as well. We underline that
each contour-arc can be paired to different contour-arcs with respect to different
admissible lines.
3.5. Localization of singular pairs by the Position Theorem. The Position
Theorem allows us to deduce where singular pairs can be in P(Λ+).
Proposition 3.4. Let
(
a¯, b¯
) ∈ P(Λ+) be a singular pair for f . If Dgm(f∗
(a¯,b¯)
)
contains a proper multiple point, then r(a¯,b¯) contains two points of D(f). If
Dgm
(
f∗
(a¯,b¯)
)
contains an improper multiple point, then r(a¯,b¯) contains at least
one point of D(f).
Proof. Let us first assume that Dgm
(
f∗
(a¯,b¯)
)
contains a proper multiple point
(u¯, v¯). We can find a line r(a′,b′) that is arbitrarily close to r(a¯,b¯) and does not
meet S(f). Because of the Stability Theorem 1.6, Dgm
(
f∗(a′,b′)
)
must contain two
proper points arbitrarily close to each other. Therefore, the Position Theorem 3.3
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Figure 9. When b < 0 and |b| is large enough, the line r(a,b)
intersects only the vertical half-lines in the extended Pareto grid.
When b > 0 and |b| is large enough, the line r(a,b) intersects only
the horizontal half-lines in the extended Pareto grid.
and the definition of the set D(f) imply that r(a¯,b¯) contains two double points of
Γ(f).
Let us now assume that Dgm
(
f∗
(a¯,b¯)
)
contains an improper multiple point.
Also in this case let us consider a line r(a′,b′) that is arbitrarily close to r(a¯,b¯) and
does not meet S(f). Because of the Stability Theorem 1.6, Dgm
(
f∗(a′,b′)
)
must
contain two improper points arbitrarily close to each other. Therefore, the Position
Theorem 3.3 and the definition of the set D(f) imply that r(a¯,b¯) contains at least
one double point of Γ(f). 
Figure 10 illustrates the statement in Proposition 3.4 in the case of a proper
double point of Dgm
(
f∗
(a¯,b¯)
)
.
We conclude this subsection by giving some results that will be of use in the
paper.
Corollary 3.5. The multiset Dgm
(
f∗(a,b)
)
\ {∆} is finite for every (a, b) ∈ P(Λ+).
THE COHERENT MATCHING DISTANCE IN 2D PERSISTENT HOMOLOGY 19
r(a¯,b¯)
Figure 10. A line r(a¯,b¯) associated with a singular pair
(
a¯, b¯
) ∈
P(Λ+), in case Dgm
(
f∗
(a¯,b¯)
)
contains a proper double point.
Parts of four contours (split in eight proper contour-arcs) are dis-
played in red.
Proof. The statement immediately follows from the Position Theorem, the proper-
ties in Definition 3.1 and the Stability Theorem 1.6. 
Corollary 3.6. The following statements hold:
(1) The set of all pairs (a, b) ∈ P(Λ+) such that Dgm
(
f∗(a,b)
)
contains a proper
multiple point is finite;
(2) The set of all pairs (a, b) ∈ P(Λ+) such that Dgm
(
f∗(a,b)
)
contains an
improper multiple point is a finite union of open segments joining the line
a = 0 to the line a = 1.
Proof. Statement (1) follows from Proposition 3.4, Property (1) in Definition 3.1
and the inclusion D(f) ⊆ S(f). As for Statement (2), let us assume that the set
Dgm
(
f∗
(a¯,b¯)
)
contains an improper multiple point. Because of Proposition 3.4,
r(a¯,b¯) contains a double point D ∈ Γ(f). It is easy to check that the sheaf of
positive slope lines passing through D corresponds to a segment SD joining the line
a = 0 to the line a = 1 in P(Λ+). The definition of multiplicity of points in Γ(f)
and Remark 3.2 imply that Dgm
(
f∗(a,b)
)
contains an improper multiple point for
every (a, b) ∈ SD. 
Corollary 3.7. For every (a, b) ∈ P(Λ+), at most one proper point of Dgm
(
f∗(a,b)
)
has multiplicity greater than 1. If such a point exists, its multiplicity is 2.
Proof. The Position Theorem 3.3 and the properties in Definition 3.1 guarantee
that if r(a′,b′) is an admissible line that is close to r(a,b) and does not touch D(f),
then it is not possible to find more than one pair ((u1, v1), (u2, v2)) of proper points
in Dgm
(
f∗(a′,b′)
)
such that (u1, v1) is arbitrarily close to (u2, v2). Our statements
follow from the Stability Theorem 1.6. 
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•
•
•
•
r(a¯,b¯)
A
B
C
D
Figure 11. The extended Pareto grid of the manifold M ′ de-
scribed in Example 3.9, with respect to the filtering function f
that takes each point p ∈ M ′ to the pair f(p) = (x(p), z(p)). The
blue line corresponds to a singular pair of P(Λ+) in degree 1.
Corollary 3.8. For every (a, b) ∈ P(Λ+), at most two improper points of Dgm
(
f∗(a,b)
)
have multiplicity greater than 1. If such points exist, their multiplicities are 2.
Proof. The Position Theorem 3.3 and the properties in Definition 3.1 guarantee that
if r(a′,b′) is an admissible line that is close to r(a,b) and does not touch D(f), then
it is not possible to find more than two pairs ((u1,∞), (u2,∞)) , ((u′1,∞), (u′2,∞))
of improper points in Dgm
(
f∗(a′,b′)
)
such that u1 is arbitrarily close to u2 and u
′
1 is
arbitrarily close to u′2. Our statements follow from the Stability Theorem 1.6. 
The results proved in this subsection are illustrated by the following example.
Example 3.9. Let us consider the union M ′ of two disjoint spherical surfaces in
R3, having the extended Pareto grid represented in Figure 11 with respect to the
filtering function f that takes each point p ∈ M ′ to the pair f(p) = (x(p), z(p)).
Let us consider the admissible line r(a¯,b¯) meeting the double points A and B. It is
easy to check that
(
a¯, b¯
)
is a singular pair of P(Λ+) in degree 1. Moreover, if the
line r(a,b) contains the double point C, then (a, b) is a singular pair of P(Λ+) in
degree 0. Furthermore, if the line r(a,b) contains the double point D, then (a, b) is
a singular pair of P(Λ+) in degree 2.
3.6. Creation and destruction of points in Dgm
(
f∗(a,b)
)
varying (a, b). From
the Position Theorem 3.3 the next Proposition 3.12 follows, allowing us to deduce
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where in ∆ a point of Dgm
(
f∗(a,b)
)
can be created or destroyed. We start by giving
two definitions.
Definition 3.10. Let γ1, γ2 be two contour-arcs paired to each other (with respect
to any line r(a,b) that meets both of them). If γ1 and γ2 have a common endpoint
(x¯, y¯), it is known as an annihilation crossing for f , associated with the contour-arcs
γ1, γ2.
By definition, each annihilation crossing for f belongs to the set D(f). The set
of all annihilation crossings for f will be denoted by the symbol A(f).
Definition 3.11. Let (a, b) ∈ P(Λ+) and (u¯, u¯) ∈ ∆. If for every δ > 0 a pair
(a′, b′) ∈ P(Λ+) and a point (u′, v′) ∈ Dgm
(
f∗(a′,b′)
)
\ {∆} exist with |a− a′|, |b−
b′| < δ and |u¯− u′|, |u¯− v′| < δ, then (u¯, u¯) will be called an annihilation point at
(a, b) for f .
In plain words, the annihilation points at (a, b) are the locations on the diagonal
∆ at which the points of the persistence diagram Dgm
(
f∗(a,b)
)
can appear and
disappear.
Proposition 3.12. A point (x¯, y¯) ∈ R2 is an annihilation crossing for f if and only
if for every r(a,b) containing (x¯, y¯), the point (u¯, u¯) with u¯ =
min{a,1−a}
a · (x¯− b) =
min{a,1−a}
1−a · (y¯ + b) is an annihilation point at (a, b) for f .
Proof. This is a direct consequence of the Position Theorem 3.3 and the Stability
Theorem 1.6. 
This corollary immediately follows.
Corollary 3.13. Let (a(t), b(t)) be a continuous curve in P(Λ+) such that the dis-
tance between Dgm
(
f∗(a(t),b(t))
)
\ {∆} and (u¯, u¯) ∈ ∆ tends to 0 for t → t¯. Then
an annihilation crossing (x¯, y¯) ∈ A(f) exists with u¯ = min{a(t¯),1−a(t¯)}a(t¯) · (x¯− b(t¯)) =
min{a(t¯),1−a(t¯)}
1−a(t¯) · (y¯ + b(t¯)).
In plain words, the previous result shows that points of Dgm
(
f∗(a(t),b(t))
)
can be
created or destroyed only when the line r(a(t),b(t)) meets an annihilation crossing
(x¯, y¯) ∈ A(f) (see Figure 12). Then the creation or destruction happens at the
annihilation point (u¯, u¯) at (a, b) with u¯ = min{a(t¯),1−a(t¯)}a(t¯) · (x¯− b(t¯)).
3.7. Choice of the functional set FU,c. Now, in order to proceed we fix a con-
nected open subset U of P(Λ+), choose a c > 0 and define FU,c as the set of all
normal functions f : M → R2 such that Reg(f) ⊇ U and the distance d(P,Q)
between any two distinct points P,Q of Dgm
(
f∗(a,b)
)
is strictly greater than 2c > 0
for every (a, b) ∈ U . Incidentally, we observe that for any (a, b) ∈ U and any
f ∈ FU,c, the sup-norm distance between the points in Dgm
(
f∗(a,b)
)
\ {∆} and the
diagonal ∆ is strictly larger than 2c. It follows from the previous Subsection 3.6
that if (a, b) ∈ U then r(a,b) cannot contain annihilation crossings for f . We also
observe that the distance between the sets U and Sing(f) is positive, because of
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r(a,b)
r(a¯,b¯)
A = (x¯, y¯)
. . .
. . .
Figure 12. When (a, b) moves towards (a¯, b¯) and, correspond-
ingly, the line r(a,b) moves and meets an annihilation crossing
A ∈ A(f), a point of Dgm
(
f∗(a,b)
)
reaches the diagonal ∆ at an
annihilation point (u¯, u¯) and disappears. By reversing the move-
ment of r(a,b) we get the birth of a point of Dgm
(
f∗(a,b)
)
. Parts of
two contour-arcs of f are displayed in red.
the Stability Theorem 1.6. The definition of our coherent matching distance will
depend on the choice of this set U .
In the following we will assume that the functions f, g belong to the set FU,c. This
assumption guarantees that the points in the persistence diagrams Dgm
(
f∗(a,b)
)
are
far enough from each other, and that the same holds for Dgm
(
g∗(a,b)
)
.
4. The coherent 2-dimensional matching distance
In Sections 2 and 3 we have introduced some machinery in order to define and
manage the coherent 2-dimensional matching distance between 2D persistence di-
agrams. Our next step is the definition of the coherent 2-dimensional matching
distance [10].
The existence of monodromy implies that each loop in Reg(f) induces a permu-
tation on Dgm
(
f∗(a,b)
)
. In other words, it is not possible to establish which point
in Dgm
(
f∗(a,b)
)
corresponds to which point in Dgm
(
f∗(a′,b′)
)
for (a, b) 6= (a′, b′),
since the answer depends on the path that is considered from (a, b) to (a′, b′)
in the parameter space Reg(f). As a consequence, different paths going from
(a, b) to (a′, b′) might produce different results while “transporting” a matching
σ(a,b) : Dgm
(
f∗(a,b)
)
→ Dgm
(
g∗(a,b)
)
to another point (a′, b′) ∈ P(Λ+). Neverthe-
less, we will see that it is still possible to define a notion of coherent 2-dimensional
matching distance. These ideas will be formalized in the upcoming sections.
4.1. Transporting a matching along a path. Using the Stability Theorem 1.6,
we will clarify the notion of transport of cornerpoints, that is, we will follow the
movement of each point P ∈ Dgm
(
f∗(a,b)
)
when (a, b) varies in P(Λ+). First, we
need to specify the concept of transporting a point X ∈ Dgm
(
f∗(a(0),b(0))
)
along a
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path (a(t), b(t)) in U , for t ∈ [0, 1]. We recall that ∆ := {(u, v) ∈ R × R : u = v},
∆∗ := {(u, v) ∈ R× (R ∪ {∞}) : u < v}, and we are assuming f ∈ FU,c.
Definition 4.1 (Induced path). A continuous path P : [0, 1] → ∆∗ ∪ {∆} is said
to be induced by the path pi : [0, 1]→ U if P (τ) ∈ Dgm
(
f∗pi(τ)
)
for every τ ∈ [0, 1].
Proposition 4.2. Let pi : [0, 1] → U be a continuous path. For every point X ∈
Dgm
(
f∗pi(0)
)
, a unique continuous path P : [0, 1]→ ∆∗ ∪ {∆} induced by pi exists,
such that P (0) = X. If X = ∆ then P ([0, 1]) = {∆}, otherwise P ([0, 1]) ⊆ ∆∗.
Proof. If X = ∆ our statement trivially holds, since we can set P (τ) := ∆ for
every τ ∈ [0, 1]. The uniqueness of this path follows from the assumption f ∈ FU,c.
Therefore, let us assume that X 6= ∆.
Let Θ be the set of all values θ ∈ [0, 1] such that there exists exactly one con-
tinuous path Pθ : [0, θ] → ∆∗ satisfying the equalities Pθ(0) = X and Pθ(τ) ∈
Dgm
(
f∗pi(τ)
)
\{∆} for every τ ∈ [0, θ]. Obviously, 0 ∈ Θ. Furthermore, if θ1, θ2 ∈ Θ
and θ1 ≤ θ2 then Pθ1 and Pθ2 coincide on [0, θ1]. Set θ¯ := sup Θ.
First of all, the fact that limθ→θ¯− ‖f∗pi(θ) − f∗pi(θ¯)‖∞ = 0, the Stability Theo-
rem 1.6 and the assumption f ∈ FU,c imply that limθ→θ¯− Pθ(θ) exists and be-
longs to Dgm
(
f∗
pi(θ¯)
)
\ {∆}. By setting Pθ¯(τ) = Pτ (τ) for τ ∈ [0, θ¯[ and Pθ¯(θ¯) =
limθ→θ¯− Pθ(θ), we get a continuous path Pθ¯ : [0, θ¯] → ∆∗ with Pθ¯(0) = X and
Pθ¯(τ) ∈ Dgm
(
f∗pi(τ)
)
\ {∆} for every τ ∈ [0, θ¯], so proving that θ¯ ∈ Θ.
We will prove by contradiction that θ¯ = 1. Therefore, suppose that θ¯ < 1,
choose a small η > 0 and consider τ ∈ [θ¯, θ¯+ η] ⊆ [θ¯, 1]. The Stability Theorem 1.6
and the assumptions that pi(θ¯) ∈ U and f ∈ FU,c imply the existence of an ε > 0
such that if η is small enough, then Dgm
(
f∗pi(τ)
)
∩∆∗ contains exactly one point
Q(τ) at a distance less than or equal to ε from Pθ¯(θ¯). We can then consider the
path Pθ¯+η : [0, θ¯ + η]→ ∆∗ defined by setting Pθ¯+η(τ) := Pθ¯(τ) for τ ∈ [0, θ¯], and
Pθ¯+η(τ) := Q(τ) for τ ∈ ]θ¯, θ¯ + η]. Once again, by the Stability Theorem 1.6, it is
easy to prove that the path Pθ¯+η is continuous. Moreover no other continuous path
P ′¯
θ+η
: [0, θ¯+ η]→ ∆∗ can exist, verifying the property P ′¯
θ+η
(τ) ∈ Dgm
(
f∗pi(τ)
)
for
every τ ∈ [0, θ¯+η]. If this were not the case, then a θ′ ∈ ]θ¯, θ¯+η] should exist, such
that P ′¯
θ+η
differs from Pθ¯+η in any right neighborhood of θ
′, while they coincide on
[0, θ′]. Because of the 1-dimensional Stability Theorem and the definition of induced
path, then pi(θ′) would be a singular pair belonging to U against the assumption
f ∈ FU,c.
As a consequence, θ¯ + η should belong to Θ, against the definition of θ¯. This
contradiction shows that θ¯ = 1, and hence our statement is proved. 
4.1.1. The definition of transported matching. With reference to the previous Propo-
sition 4.2, we say that pi transports X to X ′ = P (1) with respect to f and write
T fpi (X) = X
′. We observe that T fpi is a bijection from Dgm
(
f∗pi(0)
)
to Dgm
(
f∗pi(1)
)
,
whose inverse is the map T fpi−1 , where pi
−1 is the inverse path of pi. Moreover,
T fpi
(
Dgm
(
f∗pi(0)
)
\ {∆}
)
= Dgm
(
f∗pi(1)
)
\ {∆} and T fpi (∆) = ∆. In other words,
the transport takes points different from ∆ to points different from ∆, and ∆ to
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Dgm
(
f∗pi(0)
)
Dgm
(
g∗pi(0)
)
Dgm
(
f∗pi(1)
)
Dgm
(
g∗pi(1)
)
σpi(0)
T fpi T
g
pi
T (f,g)pi (σpi(0)) :=T
g
pi ◦σpi(0) ◦ (T fpi )
−1
Figure 13. The definition of T
(f,g)
pi
(
σpi(0)
)
.
∆. We now need to define the concept of transporting a matching along a path
pi : [0, 1] → U with pi(0) = (a, b). Let σ(a,b) be a matching between Dgm
(
f∗(a,b)
)
and Dgm
(
g∗(a,b)
)
, with (a, b) an element of U , assuming f, g ∈ FU,c. We can
naturally associate to σ(a,b) a matching σpi(1) : Dgm
(
f∗pi(1)
)
→ Dgm
(
g∗pi(1)
)
. Sup-
pose that σ(a,b)(X) = Y . We set σpi(1)(X
′) = Y ′ if and only if T fpi (X) = X
′ and
T gpi (Y ) = Y
′. We also say that pi transports σ(a,b) to σpi(1) along pi with respect to the
pair (f, g). The transported matching will be denoted by the symbol T
(f,g)
pi
(
σ(a,b)
)
.
More formally, we define T
(f,g)
pi
(
σpi(0)
)
: Dgm
(
f∗pi(1)
)
→ Dgm
(
g∗pi(1)
)
by setting
T
(f,g)
pi
(
σpi(0)
)
:= T gpi ◦ σpi(0) ◦
(
T fpi
)−1
(see Figure 13). We observe that T
(f,g)
pi is a
map from Σ
(f,g)
pi(0) to Σ
(f,g)
pi(1) , where Σ
(f,g)
(a,b) is the set of all matchings from Dgm
(
f∗(a,b)
)
to Dgm
(
g∗(a,b)
)
, with (a, b) ∈ U .
4.1.2. Some properties of the transport. The next property trivially follows from
the definition of transport.
Proposition 4.3. Let pi1, pi2 be two continuous paths in U , with pi1(1) = pi2(0). Let
pi1 ∗ pi2 be their composition, i.e. the continuous path pi1 ∗ pi2 : [0, 1] → U defined
by setting pi1 ∗ pi2(t) := pi1(2t) for 0 ≤ t ≤ 1/2 and pi1 ∗ pi2(t) := pi2(2t − 1) for
1/2 ≤ t ≤ 1. Then T fpi1∗pi2 = T fpi2 ◦ T fpi1 . As a consequence, T (f,g)pi1∗pi2 = T (f,g)pi2 ◦ T (f,g)pi1 .
In order to proceed, we need to recall the following result (Theorem 4.5 in [8]).
Proposition 4.4. Let (a, b), (a′, b′) ∈ P(Λ+) with |a−a′|, |b−b′| ≤ ε < min(a, 1−a).
Then dB
(
Dgm
(
f∗(a,b)
)
,Dgm
(
f∗(a′,b′)
))
≤ ε · ‖f‖∞+‖(a,1−a)‖∞+‖(b,−b)‖∞min(a·(a−ε),(1−a)·(1−a−ε)) .
Proposition 4.4 allows to prove the following result, implying that the transport
along a path in U is continuous with respect to changes in the path.
Proposition 4.5. Let f ∈ FU,c. Let p¯i =
(
a¯, b¯
)
: [0, 1] → U be a continuous path.
Choose a positive η < mint∈[0,1] min(a¯(t), 1− a¯(t)). Let us define
Cη := max
t∈[0,1]
‖f‖∞ + ‖(a¯(t), 1− a¯(t))‖∞ + ‖(b¯(t),−b¯(t))‖∞
min(a¯(t) · (a¯(t)− η), (1− a¯(t)) · (1− a¯(t)− η)) .
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If pi : [0, 1] → U is a continuous path such that pi(0) = p¯i(0) and ‖p¯i − pi‖∞ ≤
min(η, c/Cη), then the inequality
∥∥∥T fp¯i (X)− T fpi (X)∥∥∥∞ ≤ ‖p¯i − pi‖∞ · Cη holds for
every X ∈ Dgm
(
f∗
(a¯,b¯)
)
\ {∆}.
Proof. By Proposition 4.2, there is a unique path P¯ : [0, 1] → ∆∗ induced by
p¯i such that P¯ (0) = X and P¯ (1) = T fp¯i (X), and a unique path P : [0, 1] →
∆∗ induced by pi such that P (0) = X and P (1) = T fpi (X). Let us set θ :=
max
{
τ ∈ [0, 1] :
∥∥∥T fp¯iτ (X)− T fpiτ (X)∥∥∥∞ ≤ ‖p¯i − pi‖∞ · Cη}, where the paths p¯iτ , piτ :
[0, 1] → U are defined by setting p¯iτ (t) := p¯i(τt) and piτ (t) := pi(τt) for every
t ∈ [0, 1]. In plain words, T fp¯iτ (X) and T fpiτ (X) represent the transport of X along
p¯i and pi with respect to f , respectively, for the time τ instead of the usual time 1.
We observe that T fp¯i0(X) = T
f
pi0(X) = X. Moreover, ‖p¯iτ − piτ‖∞ ≤ ‖p¯i − pi‖∞ for
every τ ∈ [0, 1].
If θ < 1, then on the one hand we can find a θ+ ∈ ]θ, 1] arbitrarily close to θ
such that
∥∥∥T fp¯iθ+ (X)− T fpiθ+ (X)∥∥∥∞ > ‖p¯i − pi‖∞ ·Cη and ∥∥∥T fp¯iθ+ (X)− T fpiθ+ (X)∥∥∥∞ is
arbitrarily close to ‖p¯i − pi‖∞ ·Cη. We recall that T fp¯iθ+ (X) ∈ Dgm
(
f∗p¯iθ+ (1)
)
\ {∆}
and T fpiθ+
(X) ∈ Dgm
(
f∗piθ+ (1)
)
\ {∆}.
On the other hand, for every t ∈ [0, 1] the inequalities
|a¯(t)− a(t)|, |b¯(t)− b(t)| ≤ ‖p¯i − pi‖∞ ≤ η < min(a¯(t), 1− a¯(t))
hold. For every positive δ ≤ η, let us define
Cδ := max
t∈[0,1]
‖f‖∞ + ‖(a¯(t), 1− a¯(t))‖∞ + ‖(b¯(t),−b¯(t))‖∞
min(a¯(t) · (a¯(t)− δ), (1− a¯(t)) · (1− a¯(t)− δ)) .
If we apply Proposition 4.4 for ε := ‖p¯i − pi‖∞, we obtain the inequalities
dB
(
Dgm
(
f∗p¯iθ+ (1)
)
,Dgm
(
f∗piθ+ (1)
))
≤ ‖p¯i − pi‖∞ · C‖p¯i−pi‖∞ ≤ ‖p¯i − pi‖∞ · Cη
so that a point Yθ+ ∈ Dgm
(
f∗piθ+ (1)
)
exists such that d
(
Yθ+ , T
f
p¯iθ+
(X)
)
≤ ‖p¯i−pi‖∞·
Cη ≤ c, because ‖p¯i − pi‖∞ ≤ c/Cη. Since f ∈ FU,c, we have that d
(
T fp¯iθ+ (X),∆
)
>
2c. Therefore, d
(
Yθ+ ,∆
) ≥ d(T fp¯iθ+ (X),∆) − d(Yθ+ , T fp¯iθ+ (X)) > 2c − c = c. It
follows that Yθ+ 6= ∆ and∥∥∥Yθ+ − T fp¯iθ+ (X)∥∥∥∞ = d(Yθ+ , T fp¯iθ+ (X)) ≤ ‖p¯i−pi‖∞·Cη < ∥∥∥T fpiθ+ (X)− T fp¯iθ+ (X)∥∥∥∞ ,
so that Yθ+ 6= T fpiθ+ (X). Since θ+ is arbitrarily close to θ, the 1D Stability The-
orem 1.6 implies that a point Z ∈ Dgm
(
f∗piθ(1)
)
exists such that the inequal-
ity d
(
Z, T fp¯iθ (X)
)
≤ ‖p¯i − pi‖∞ · Cη holds, where Z is the limit of the previously
considered points Yθ+ . Furthermore,
∥∥∥T fpiθ (X)− T fp¯iθ (X)∥∥∥∞ ≤ ‖p¯i − pi‖∞ · Cη. If
Z 6= T fpiθ (X), then Dgm
(
f∗piθ(1)
)
contains at least two points (Z and T fpiθ (X)) that
have a distance less than or equal to ‖p¯i − pi‖∞ · Cη from T fp¯iθ (X), and hence these
two points have a distance less than or equal to 2 · ‖p¯i − pi‖∞ · Cη ≤ 2c from each
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other. If Z = T fpiθ (X), then this point is double in Dgm
(
f∗piθ(1)
)
, because of the
construction of Z and the inequality Yθ+ 6= T fpiθ+ (X). Both cases contradict the
assumption that f ∈ FU,c.
Therefore, if ‖p¯i − pi‖∞ ≤ min(η, c/Cη) then θ = 1, and hence we have that∥∥∥T fp¯i (X)− T fpi (X)∥∥∥∞ = ∥∥∥T fp¯i1(X)− T fpi1(X)∥∥∥∞ ≤ ‖p¯i − pi‖∞ · Cη. 
4.2. Each loop in U induces a permutation on Dgm
(
f∗(a,b)
)
. From the fact
that the transport along a path in U is continuous with respect to changes in the
path (consequence of Proposition 4.5) and the fact that Dgm
(
f∗(a,b)
)
\ {∆} is a
discrete set, the next result immediately follows.
Proposition 4.6. If two paths pi, pi′ in U are homotopic to each other relatively to
their common extrema, then T fpi ≡ T fpi′ .
Corollary 4.7. The map T f taking each equivalence class [pi] to the permutation
T fpi is a well-defined homomorphism from the fundamental group of U at (a, b) ∈ U
to the group of permutations of Dgm
(
f∗(a,b)
)
.
Proof. This follows from Propositions 4.3 and 4.6. 
Definition 4.8. The image of the group homomorphism T f will be called the
persistent monodromy group of the filtering function f with respect to U .
In the introduction of this paper we recalled a basic example of filtering function
f : X = R2 → R2 associated with a nontrivial persistent monodromy group. We
observe that it is easy to adapt that example and obtain a normal filtering function
fˆ : M → R2 still associated with a nontrivial persistent monodromy group with
respect to a suitable open set U , where M is a smooth closed manifold.
Proposition 4.9. If the set {[pij ]}j∈J of homotopy classes of loops based at a point
(a, b) ∈ U is a set of generators for the fundamental group of U at (a, b), then the
persistent monodromy group of f with respect to U is generated by the permuta-
tions T fpij .
Proof. This follows from Corollary 4.7. 
The following interesting property holds.
Proposition 4.10. Let p¯i : [0, 1] → U be a loop turning once around exactly one
singular pair
(
a¯, b¯
)
for f . Then T fp¯i is either a transposition or the identity.
Proof. Since the image of p¯i cannot contain singular pairs for f , Statement (2) in
Corollary 3.6 implies that Dgm
(
f∗
(a¯,b¯)
)
does not contain improper multiple points.
From Statement (1) in Corollary 3.6 it follows that
(
a¯, b¯
)
is an isolated singular pair,
and hence B
((
a¯, b¯
)
, r
) ∩ Sing(f) = {(a¯, b¯)} for every sufficiently small r, where
B(P, r) is the open ball of center P and radius r with respect to the Euclidean
distance. Let V be the connected component of Reg(f) containing U . Statement (2)
in Corollary 3.6 guarantees that the boundary of V in P(Λ+) is the union of a finite
set and a (possibly empty) finite union of segments, whose points are singular pairs
for f . For every r > 0, let us set Ur := V \
⋃
P∈Sing(f)B(P, r). Let us consider two
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values r′, r′′ with 0 < r′ < r′′, and the sets Ur′/2, Ur′ , Ur′′ . By definition of the set
FU,c, we have that ∂U does not contain any point of Sing(f). Therefore, we can
choose r′, r′′ so small that U ⊆ Ur′′ ⊆ Ur′ ⊆ Ur′/2 and the open sets Ur′/2, Ur′ , Ur′′
are connected. Let us choose a c′ > 0 such that f ∈ FUr′/2,c′ . With reference to
Proposition 4.5, let us choose a positive η < mint∈[0,1] min(a(t), 1− a(t)) for every
path pi = (a, b) : [0, 1] → B ((a¯, b¯) , r′′) ∩ Ur′/2. This value does not depend on
r′. Now, let us take a continuous path α : [0, 1] → Ur′/2 such that α(0) = p¯i(0)
and α(1) ∈ B ((a¯, b¯) , r′). We also take a loop β : [0, 1] → B ((a¯, b¯) , r′) ∩ Ur′/2
such that β(0) = β(1) = α(1) and the loop γ := α ∗ β ∗ α−1 is homotopic to p¯i
in Ur′/2 (see Figure 14). This loop β exists because the open set bounded by the
image of p¯i does not contain singular pairs different from
(
a¯, b¯
)
. Propositions 4.6
and 4.3 imply that T fp¯i = T
f
γ =
(
T fα
)−1 ◦ T fβ ◦ T fα . Proposition 4.5 guarantees
the existence of a constant k such that if r′ is small enough, then for every loop
β′ : [0, 1]→ B ((a¯, b¯) , r′) ∩ Ur′/2 with β′(0) = β(0) the value ∥∥∥T fβ (X)− T fβ′(X)∥∥∥∞
is not greater than kr′, for every X ∈ Dgm
(
f∗
(a¯,b¯)
)
\ {∆}. We observe that
k does not depend on r′ and Proposition 4.5 does not require that the loops β
and β′ be homotopic in Ur′/2. If we take β′ equal to the constant path having
β(0) as its image, it follows that
∥∥∥T fβ (X)−X∥∥∥∞ = ∥∥∥T fβ (X)− T fβ′(X)∥∥∥∞ can be
made arbitrarily small for every X ∈ Dgm
(
f∗β(0)
)
\ {∆}, provided that r′ is small
enough. Since Corollary 3.7 and the Stability Theorem 1.6 imply that for (a′, b′) ∈
B
((
a¯, b¯
)
, r′
)∩Ur′/2 and r′ small enough the set Dgm(f∗(a′,b′))\{∆} contains only
two proper points P 1(a′,b′), P
2
(a′,b′) that are close to each other, the fact that T
f
β (X)
must be close to X guarantees that T fβ : Dgm
(
f∗β(0)
)
→ Dgm
(
f∗β(0)
)
is either the
identity or the transposition exchanging P 1β(0) with P
2
β(0). Therefore, given that
T fα : Dgm
(
f∗α(0)
)
→ Dgm
(
f∗α(1)
)
is a bijection, T fp¯i =
(
T fα
)−1 ◦ T fβ ◦ T fα is either
the identity or a transposition. 
Remark 4.11. Let
(
a¯, b¯
)
be a regular point for f . Let Imp(f) be the set of
points (a, b) ∈ P(Λ+) such that the persistence diagram Dgm
(
f∗(a,b)
)
contains
at least one improper multiple point. Let us consider the connected component
V˜ of
(
a¯, b¯
)
in P(Λ+) \ Imp(f) and assume that V˜ ∩ Sing(f) 6= ∅. Corollary 3.6
implies that V˜ ∩ Sing(f) is a finite set {(a1, b1), . . . , (aq, bq)}. Let us take r so
small that the closed balls B((aj , bj), 2r) are disjoint from each other and do
not meet the boundary of V˜ in P(Λ+). We also require that r is so small that(
a¯, b¯
) ∈ U := V˜ \⋃P∈Sing(f)B(P, r). Then in U for every singular pair (aj , bj) we
can find a loop pij based at
(
a¯, b¯
)
that turns once around exactly (aj , bj) and no
other singular pair (ai, bi). The set of homotopy classes {[pi1], . . . , [piq]} is a set of
generators for the fundamental group of U at
(
a¯, b¯
)
, so that Propositions 4.9 and
4.10 implicitly give a method to compute the persistent monodromy group of f
with respect to U . Furthermore, we know that if G is a subgroup of the symmetric
group Sn and G is generated by m transpositions, then |G| ≤ (m + 1)!. It follows
that the cardinality of the image of T f is bounded by (q + 1)!.
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•
B
((
a¯, b¯
)
, r′′
)
B
((
a¯, b¯
)
, r′
)
(
a¯, b¯
)
Ur′/2
•
p¯i
•
α
β
Figure 14. The path α : [0, 1] → Ur′/2 and the loop β : [0, 1] →
B
((
a¯, b¯
)
, r′
) ∩ Ur′/2 used in the proof of Proposition 4.10.
Before proceeding we recall that the sets U and FU,c have been chosen, as de-
scribed at the end of Section 3.
The next result implies that the transport along a path in U is continuous with
respect to changes in the filtering function.
Proposition 4.12. Let f, g ∈ FU,c with ‖f − g‖∞ < c. If pi : [0, 1] → U is a
continuous path, and X ∈ Dgm
(
f∗pi(0)
)
, Y ∈ Dgm
(
g∗pi(0)
)
are two points whose
distance is less than or equal to ‖f − g‖∞, then ‖T gpi (Y )− T fpi (X)‖ ≤ ‖f − g‖∞.
Proof. We know that
∥∥∥f∗(a,b) − g∗(a,b)∥∥∥∞ ≤ ‖f − g‖∞ for every (a, b) ∈ P(Λ+)
(Lemma 2.2). For every t ∈ [0, 1], the Stability Theorem 1.6 implies that for
each point Xt ∈ Dgm
(
f∗pi(t)
)
there is a unique point Yt(Xt) ∈ Dgm
(
g∗pi(t)
)
having
distance from Xt less than or equal to ‖f − g‖∞ < c. We observe that if this point
were not unique, two points of Dgm
(
g∗pi(t)
)
would exist, with a distance from each
other less than 2c, against the definition of the set FU,c. Obviously, Y0(X) = Y .
For every τ ∈ [0, 1], let piτ : [0, 1] → U be the path defined by setting piτ (t) =
pi(τt). Let us consider the set S of the values τ such that T gpiτ (Y0(X)) = Yτ (T
f
piτ (X)).
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Since T gpi0 and T
f
pi0 are identity maps, we observe that T
g
pi0(Y0(X)) = Y0(X) =
Y0(T
f
pi0(X)), so that 0 ∈ S. We can consider the number s := maxS. If s < 1,
we can find an arbitrarily small δ > 0 such that the inequality T gpis+δ(Y0(X)) 6=
Ys+δ(T
f
pis+δ
(X)) holds. Since ‖T gpis(Y0(X))− T fpis(X)‖ = ‖Ys(T fpis(X))− T fpis(X)‖ ≤
‖f − g‖∞ < c, we have that ‖T gpis+δ(Y0(X)) − T fpis+δ(X)‖ < c, provided that δ is
small enough. Moreover, we have that ‖Ys+δ(T fpis+δ(X))−T fpis+δ(X)‖ ≤ ‖f−g‖∞ <
c. It follows that ‖Ys+δ(T fpis+δ(X)) − T gpis+δ(Y0(X))‖∞ < 2c with T gpis+δ(Y0(X)) 6=
Ys+δ(T
f
pis+δ
(X)) and T gpis+δ(Y0(X)), Ys+δ(T
f
pis+δ
(X)) ∈ Dgm
(
g∗pis+δ(1)
)
. This fact
contradicts our assumption that g ∈ FU,c. Therefore s = 1, so that ‖T gpi (Y ) −
T fpi (X)‖ = ‖T gpi (Y0(X))− T fpi (X)‖ = ‖Y1(T fpi (X))− T fpi (X)‖ ≤ ‖f − g‖∞. 
We conclude this section by observing that the transport operator T fpi cannot
exchange the positions of improper points, under the assumptions f ∈ FU,c and
pi : [0, 1]→ U . This is due to the fact that T fpi moves the points at infinity along a
line, so that in order to exchange their positions those points should collide. As a
consequence, the path pi should meet the set Sing(f), against our assumptions. In
plain words, we could say that the phenomenon of monodromy concerns only the
proper points of persistence diagrams.
4.3. The definition of the coherent matching distance.
Definition 4.13. Let Π(a,b)(U) be the set of all continuous paths pi : [0, 1] → U
with pi(0) = (a, b). If σ(a,b) ∈ Σ(f,g)(a,b) , the coherent cost of σ(a,b) is the value
cohcostU
(
σ(a,b)
)
:= sup
pi∈Π(a,b)(U)
cost
(
T (f,g)pi
(
σ(a,b)
))
.
The following proposition states that the function cohcostU is invariant under
transport.
Proposition 4.14. Let σ(a,b) : Dgm
(
f∗(a,b)
)
→ Dgm
(
g∗(a,b)
)
be a matching, with
(a, b) ∈ U . If pi′ : [0, 1] → U is a continuous path with pi′(0) = (a, b), then
cohcostU
(
T
(f,g)
pi′
(
σ(a,b)
))
= cohcostU
(
σ(a,b)
)
.
Proof. By recalling Proposition 4.3 we have
cohcostU
(
T
(f,g)
pi′
(
σ(a,b)
))
= sup
pi∈Πpi′(1)(U)
cost
(
T (f,g)pi
(
T
(f,g)
pi′
(
σ(a,b)
)))
= sup
pi∈Πpi′(1)(U)
cost
(
T
(f,g)
pi′∗pi
(
σ(a,b)
))
= sup
pi∈Π(a,b)(U)
cost
(
T (f,g)pi
(
σ(a,b)
))
= cohcostU
(
σ(a,b)
)
.

The set Σ
(f,g)
(a,b) is finite because of Corollary 3.5. Therefore, we can give the
following definition.
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Definition 4.15. Let (a, b) ∈ U . The coherent 2-dimensional matching distance
between f and g is defined as
CDU (f, g) = min
σ(a,b)∈Σ(f,g)(a,b)
cohcostU
(
σ(a,b)
)
.
Proposition 4.16. CDU (f, g) does not depend on the basepoint (a, b).
Proof. This immediately follows from Proposition 4.14. 
Proposition 4.17. CDU (f, g) is a pseudo-distance.
Proof. For every (a, b) ∈ U , let id(a,b) ∈ Σ(f,f)(a,b) be the identity matching. The prop-
erty CDU (f, f) = 0 follows from the fact that T
(f,f)
pi
(
idpi(0)
)
= idpi(1) for every con-
tinuous path pi : [0, 1] → U , implying the equality cohcostU
(
id(a,b)
)
= 0. To show
symmetry, we observe that T
(f,g)
pi
(
σpi(0)
)◦T (g,f)pi (σ−1pi(0)) = T gpi ◦σpi(0)◦(T fpi )−1◦T fpi ◦(
σpi(0)
)−1 ◦ (T gpi )−1 = idpi(1) for every continuous path pi : [0, 1]→ U . It follows that
T
(g,f)
pi
(
σ−1pi(0)
)
=
(
T
(f,g)
pi
(
σpi(0)
))−1
. By recalling that cost
(
σ−1(a,b)
)
= cost
(
σ(a,b)
)
for every (a, b) ∈ U and every σ(a,b) ∈ Σ(f,g)(a,b) , we have that cohcostU
(
σ−1(a,b)
)
=
cohcostU
(
σ(a,b)
)
, and so CDU (f, g) = CDU (g, f). As for the triangle inequality,
let f, g, h ∈ FU,c. If σ(a,b) ∈ Σ(f,g)(a,b) and τ(a,b) ∈ Σ(g,h)(a,b) , then
cohcostU
(
τ(a,b) ◦ σ(a,b)
)
= sup
pi∈Π(a,b)(U)
cost
(
T (f,h)pi
(
τ(a,b) ◦ σ(a,b)
))
= sup
pi∈Π(a,b)(U)
cost
(
Thpi ◦ τ(a,b) ◦ σ(a,b) ◦
(
T fpi
)−1)
= sup
pi∈Π(a,b)(U)
cost
(
Thpi ◦ τ(a,b) ◦ (T gpi )−1 ◦ T gpi ◦ σ(a,b) ◦
(
T fpi
)−1)
≤ sup
pi∈Π(a,b)(U)
(
cost
(
Thpi ◦ τ(a,b) ◦ (T gpi )−1
)
+cost
(
T gpi ◦ σ(a,b) ◦
(
T fpi
)−1))
≤ sup
pi∈Π(a,b)(U)
cost
(
Thpi ◦ τ(a,b) ◦ (T gpi )−1
)
+ sup
pi∈Π(a,b)(U)
cost
(
T gpi ◦ σ(a,b) ◦
(
T fpi
)−1)
= cohcostU
(
τ(a,b)
)
+ cohcostU
(
σ(a,b)
)
.
Therefore, if σ(a,b) ∈ Σ(f,g)(a,b) and τ(a,b) ∈ Σ(g,h)(a,b) the inequality
cohcostU
(
τ(a,b) ◦ σ(a,b)
) ≤ cohcostU (τ(a,b))+ cohcostU (σ(a,b))
holds. Since τ(a,b) ◦ σ(a,b) ∈ Σ(f,h)(a,b) , it follows that CDU (f, h) ≤ cohcostU
(
τ(a,b)
)
+
cohcostU
(
σ(a,b)
)
for every σ(a,b) ∈ Σ(f,g)(a,b) and for every τ(a,b) ∈ Σ(g,h)(a,b) . Hence
CDU (f, h) ≤ CDU (g, h) + CDU (f, g). 
The next result shows that the coherent 2-dimensional matching distance is
stable, in a suitable sense.
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Theorem 4.18. If f, g ∈ FU,c and ‖f − g‖∞ < c, then CDU (f, g) ≤ ‖f − g‖∞.
Proof. Fix
(
a¯, b¯
) ∈ U and take the matching σ(a¯,b¯) : Dgm(f∗(a¯,b¯)
)
→ Dgm
(
g∗
(a¯,b¯)
)
obtained by taking each pointX ∈ Dgm
(
f∗
(a¯,b¯)
)
to the unique point in Dgm
(
g∗(a,b)
)
having distance from X less than or equal to ‖f − g‖∞ < c. Since cost
(
σ(a¯,b¯)
)
≤
‖f − g‖∞, Proposition 4.12 implies that cohcostU
(
σ(a¯,b¯)
)
≤ ‖f − g‖∞. 
Remark 4.19. The definition of our coherent matching distance could be easily
expressed by means of the concept of universal covering C of U . In fact, each
homotopy class of paths based at
(
a¯, b¯
) ∈ U that is relative to their endpoints
corresponds to a point in C. If U is replaced by C in our construction, we have that
any matching defined at a point of C can be transported in a unique way to any
other point of C. The replacement of the parameter set U with its universal covering
would naturally lead to an equivalent definition of coherent matching distance. In
the present exposition, we preferred to maintain the set U for the sake of simplicity.
4.3.1. Computational aspects. Let us consider the open set U and the finite set
{(a1, b1), . . . , (aq, bq)} of singular pairs for f defined in Remark 4.11, with reference
to a basepoint
(
a¯, b¯
) ∈ U . Let us choose another point (a, b) ∈ U and fix a con-
tinuous path pi(a,b) : [0, 1] → U with pi(a,b)(0) =
(
a¯, b¯
)
and pi(a,b)(1) = (a, b). Let
Π(a¯,b¯) (a,b)(U) and L(a¯,b¯)(U) be the sets of all continuous paths in U from
(
a¯, b¯
)
to (a, b) and of loops pi : [0, 1] → U with pi(0) = (a¯, b¯), respectively. We observe
that each pi ∈ Π(a¯,b¯) (a,b)(U) is homotopic relatively to its extrema
(
a¯, b¯
)
, (a, b)
to the path pi′ ∗ pi(a,b), where pi′ := pi ∗ pi−1(a,b) ∈ L(a¯,b¯)(U). From Propositions 4.3
and 4.6 it follows that
sup
pi∈Π(a¯,b¯) (a,b)(U)
cost
(
T (f,g)pi
(
σ(a,b)
))
= sup
pi′∈L(a¯,b¯)(U)
cost
(
T
(f,g)
pi′∗pi(a,b)
(
σ(a,b)
))
= sup
pi′∈L(a¯,b¯)(U)
cost
(
T (f,g)pi(a,b)
(
T
(f,g)
pi′
(
σ(a,b)
)))
.
For every index j ∈ {1, . . . , q}, we can choose a loop pij : [0, 1]→ U starting at the
regular point
(
a¯, b¯
)
and turning once around (aj , bj) but not around other singular
pairs for f . Then the set of matchings
{
T
(f,g)
pi′
(
σ(a¯,b¯)
)
: pi′ ∈ L(a¯,b¯)(U)
}
equals the
set of all matchings that can be written as T gpi′ ◦σ(a¯,b¯)◦
(
T fpi′
)−1
with pi′ ∈ L(a¯,b¯)(U),
i.e. as
T gpijr ◦ · · · ◦ T gpij1 ◦ σ(a¯,b¯) ◦
(
T fpij1
)−1
◦ · · · ◦
(
T fpijr
)−1
with j1, . . . , jr ∈ {1, . . . , q}, because of Proposition 4.9. It follows that the compu-
tation of suppi∈Π(a¯,b¯) (a,b)(U) cost
(
T
(f,g)
pi
(
σ(a,b)
))
just requires to manage the finite
set of paths {pi1, . . . , piq, pi(a,b)}.
5. A maximum principle for the coherent transport
We are now ready to prove the most important property of the coherent trans-
port. Let us consider the set Π of all paths in U starting at a fixed pair
(
a¯, b¯
)
and
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ending at a variable pair with abscissa different from a¯. In this section we show that
the value cost
(
T
(f,g)
pi
(
σ(a¯,b¯)
))
involved in the definitions of cohcostU and CDU
satisfies a sort of maximum principle as a function in the variable pi ∈ Π ∪ {p¯i},
where p¯i is the constant path at
(
a¯, b¯
)
. Indeed, we are going to prove that if p¯i is
a point of strict local maximum for the function cost
(
T
(f,g)
pi
(
σ(a¯,b¯)
))
varying pi
in Π ∪ {p¯i} (up to homotopies of pi relative to its endpoints), then a¯ must equal 12
(Theorem 5.2). As a consequence of this statement, we will prove the main result
of this section (Theorem 5.4), casting new light on the question presented at the
beginning of this paper. Before proceeding, we recall that in this paper the symbol
Σ
(f,g)
(a,b) denotes the set of all matchings from Dgm
(
f∗(a,b)
)
to Dgm
(
g∗(a,b)
)
, with
(a, b) ∈ U and f, g ∈ FU,c, while Π(a¯,b¯) (a,b)(U ′) is the set of all continuous paths
in U ′ from
(
a¯, b¯
)
to (a, b), for an open set U ′ of P(Λ+) containing both (a¯, b¯) and
(a, b).
Theorem 5.1. Let f, g ∈ FU,c and
(
a¯, b¯
) ∈ U . If σ(a¯,b¯) ∈ Σ(f,g)(a¯,b¯) with cost(σ(a¯,b¯)) <
∞ and V is an open subset of U containing (a¯, b¯), then these two properties hold:
(1) If a¯ < 12 then there exist a point (a
′, b′) ∈ V with a¯ < a′ < 12 and a path
pi′ ∈ Π(a¯,b¯) (a′,b′)(V ) such that cost
(
T
(f,g)
pi′
(
σ(a¯,b¯)
))
≥ cost
(
σ(a¯,b¯)
)
.
(2) If a¯ > 12 then there exist a point (a
′, b′) ∈ V with 12 < a′ < a¯ and a path
pi′ ∈ Π(a¯,b¯) (a′,b′)(V ) such that cost
(
T
(f,g)
pi′
(
σ(a¯,b¯)
))
≥ cost
(
σ(a¯,b¯)
)
.
Proof. Let us prove (1), since the proof of (2) is completely analogous.
The value cost
(
σ(a¯,b¯)
)
is given by the distance d(A,B) between a point A ∈
Dgm
(
f∗
(a¯,b¯)
)
and a point B ∈ Dgm
(
g∗
(a¯,b¯)
)
. By possibly exchanging the roles of
A and B, we can assume A not closer than B to ∆.
We first treat the case A,B 6= ∆, so that we can write A = (uA, vA) and
B = (uB , vB), with uA < vA, uB < vB , uA < ∞, uB < ∞ and vA, vB ≤ ∞.
In particular, note that cost
(
σ(a¯,b¯)
)
< ∞ implies that either vA, vB < ∞ or
vA, vB =∞. If vA, vB <∞, by the Position Theorem 3.3, and recalling that a¯ < 12 ,
we know that four points (xA, yA), (ξA, ηA) ∈ r(a¯,b¯) ∩Γ(f) and (xB , yB), (ξB , ηB) ∈
r(a¯,b¯) ∩ Γ(g) exist, for which
uA = xA − b¯, vA = ξA − b¯, uB = xB − b¯, vB = ξB − b¯.(5.1)
Since A is not closer than B to ∆, vA − uA ≥ vB − uB (i.e. ξA − xA ≥ ξB − xB).
Moreover, it is not restrictive to assume that |uA − uB | ≥ |vA − vB | (i.e. |xA −
xB | ≥ |ξA − ξB |), as the proof works analogously if |vA − vB | ≥ |uA − uB | (i.e.
|ξA− ξB | ≥ |xA−xB |). We also observe that xA < ξA and xB < ξB , since uA < vA
and uB < vB .
We can find an open ball W entirely contained in V and centered at
(
a¯, b¯
)
.
Let us take a pair (a′, b′) ∈ W such that (xA, yA) ∈ r(a′,b′) and a¯ < a′ < 12 . Let
pi′ : [0, 1]→W be the straight path from (a¯, b¯) to (a′, b′), parameterized by s ∈ [0, 1]
with equation
(5.2) pi′(s) = (1− s) · (a¯, b¯)+ s · (a′, b′).
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Following the path pi′ defined in equation (5.2), the admissible line r(a′,b′) is thus
obtained by rotating r(a¯,b¯) around the point (xA, yA), in a way that the slope of
r(a¯,b¯) progressively decreases while approaching r(a′,b′). (Analogously, in the case
|vA−vB | ≥ |uA−uB | we should take a pair (a′, b′) ∈W such that (ξA, ηA) ∈ r(a′,b′)
and a¯ < a′ < 12 , and rotate the line r(a¯,b¯) around the point (ξA, ηA) in a way
that the slope of r(a¯,b¯) progressively decreases while approaching r(a′,b′).) By
definition of transported matching (Section 4.1.1), the matching T
(f,g)
pi′
(
σ(a¯,b¯)
)
:
Dgm
(
f∗(a′,b′)
)
→ Dgm
(
g∗(a′,b′)
)
must match A′ := T fpi′(A) to B
′ := T gpi′(B). Obvi-
ously, pi′ ∈ Π(a¯,b¯) (a′,b′)(V ) and cost
(
T
(f,g)
pi′
(
σ(a¯,b¯)
))
≥ d(A′, B′). Let us denote
A′ and B′ by (uA′ , vA′) and (uB′ , vB′), respectively.
We need to show that d(A′, B′) ≥ d(A,B), so proving that the inequality
cost
(
T
(f,g)
pi′
(
σ(a¯,b¯)
))
≥ cost
(
σ(a¯,b¯)
)
holds in case A,B 6= ∆ and vA, vB < ∞.
To do this, we only consider the case d(A,B) > 0, as the case d(A,B) = 0 is trivial.
Recall now the transport of A and B induced by the same path pi′. The Position
Theorem 3.3 implies that four points (xA′ , yA′), (ξA′ , ηA′) ∈ r(a′,b′) ∩ Γ(f) and
(xB′ , yB′), (ξB′ , ηB′) ∈ r(a′,b′) ∩ Γ(g) exist such that
uA′ = xA′ − b′, vA′ = ξA′ − b′, uB′ = xB′ − b′, vB′ = ξB′ − b′.
Note that xA′ = xA, by construction of pi
′. Now, if xA < xB it necessarily follows
that xB′ ≥ xB : Indeed, this is a direct consequence of Proposition 4.2, the Position
Theorem 3.3 and the structure of Γ(g) (see Figure 15). In particular, xB = xB′
if and only if both (xB , yB) and (xB′ , yB′) belong to the same vertical, improper
contour of g. Analogously, if xA > xB it follows that xB′ ≤ xB . Therefore, in all
cases we have |xA − xB | ≤ |xA′ − xB′ |, so that
max {|xA − xB |, |ξA − ξB |} = |xA − xB |
≤ |xA′ − xB′ | ≤ max {|xA′ − xB′ |, |ξA′ − ξB′ |} .
A similar reasoning holds for the relation between xA = xA′ , ξA and ξA′ . Precisely,
from xA < ξA it necessarily follows that ξA′ ≥ ξA. Thus ξA − xA ≤ ξA′ − xA′ . By
recalling that ξA − xA ≥ ξB − xB , we can write
max
{
ξA − xA
2
,
ξB − xB
2
}
=
ξA − xA
2
≤ ξA′ − xA′
2
≤ max
{
ξA′ − xA′
2
,
ξB′ − xB′
2
}
.
The definition of d (cf. (1.1)) and our assumptions state that
d(A,B) = d ((uA, vA) , (uB , vB)))(5.3)
:= min
{
max {|uA − uB | , |vA − vB |} ,max
{
vA − uA
2
,
vB − uB
2
}}
= min
{
max {|xA − xB | , |ξA − ξB |} ,max
{
ξA − xA
2
,
ξB − xB
2
}}
,
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d(A′, B′) = d ((uA′ , vA′) , (uB′ , vB′)))
(5.4)
:= min
{
max {|uA′ − uB′ | , |vA′ − vB′ |} ,max
{
vA′ − uA′
2
,
vB′ − uB′
2
}}
= min
{
max {|xA′ − xB′ | , |ξA′ − ξB′ |} ,max
{
ξA′ − xA′
2
,
ξB′ − xB′
2
}}
.
Therefore, d(A′, B′) ≥ d(A,B) for A,B 6= ∆ and vA, vB <∞.
The case when A,B 6= ∆ and vA = vB = ∞ can be treated analogously, after
setting ξA = ξA′ = ξB = ξB′ =∞ and observing that d(A,B) = |uA− uB |. Also in
this case we get d(A′, B′) ≥ d(A,B).
Suppose now that A 6= ∆ and B = ∆, so that d(A,B) = d(A,∆) and B′ =
T gpi′(B) = ∆ by choosing (a
′, b′) and pi′ as we did above. It is easy to see that
d(A′,∆) = ξA′−xA′2 ≥ ξA−xA2 = d(A,∆) with xA = xA′ , i.e. d(A′, B′) ≥ d(A,B).
If A = B = ∆ then A = A′ = B = B′ = ∆, so that d(A′, B′) = d(A,B).
(In these steps, the meaning of the symbols is the same established in the previous
part of the proof.)
In all cases d(A′, B′) ≥ d(A,B), so that cost
(
T
(f,g)
pi′
(
σ(a¯,b¯)
))
≥ cost
(
σ(a¯,b¯)
)
,
since cost
(
T
(f,g)
pi′
(
σ(a¯,b¯)
))
≥ d(A′, B′) and d(A,B) = cost
(
σ(a¯,b¯)
)
. 
As a direct consequence of Theorem 5.1, we have the following result.
Theorem 5.2 (Maximum Principle). Let f, g ∈ FU,c,
(
a¯, b¯
) ∈ U and σ(a¯,b¯) ∈ Σ(f,g)(a¯,b¯)
with cost
(
σ(a¯,b¯)
)
<∞. If an open set W ⊆ U exists, such that (a¯, b¯) ∈W and for
all (a, b) ∈W with a 6= a¯ the inequality cost
(
σ(a¯,b¯)
)
> cost
(
T
(f,g)
pi
(
σ(a¯,b¯)
))
holds
for every path pi ∈ Π(a¯,b¯) (a,b)(W ), then a¯ = 12 .
Remark 5.3. If we consider a convex open set V ⊆ U and assume (a¯, b¯) , (a′, b′) ∈
V , then any path pi ∈ Π(a¯,b¯) (a′,b′)(V ) and the straight path pi′(s) = (1 − s) ·(
a¯, b¯
)
+ s · (a′, b′) for s ∈ [0, 1] are homotopic to each other relatively to their
common extrema. Therefore, T fpi ≡ T fpi′ (Proposition 4.6). As a consequence, the
statements of Theorem 5.1 and Theorem 5.2 could be reformulated in terms of
coherent transport along straight lines. We preferred not to do that for the sake of
simplicity in our exposition.
Now we can answer the main question presented at the beginning of this paper,
provided that Dmatch is replaced with CDU .
Theorem 5.4. Let f, g ∈ FU,c and
(
a¯, b¯
) ∈ U . Assume that the closure U of U in
R2 is a compact set contained in the open set P(Λ+) = ]0, 1[×R, and that ∂U is a
C1-submanifold of R2. Then a matching σ(a¯,b¯) ∈ Σ
(f,g)
(a¯,b¯)
, a point
(
aˆ, bˆ
)
∈ U and a
continuous path pˆi : [0, 1]→ U from (a¯, b¯) to (aˆ, bˆ) exist such that
(1) pˆi([0, 1[) ⊆ U ;
(2) cost
(
T
(f,g)
pˆi
(
σ(a¯,b¯)
))
= cohcostU
(
σ(a¯,b¯)
)
= CDU (f, g);
(3)
(
aˆ, bˆ
)
∈ ∂U or aˆ = 12 .
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r(a¯,b¯)
r(a′,b′)
(xA, yA)
Figure 15. A passage in the proof of Theorem 5.1 (case a¯ < 12 ,
vA, vB <∞, |xA − xB | ≥ |ξA − ξB |, xA < xB , with A,B 6= ∆ and
A not closer than B to ∆): While rotating r(a,b) toward r(a′,b′),
the abscissa of the intersection of r(a,b) with Γ(g) cannot decrease,
i.e. xB′ ≥ xB . Here the extended Pareto grid Γ(g) is represented
in red. The green, black and yellow pairs of points refer to the
possible locations of (xB , yB) and (xB′ , yB′).
Proof. Let σ(a¯,b¯) ∈ Σ
(f,g)
(a¯,b¯)
with CDU (f, g) = cohcostU
(
σ(a¯,b¯)
)
. For every i ∈ N,
let us consider a pair (ai, bi) ∈ U and a continuous path pii ∈ Π(a¯,b¯) (ai,bi)(U),
such that limi→∞ cost
(
T
(f,g)
pii
(
σ(a¯,b¯)
))
= cohcostU
(
σ(a¯,b¯)
)
. Since U is compact,
we can find a subsequence of ((ai, bi)) converging to a point
(
a], b]
) ∈ U . Because
of the assumption that ∂U is a C1-submanifold of R2, for every index i we can
find a continuous path pi′i : [0, 1] → U from (ai, bi) to
(
a], b]
)
with pi′i ([0, 1[) ⊆ U ,
such that the maximum distance between the points in the set pi′i ([0, 1]) and the
point
(
a], b]
)
tends to 0 when i tends to infinity. Let us now take another open
set U ′ ⊆ P(Λ+) and a c′ > 0 such that f, g ∈ FU ′,c′ and U ⊆ U ′ ⊆ U ′ ⊆ P(Λ+),
where U ′ is the closure of U ′ in R2. The uniform continuity of the transport along
a path in U ′ with respect to changes in the path (Proposition 4.5) implies that
limi→∞
∣∣∣cost(T (f,g)pii∗pi′i (σ(a¯,b¯)))− cost(T (f,g)pii (σ(a¯,b¯)))∣∣∣ = 0. Hence, the equality
limi→∞ cost
(
T
(f,g)
pii∗pi′i
(
σ(a¯,b¯)
))
= cohcostU
(
σ(a¯,b¯)
)
holds. Since the set Σ
(f,g)
(a],b])
is
finite, by possibly extracting a subsequence we can assume that all the matchings
T
(f,g)
pii∗pi′i
(
σ(a¯,b¯)
)
coincide. It follows that for every index i the path pii ∗ pi′i is a
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continuous path in U from
(
a¯, b¯
)
to
(
a], b]
)
with pii ∗ pi′i([0, 1[) ⊆ U , such that
cost
(
T
(f,g)
pii∗pi′i
(
σ(a¯,b¯)
))
= cohcostU
(
σ(a¯,b¯)
)
.
Let us now consider the set Z of all pairs (a, b) ∈ U for which a continuous
path pi : [0, 1] → U from (a¯, b¯) to (a, b) exists, such that pi ([0, 1[) ⊆ U and
cost
(
T
(f,g)
pi
(
σ(a¯,b¯)
))
= cohcostU
(
σ(a¯,b¯)
)
. We have just seen that
(
a], b]
) ∈ Z,
so that Z 6= ∅. Once again because of the assumption that ∂U is a C1-submanifold
of R2 and Proposition 4.5, Z is compact. This can be proved by means of the same
reasoning we have previously seen. Indeed, let us take a sequence
((
a]i , b
]
i
))
in Z
and a sequence
(
pi]i
)
of continuous paths pi]i : [0, 1]→ U from
(
a¯, b¯
)
to
(
a]i , b
]
i
)
, such
that pi]i ([0, 1[) ⊆ U and cost
(
T
(f,g)
pi]i
(
σ(a¯,b¯)
))
= cohcostU
(
σ(a¯,b¯)
)
. Since U is com-
pact, we can assume that the sequence
((
a]i , b
]
i
))
converges to a point (a?, b?) ∈ U .
Starting from the previous sequences, by applying Proposition 4.5 to the set U ′
and recalling the assumption that ∂U is a C1-submanifold of R2 it is easy to con-
struct a sequence
(
pi[i
)
of continuous paths pi[i : [0, 1] → U from
(
a¯, b¯
)
to (a?, b?),
such that pi[i ([0, 1[) ⊆ U , and limi→∞ cost
(
T
(f,g)
pi[i
(
σ(a¯,b¯)
))
= cohcostU
(
σ(a¯,b¯)
)
.
Since the set Σ
(f,g)
(a?,b?) is finite, by possibly extracting a subsequence from
(
pi[i
)
we can assume that all the matchings T
(f,g)
pi[i
(
σ(a¯,b¯)
)
coincide. It follows that
cost
(
T
(f,g)
pi[i
(
σ(a¯,b¯)
))
= cohcostU
(
σ(a¯,b¯)
)
for every index i. Therefore, (a?, b?) ∈ Z
and hence Z is compact.
Let us now take a pair
(
aˆ, bˆ
)
∈ Z that minimizes the distance from the line
a = 12 , and a continuous path pˆi in U from
(
a¯, b¯
)
to
(
aˆ, bˆ
)
such that pˆi([0, 1[) ⊆ U and
cost
(
T
(f,g)
pˆi
(
σ(a¯,b¯)
))
= cohcostU
(
σ(a¯,b¯)
)
. If
(
aˆ, bˆ
)
∈ ∂U , our proof is concluded.
If
(
aˆ, bˆ
)
∈ U and aˆ 6= 12 , Theorem 5.1 implies the existence of a pair (a′, b′) ∈ U
with
∣∣a′ − 12 ∣∣ < ∣∣aˆ− 12 ∣∣ and a continuous path pi′ ∈ Π(aˆ,bˆ) (a′,b′)(U) such that
cohcostU
(
σ(a¯,b¯)
)
= cost
(
T
(f,g)
pˆi
(
σ(a¯,b¯)
))
≤ cost
(
T
(f,g)
pi′
(
T
(f,g)
pˆi
(
σ(a¯,b¯)
)))
. Since
pˆi ∗ pi′ ∈ Π(a¯,b¯) (a′,b′)(U), cost
(
T
(f,g)
pi′
(
T
(f,g)
pˆi
(
σ(a¯,b¯)
)))
≤ cohcostU
(
σ(a¯,b¯)
)
be-
cause of the definition of cohcostU , and hence cost
(
T
(f,g)
pi′
(
T
(f,g)
pˆi
(
σ(a¯,b¯)
)))
=
cohcostU
(
σ(a¯,b¯)
)
. Therefore (a′, b′) ∈ Z and the distance of (a′, b′) from the line
a = 12 is strictly less than the distance of
(
aˆ, bˆ
)
from the same line, against the
choice of
(
aˆ, bˆ
)
. Hence, if
(
aˆ, bˆ
)
∈ U then the equality aˆ = 12 must hold. 
Remark 5.5. After proving the maximum principle for the coherent transport, one
could think that the use of the 2-dimensional parameter space P(Λ+) is useless, and
that the study of 2D persistence diagrams should be introduced by means of a 1-
dimensional parameter space from the very beginning, only taking account of lines
of slope 1. This opinion is not correct, because the use of a 1-dimensional parameter
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space would hide the phenomenon of monodromy, since in a 1-dimensional space it
would not be possible to turn around a singular point.
6. Relation between the coherent matching distance and the
classical matching distance
In this section we want to explore some relations between the coherent matching
distance and the classical matching distance. We start by stating the following
simple result.
Proposition 6.1. Let c > 0. Let U := {Ui} be a finite family of open and connected
subsets of P(Λ+). Then the function CDU := maxi CDUi is a pseudo-metric on
the set
⋂
i FUi,c.
Proof. It is a trivial consequence of the fact that the maximum of pseudo-distances
is a pseudo-distance. 
For every finite family U := {Ui} of disjoint open and connected subsets of
P(Λ+), the classical counterpart of the pseudo-metric CDU is the pseudo-metric
Dmatch,U defined by setting
Dmatch,U (f, g) = sup
(a,b)∈⋃i Ui dB
(
Dgm
(
f∗(a,b)
)
,Dgm
(
g∗(a,b)
))
.
The following statement holds.
Proposition 6.2. Let c > 0. Let U := {Ui} be a finite family of disjoint open and
connected subsets of P(Λ+). If f, g ∈ ⋂i FUi,c, then Dmatch,U (f, g) ≤ CDU (f, g).
Proof. Let us assume by contradiction that Dmatch,U (f, g) > CDU (f, g). By def-
inition of Dmatch,U (f, g) we can find a real number  > 0, an index j and a
point (a, b) ∈ Uj such that cost(σ) ≥ CDUj (f, g) +  for any matching σ between
Dgm
(
f∗(a,b)
)
and Dgm
(
g∗(a,b)
)
. On the other hand, by Definition 4.13 we have that
cohcostUj (σ) ≥ cost(σ) for any such σ, implying that CDUj (f, g) ≥ CDUj (f, g)+,
thus getting a contradiction. 
7. Conclusions
In this paper we have presented a new theoretical framework for metric compar-
ison in 2D persistent homology. In particular, we have illustrated the concept of
coherent matching distance and studied some of its properties. In order to do that,
we have also introduced the concepts of extended Pareto grid and transport of a
matching, and we have shown their use to manage the phenomenon of monodromy.
Finally, we have proved some theorems that make clear the importance of filtrations
associated with lines of slope 1 in 2D persistent homology.
In our opinion, many problems should deserve further research. First of all, it
would be interesting to extend the presented concepts to filtering functions taking
values in Rm with m > 2. Secondly, the genericity of our assumptions concerning
the extended Pareto grid should possibly be proved. Thirdly, the relation between
the classical multidimensional matching distance Dmatch and the coherent matching
distance CDU could be investigated further. Finally, methods for the efficient
computation of the coherent matching distance should be developed.
We plan to devote further papers to these topics.
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