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Abstract
Lattice simulations are a popular tool for studying the non-perturbative physics
of nonlinear field theories. To perform accurate lattice simulations, a careful
account of the discretization error is necessary. Spatial discretization error as
a result of lattice spacing dependence in Langevin simulations of anisotropic
(2 + 1)-dimensional classical scalar field theories is studied. A transfer integral
operator (TIO) method and a one-loop renormalization (1LR) procedure are used
to formulate effective potentials. The effective potentials contain counterterms
which are intended to suppress the lattice spacing dependence. The two effective
potentials were tested numerically in the case of a φ4 model. A high accuracy
modified Euler method was used to evolve a phenomenological Langevin equation.
Large scale Langevin simulations were performed in parameter ranges determined
to be appropriate. Attempts at extracting correlation lengths as a means of
determining effectiveness of each method were not successful. Lattice sizes used
in this study were not of a sufficient size to obtain an accurate representation of
thermal equilibrium. As an alternative, the initial behaviour of the ensemble field
average was observed. Results for the TIO method showed that it was successful
at suppressing lattice spacing dependence in a mean field limit. Results for the
1LR method showed that it performed poorly.
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Chapter 1
Introduction
Lattice simulations such as the Monte Carlo method and Langevin simulations
are often the only tools available to explore the physics of complicated nonlinear
field theories. The nonlinear character of such systems generally exhibit non-
perturbative behaviour. Due to its complex nature, non-perturbative behaviour
is difficult, if not impossible, to study analytically. The usual tool, perturbation
theory, in which approximate solutions are found by adding small terms to a
related exactly solvable problem fails (hence the term ”non-perturbative”). The
nonlinear behaviour is usually not present in the exactly solvable model to begin
with.
Extensive efforts have been made to find exact analytic solutions of scalar,
one-dimensional ”toy” models with nonlinear degenerate double-well potentials.
Notable success has been achieved with φ4, double-quadratic and double-Gaussian
models [1]. The φ4 and double-quadratic models admit solitary-wave solutions to
the equation of motion, with which, low-temperature semiclassical methods can
be used to approximate the ground state eigenfunction. The double sinh-Gordon
model, as well as having solitary-wave solutions, has a quasi-exactly solvable
eigenspectrum [2]. Quasi-exact in that while the static Schrodinger equation of
the nonlinear, nonintegrable Hamiltonian is not solvable in general, low-lying
states of the eigenspectrum can be found exactly. With the exception of the
double sinh-Gordon model, lattice simulations are usually required to probe the
1
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non-perturbative dynamics of this simple class of models.
The toy models described above are popular objects of study because their
non-perturbative properties are representative of those found in many physical
theories. Such properties include topological soliton formation, structural phase
transitions and symmetry breaking phase transitions.
Topological solitons (or less formally “kink/antikink” pairs, as they will be
referred to) are spatially dependent solutions to the static equation of motion.
These solutions depend, not so much on the nature of the static equaton of motion,
but the boundary conditions imposed [3]. Examples of topological solitons [4]
include vortices in liquid crystals, magnetic flux tubes in superconductors and
domain walls in ferromagnets. Various soliton-type defects [5] such as magnetic
monopoles, cosmic strings, domain walls and Skyrmions are believed to have
formed as a result symmetry breaking in the early universe. Soliton models of
hadron structure have also been considered as a mechanism for quark confinement
[6].
Common structural phase transitions are the changes between solid, liquid,
and gaseous phases. The distinguishing characteristic of such processes is a sud-
den change in one or more of the physical properties of the system (often the free
energy), with a small change in a thermodynamic variable such as temperature.
More exotic examples [7] are the Bose-Einstein condensation of Rb87 and the
transition of He3 into a superfluid.
Symmetry breaking phase transitions occur in ferromagnetic materials at
the Curie temperature, above which the order parameter (magnetization) is zero.
Analogously, for the electroweak model [8] the Higgs field acts as the order pa-
rameter breaking the electroweak gauge symmetry to the electromagnetic gauge
symmetry. According to most models of inflation [9], the universe decayed from
an initial hot, metastable state triggering a series of symmetry breaking phase
transitions.
3Recent advancements in large-scale computation have made it possible to
perform high resolution Langevin simulations of nonlinear field theories. Quan-
tities such as the probability distribution function, in which all thermodynamic
information resides, have been calculated to a high level of accuracy [2]. With
rapid developments in computing technology, computational methods are being
used more frequently in areas where direct experimentation is not feasible.
For example, analytic and perturbative solutions in Quantum Chromody-
namics (QCD) are complicated, if not impossible. Lattice QCD is a growing field
concerned with formulating theories of quarks and gluons on a space-time lattice
[6]. A lattice formulation of QCD provides a framework for the investigation of
important non-perturbative phenomena such as quark confinement and quark-
gluon plasma formation.
With obvious difficulties in performing experiments in the cosmological
context, lattice simulations prove a useful tool in the study of cosmic phase tran-
sitions [10]. Flatness and horizon problems as well as mechanisms for primordial
fluctuations are now being studied on the lattice[11].
However, there are obvious limitations with such lattice studies. Using
discrete computational schemes for solving continuous field theories introduces
errors in several ways. Round-off errors arise because it is impossible to represent
all real-numbers exactly on a digital computer. Truncation errors occur when an
iterative method is terminated and the approximate solution differs from the exact
solution. Discretization errors arise when the solution of the discrete problem is
dependent on the lattice spacing and time-step used in the simulation.
A careful treatment of these errors is necessary if one wishes to perform accu-
rate lattice studies of continuous field theories. Round-off error can be avoided by
simply using more data-intensive classes for the array that represents the field on a
lattice (such as double and long double in the language of C/C++). Truncation
error is eliminated by using higher order time-stepping schemes. Error due to
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spatial discretization is certainly the more difficult type of error to suppress. One
needs to consider the nature of the lattice spacing dependence that arises in the
discrete field system. Such dependence is the primary concern of this study.
It arises because field theories are continuous (they have an infinite num-
ber of degrees of freedom) and usually formulated in an infinite volume, lattice
simulations are discrete and finite, imposing both a maximum (size of the box
L) and a minimum (lattice spacing ∆x) wavelength that can be probed by the
simulation. When one considers a system coupled to an external thermal bath,
fluctuations will be constrained within the allowed range of wavelengths, leading
to discrepancies between the continuum formulation of the theory and its lattice
simulations.
In linear systems, lattice discretizaton effects are usually not an issue of
concern. Minimum length scales often occur naturally in such systems, making
the choice of ∆x simple. It is possible to show that results are independent of
∆x provided the choice is small enough.
For nonlinear fields, the case is more complicated as the effect of nonlineari-
ties is to couple different wavelength modes. Thus, short wavelength modes set by
the lattice spacing influence the long wavelength modes. This illustrates a general
problem with the Langevin simulation of nonlinear field theories. The evolution
of the physically important, long-wavelength modes are severely influenced by
short wavelengths. The true dynamics of the long-wavelength modes are only
obtained in the limit where the ∆x→ 0.
Currently there exist two contending methods for controlling the effects of
spatial discretization. Namely, a transfer integral operator (TIO) method and a
one-loop renormalization (1LR) method. In the context of (1 + 1)-dimensional
scalar field theories, the transfer integral operator method proved very successful
[12], whereas a one-loop renormalization method gave results worse than one
would get if no control method had been used. Studies [13][14] have shown
5considerable success for a one-loop renormalization method applied to an isotropic
(2+1)-dimensional scalar field theory. The study presented in this work is focused
on discretization effects in lattice simulations of anisotropic (2 + 1)-dimensional
classical scalar field theories. It parallels the study of [12]. As far as we know, this
is the first study of its type for a classical field theory with two spatial dimensions.
The outline of this work is as follows: Chapter 2 introduces the continuous
and discrete formulations of the classical (2 + 1)-dimensional scalar field theory.
Certain specializations made in this work, such as the introduction of anisotropy
and the φ4 model, are discussed also this chapter. In chapters 3 and 4, the
two methods for controlling discretization error mentioned above are applied to
the anisotropic system introduced in chapter 2. Results for the general class
of theories are presented first, then are applied specifically to the φ4 model.
In chapter 5, an introduction to Langevin simulations is given. The effects of
time discretization error, time-stepping methods and round-off error are then
studied. A second-order Runge-Kutta method constructed for the accurate time-
stepping of the Langevin simulations is presented. As an illustration of the effect
of time-stepping error, decay times of metastable states are briefly investigated
using two different time-stepping methods. Finally, to validate the time-stepping
method, the one-dimensional results of [12] were reproduced. In chapter 6, results
from testing the control methods derived in chapters 3 and 4 are presented and
discussed. A detailed discussion of some of the limitations encountered in the
numerical studies is given. Finally, in chapter 7 the results of this study are
summarized and conclusions made. Ways in which this study could be improved
on, and future work that could be carried out are discussed.
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Chapter 2
The System
In this chapter preliminary details of the system used in this study are introduced.
Firstly, the continuum formulation of the general class of classical thermal (2+1)-
dimensional scalar field theories is presented. The “φ4” model is introduced as a
means of testing the results derived in chapters 3 and 4. A rescaling procedure
specific to this model is also outlined. In the second section, the discretized theory
is introduced. Anisotropy conditions used in this study are also discussed. The
specialization of this study to anisotropic models came about when a mean field
approximation was necessary during the implementation of the transfer integral
operator method (see the next chapter). Definitions and notation presented here
will be referenced throughout this work.
2.1 Continuum Formulation
The scalar field is the simplest type of field, and as such, was the obvious choice
for this basic study. Despite their simplicity, scalar fields have many important
uses[9]. In theoretical physics, a scalar field is associated with spin 0 particles
such as mesons and the Higgs boson. There is still no experimental evidence
of a fundamental, point-like scalar field. Other scalar fields of current interest
are dilaton fields in Kaluza-Klein and superstring theories and massless scalar
fields known as inflatons thought to have caused the accelerated expansion of the
universe. Only classical scalar fields are considered in this study.
7
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The Hamiltonian functional describing a classical (2+1)-dimensional scalar
field theory is,
H(φ) =
∫
dx
{
1
2
pi2 +
1
2
(∇φ)2 + V (φ)
}
, (2.1)
where φ ≡ φ(x, t) and
(∇φ)2 =
(
∂φ
∂x
)2
+
(
∂φ
∂y
)2
. (2.2)
The function V (φ) is the local potential particular to the model of interest. With
the Lagrangian density of the form,
L = 1
2
[(
∂φ
∂t
)2
−
(
∂φ
∂x
)2]
+ V (φ) ≡ 1
2
(
φ˙2 − φ′2
)
+ V (φ), (2.3)
the conjugate momentum field is simply, pi = ∂L
∂φ˙
= φ˙.
The correction methods presented in this study are intended to be applicable
in the most general case possible. However, to test the results presented in
chapters 3 and 4, a degenerate “φ4” model was utilized. The classical (tree-level)
φ4 potential is,
V (φ) = −m
2
2
φ2 +
λ
4
φ4, (2.4)
where m is and λ are constants that take on physical significance in applications.
The critical points φ1, φ2 and φm of eq.(2.4) are illustrated in fig.(2.1). As
mentioned earlier, the dynamical processes of this model are intrinsically non-
perturbative leading to the formation of kink/antikink pairs. Kink/antikink pairs
are discussed further in chapter 6.
For practicality, the Hamiltonian was rescaled into a dimensionless form as
follows. The Hamiltonian,
H =
∫
dxH, (2.5)
has units of energy, E. So each term in the 2-dimensional Hamiltonian density,
H = 1
2
pi2 +
1
2
(∇φ)2 + V (φ), (2.6)
must have the units EL−2. With the spatial gradient squared term, (∇φ)2 =
(∂φ/∂x)2, having these dimensions, the field, φ, has units E1/2. With this, and the
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Figure 2.1: The degenerate ”φ4” potential of eq.(2.4). φ1
and φ2 are the locations of local minima. φm is the position
of the barrier seperating each minimum.
form of V (φ) in eq.(2.4), it follows that the parameters m and λ have respective
units of L−1 and E−1L−2. With the definitions x˜ = mx, y˜ = my, t˜ = mt, φ˜ = φ/a
where a2 = m2/λ each term in H becomes dimensionless.
H =
∫
dx
[
1
2
pi2 +
1
2
(∇φ)2 − m
2
2
φ2 +
λ
4
φ4
]
=
∫
dx˜
m2
1
2
(m2a2)
(
∂φ˜
∂t˜
)2
+
1
2
(m2a2)
(
∂φ˜
∂x˜
)2
− m
2a2
2
φ˜2 +
m2a2
4
φ˜4
 .
(2.7)
With these redefinitions, the Hamiltonian becomes H˜ = H/a2 where H˜ is of the
original form except that the φ4 potential is now of the form
V (φ) = −1
2
φ2 +
1
4
φ4. (2.8)
2.2 Lattice Formulation
Lattice simulations of classical field theories use an equivalent lattice field theory
which regulates the number of degrees of freedom. The fields of continuous space-
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time are replaced by aggregate, or “block” fields, on the sites of a lattice. Since the
lattice has a finite volume, the lattice field theory is a classical thermal system
with a large but finite number of degrees of freedom. It is a fixed volume or
“canonical” ensemble of systems (in this case lattice points), all of which are
allowed to exchange heat with an external bath of fixed temperature, T. Energy
is not conserved.
The field, φ, must represented by a finite amount of data, in this instance
by its value at a finite number of points as its domain, even though in reality
this domain is a continuum. On a lattice, φ is a one-component scalar quantity
defined on a plane of M × N lattice points labelled by the indices i, j. The
spacings between lattice points, are denoted by ∆x and ∆y for xˆ and yˆ directions,
respectively. The 2-dimensional lattice has a physical size of (∆xM) × (∆yN).
The corresponding discretized Hamiltonian is given by,
Hlat(φi,j) = ∆x∆y
M∑
i
N∑
j
[
1
2
pi2i,j + (∇latφi,j)2 + V (φi,j)
]
(2.9)
The discrete form of the spatial gradient squared term is,
(∇latφi,j)2 = 1
2
(φi+1,j − φi,j)2
∆x2
+
1
2
(φi,j+1 − φi,j)2
∆y2
. (2.10)
which acts as an elastic energy between nearest-neighbour lattice sites. The
momentum, pii,j, becomes a function of two lattice field configurations separated
by a “time step” ∆t in time. The behaviour of the local potential, V (φ), remains
unchanged, except that now it is a function of φi,j.
Anisotropy has the effect of introducing directionally dependence into the
system. To implement this in the discrete system, different values for the lattice
spacings, ∆x and ∆y, were used. The “effective” lattice spacing of the system
was taken to be the lower value of ∆x and ∆y (set as ∆x later). The larger
lattice spacing defines the weakly coupled direction, the smaller lattice spacing
defines the strongly coupled direction. With ∆x as the effective lattice spacing,
the strong coupling strength is unity and the weak coupling strength is (∆y/∆x)2.
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The discrete anisotropic model described above is found extensively in
condensed matter physics [15]. Quasi one-dimensional materials have molecular
arrangements in which coupling is strong along linear chains and weak between
linear chains. Such materials are usually half-integer spin Heisenberg antiferro-
magnets which exhibit a wide range of electronic behaviour from localized spin
magnetism to short-range order at low temperatures [16]. Anisotropy in scalar
field theories could be attributed to space-time curvature or the presence of other
external fields. While the applications of this particular model are interesting in
themselves, they are not discussed further in this study.
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Chapter 3
The Transfer Integral Operator Method
The transfer operator integral (TIO) method reduces the calculation of the canon-
ical partition function describing a discrete system to an equivalent problem of
finding the eigenvalues of a certain integral operator. With some continuity
assumptions regarding the eigenfunctions, the problem can be further reduced to
a problem of finding the energy eigenvalues of an equivalent quantum-mechanical
problem. The formalism applied to (1+1)-dimensional scalar field theories [1][17]
proved extremely successful in predicting lowest order lattice-spacing artifacts
that arise in the Langevin simulation of such theories[12].
The result arrived at in section 3.1 of this chapter is applicable to the general
class of (2+1)-dimensional scalar field theories. In order to obtain a correction
suitable for comparison to other methods, it was necessary to specialize our study
to the case of anisotropic lattice in section 3.2. With a suitable level of anisotropy,
a mean-field aproximation can be made. This simplifies the problem in such a way
that an effective local potential to control lattice effects in numerical simulations
can be derived. The derivation of this effective potential is oultined in section
3.3.
3.1 Calculation of the Partition Function
The partition function, Z, encodes the statistical properties of a system in ther-
modynamic equilibrium. To realise its important statistical meaning, consider
13
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the probability, Pn, a system occupies a particular microstate, n,
Pn = Ce
−βEn (3.1)
where β = 1
kbT
, T is the temperature and kB is the Boltzmann constant. The
sum over all probabilites must equal unity. It must be the case then, that
∑
n
Pn =
∑
n
Ce−βEn = C
∑
n
e−βEn = 1 (3.2)
if, and only if, the normalisation constant,
C =
1∑
n e
−βEn ≡
1
Z
(3.3)
where,
Z =
∑
n
e−βEn . (3.4)
This is the “first principles” definition of the canonical partition function. It is
the sum over states. The origin of its name can also be inferred from eq.(3.2). Z
encodes how the probabilties are partitioned among different microstates.
Many thermodynamic quantities such as the total energy, free energy, en-
tropy and pressure can be expressed as a function of the partition function. In
this study, the calcuation of such quantities was not a concern. However, the
calculation of the partition function of the discretized system, eq.(2.9), using a
transfer integral operator (TIO) method yields insight into the effect of spatial
discretization in numerical studies.
The canonical partition function describing the canonical ensemble intro-
duced in the previous chapter is the functional integral of the equilibrium density
of configurations over the field, φ,
Z =
∫ ∞
−∞
D[pi]D[φ] exp (−βH[φ]) . (3.5)
It is clear that the solvability of Z is governed by form of the Hamiltonian, H(φ).
Because of this, there are only few nonlinear field theories where exact solutions
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to the partition function exist. Indeed, it was necessary to restrict this study, as
will be seen, to parameter ranges in which certain approximations could be made.
Following the usual procedure, the canonical partition function was seper-
ated into functions of kinetic and configurational variables,
Z = ZpiZφ. (3.6)
The first factor is the kinetic contribution
Zpi =
∫ ∞
−∞
D[pi] exp
(
−β
∫
dx
1
2
pi2
)
(3.7)
After discretization of the Hamiltonian, eq.(3.7) can be evaluted by simple Gaus-
sian integration,
Zpi =
∫ ∞
−∞
M∏
i
N∏
j
dpii,j exp
(
−β∆x∆y
2
M∑
i
N∑
j
pi2ij
)
=
(√
β
2pi∆x∆y
)MN
2
. (3.8)
Gaussian integration is discussed in appendix B.
The rest of this section will be devoted to the evaluation of the configura-
tional contribution, Zφ. Difficulty arises with the gradient squared term, (∇φ)2,
as the discrete version, eq.(2.10), is dependent on field values φi+1,j and φi,j+1. As
a result, there is a coupling of the integrals in eq.(3.5) at different space points.
Thus, functional integration over φ is not an option. To explicitly calculate Zφ,
the integrals need to be “localized”. This was achieved by the use of a transfer
integral operator (TIO) method.
To apply a TIO method, it was necessary to define the vectors,
ϕi = {φi,1, φi,2, . . . , φi,N}, (3.9)
which describe the ith column of field values with 1 ≤ i ≤M+1. ϕ are illustrated
in fig.(3.3) below. The configurational partition function, Zφ, is then a functional
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Figure 3.1: The M × N lattice consisting of the columnar vectors of
field values, ϕi.
integral over all ϕi fields,
Zφ =
∫ ∞
−∞
D[ϕ]e−βS[ϕ]. (3.10)
In its discrete form, the integration over all scalar field configurations is the
discrete product
D[φ] =
M∏
i=1
N∏
j=1
dφi,j (3.11)
or equivalently,
D[ϕ] =
M∏
i=1
dϕi (3.12)
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The configurational part of the lattice Hamiltonian, eq.(2.9), in ϕ notation is
S[ϕ] = ∆x
M∑
i
[
1
2
(ϕi+1 − ϕi)2
∆x2
+ ∆y
N∑
j
[
1
2
(φi,j+1 − φi,j)2
∆y2
+ V (φi,j)
]]
= ∆x
M∑
i
[
1
2
(ϕi+1 − ϕi)2
∆x2
+ U(ϕi)
]
, (3.13)
where,
U(ϕi) = ∆y
N∑
j
[
1
2
(φi,j+1 − φi,j)2
∆y2
+ V (φi,j)
]
, (3.14)
Eq.(3.10) is now of the form,
Zφ =
∫ ∞
−∞
dϕ1 . . . dϕM exp
(
−β∆x
M∑
i
[
1
2
(ϕi+1 − ϕi)2
∆x2
+ U(ϕi)
])
. (3.15)
Cyclic boundary conditions were imposed in the xˆ-direction such that,
ϕM+1 = ϕ1. (3.16)
This is achieved by the introduction of a delta function, δ(ϕM+1 − ϕ1), into
eq.(3.15) and the additional variable, ϕM+1, such that
Zφ =
∫ ∞
−∞
dϕ1 . . . dϕM+1δ(ϕM+1 − ϕ1)
exp
(
−β∆x
M∑
i
[
1
2
(ϕi+1 − ϕi)2
∆x2
+ U(ϕi)
])
. (3.17)
The delta function can be represented as a bilinear expansion in a set of complete
orthonormal eigenstates, {Ψn(ϕ)} [18]. Consider the sum
K(ϕ1, ϕN+1) ≡ K(ϕM+1, ϕ1) =
∞∑
n
Ψ∗n(ϕ1)Ψn(ϕM+1). (3.18)
The uniform convergence of the series in eq.(3.18) is not assured. However,
with its use in the configurational partition function, subsequent integration will
make it convergent. This is evident from a corollary to Abel’s test for uniform
convergence [19]. If the individual terms, un(x), of a series sum
f(x) =
∞∑
n
un(x), (3.19)
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are continuous, the series may be integrated term-by-term. In simple words, the
integral of the sum is equal to the sum of the integrals,∫ b
a
f(x)dx =
∞∑
n
∫ b
a
un(x)dx. (3.20)
Continuity of the indiviual terms is almost always satisfied in physical applica-
tions, and so, it is assumed to be the case for Ψn(φ).
Now consider the integral∫
F (ϕM+1)K(ϕ1, ϕM+1)dϕM+1, (3.21)
where F (ϕ1) can be expanded in a series of eigenfunctions and coefficients, an,
F (ϕM+1) =
∞∑
p
apΨ
∗
p(ϕM+1). (3.22)
Substituting eq.(3.18) and eq.(3.22) into eq.(3.21) gives∫
F (ϕM+1)K(ϕ1, ϕM+1)dϕM+1
=
∫ ∞∑
p
apΨp(ϕM+1)
∞∑
n
Ψ∗n(ϕ1)Ψn(ϕM+1)dϕM+1
= a0Ψ0(ϕM+1)Ψ
∗
0(ϕ1)Ψ0(ϕM+1) + a0Ψ0(ϕM+1)Ψ
∗
1(ϕ1)Ψ1(ϕM+1) + · · ·
+a1Ψ1(ϕM+1)Ψ
∗
0(ϕ1)Ψ0(ϕM+1) + a1Ψ1(ϕM+1)Ψ
∗
1(ϕ1)Ψ1(ϕM+1) + · · ·
=
∞∑
p
apΨ
∗
p(ϕ1)
= F (ϕ1), (3.23)
where, by orthonormality, the cross products ΨnΨp vanish for n 6= p and equal
unity for n = p. By setting F (ϕM+1) = ϕo in eq.(3.23), where ϕo is a constant,
it easy to show ∫
K(ϕ1, ϕM+1)dϕM+1 = 1. (3.24)
Lastly, let ϕ1 = ϕM+1 such that
K(ϕM+1, ϕM+1) =
∞∑
n
[Ψn(ϕM+1)]
2. (3.25)
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Using Bessel’s inequality [19], which states that the sum of the squares of the
expansion coefficients, an, is less than or equal to the integral of the square of the
function being expanded,∫
[K(ϕM+1, ϕM+1)]
2 ≥
∞∑
n
a2n
=
∞∑
n
1
= ∞. (3.26)
Note that equality holds if, and only if, the eigenfunction expansion is exact,
that is, if the eigenfunctions form a complete set. Thus, it has been shown
that K(ϕ1, ϕM+1) satisfies the defining properties of the Dirac delta function and
therefore is a representation of it. This representation,
δ(ϕM+1 − ϕ1) =
∑
n
Ψ∗n(ϕM+1)Ψn(ϕ1), (3.27)
is known as the closure relation.
With use of the closure relation, the configurational partition function has
the form,
Zφ =
∞∑
n
∫ ∞
−∞
dϕ1 . . . dϕM+1Ψ
∗
n(ϕM+1)×
exp
(
−β∆x
M∑
i
[
1
2
(ϕi+1 − ϕi)2
∆x2
+ U(ϕi)
])
Ψn(ϕ1). (3.28)
Expansion of the sum in the exponent gives
1
2
(ϕ2 − ϕ1)2
∆x2
+ U(ϕ1) +
1
2
(ϕ3 − ϕ2)2
∆x2
+ U(ϕ2) +
1
2
(ϕ4 − ϕ3)2
∆x2
+ U(ϕ3)
+ · · ·+ 1
2
(ϕM − ϕM−1)2
∆x2
+ U(ϕM−1) +
1
2
(ϕ1 − ϕM)2
∆x2
+ U(ϕM),
which can be written in the symmetric form[
1
2
(ϕ2 − ϕ1)2
∆x2
+
1
2
{U(ϕ1) + U(ϕ2)}
]
+
[
1
2
(ϕ3 − ϕ2)2
∆x2
+
1
2
{U(ϕ2) + U(ϕ3)}
]
+ · · ·+
[
1
2
(ϕM − ϕM−1)2
∆x2
+
1
2
{U(ϕM−1) + U(ϕM)}
]
+
[
1
2
(ϕ1 − ϕM)2
∆x2
+
1
2
{U(ϕM) + U(ϕ1)}
]
. (3.29)
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The configurational partition function is now of the form,
Zφ =
∞∑
n
∫ ∞
−∞
dϕ1 . . . dϕM+1Ψ
∗
n(ϕM+1)×
exp
(
−β∆x
M∑
i
[
1
2
(ϕi+1 − ϕi)2
∆x2
+
1
2
{U(ϕi) + U(ϕi+1)}
])
Ψn(ϕ1)
=
∞∑
n
∫ ∞
−∞
dϕ1 . . . dϕM+1Ψ
∗
n(ϕM+1)× (3.30)
M∏
i
exp
(
−β∆x
[
1
2
(ϕi+1 − ϕi)2
∆x2
+
1
2
{U(ϕi) + U(ϕi+1)}
])
Ψn(ϕ1).
Now, it is important to recognize the symmetric kernel
T (ϕi+1, ϕi) = exp
{
−β∆x
[
1
2
(ϕi+1 − ϕi)2
∆x2
+
1
2
{U(ϕi) + U(ϕi+1)}
]}
, (3.31)
such that if ϕi+1 and ϕi were interchanged the kernal will remain the same.
The kernal, T (ϕi+1, ϕi), resembles a component of an infinite matrix, T. This
matrix T, in effect, transfers us from the ith column of the lattice to the (i+ 1)th
column as depicted in fig.(3.2). Hence, it can be classified as a transfer matrix.
Formulating a transfer matrix in order to simplify the partition function was an
idea conceived by Kramers and Wannier [20]. It in fact, later formed the basis for
Onsager’s famous solution [21] for the free-energy of the two-dimensional Ising
model. It has since, proved to be a useful tool in the analysis of many systems
in statistical mechanics. As will become clear, it acts as a bridge between two
apparently unrelated fields; probabilty theory and linear operators on Hilbert
spaces. Consequently, it opens up the use of some powerful tools from analysis.
By the introducing the transfer matrix, the configurational partition func-
tion is of the compact form,
Zφ =
∞∑
n
∫ ∞
−∞
dϕ1 . . . dϕM+1Ψ
∗
n(ϕM+1)
M∏
i
T (ϕi+1, ϕi)Ψn(ϕ1). (3.32)
A transfer integral operator, T̂ , is defined by the integral equation,
T̂Ψ∗n(ϕi+1) =
∫ ∞
−∞
dϕiT (ϕi+1, ϕi)Ψn(ϕi). (3.33)
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1 Mi i+1
Figure 3.2: The transfer matrix, T, acts to transfer from ith column
to the (i+ 1)th column.
The operator T̂ is a Hilbert-Schmidt operator, such that
TrT̂ 2 =
∫ ∞
−∞
dϕidϕi+1|T (ϕi+1, ϕi)|2 <∞ (3.34)
The orthonormal eigenbasis, {Ψn(ϕ)}, has the property
{Ψn(ϕ)} ∈ L2(−∞,∞) (3.35)
where L2(−∞,∞) is the completion of the set of continuous functions on [−∞,∞],
C[−∞,∞], with respect to the ‖ ·‖2-norm. Corresponding eigenvalues and eigen-
vectors of T̂ are defined as follows,
T̂Ψn(ϕi) = tnΨn(ϕi) (tn ≥ tn+1) (3.36)
TrT̂ 2 =
∞∑
n
t2n (3.37)
T (ϕi+1, ϕi) =
∞∑
n
tnΨn(ϕi+1)Ψn(ϕi). (3.38)
The spectrum is discrete and the tn have 0 as the only accumulation point.
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A symmetric Fredholm integral equation of the first kind [22] can be written
as ∫ ∞
−∞
dϕiT (ϕi+1, ϕi)Ψn(ϕi) = tnΨn(ϕi+1). (3.39)
After repeated applications of eq.(3.38), the configurational partition function
reduces to
Zφ = Tr(T̂ · T̂ · T̂ . . . T̂ )Mtimes
=
∞∑
n
tMn (3.40)
The original problem of finding the configurational partition function for a system
has been transformed to the equivalent problem of finding the eigenvalues of a
transfer integral operator.
The point of concern now is to determine the eigenvalues, tn. It was found
useful to perform the functional transform
χn(ϕ) = exp
(
−1
2
β∆xU(ϕ)
)
Ψn(ϕ). (3.41)
With this and the form of T (ϕi, ϕi+1) given in eq.(3.31), the left hand side of
eq.(3.39) becomes∫ ∞
−∞
dϕi exp
(
−β∆x
(
ϕi+1 − ϕi
∆x
)2)
exp
(
1
2
β∆xU(ϕi+1)
)
χn(ϕi), (3.42)
where the U(ϕi) terms have cancelled. In the strong-coupling (displacive) limit,
∆x
M
→ 0, satisfied in the xˆ-direction a Taylor series expansion of χn(ϕi) about
χn(ϕi+1) is possible,
χn(ϕi) =
∞∑
s=0
(ϕi − ϕi+1)s
s!
∂sχ(ϕ)
∂ϕs
∣∣∣∣
ϕ=ϕi+1
= exp
(
(ϕi − ϕi+1) ∂
∂ϕ
∣∣∣∣
ϕ=ϕi+1
)
χn(ϕi+1). (3.43)
With this, eq.(3.42) becomes
exp
(
−1
2
β∆xU(ϕi+1)
)∫ ∞
−∞
dϕi exp
(
− β
2∆x
(ϕi+1 − ϕi)2
)
×
exp
(
(ϕi − ϕi+1) ∂
∂ϕ
∣∣∣∣
ϕ=ϕi+1
)
χn(ϕi+1). (3.44)
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Noting that (ϕi+1−ϕi)2 = (ϕi−ϕi+1)2, Gaussian integration was carried out (see
appendix B). Eq.(3.42) reduces to
exp
(
−1
2
β∆xU(ϕi+1)
)
exp
(
1
2
∆x
β
∂2
∂ϕ2
∣∣∣∣
ϕ=ϕi+1
)
×
exp
(
−1
2
β∆xU(ϕi+1)
)
Ψn(ϕi+1). (3.45)
where the reverse tranform from χ(ϕ) back to Ψ(ϕ) has been performed. The
lattice indices are not required since eq.(3.45) is now in terms of one lattice site,
and so will be omitted for brevity. To combine the three exponent product in
eq.(3.45), a Campbell-Baker-Hausdorff (CBH) expansion of the form,
eBeAeB = eA+2B+
1
3!
[A+B,[A,B]]+..., (3.46)
was performed. To zeroth order in ∆x2, eq.(3.39) reads
exp
(
∆x
2β
∂2
∂ϕ2
− β∆xU(ϕ)
)
Ψn(ϕ) = exp (−β∆xn) Ψn(ϕ), (3.47)
where the convenient form for tn has been introduced,
tn = e
−β∆xn , (3.48)
and the n are defined by eq.(3.48). Equivalently
exp (−β∆xH) Ψn(ϕ) = exp (−β∆xn) Ψn(ϕ), (3.49)
where H is the effective Hamiltonian,
H = − 1
2β2
∂2
∂ϕ2
+ U(ϕ). (3.50)
Eq.(3.49) can then be written as an equivalent Schro¨dinger-type equation[
− 1
2β2
∂2
∂ϕ2
+ U(ϕ)
]
Ψn(ϕ) = nΨn(ϕ). (3.51)
Thus, the problem of solving the partition function has reduced to finding energy
eigenvalues, n, of a related quantum-mechanical problem. In the thermodynamic
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limit L→∞, where L = M∆x, the problem simplifies even further. The sum in
eq.(3.40) is dominated by the largest eigenvalue,
∞∑
n
tMn → tM0 . (3.52)
Once the partition function is known in the thermodynamic limit, other important
thermodynamic quantities follow in a simple manner.
3.2 The Mean Field Approximation
The result, eq.(3.51), of the previous section is applicable to the general class
of (2+1)-dimensional scalar field theories eq.(2.1). When specific conditions on
the coupling strengths 1/∆x2, 1/∆y2 are satisfied, certain approximations can be
made. By requiring
1
∆x2
>
1
∆y2
, (3.53)
mean field approximations could be made in a certain anisotropic limit. Enforcing
this condition specialises this study to anisotropic (2+1)-dimensional scalar field
theories. The intended purpose of using a mean field approximation was to
simplify U(ϕ) so that it is dependent on only one field value. This was a nec-
essary step for subsequent development towards lowest order lattice corrections
presented in the next section.
The main idea of mean field theory is to replace all interactions to any one
body with an average interaction. The interaction term present in U(ϕi) is the
yˆ-directional elastic energy between nearest neighbour lattice sites. This can be
represented by the use of the coupling matrix,
Djj′ =

0 ∆y−2 0 . . . 0
∆y−2 0 ∆y−2
. . .
...
0
. . . . . . . . . 0
...
. . . ∆y−2 0 ∆y−2
0 . . . 0 ∆y−2 0

(3.54)
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The yˆ-directional interaction term becomes
1
2
N∑
j 6=j′
Djj′(φi,j′ − φi,j)2 = 1
2
N∑
j 6=j′
Djj′(φi,j′φi,j′ − φi,j′φi,j − φi,jφi,j′ + φi,jφi,j)
= − 1
∆y2
N∑
j
φi,j+1φi,j. (3.55)
The field, φ, was then decomposed as follows
φi,j = 〈φ〉+ ∆φi,j, (3.56)
where ∆φi,j is the fluctuation size about the mean field value 〈φ〉. The decom-
position is valid in, what is called, the mean-field limit. A detailed discussion of
parameter values involved to approach this limit is discussed in [23]. Essentially,
they found that the different couplings (xˆ and yˆ-directional) had to satisfy certain
characteristics. In the strongly coupled direction (xˆ-direction in our case) one
looks for coherant “displacive” patterns. The displacive regime in the φ4 case
corresponds to the field being allowed to vary smoothly from φ1 to φ2 and not
via first-order phase transitions. This behaviour occurs when the intersite elastic
energy is large in comparison to the well-depth. In contrast, “order-disorder”
patterns are required in the weakly coupled direction. The order-disorder regime
occurs when the intersite elastic energy is small in comparison to the well-depth.
Here, regions of the field situate randomly in either well. First order phase
transitions over the barrier at φm take place only by thermal activation. The onset
of the mean field limit can be easily identified by tuning the level of anisotropy
and observing the field configuration near thermal equilibrium. This is discussed
further in chapter 6.
With φ in its decomposed form, eq.(3.55) becomes
− 1
∆y2
N∑
j
(〈φ〉+ ∆φi,j+1)(〈φ〉+ ∆φi,j) = − 1
∆y2
N∑
j
(〈φ〉2 + ∆φi,j+1〈φ〉+
〈φ〉∆φi,j + ∆φi,j+1∆φi,j). (3.57)
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In the parameter range where mean field approximations are applicable, fluctua-
tions about the mean field value are small. Accordingly, O(∆φ)2 terms were safely
omitted from eq.(3.57). Using the decomposition eq.(3.56), and substituting for
∆φi,j+1 and ∆φi,j gives,
− 1
∆y2
N∑
j
〈φ〉2 − 1
∆y2
N∑
j
{(φi,j+1 − 〈φ〉)〈φ〉+ (ϕi − 〈φ〉)〈φ〉}
=
1
∆y2
N∑
j
〈φ〉2 − 1
∆y2
N∑
j
〈φ〉(φi,j + φi,j+1)
=
1
∆y2
N〈φ〉2 − 2〈φ〉
∆y2
N∑
j
φi,j. (3.58)
With a mean field approximation of the yˆ-directional interaction term, the po-
tential, U(ϕi), becomes
U(ϕi) =
1
∆y
N〈φ〉2 + ∆y
N∑
j
[
V (φi,j)− 2〈φ〉
∆y2
φi,j
]
. (3.59)
The constant term, 1
∆y
N〈φ〉2, may be factored out of the configurational partition
function, amounting to a constant factor outside the functional integral. This
gives
Zφ = exp
(
−βMN∆x
∆y
〈φ〉2
)∫ ∞
−∞
dϕ1 . . . dϕM ×
exp
(
−β∆x
M∑
i
(
1
2
(ϕi+1 − ϕi)2
∆x2
+ ∆y
N∑
j
[
V (φi,j)− 2〈φ〉
∆y2
φi,j
]))
(3.60)
Performing the change of variable,
u = exp
(
−βMN∆x
∆y
〈φ〉2
)
ϕ (3.61)
such that
Zu =
∫ ∞
−∞
du1 . . . duM exp
(
−β∆x
M∑
i
[
1
2
(ui+1 − ui)2
∆x2
+ U(ui)
])
. (3.62)
resets our configurational partition function to the form of eq.(3.15). Proceeding
with the TIO method presented in the previous section, the Schro¨dinger-type
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equation of eq.(3.51) is obtained where, U(ϕ), is now of the form
U(ϕi) = ∆y
N∑
j
[
V (φi,j)− 2〈φ〉
∆y2
φi,j
]
. (3.63)
Notice that the desired dependence on just one field value has been achieved.
3.3 Lattice Discreteness Corrections
In this section, the derivation of lowest order discreteness corrections is presented.
This correction consists of higher-order derivative operators which are generated
by considering higher order commutator terms in the CBH expansion of eq.(3.46).
Instead of truncating the expansion to include terms only of zeroth order in
∆x, O(∆x2) terms are also considered. Reverting back to eq.(3.46), the CBH
expansion to order O(∆x2) gives
exp
(
∆x
2β
∂2
∂ϕ2
− β∆xU − 1
3!
[
∆x
2β
∂2
∂ϕ2
− 1
2
∆xβU,
[
∂2
∂ϕ2
,
1
2
∆xβU
]])
Ψn(ϕ)
= exp(−β∆xUn)Ψn(ϕ).
(3.64)
Equivalently, the Schro¨dinger-type equation is of the form(
1
2β2
∂2
∂ϕ2
+ U − 1
48
∆x2
[
1
β2
∂2
∂ϕ2
− U,
[
∂2
∂ϕ2
, U
]])
Ψn(ϕ) = nΨn(ϕ). (3.65)
The expansion of the commutator term on the left hand side is straightforward
but tedious. Because its final form is of extreme importance to this study, full
details have been included in appendix A. With expansion, the commutator term
reads,[
1
β2
∂2
∂ϕ2
− U,
[
∂2
∂ϕ2
, U
]]
=
1
β2
(
∂4U
∂ϕ4
Ψn + 4
∂3U
∂ϕ3
∂Ψn
∂ϕ
+ 4
∂2U
∂ϕ2
∂2Ψn
∂ϕ2
)
+ 2
(
∂U
∂ϕ
)2
Ψn
(3.66)
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The Schro¨dinger-type equation of eq.(3.65) is now of the form,[
− 1
2β2
∂2
∂ϕ2
+ U +
∆x2
48
(
1
β2
(
∂4U
∂ϕ4
+ 4
∂3V
∂ϕ3
∂
∂ϕ
+ 4
∂2V
∂ϕ2
∂2
∂ϕ2
)
+ 2
(
∂V
∂ϕ
)2)]
Ψn
= nΨn. (3.67)
This is of the form L Ψn = Ψn. The operator L , which consists of the contents
within the [ ] brackets of eq.(3.67), can be shown to be self-adjoint by writing it
in the Sturm-Lioville form
L Ψn =
∂
∂ϕ
[
p(ϕ)
∂
∂ϕ
]
Ψn + q(ϕ)Ψn
(3.68)
where,
p(ϕ) =
{
− 1
2β2
(
1− ∆x
2
6
∂2U
∂ϕ2
)}
, (3.69)
and
q(ϕ) = U +
∆x2
48
{
1
β2
∂4U
∂ϕ4
+ 2
(
∂U
∂ϕ
)2}
. (3.70)
With eq.(3.68) satisfied, L is by definition self-adjoint. Self-adjoint operators
have three properties [19] of extreme importance to this study.
1. The eigenvalues of a self-adjoint operator are real.
2. The eigenfunctions of a self-adjoint operator are orthogonal.
3. The eigenfunctions form a complete set.
Properties 2 and 3 were asserted in the bilinear expansion of the delta function,
eq.(3.27). The first property assures that the evaluation of the partition function,
eq.(3.40), gives sensible results.
With the self-adjoint form of eq.(3.65),
∂
∂ϕ
[
− 1
2β2
(
1 − ∆x
2
6
∂2U
∂ϕ2
)
∂
∂ϕ
]
Ψn +
[
U +
∆x2
48
{
1
β2
∂4U
∂ϕ4
+ 2
(
∂U
∂ϕ
)2}]
Ψn
= nΨn, (3.71)
a series of transformations were carried out to put eq.(3.71) in its most convenient
form. The procedure with notation was to perform each functional transform
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or change of variable then revert back to the original notation. The first order
derivative of the eigenfunction Ψn(ϕ) was eliminated by performing the functional
transform,
Ψn = exp
(
∆x2
12
∂2U
∂ϕ2
)
Φn. (3.72)
With this,
∂2Ψn
∂ϕ2
=
∂
∂ϕ
∂
∂ϕ
[
exp
(
∆x2
12
∂2U
∂ϕ2
)
Φn
]
=
∂
∂ϕ
[
exp
(
∆x2
12
∂2U
∂ϕ2
)
∂Φn
∂ϕ
+
∆x2
12
∂3U
∂ϕ3
exp
(
∆x2
12
∂2U
∂ϕ2
)
Φn
]
=
∆x2
12
∂4U
∂ϕ4
exp
(
∆x2
12
∂2U
∂ϕ2
)
Φn +
∆x4
144
(
∂3U
∂ϕ3
)2
exp
(
∆x2
12
∂2U
∂ϕ2
)
Φn
+
∆x2
6
∂3U
∂ϕ3
exp
(
∆x2
12
∂2U
∂ϕ2
)
∂Φn
∂ϕ
+ exp
(
∆x2
12
∂2U
∂ϕ2
)
∂2Φn
∂ϕ2
, (3.73)
which, to order O(∆x2), reduces to
∂2Ψn
∂ϕ2
' ∆x
2
12
∂4U
∂ϕ4
exp
(
∆x2
12
∂2U
∂ϕ2
)
Φn +
∆x2
6
∂3U
∂ϕ3
exp
(
∆x2
12
∂2U
∂ϕ2
)
∂Φn
∂ϕ
+ exp
(
∆x2
12
∂2U
∂ϕ2
)
∂2Φn
∂ϕ2
. (3.74)
Likewise, to order O(∆x2),
∆x2
12
∂3U
∂ϕ3
∂Ψn
∂ϕ
=
∆x2
12
∂3U
∂ϕ3
[
exp
(
∆x2
12
∂2U
∂ϕ2
)
∂Φn
∂ϕ
+
∆x2
12
∂3U
∂ϕ3
exp
(
∆x2
12
∂2U
∂ϕ2
)
Φn
]
' ∆x
2
12
∂3U
∂ϕ3
exp
(
∆x2
12
∂2U
∂ϕ2
)
∂Φn
∂ϕ
. (3.75)
Eq.(3.71) now reads
− 1
2β2
(
1 − ∆x
2
6
∂2U
∂ϕ2
)
∂2Ψn
∂ϕ2
+
[
U +
∆x2
48
(
2
(
∂U
∂ϕ
)2
− 1
β2
∂4U
∂ϕ4
)]
Ψn
= nΨn, (3.76)
where Φn’s have been rewritten as Ψn’s to keep the original notation.
The first term of eq.(3.76) further simplified by performing the change of
variable
u = ϕ+
∆x2
12
∂U
∂ϕ
. (3.77)
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The potential term becomes,
U(ϕ) = U(u− ∆x
2
12
∂U
∂ϕ
)
= U(u) +
∂U
∂u
δu+ . . .
= U(u) +
∂U
∂u
(
−∆x
2
12
∂U
∂ϕ
)
+ . . .
= U(u)− ∆x
2
12
∂U
∂u
(
∂U
∂u
∂u
∂ϕ
)
+ . . .
= U(u)− ∆x
2
12
∂U
∂u
∂U
∂u
(
1 +
∆x2
12
∂2U
∂ϕ2
)
+ . . . . (3.78)
Considering terms to the order O(∆x2) gives
U(ϕ) ' U(u)− ∆x
2
12
(
∂U
∂u
)2
. (3.79)
Likewise,
∂2Ψn
∂ϕ2
=
∂
∂ϕ
(
∂Ψn
∂u
∂u
∂ϕ
)
=
∂
∂ϕ
(
∂Ψn
∂u
(
1 +
∆x2
12
∂2U
∂ϕ2
))
=
∂
∂u
(
∂Ψn
∂u
(
1 +
∆x2
12
∂2U
∂ϕ2
))(
1 +
∆x2
12
∂2U
∂ϕ2
)
=
(
∂2Ψn
∂u2
+
∆x2
12
∂Ψn
∂u
∂
∂u
∂2U
∂ϕ2
+
∆x2
12
∂2U
∂ϕ2
∂2Ψn
∂u2
)(
1 +
∆x2
12
∂2U
∂ϕ2
)
=
∂2Ψn
∂u2
+
∆x2
12
∂Ψn
∂u
∂
∂u
∂2U
∂ϕ2
+
∆x2
12
∂2U
∂ϕ2
∂2Ψn
∂u2
+
∆x2
12
∂2U
∂ϕ2
∂2Ψn
∂u2
+O(∆x4)
'
(
1 +
∆x2
6
∂2U
∂ϕ2
)
∂2Ψn
∂u2
+
∆x2
12
∂Ψn
∂u
∂
∂u
∂2U
∂ϕ2
. (3.80)
With ∆x2 ∂u
∂ϕ
∼ 1 and to order O(∆x2)
∂2Ψn
∂ϕ2
'
(
1 +
∆x2
6
∂2U
∂u2
)
∂2Ψn
∂u2
+
∆x2
12
∂3U
∂u3
∂Ψn
∂u
. (3.81)
Reverting back to the original notation of ϕ’s, eq.(3.71) has the form
− 1
2β2
∂2Ψn
∂ϕ2
+
1
2β2
∆x2
12
∂3U
∂ϕ3
∂Ψn
∂ϕ
(3.82)
+
[
U − ∆x
2
48
(
2
(
∂U
∂ϕ
)2
− 1
β2
∂4U
∂ϕ4
)]
Ψn = nΨn.
3.3. Lattice Discreteness Corrections 31
Lastly, the functional transform,
Ψn = exp
(
∆x2
24
∂2U
∂ϕ2
)
Φn. (3.83)
was performed, such that
∂Ψn
∂ϕ
= −∆x
2
24
∂3U
∂ϕ3
exp
(
∆x2
24
∂2U
∂ϕ2
)
Φn + exp
(
∆x2
24
∂2U
∂ϕ2
)
∂Φn
∂ϕ
, (3.84)
and,
∂2Ψn
∂ϕ2
= −∆x
2
24
∂4U
∂ϕ4
exp
(
∆x2
24
∂2U
∂ϕ2
)
Φn +
∆x4
576
(
∂3U
∂ϕ3
)2
exp
(
∆x2
24
∂2U
∂ϕ2
)
Φn
−∆x
2
24
∂3U
∂ϕ3
exp
(
∆x2
24
∂2U
∂ϕ2
)
∂Φn
∂ϕ
+ exp
(
∆x2
24
∂2U
∂ϕ2
)
∂2Φn
∂ϕ2
. (3.85)
To order O(∆x2) this gives
1
2β2
∆x2
12
∂3U
∂ϕ3
∂Ψn
∂ϕ
' 1
2β2
∆x2
12
∂3U
∂ϕ3
∂Φn
∂ϕ
exp
(
∆x2
24
∂2U
∂ϕ2
)
, (3.86)
and,
∂2Ψn
∂ϕ2
'
(
−∆x
2
24
∂4U
∂ϕ4
Φn − ∆x
2
24
∂3U
∂ϕ3
∂Φn
∂ϕ
+
∂2Φn
∂ϕ2
)
exp
(
∆x2
24
∂2U
∂ϕ2
)
. (3.87)
With these substitutions and in original notation, the Schro¨dinger-type equation
reduces to [
− 1
2β2
∂2
∂ϕ2
+ U − ∆x
2
24
(
∂U
∂ϕ
)2]
Ψn = nΨn. (3.88)
From eq.(3.88), an effective potential was extracted. Firstly, eq.(3.88) sug-
gests the modification of U(ϕ) to
U − ∆x
2
24
(
∂U
∂ϕ
)2
= ∆y
N∑
j
[
V (φ)− 2〈φ〉
∆y2
φ
]
− ∆x
2
24
(
∆y
N∑
j
∂
∂φ
[
V (φ)− 2〈φ〉
∆y2
φ
])
, (3.89)
where lattice indices have been omitted. From this form of U(ϕ), the following
local potential was constructed
Vlatt(φ) = VMF (φ) +
∆x2
24
(
∂
∂φ
VMF (φ)
)2
(3.90)
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The term within the square brackets of eq.(3.89) have been labelled VMF (φ)
for brevity. We propose that the replacement of the bare potential, eq.(2.8),
in Langevin simulations with eq.(3.90) would lead to the cancellation of lattice
dependence to order O(∆x2) as it appears in eq.(3.89). The leading error would
then be of the order O(∆x4) which becomes negligible for a small choice of ∆x.
When V (φ) is of the φ4 form in eq.(2.8), the lattice potential of eq.(3.90)
has terms of the order φ6. Vlatt is of the form,
V (φ)latt = − m
2
2
φ2 +
λ
4
φ4 − 2〈φ〉
∆y2
φ
+
∆x2
24
(
∂
∂φ
[
−m
2
2
φ2 +
λ
4
φ4 − 2〈φ〉
∆y2
φ
])2
(3.91)
or, in a rescaled form consistent with the prescription in chapter 2,
V (φ)latt = − 2〈φ〉
∆y2
(
1− ∆x
2
24
)
φ− 1
2
(
1− ∆x
2
12
)
φ2 − 〈φ〉
6
∆x2
∆y2
φ3
+
1
4
(
1− ∆
2
3
)
φ4 +
∆x2
24
φ6 (3.92)
The φ4 (technically, a φ6 polynomial) lattice potential contains terms that give it
an asymmetric form depending on the value of 〈φ〉. Low temperatures and small
lattice spacings were used in this study. So thermal fluctuations, and the factors
〈φ〉 and ∆x2 were small enough such that the dynamics of the φ6 potential were
similar to those of eq.(2.8).
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0   
φ1 φm φ2
Figure 3.3: The lattice potential of eq.(3.89). For illustrative purposes,
the following parameter choices were made; ∆x = 0.2, ∆y = 1.0 and
〈φ〉 = 0.
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Chapter 4
The One-loop Renormalization
Counterterm
An alternative method for suppressing lattice spacing dependence uses techniques
from renormalization theory. Parisi [24] suggested the introduction of renormal-
ization counterterms to eliminate dependence on the ultraviolet cutoff imposed
by the lattice spacing. The conjecture was that the field theory studied on a
lattice is equivalent to a continuum theory with an ultraviolet momentum cutoff,
Λ = pi/∆x, where ∆x is the lattice spacing. This ultraviolet cutoff then sets
the scale for the smallest possible spatial fluctuations that may be induced by
the heat bath. In the language of field theory, this has an influence on the form
of the thermal corrections to the classical field theory. Such thermal corrections
change the behaviour of the classical potential and act as a mechanism for non-
perturbative phenomena such as symmetry breaking.
For this reason, an effective potential, Veff , which incorporates thermal
corrections set by the lattice spacing must be considered. The effective potential,
Veff , unlike the classical (tree-level) potential, does not have a closed form. Its
structure has to be studied using perturbation theory. Usually, a perturbative
expansion of V is in terms of the number of loops of a Feynman diagram coinciding
with an expansion in powers of T is performed. This study is restricted to one-
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loop order, consistent with previous studies [13][14], such that
V = Vo + TV1 + . . . (4.1)
where ”. . . ” represents corrections O(T 2) and higher.
Section 4.1 begins with a very brief discussion on an apparent equivalence
between Euclidean quantum field theory (QFT) and classical thermal field theory
(CFT). Then, the well-known derivation of the one-loop effective potential for
a zero-temperature (1+1)-dimensional Minkowskian QFT is outlined. Care is
taken to make every assumption clear. In section 4.2, anisotropy conditions are
imposed and the one-loop effective potential is explicitly evaluated. In section 4.3,
a renormalization procedure is then used to formulate a lattice potential specific
to the case of the degenerate φ4 model introduced in chapter 2.
4.1 The One-Loop Effective Potential
One-loop quantum corrections were calculated for the effective potential of a
(1+1)-dimensional Minkowskian QFT following the procedure in [25]. A Wick
rotation [26] into a 2-dimensional Euclidean QFT related the result back to the
CFT by a well-known mapping (~ → kBT ) between the two theories. Such
corrections in the CFT are considered to be entropic in nature.
The path integral formulation of a Minkowskian quantum field theory in
d− 1 spatial and one time dimension is concerned with the computation of path
integral averages that look like,
〈Oj〉 =
∫ DφOjeiSM/~
ZM
, ZM =
∫
D[φ]eiSM/~, (4.2)
where
SM =
∫
dt
∫
dxd−1L (4.3)
is the Minkowskian action in terms of the Lagrangian density, L , with the
Minkowskian metric, ds2 = −(dt2) + dx2.
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The Minkowskian metric becomes Euclidean when t is restricted to the
imaginary axis. Under the substitution, t→ τ ≡ it, τ ∈ R the set of coordinates
xµ ≡ (xo,x) in Minkowski space become real Euclidean coordinates xµ ≡ (xE, x2).
This procedure, known as a Wick rotation, is useful when it is easier to solve
an equivalent Euclidean problem related to a given Minkowskian problem. The
term rotation is used because multiplying real t values on a complex plane by i is
equivalent to rotating the vector representing t by an angle of pi/2. Performing a
Wick rotation gives the Euclidean metric,
ds2 = dτ 2 + dx2. (4.4)
The path integral formulation of Euclidean quantum field theory is
〈Oj〉 =
∫ DφOje−SE/h
ZE
, ZE =
∫
D[φ]e−SE/h, (4.5)
where the Euclidean action is SE =
∫
dxdL .
In contrast, classical statistical mechanics is concerned with the computa-
tion of thermal expectation values of an arbitrary observable Oj,
〈Oj〉 =
∑
nOje−βEn
Z
, Z =
∑
n
e−βEn (4.6)
where En, Z and β are as defined in the previous chapters. Eq.(4.5) and eq.(4.6)
are formally the same and thus it may be expected that there is a relation between
these subjects [27]. That is to say, the path integral over all field configurations
corresponds to the canonical sum over states (the canonical partition function).
In fact, under kBT → ~, the equilibrium correlation functions of the classical
theory map exactly onto the zero-temperature Green’s functions of the quantum
theory, and the free energy maps onto the effective action [13].
This provides a formal mathematical connection between two theories that
describe very different physics. It serves as a starting point for constructing
an analogy between classical (d + 1)-dimensional scalar field theory and zero-
temperature quantum field theory in d-dimensional Euclidean space-time. This
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equivalence was utilized in the derivation of the one-loop effective potential that
follows.
We begin with the generating functional
Z[J ] = exp
(
i
~
W [J ]
)
=
∫
D[φ] exp
(
i
~
SJ [φ]
)
,
(4.7)
where SJ [φ] is the Minkowskian action of a scalar field theory in the presence of
a source term, J . The action SJ [φ] is
SJ [φ] =
∫
dx2
[
1
2
∂µφ∂
µφ− V + Jφ
]
= S[φ] +
∫
dx2Jφ. (4.8)
where the classical action,
S[φ] =
∫
dx2
[
1
2
∂µφ∂
µφ− V
]
(4.9)
has been inserted. V is the tree-level potential (the φ4 model of eq.(2.4) will be
used later in this chapter). The field, φ, is decomposed in the usual perturbative
way,
φ = φo +
√
~χ, (4.10)
where φo is the classical solution to the tree-level Euler-Lagrange equation that
follows from,
δSJ(φ)
δφ
∣∣∣∣∣
φ=φo
= 0, (4.11)
and χ is a fluctuation field about the classical solution. Consequently, the action
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can be expanded around the classical solution also, giving
SJ [φ] = SJ [φo + χ]
= SJ [φo] +
√
~
∫
d2xχ(x)
δSJ(φ)
δφ(x)
∣∣∣∣∣
φ=φo
+
~
2
∫
d2xd2yχ(x)
δ2SJ(φ)
δφ(x)δφ(y)
∣∣∣∣∣
φ=φo
χ(y) + . . .
= SJ [φo]− ~
2
∫
d2xd2yχ(x)G−1(x, y)χ(y) + . . . , (4.12)
where G−1(x, y) has been defined as
G−1(x, y) = − δ
2SJ(φ)
δφ(x)δφ(y)
∣∣∣∣∣
φ=φo
. (4.13)
Note that the term linear in χ vanishes because of the relation, eq.(4.11). The
terms represented by ”. . . ” are O(χ3) and higher. These terms introduce higher
powers in ~ and are therefore neglected. Substitution of the expansion eq.(4.12)
into the generating functional gives,
Z[J ] = exp
(
i
~
S[φo]
)∫
D[χ] exp
− i
2
χx
δ2SJ(φ)
δφ(x)δφ(y)
∣∣∣∣∣
φ=φo
χ(y)

= exp
(
i
~
S[φo]
)[
det(G−1)]1/2 (4.14)
It follows that the generating functional for connected Greens functions, W[J],
can be found by the Gaussian integration of eq.(4.14) (see Appendix B)
W [J ] = SJ [φo] +
~
i
ln det(G−1)]−1/2
= SJ [φo] +
i~
2
tr lnG−1 (4.15)
The effective action, Γ[φc], from which the effective potential follows, is the
generating functional for one particle irreducible (1PI) graphs (diagrams that do
not dissociate into two when a single line is cut). It follows from the Legendre
transformation of the generating functional, W [J ], given by
Γ[φc] = W [J ]−
∫
d2xφc(x)J(x). (4.16)
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The classical field, φc, can be expanded in powers of ~. However, since it satisfies
the Euler-Lagrange equation eq.(4.11) in the limit ~→ 0, it can be expanded as
follows
φc(x) = φo(x) + φ1(x) + . . . , (4.17)
where φ1(x) is understood to be of order ~ and ”. . . ” represent terms O(~2) or
higher. From eq.(4.17), the action becomes,
S(φc) ' S(φo + φ1)
= S(φo) +
∫
d2xφ1
δS
δφ(x)
∣∣∣∣∣
φo
= S(φo)−
∫
d2xJ(x)φ1(x). (4.18)
With these substitutions and the result of eq.(4.15), Γ[φc] to first order in ~,
reads
Γ[φc] = S
J [φo] +
i~
2
Tr lnG−1 −
∫
d2xφc(x)J(x)
= S[φo] +
∫
dx2φoJ(x) +
i~
2
Tr lnG−1 −
∫
d2x(φo + φ1)J(x)
= S[φo]−
∫
dx2φ1J(x) +
i~
2
Tr lnG−1
= S[φc] +
i~
2
Tr lnG−1. (4.19)
To understand the relation between the effective action, Γ(φc), and the
effective potential, V (φc), consider the expansion of the effective action in powers
of momentum,
Γ[φc] =
∫
d2x
[
−Veff(φc) + 1
2
∂µφc∂
µφc + · · ·
]
. (4.20)
When J → 0, the classical field becomes φc = φ which is a constant. Therefore,
all derivative terms in eq.(4.20) vanish leaving,
Γ[φc] = −(2pi)2δ(0)Veff(φc)
= −ΩVeff(φc) (4.21)
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where Ω is the space-time volume. From eq.(4.19) and the form of the classical
action,
Γ[φc] = −ΩV (φo) + i~
2
Tr lnG−1 (4.22)
or,
V (φc) = V (φo)− i~
2
Ω−1Tr lnG−1 (4.23)
From the definition of G−1(x, y) in eq.(4.13) and the classical action given
in eq.(4.9),
〈x|G−1|y〉 = G−1(x, y) = (+ V ′′)δ2(x− y) (4.24)
This shows that in the calculation of the effective potential, G behaves like a
propagator with an effective mass V
′′
such that
Tr ln G−1 =
∫
d2x〈x|lnG−1|x〉. (4.25)
Even though G−1 is not diagonal in the coordinate basis, it is in the momentum
basis and has the form
〈k|G−1|k′〉 = G−1(k, k′) = (−k2 + V ′′)δ2(k − k′) (4.26)
Consequently, using the fact that for a diagonal matrix,
〈i| lnAD|j〉 = ln〈i|AD|j〉 (4.27)
the one-loop correction may be written in the more convenient form,
Tr lnG−1 =
∫
d2x〈x| lnG−1|x〉
=
∫
d2xd2kd2k′〈x|k〉〈k| lnG−1|k′〉〈k′|x〉
=
∫
d2xd2kd2k′
e−i(k−k
′).x
(2pi)2
ln(−k2 + V ′′)δ2(k − k′)
=
∫
d2x
d2k
(2pi)2
ln(−k2 + V ′′)
= Ω
∫
d2k
(2pi)2
ln(−k2 + V ′′). (4.28)
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Thus, for scalar field theories, the one-loop correction to the effective potential is
given by
V1L =
1
2
∫ ∞
0
d2k
(2pi)2
ln(−k2 + V ′′) (4.29)
A Wick rotation on the complex ko plane is performed. The procedure is based on
the assumption of analytic continuation, so particular caution needs to be taken
with such rotations in momentum space. Consider the self-energy graph,
∫
d2kG.
From eq.(4.26), it is clear that, what are termed, ”mass-shell” singularities [26]
(or poles) exist at k2 = V
′′
. Written more explicitly, the integral reads∫
dk
∫ ∞
−∞
dko
1
k2o − (k2 + V ′′)− iη
(4.30)
with poles now situated at ko = ±
√
k2 + V ′′o − iη. The −iη displaces the mass-
shell poles away from the path of integration along the real ko axis. This is to
ensure that no singularities are encountered in the process of contour integration.
With the mass-shell poles situated above the negative ko axis and below the
positive ko axis (see fig.(4.1) below), a Wick rotation may now be performed by
the transformation,
ko → ik2 k2 ∈ R. (4.31)
The transformation is the rotation on the complex k2 plane illustrated graphically
in fig.(4.1).
The self-energy graph now reads,
−i
∫
dkE
∫ ∞
−∞
dk2
1
k2E + k
2
2 + V
′′ (4.32)
where the limit η → 0 has been taken. Note that the integral eq.(4.32) is over
variables of a 2-component Euclidean momentum vector, kE ≡ (kE, k2) = (k1, k2).
With the transformation eq.(4.31), eq.(4.29) becomes
V1L = − i~
2
∫ ∞
0
id2kE
(2pi)2
ln(k2E + V
′′
), (4.33)
Finally, dropping the quantum k notation in favor of the classical p notation for
momentum and performing the transform ~ → kBT , the one-loop counterterm
4.2. Lattice Regularization 43
k
o
 plane k4 plane
Figure 4.1: Wick rotation in momentum space. The
⊗
’s indicate poles that are
present.
becomes
V1L =
T
2
∫ ∞
0
d2p
(2pi)2
ln(p2 + V
′′
). (4.34)
4.2 Lattice Regularization
As is well known, integrals of the type eq.(4.34) are severly ultraviolet divergent.
Numerous methods exist for regularizing such integrals, a few popular ones being
dimensional regularization, Pauli-Villars regularization, zeta function regulariza-
tion and lattice regularization. Ultraviolet cutoffs are inherent to a field theory
formulated on a lattice, so lattice regularization is the obvious choice.
From the result eq.(4.34), the one-loop effective potential for the isotropic
version of our (2+1)-dimensional scalar field is straightfoward to calculate. With
the ultraviolet lattice cutoff, Λ,
Veff(φ) = V +
T
2
∫ Λ
0
d2p
(2pi)2
ln(p2 + V
′′
) (4.35)
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The evaluation of the momentum integral can be simplified by the transformation
to polar coordinates {px = p cos(θ), py = p sin(θ)}. This gives,∫ Λ
0
d2p
(2pi)2
ln(p2 + V
′′
) =
1
(2pi)2
∫ 2pi
0
dθ
∫ Λ
0
dppln(p2 + V
′′
)
=
1
8pi
[
(Λ2 + V
′′
) ln(Λ2 + V
′′
)− Λ2 − V ′′ ln(V ′′)
]
(4.36)
With the integrand having no θ dependence, integration over θ simply introduces
a factor of 2pi. With V
′′  Λ2, a Taylor series expansion about V ′′ to first-order
is performed. Also, constant terms like Λ2 have no effect on the dynamics of the
model and may be omitted. The one-loop effective potential to order O(V ′′) is
Veff = V +
T
8pi
V
′′
[
1− ln
(
V
′′
Λ2
)]
. (4.37)
The evaluation of the anisotropic momentum integral was somewhat less
trivial. The one-loop effective potential is of the form,
Veff = V +
T
2
1
(2pi)2
∫ Λx
0
dpx
∫ sΛy„1− p2xΛx«
0
dpyln
(
p2x + p
2
y + V
′′
)
. (4.38)
Anisotropy in the field theory complicates the θ integration as one now has to
consider two cutoffs, Λx and Λy. Instead of having rotational symmetry and
therefore no θ dependence, the integration here is over an elliptic region in
momentum space illustrated in fig.(4.2) To evaluate eq.(4.38) it was useful to
transform to the set of polar coordinates, {px = p cos θ, py = p sin θ}. As a
consequence, the upper bound of the radial quantity p =
√
p2x + p
2
y varies with θ.
That is, the upper bound is traced out by the elliptic curve
pmax =
√
Λ2x sin
2 θ + Λ2y cos
2 θ. (4.39)
illustrated in fig.(4.2). For later convenience, θ = 0 was set at the positive py
axis.
One of the trigonometric functions in eq.(4.39) may be eliminated by re-
defining one of the cutoffs. Because Λx > Λy by the anisotropy condition of
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Figure 4.2: Momentum space. The shaded region illustrates the area of momentum
space integrated over in the evaluation of the anisotropic one-loop effective potential.
eq.(3.53), a quantity, b2, was defined as the difference in squares
b2 = Λ2x − Λ2y. (4.40)
With this, pmax simplifies to
pmax =
√(
b2 + Λ2y
)
sin2 θ + Λ2y cos
2 θ
=
√
b2 sin2 θ + Λ2y (4.41)
The momentum integral of eq.(4.38) now reads,
1
(2pi)2
∫ 2pi
0
dθ
∫ √b2 sin2 θ+Λ2y
0
dpp ln(p2 + V
′′
) (4.42)
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In [14], the logarithmic function to be integrated over was seperated, in this
case giving
1
(2pi)2
∫ 2pi
0
dθ
{∫ √b2 sin2 θ+Λ2y
0
dpp ln(p2) +
∫ √b2 sin2 θ+Λ2y
0
dpp ln
(
1 +
V
′′
p2
)}
(4.43)
The first term in the brackets is a constant and are usually subtracted from
the calculation. Constants are of no consequence to the functional form of the
effective potential as they simply act to shift the potential up and down the V (φ)
axis. However, such constants will not be subtracted till the very end. Integration
of the first term with respect to p gives,
1
(2pi)2
∫ 2pi
0
dθ
∫ √b2 sin2 θ+Λ2y
0
dpp ln(p2)
=
1
2(2pi)2
∫ 2pi
0
dθ
{(
b2 sin2 θ + Λ2y
)
ln
(
b2 sin2 θ + Λ2y
)− (b2 sin2 θ + Λ2y)}
(4.44)
Integration of the second term with respect to p gives,
1
(2pi)2
∫ 2pi
0
dθ
∫ √b2 sin2 θ+Λ2y
V ′′
dp ln
(
1 +
V
′′
p2
)
=
1
2(2pi)2
∫ 2pi
0
dθ
[ (
b2 sin2 θ + A
)
ln
(
b2 sin2 θ + A
)
− (b2 sin2 θ + Λ2y) ln (b2 sin2 θ + Λ2y)− V ′′ ln(V ′′)
]
,
(4.45)
where A = Λ2y + V
′′
has been introduced for brevity. Combining eq.(4.44) and
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eq.(4.45), the one-loop counterterm eq.(4.43) becomes
1
2(2pi)2
∫ 2pi
0
dθ
[ (
b2 sin2 θ + A
)
ln
(
b2 sin2 θ + A
)− (b2 sin2 θ + Λ2y)− V ′′ ln(V ′′)
]
=
1
2(2pi)2
∫ 2pi
0
dθ
[ (
b2 sin2 θ + A
)
ln
[
A
(
b2
A
sin2(θ) + 1
)]
− (b2 sin2 θ + Λ2y)− V ′′ ln(V ′′)
]
=
1
2(2pi)2
∫ 2pi
0
dθ
[ (
b2 sin2(θ) + A
)
ln
(
1 +
b2
A
sin2(θ)
)
+
(
b2 sin2(θ) + A
)
ln(A)− (b2 sin2 θ + Λ2y)− V ′′ ln(V ′′)
]
(4.46)
Integrating the first term in the square brackets [28] gives
1
2(2pi)2
∫ 2pi
0
dθ
(
b2 sin2 θ + A
)
ln
(
b2
A
sin2(θ) + 1
)
=
b2
2(2pi)2
∫ 2pi
0
dθ sin2 θ ln
(
b2
A
sin2 θ + 1
)
+
A
2(2pi)2
∫ 2pi
0
dθ ln
(
b2
A
sin2 θ + 1
)
=
b2
4pi
ln
1 +
√
1 + b
2
A
2
− 1
2
1−
√
1 + b
2
A
1 +
√
1 + b
2
A

+
A
2pi
ln
1 +
√
1 + b
2
A
2
 (4.47)
The only θ dependence left in eq.(4.47) are terms of the form sin2 θ. So θ in-
tegration can be carried out with relative ease. The one-loop effective potential
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reads,
Veff(φ) = V (φ) +
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− V ′′ ln(V ′′)
}
(4.48)
where the definitions for b and A have been substituted back in.
To keep consistent with the methodology presented in [13][14], a series ex-
pansion about V
′′
was performed to order O(V ′′). This simplification is possible
since the conditions
Λ2x ' Λ2y  V
′′
(4.49)
are satified. Λ2 terms are generally of order 102, whereas V
′′
is of order unity.
Dealing with the result from this series expansion, drastically simplifies the renor-
malization procedure presented in the next section. With V
′′
as the small pa-
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rameter, a series expansion yields,
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+ . . . (4.50)
where the . . . represent terms O(V ′′2) and higher. Terms that are zeroth order
in V
′′
were subtracted from the calculation. Therefore the one-loop effective
potential reads
Veff(φ) = V (φ) +
T
8pi
[
1
2
(
1 +
Λ2x
Λ2y
)
− ln
(
V
′′
Λ2y
)
− (Λx + Λy)
2(
Λ2y + ΛxΛy
)2
Λ2x − 4Λ2y ln
1 +
√
Λ2x
Λ2y
2
− Λ2y
]V ′′(φ)
(4.51)
At this point it was crucial that the isotropic effective potential, eq.(4.37),
may be recovered. In the isotropic limit, Λx = Λy ≡ Λ. Implementing this equal-
ity in eq.(4.51), the argument of the second natural log term is unity. Therefore,
in the isotropic limit
Veff(φ) = V (φ) +
T
8pi
[
1
2
(1 + 1)− ln
(
V
′′
Λ2
)
− 1
Λ2
(0)
]
V
′′
. (4.52)
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Comparison with eq.(4.37) shows that the isotropic one-loop effective potential
has been reproduced exactly. This indicates that the anisotropic calculation was
carried out in a correct and self-consistent way.
Fig.(4.3) shows the form of the one-loop counterterm in eq.(4.51). Each
curve in the figure was produced by varying ∆y from ∆x ≤ ∆y ≤ 10∆x with ∆x
fixed. The×’s indicate when ∆y = ∆x. The figure shows plots of the counterterm
for the set of values, ∆x = 0.1, 0.2, 0.5, 1.0, 2.5, 5.0. For each plot V
′′
= 1 and
T = 8pi. The bold line is the isotropic counterterm plotted for 0.1 ≤ ∆x ≤ 5.
In the isotropic limit, the ×’s obtained from eq.(4.51) lie on this curve. This
indicates the counterterm of eq.(4.51) is behaving self-consistently.
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Figure 4.3: The one-loop counterterm of eq.(4.51). The bold line is the isotropic
counterterm plotted for 0.1 ≤ ∆x ≤ 5. Each line branching of the isotropic curve
represents values of the anisotropic counterterm.
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4.3 Renormalization Counterterms
At this point, the form of V (φ) is specified to be the φ4 model of eq.(2.4).
Following the renormalization procedure of [14], a renormalization condition is
imposed at some energy scale M
V
′′
eff(φ =
√
M) = V
′′
(φ =
√
M) (4.53)
The second derivative of eq.(4.51) with respect to φ gives
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. (4.54)
To satisfy the renormalization condition, eq.(4.53), the following renormalized
one-loop effective potential was constructed,
Veff(φ) = V (φ) +
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8pi
[
1
2
(
1 +
Λ2x
Λ2y
)
− ln
(
V
′′
Λ2y
)
− C
]
V
′′
+
T
16pi
[
V
′′′′
(
ln
(
V
′′
Λ2y
)
+
1
2
(
1− Λ
2
x
Λ2y
)
+ C
)
+
(
V
′′′)2
V ′′
]∣∣∣∣∣
φ=
√
M
φ2,
(4.55)
where
C =
(Λx + Λy)
2(
Λ2y + ΛxΛy
)2
Λ2x − 4Λ2y ln
1 +
√
Λ2x
Λ2y
2
− Λ2y
 . (4.56)
The term of order φ2 has been added so that it’s second derivative cancels with the
excess terms in eq,(4.54) and hence the condition eq.(4.53) will be satisfied. The
above effective potential of eq.(4.55) includes thermal fluctuations of order O(T )
to the bare potential at some energy scale M . Note the ∆x and ∆y dependence
of these fluctuations
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For a scalar φ4 field theory the lattice corrections to the mass shift will be
of the form
Vlatt = Vo + aφ
2 (4.57)
A renormalization point was conveniently chosen to be
φRN =
√
M2 +m2
3λ
. (4.58)
such that
V
′′
o (φRN) = M
2,
V
′′′
o (φRN) = 2
√
3λ (M 2 +m2),
V
′′′′
o (φRN) = 6λ,
The lattice potential of eq.(4.57) has the form.
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(4.59)
or, with the rescaling prescription given in chapter 2,
Vlatt = −1
2
φ2 +
1
4
φ4 +
3
4piβ
[
ln
(
M
Λy
)
+
1
2
(
1− Λ
2
x
Λ2y
)
+ C +
M2 + 1
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]
φ2, (4.60)
This lattice potential, it is proposed, will cancel lattice spacing dependence in
numerical simulations of the discrete system in chapter 2. In this study, we used
M =
√
2 consistent with [14]. Testing of eq.(4.60) in chapter 6 showed results to
be relatively independent of this choice.
Chapter 5
Lattice Simulations
In the previous two chapters, two methods were formulated for suppressing lattice
spacing dependence in numerical simulations of the system presented in chapter
2). The result was two lattice potentials, eq.(3.92) and eq.(4.60), each claiming
to correct for lattice spacing dependence. Given their apparent functional differ-
ences, one is lead to ask which is more valid. To answer this, a numerical study was
carried out using Langevin simulations. The advantage of such simulations is that
field configurations were readily available after each iteration making computation
of statistical mechanical quantities possible. Such an analysis is not possible with
Monte Carlo techniques.
It was crucial that accurate algorithms were used for the numerical testing.
Before the results of the numerical study are presented, we discuss of some apsects
of Langevin simulations that must be carefully considered. This chapter begins
with an introduction to the phenomenological Langevin equation, a stochastic
partial differential equation propagated using time-stepping procedures. In sec-
tion 5.2 we present a discussion of time-step error and ways to render it sub-
dominent in Langevin simulations. In section 5.3, the time-stepping method is
presented. A higher-order scheme is opted for due to initially poor test results
obtained by an Euler method. In section 5.4, the effects of truncation error are
illustrated by comparing nucleation times obtained using the Euler method and
a higher-order method. The procedure for extracting correlation lengths from
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field configurations is introduced in section 5.5. In section 5.6, the results of the
(1 + 1)-dimensional study presented in [12] are successfully reproduced.
5.1 The Phenomenological Langevin Equation
The Langevin equation is a continuum stochastic partial differential equation
(SPDE). The use of a Langevin equation for the stochastic evolution of the field-
system in chapter 2 is based purely on phenomenological grounds. The idea is
to supplement the Euler-Lagrange equation of motion with noise and viscosity
terms so that the system is driven to an equilibrium state. Noise and viscosity
terms are usually related via a fluctuation-dissipation theorem.
Langevin equations borrow much of their inspiration from Langevin’s treat-
ment of the Brownian particle [29]. The Brownian particle is a device originally
used by Einstein to describe apparent random motion in fluids. His suggestion
was that while a particle suspended in a fluid experiences random kicks which
will change its velocity, viscosity in the fluid decelerates the particle. This occurs
repeatedly, so that the particle travels through the medium with short, random
displacements.
Langevin later derived a mathematical description of the dynamics of this
process. His approach was based on Newtonian mechanics, formulating the equa-
tion of motion for a Brownian particle subject to the potential, V (x),
ma =
∑
i
Fi
m
d2x(t)
dt2
= −dV (x)
dx
− ηdx(t)
dt
+ ξ(t) (5.1)
The viscous force term, ηx˙, acts to retard the particles motion and the random
force term, ξ(t), represents random kicks acting on the Brownian particle. The
random kicks are independent on the position of the particle. Variations in its
value are more rapid than the changes in x(t). This nature of ξ(t) is represented
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by the relation,
〈ξ(t)ξ(t′)〉 = 2ζkTδ(t− t′), (5.2)
where 〈. . . 〉 is the statistical average and ζ is the spectral index of the fluctuation.
In the case of a scalar field theory, we begin with the Euler-Lagrange equa-
tion of motion,
φ = ∂
2φ(x, t)
∂t2
− ∂
2φ(x, t)
∂x2
= −δV
δφ
. (5.3)
with a Minkowskian metric. Introducing the supplementary terms made for the
Brownian particle, gives the phenomenological Langevin equation
∂2φ(x, t)
∂t2
− ∂
2φ(x, t)
∂x2
+ η
∂φ(x, t)
∂t
= − δ
δφ
V [φ] + ξ(x, t). (5.4)
The random force term, ξ(x, t), or noise term as it shall be called, represents the
coupling of the field to a thermal bath. Notice that the noise term in eq.(5.4) is
linear. This is referred to as additive noise. This is the simplest way to model
thermal noise. However, there is no reason why noise shouldn’t manifest itself
nonlinearly in the phenomenological Langevin equation. Recent studies [30][31]
into nonlinear noise terms in Langevin studies have been performed. Attempts
to derive the nature of the noise term analytically have also been made [32].
The noise term, ξ(x, t), and the viscosity coefficient, η, are related through
the fluctuation-dissipation relation,
〈ξ(x, t)ξ(x′, t′)〉 = 2ηβ−1δ(x− x′)δ(t− t′). (5.5)
where β is as before. A thorough discussion of its origins can be found in [30].
The probability distribution of the noise is assumed to be Gaussian of the form,
dP [ξ] =
1√
4piηT
Dξ exp
(
−1
2
∫
ξ2
(x, t)
2ηT
dxdt
)
. (5.6)
In principle, knowledge of the physical nature of the heat bath would enable one
to calculate the value of η [32] [11]. However, as it was the final equilibrium field
configuration that was of interest in this work, the viscosity coefficient, η, was
arbitrarily set to unity.
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Applying the dimensionless rescaling of chapter 2 to eq.(5.4) gives
(m2a)
∂2φ˜(x˜, t˜)
∂t˜2
− (m2a)∂
2φ˜(x˜, t˜)
∂x˜2
+ (m2a)η˜
∂φ˜(x˜, t˜)
∂t˜
= −(m2a) δ
δφ˜
V [φ˜] + (m2a)ξ˜(x˜, t˜). (5.7)
The definitions,
η˜ =
η
m
(5.8)
ξ˜ =
√
λ
m3
ξ (5.9)
have been made to keep the dimensions of each term consistent. Cancelling the
(m2a) factors and dropping the tildes gives the final form of the phenomenological
Langevin equation used in this study.
∂2φ(x, t)
∂t2
− ∂
2φ(x, t)
∂x2
+ η
∂φ(x, t)
∂t
= − δ
δφ
V [φ] + ξ(x, t). (5.10)
The rescaled form of the fluctuation-dissipation relation is,
〈ξx,tξx′,t′〉 = 2ηβ
−1
∆x∆y∆t
δx,x′δt,t′ , (5.11)
where the lattice spacings and time-step have been inserted to compensate for
the lack of dimensionality of the Kronecker deltas.
The lattice formulation of eq.(5.10) is
∂2φi,j(t)
∂t2
− (∇latφi,j(t))2 + η∂φ(x, t)
∂t
= −V ′lat(φi,j(t)) + ξi,j(t). (5.12)
where (∇latφi,j(t))2 is as defined in eq.(2.10) and V ′lat(φi,j(t)) it first derivative of
either eq.(2.1), eq.(3.92) or eq.(4.60) with respect to φ. The discrete form of the
fluctuation-dissipation relation is,
ξi,j(t) =
√
2ηβ−1
∆x∆y∆t
Gi,j(t) (5.13)
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where Gi,j(t) is Gaussian noise with unit divergence. A finite-difference ap-
proximation to the second-order time derivative is made in section 5.3. Note
that a complication with (∇latφi,j(t))2 will arise for lattice sites situated on the
boundary. To rectify this, the lattice is wrapped up in such a way that it forms a
torus, as shown in fig.(5.1). With these toroidal boundary conditions, each lattice
site has four neighbouring lattice sites required for (∇latφi,j(t))2 .
Figure 5.1: The toriodal boundary conditions used in this study.
Generally, accurate Langevin studies require large lattices with long running
time. Large system sizes are necessary to get acceptable statistics at low tem-
peratures and to avoid finite size effects. In the Langevin simulations performed
in this study, the lattice size was set as large as possible, limited only by the
hardware available.
5.2 Time Discretization Error
In the Langevin equation eq.(5.12), t corresponds to computer run-time. But the
computer can only evolve the field in discrete time-steps, ∆t. The lattice formu-
lation presented in chapter 2 is then discretized in time as well as in space. So we
can expect the discretized partition function as calculated in eq.(3.5) to contain
both space and time discretization errors. To be confident with the Langevin sim-
ulation, it is important to understand the effects of time discretization. Leading
order time-step dependence was calculated for the simplest stochastic propagation
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scheme, the Euler method, in [12]. The Euler method propagates eq.(5.12) by
updating 2MN quantities {φij(t), piij(t)} where i = 1, . . . ,M and j = 1, . . . , N .
The time-stepping algorithm is
pii,j(t+ ∆t) = pii,j(t) + ∆t
[
ηpii,j(t)− ∂Hlat
∂φi,j(t)
]
+ ξi,j(t) (5.14)
φi,j(t+ ∆t) = φi,j(t) + ∆tpii,j(t+ ∆t), (5.15)
where Hlat is the lattice Hamiltonian, eq.(2.9).
The probability density function associated with eq.(5.14) and eq.(5.15) is
described by a discrete time differential equation known as the Fokker-Planck
equation,
P [pi, φ, t+ ∆t] = exp
(
−∆t ∂
∂φij
∂Hlat
∂piij
)
× (5.16)
exp
[
∆t
∂
∂piij
(
η
∂Hlat
∂piij
+
∂Hlat
∂φij
)
+ ∆t
η
β
∂2
∂pi2ij
]
P [pi, φ, t]
For brevity, indices will be dropped in what follows. The operators in the expo-
nents of eq.(5.16) are non-commuting. A Campbell-Baker-Hausdorff expansion
was used to combine the exponents. This gives the Fokker-Planck equation the
convenient form,
P [pi, φ, t+ ∆t] = e−∆tHFPP [pi, φ, t], (5.17)
where to first order in ∆t,
HFP =
η
β
∂2
∂pi2
− ∂
∂φ
∂Hlat
∂pi
+
∂
∂pi
(
η
∂Hlat
∂pi
+
∂Hlat
∂φ
)
+
1
2
∆t
[
η
∂Hlat
∂pi
+
η
β
∂
∂pi
+
∂Hlat
∂φ
]
∂
∂φ
−1
2
∆t
∂Hlat
∂pi
∂2Hlat
∂φ2
∂
∂pi
+O(∆t2). (5.18)
The solution of HFPP [pi, φ] = 0 is the equilibrium canonical distribution ap-
proached by the discretized system. To zeroth order in momenta and first order
in ∆t,
P [pi, φ] = exp
(
−∆x∆y
∑
i
∑
j
[
β(1 + ∆t
η
2
)
pi2ij
2
+ βS(φij)−∆tβ
2
piij
∂S
∂φij
])
.
(5.19)
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The equilibrium density of configurations of our discretized Hamiltonian,
eq.(2.9) is obtained by the Gaussian integration (see appendix B) over the mo-
menta in eq.(5.19) giving,
P [φ] = Cexp
[
−β∆x
∑
i
∆y
∑
j
{
S(φij)− ∆t
2
8
(
∂S
∂φij
)2}]
. (5.20)
The effect of the time discretization is explicitly shown. We see that the leading-
order time-step dependence is O(∆t2). By setting ∆t  ∆x, where ∆x is the
effective lattice spacing, time-step dependence can be rendered subdominant. In
the simulations that follow, we used
∆t = 0.1∆x2. (5.21)
5.3 Time-stepping Methods
Using a higher-order time stepping method, rather than the lowest-order Euler
method stated in the previous section, will have one main advantage. Truncation
error that is introduced after each iteration of the time-step method will be
considerably reduced. Truncation error acts as a form of unwanted noise in the
simulation. This impairs the evolution of the field-system to thermal equilibrium,
and is equivalent to raising the temperature of the system.
A Langevin simulation can be thought of as integrating a discrete approxi-
mation to a stochastic partial differential equation (the Langevin equation). To
implicate a time-stepping method, finite-difference approximations to the time
differential terms in eq.(5.12) are required. Consider the Taylor series expansion
of the first derivative
dφl+1
dt
=
dφl
dl
+
d2φl
dt2
∆t+ · · · (5.22)
where the subscripts l and l+1 denote the discrete time levels, and “. . . ” represent
terms higher order in ∆t. Truncating the series to order O(∆t) and rearrranging
for the second derivative gives
∂2φl(x)
∂t2
'
∂φl+1(x)
∂t
− ∂φl(x)
∂t
∆t
. (5.23)
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such that the second order derivative is a finite difference approximation of the
first derivative. This approximation is accurate with the small choice of ∆t in
eq.(5.21). Substitution of eq.(5.23) into the Langevin equation eq.(5.12) allows
one to identify the update function,
dφl+1
dt
=
dφl
dt
+ ∆t
[
η
dφl
dt
+ (∇latφl)2 − V ′latt
]
+ ξi,j(t)
≡ f(φl, t) (5.24)
The general stepping procedure is the Taylor series expansion of φl+1 about
φl,
φt+1 = φt +
dφt
dt
∆t+
d2φt
dt2
∆t2
2!
+ . . . (5.25)
The Euler method truncates the Taylor series expansion to order O(∆t). With
pi(t) ≡ dφl/dt and eq.(5.24) the algorithm of eq.(5.14) and eq.(5.15) is produced.
The Euler method is the only first-order method.
Higher-order time-steppng methods that include terms of order O(∆t2) in
eq.(5.25) are known as second-order Runge-Kutta methods. The general second-
order Runge-Kutta stepping formula [33] is
φl+1 = φl + c1k1 + c2k2 (5.26)
where k1 and k2 are the Runge-Kutta ”constants” of the form
k1 = f(φl, tl)∆t (5.27)
k2 = f(φl + a2k1(φl, tl), tl + a2∆t)∆t
= f(φl + a2f(φl, tl)∆t, tl + a2∆t)∆t, (5.28)
The constants c1, c2 and a2 are to be determined. If k2 is expanded as a Taylor
series in two variables, giving
k2 = f(φl + a2f(yl, tl)∆t, tl + a2∆t)∆t
= [f(φl, tl) + fφ(φl, tl)a2f(φl, tl)∆t+ ft(φl, tl)a2∆t] ∆t+O(∆t3)
(5.29)
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Substituting eq.(5.27) and eq.(5.29) into eq.(5.26) gives
φl+1 = φl + c1f(φl, tl)∆t+ c2[f(φl, tl) + fφ(φl, tl)a2f(φl, tl)∆t
+ft(φl, tl)a2∆t]∆t+O(∆t3)
= φl + (c1 + c2)f(φl, tl)∆t+ c2[fφ(φl, tl)a2f(φl, tl)
+ft(φl, tl)a2]∆t
2 +O(∆t3) (5.30)
The stepping formula for φl+1 has the form of a Taylor series, that is, it is a
polynomial of increasing order. The Taylor series expansion of φl+1 about φl of
eq.(5.25) has the form,
φl+1 = φl +
dφl
dt
∆t+
d2φl
dt2
∆t2
2!
+O(∆t3)
= φl + f(φl, tl)∆t+
df(φl, tl)
dt
∆t2
2!
+O(∆t3) (5.31)
where dφl/dt = f(φl, tl) has been inserted. By matching terms in eq.(5.30) and
eq.(5.31), we can find information on the constants c1, c2 and a2. To do so, we
need [df(φl, tl)/dt](∆t
2/2!) in eq.(5.31) in the form fφ(φl, tl)a2f(φl, tl)+fl(φl, tl)a2
in eq.(5.30). This is achieved by chain-rule differentiation giving
df(φl, tl)
dt
=
df(φl, tl)
dy
dyl
dt
+
df(φl, tl)
dt
= fφ(φl, tl)f(φl, tl) + ft(φl, tl). (5.32)
Substituting this into eq.(5.31) gives
φl+1 = φl + f(φl, tl)∆t+ [fφ(φl, tl)f(φl, tl)
+ft(φl, tl)a2]∆t
2 +O(∆t3) (5.33)
By equating coefficients, we find
c1 + c2 = 1 (5.34)
c2a2 =
1
2
(5.35)
Since this is a system of two equations involving three unknowns, we can chose one
constant arbitrarily. Thus, there are actually an infinite number of second-order
Runge-Kutta methods determined by this arbitrary choice.
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One choice is to set c1 = c2 = 1/2 and a2 = 1 giving the second-order
Runge-Kutta method
φl+1 = φl +
k1 + k2
2
k1 = f(φl, tl)∆t
k2 = f(φl + f(φl, tl)∆t, tl + ∆t)∆t (5.36)
This is known as the modified Euler method or Heun method [34]. Note that
the method uses an average of the derivative, dφ/dt at time levels l and l + 1.
The advantage of this stepping method over the Euler method is illustrated in
fig.(5.2). From fig.(5.2), considering only the derivative at l can lead to a large
εE
εH
dφl /dt
dφl+1 /dt
∆t
l l+1
φ(t)
φl+1
H
φl+1
E
φ(tl)
φ(tl+1)
Figure 5.2: The modified Euler method or Heun method.
overshoot of the exact solution and thus, a large truncation error. However, the
averaging of the derivatives at l and l+ 1, used in the Heun method, reduces this
overshoot and therefore the truncation error.
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In a more explicit form, the algorithm for the field-system of interest is
φi,j(t+ ∆t) = φi,j(t) +
∆t
2
pii,j(t+ ∆t) +
∆t
2
ψi,j(t+ ∆t) (5.37)
pii,j(t+ ∆t) = pii,j(t) + ∆t
[
ηpii,j(t) + (∇latφi,j(t))2 − V ′lat(φi,j(t))
]
+ ξi,j(t)
(5.38)
ψi,j(t+ ∆t) = ψi,j(t) + ∆t
[
ηψi,j(t) + (∇latϕi,j(t))2 − V ′lat(ϕi,j(t))
]
+ ξi,j(t)
(5.39)
where
ϕi,j(t) = φi,j(t) + ∆t
[
pii,j(t) + ∆t
[
ηpii,j(t) + (∇latφi,j(t))2 − V ′lat(φi,j(t))
]
+ ξi,j(t)
]
(5.40)
is a temporary update for the field. The term, (∇latϕi,j(t))2, involves twelve
neighbouring field values in its calculations (see fig.(5.3)). Consequently, the
algorithm is slower than the Euler method of eq.(5.14) and eq.(5.15). It is also
more memory intensive as 3MN quantities, {φi,j(t), pii,j(t), ψi,j(t)}, need to be
updated for each iteration. Using the second-order Runge-Kutta method, one
suffers roughly a factor of two increase in computation run-time and a 33%
decrease in lattice size. The advantage is that its accuracy is to order O(∆t2)
meaning the dominant truncation errors are of order O(∆t3). Therefore, with
the small choice for ∆t made in eq.(5.21), such errors are of similar magnitude to
the round-off error, and hence negligible. To initialize the simulation, the usual
procedure is to scatter Gaussian distributed random values for φi,j(t), pii,j(t) and
ψi,j(t) across the lattice. This procedure was adopted in Langevin simulations
performed in this study.
5.4 Decay Times of Metastable States
To illustrate the importance of truncation error, both the Euler method and
the second-order modified Euler method were used to generate decay times of
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j j
ii
Figure 5.3: Field values involved in the update to the field value at each lattice
site. • is the lattice site being updated. The other markers indicate the field values
that go into the update at each site i, j.
metastable states. Decay times were extracted from lattice simulations of a (1+1)-
dimensional scalar φ4-theory with an asymmetry term in the potential,
V (φ) =
m2
2
φ2 − α
3
φ3 +
λ
4
φ4 (5.41)
The asymmetry term in eq.(5.41) has the effect of making one of the minima in
the double-well potential metastable, as shown in fig.(5.4).
To commence the simulation, Gaussian distributed random field values were
scattered in a quartic potential until an initial correlation in field value was
achieved. This procedure, known as quenching, seems a more natural way to
study metastable decay [30]. The duration of the quenching period was set as
the longest nucleation time that occurs in a sample of 5000 nucleation times ob-
tained from initially uncorrelated simulations. The quenched potential is simply
eq.(5.41) with α = 0, giving it the form of a single-well potential (the dashed-
dotted curve in fig.(5.4)).
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Figure 5.4: The asymmetric potential (full curve) and the quenched
potential (dashed-dotted curve).
After scaling out the mass term, m, we arbitrarily set η = 1.0, α = 0.7,
λ = 0.1, ∆x = 0.5. The time-step ∆t was determined from eq.(5.21). Using small
lattice sizes of M = 500, simulations ran until the nucleation of critical-sized
“bubbles” formed in the lower-energy minimum. To determine this critical size
for bubbles, a catagorizing exercise was carried out. All bubbles that nucleated
in the simulation were recorded and their subsequent expansion or annihilation
observed. After categorizing 500 critical bubbles, the average size at which bub-
bles became critical was ∼ 12 contiguous lattice sites. Once a bubble reached
this critical size the time was recorded.
Samples of 5000 nucleation times were obtained for each value of tempera-
ture. A histogram plot of these nucleation times gave a waiting-time distribution,
as shown in fig.(5.5). By fitting the distribution with the waiting-time form,
dN(t)
dt
δt = K
(
t
τ
)a
exp
(
− t
τ
)
, (5.42)
where δt is the bin size of the histogram, The parameter, τ , is identified as the
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decay time, a is a fit parameter, and K is a normalization factor.
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Figure 5.5: The waiting time fit to a distribution of 5000
nucleation times.
The decay rate per unit length [35], in the semi-classical approximation, is
given by
Γ = A exp
(
−SE
T
)
(5.43)
where SE is the Euclidean action corresponding to the “bounce solution” to the
equation of motion. The prefactor A contains quantum corrections which are
discussed in [36]. A simple manipulation puts eq.(5.43) in a straight line form
lnτ = ln(ΓL)−1
= −ln(AL) + SE
T
(5.44)
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Plots of ln τ vs. β are shown in fig.(5.6). Decay times were extracted for a
range of temperatures, then the straight line form of eq.(5.44) was fitted. Fig.(5.6)
shows the decay times extracted using the Euler (2’s) and modified Euler (♦’s)
time-stepping methods. The same parameters were used for both methods. The
result that Euler decay times are earlier can be attributed to larger truncation
error which is effectively the same as having a higher temperature. At higher
temperatures, decay of the metastable state is more rapid (as can be inferred
from fig.(5.6)).
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Figure 5.6: Plot of ln(τ) vs. β. 2’s and ♦’s represent decay
times extracted from simulations using Euler and Modified
Euler time stepping methods, respectively.
5.5 Extracting Correlation Lengths
A quantity that will be studied numerically in the following section and in the
following chapter is the correlation length. The correlation length is a measure
of the range over which fluctuations in one region of space influence (or, are
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correlated with) those in another region. Two points which are separated by a
distance larger than the correlation length will each have fluctuations which are
relatively independent, that is, uncorrelated. Clearly, the correlation length is
dependent on both the temperature of the system and the coupling strengths
between neighbouring lattice sites.
To extract a correlation length, λ∞, from numerically determined field con-
figurations, one must determine the two-point correlation function,
c(i∆x) = 〈φ(i)φ(i+ ∆i)〉. (5.45)
This is a simple average of the product of two field values seperated by a distance,
x. The correlation length is λ∞ = limx→∞ λ(x), where
λ(x) = ∆x
(
log
(
c(x)
c(x+ ∆x)
))−1
(5.46)
In computational practice, a finite lattice is used and therefore λ∞ cannot be
determined exactly. The extraction is further complicated by the fact that at
large x the data set size decreases, compromising the calculation of λ(x). The
procedure used in [12] was to plot λ(x) versus x and look for a “plateau” at
intermediate values of x. The same procedure was used in this numerical study.
It is important that simulations are allowed to run until thermal equilibrium
is reached. At thermal equilibrium, the field configuration consists of critical
sized regions of the field in either of the minima, φ1 or φ2. These structures
are termed kink/antikink pairs. Thermal equilibrium is satisfied when the equi-
librium kink/antikink density across the field configuration is obtained. While
fluctuations from the thermal bath are still present in the system, this fluctuation
energy and the elastic energy between lattice sites is balanced in such a way
that the mean-field value across the lattice is zero. The kink/antikink density is
achieved only if the lattice size (i.e. the statistical data set) is large enough.
To identify thermal equilibrium in Langevin simulations, the algorithm was
instructed to check the mean-field value after ever iteration. The mean-field
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value is simply the ensemble average of the field over the lattice. With the
initial conditions stated previously, the mean-field begins with a value of −1 and
reaches a value of zero after long evolution times. These times are of the order
105 − 106 iterations, depending on the temperature value used. The progression
to equilibrium is illustrated in the first frame of fig.(5.7). It shows probability
distributions for succesively later times (indicated by lighter shades of gray). The
second frame is simply the first frame “flipped” over to illustrate the behaviour
of the distribution in the φ2 minimum. This behaviour is obscurred in the first
frame by the plot of final probability distribution. The symmetric form of this
final distribution indicates that thermal equilibrium has been reached.
To eliminate the effect of thermal noise and phonons (which are still present
at equilibrium) on the results, a time-averaging scheme was employed. Values
for λ(x) were calculated for 500 different equilibrium field configurations then
averaged. Generating 500 equilibrium field configurations was a simple matter of
evolving 1 such configuration for 500 iterations.
5.6 Controlled One-dimensional Lattice Simulations
As mentioned earlier, methods to control lattice dependence in lattice simulations
of (1+1)-dimensional scalar field theories have been thoroughly tested [12]. In
this section, the results of [12] are reproduced. The purpose of this exercise was
to verify their results, and also, to serve as calibration of the numerical method
presented previously in this chapter.
Trullinger and Sasaki [17], and independently Croiteru et.al.[37] applied a
TIO method to order O(∆x2) to obtain the Schro¨dinger-type equation[
− 1
2β2
∂2
∂φ2
+ V (φ)− ∆x
2
24
(
∂V
∂φ
)2]
Ψn = nΨn. (5.47)
From this work, the lattice potential,
Vlatt = V +
∆x2
24
(
∂V
∂φ
)2
(5.48)
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Figure 5.7: Identification of thermal equilibrium. The two
figures show the progression of the probability distribution
function with time. The figure on the right is the reverse of
the figure on the left. The darker distributions were obtained
at earlier times than the lighter distributions.
was proposed in [12] such that any lattice dependence is predominantly of order
O(∆x4).
Gleiser and Mu¨ller [38] studied the effectiveness of one-loop renormaliza-
tion counterterms in the one-dimensional case. One-loop momentum integrals in
(1+1)-dimensional scalar field theories are relatively straightforward to evaluate.
The integral in the continuous case is not ultraviolet divergent i.e. no ultra-violet
cutoffs are required to regularize the integral as shown in appendix C. That is
not the case for the corresponding discretized theory as an ultraviolet cutoff is
inherant with the lattice. The integral with the ultraviolet cutoff is also calculated
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in appendix C. With the cutoff, Λ = pi/∆x, one finds
Veff = V +
T
4
√
V ′′ − T
4pi
V
′′
Λ
+O
(
V
′′2
Λ4
)
(5.49)
The renormalization condition is then imposed at some energy scale M , such that
V
′′
eff(φ =
√
M) = V
′′
(φ =
√
M) (5.50)
To impose the condition at this energy level, it is necessary to add counterterms
to Veff of the form
Vct =
T
4pi
V
′′
Λ
. (5.51)
The lattice potential formulated in [38] is,
Vlatt = V (φ) +
T∆x
4pi2
V
′′
(φ). (5.52)
which is intended to eliminate ∆x dependence to one-loop order in T .
To determine which counterterm is more effective, correlation lengths were
extracted from their respective simulations and compared. A low-temperature ex-
act value for the correlation length was obtained using a kink-gas phenomenology
briefly outlined in appendix D. At low temperatures λ is defined as
λ =
1
β(0,a − 0,s) =
1
2βto
. (5.53)
The evaluation of this, using semiclassical methods, is included in appendix D.
For β = 5, the kink-gas phenomenology gave the value λ = 17.81.
Correlation lengths were extracted from field configurations on a lattice of
size M = 8 × 105. A segment of the field configuration at thermal equilibrium
is shown in fig.(5.8). One-dimensional kink/antikink pairs are clearly present.
Fig.(5.9) shows plots λ(x) versus x obtained using the modified Euler method
outlined previously. The •’s are results obtained from a simulation using the bare
potential. The ◦’s are from a simulation using the potential eq.(5.48), and the ’s
from a simulation using eq.(5.52). Our results agree with those presented in [12].
The TIO method agrees well with the exact kink-gas value (the dashed line). The
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Figure 5.8: A snapshot of the 1D scalar field over a small
segment of the lattice.
one-loop renormalization method calculates a correlation length further from the
kink-gas value than one gets if no attempt to control lattice dependence is made.
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Figure 5.9: Calculations of the correlation length for vary-
ing values of the two-point seperation distance.
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Chapter 6
Results and Discussion
In the previous chapter, an accurate numerical method was developed. Subse-
quent testing was successful, and therefore permitted a level of confidence in its
precision. This was a crucial step if conclusions are to be drawn from the results
presented in this chapter. Here, the results of applying the effective potentials,
eq.(3.92) and eq.(4.60), to φ4 model are presented and discussed. Note that all
field dynamics discussed in this chapter are in the context of the φ4 model.
First, a discussion is given on the application of Ising methods to the
φ4 system. The intention of this exercise was to obtain an exact correlation
length to use as a benchmark for extracted values, in the same way the kink-gas
phenomenology (see appendix D) was used in the one-dimensional study. These
Ising methods are applicable only at the low temperatures identified in section 6.2.
Two-dimensional kink solutions with rotational symmetry have been found, and
are reported on in [3]. However, to our knowledge, an equivalent two-dimensional
kink-gas phenomenology to that presented in appendix D does not exist.
The next step was to identify the level of anisotropy that would produce the
dynamics required for the validity of the mean field approximation. The choice
of values for lattice spacing also had to be considered carefully. Obviously, using
fine lattice spacings would result in a high resolution study. In contrast, coarse
lattice spacings would result in a lattice with a large physical area. With a lattice
consisting 800× 800 points, a balance between accuracy versus physical size had
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to be determined.
With the optimal set of parameters identified, attempts to extract correla-
tion lengths are presented section 6.3. Initially, poor results were obtained. This
prompted an investigation into alternative computational methods in order to get
the most out of the computing hardware available. With insufficient accuracy in
the extracted correlation length values, the initial behaviour of the ensemble field
average value was studied. This study yielded results from which conclusions
could be made.
6.1 Ising Methods
The anisotropic (2+1)-dimensional φ4 field theory may be thought of as a system
of N linear anharmonic oscillators coupled by springs. In this section, an equiv-
alent Ising model formulation of this system [15][39] is discussed in which chain
states are represented by the presence (or absence) of a fermion. Modeling the
lattice system of chapter 2 with a spin-1/2 Ising system might seem a drastic
oversimplification. Appropriate parameter restrictions, in which this method
becomes valid, are discussed in detail in the next section.
As with the one-dimensional kink-gas phenomenology, the Ising treatment
assumes an equilibrium consisting of only the two lowest eigenstates. The Hamil-
tonian of the Schro¨dinger-type equation in eq.(3.88) is diagonalized in the trun-
cated basis of states, {|0, a〉, |0, s〉} where the a and s labels are for the minimums
at φ1 and φ2, respectively. The two lowest energy eigenstates are nearly degen-
erate, split only by tunneling between the two wells. Bishop and Krumhansl
[23] have investigated the validity of the two state basis in detail by numerically
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determining the expectation values,
〈0, a|φ2|0, a〉 = 〈0, a|φ2|0, s〉+O (〈0, a|φ2|1, a〉)
〈0, s|φ2|0, s〉 = 〈0, a|φ2|0, s〉+O (〈0, s|φ2|1, s〉) .
(6.1)
If the two-state basis was complete, the two quantities above should equal 〈0, a|φ2|0, s〉
exactly. It was shown in [23] that below some critical temperature the two lowest
eigenvalues of the coupled oscillators are close together, and all other eigenvalues
are much larger. In this regime, the two lowest eigenstates lie well below the
potential barrier. A simple method for identifying this regime in simulations is
discussed in the next section.
The two-state basis, in effect, restricts each of the N oscillators to be
entirely within one of the two lowest states. This calls to mind the level of
anisotropy required by the mean-field approximation in chapter 3. Recall that
it was necessary to have order-disorder patterns in the weak-coupling direction
and displacive patterns in the strong-coupling direction. A chain displaying
displacive patterns would occupy a ground-state given the temperature was low
enough. Thus, Ising methods are applicable in the parameter range required by
the mean field approximation with added condition of the system being at a low
temperature. Parameter choices are discussed further in the next section.
With each oscillator restricted to its two lowest eigenstates, (given a lower
enough temperature and high enough anisotropy), they may be represented by
the presence or absence of a fermion. Fermion creation and annihilation operators
acting on the ith chain are denoted by follows, c†i and ci. Scalapino and Stoeckly
in [39][40], constructed an effective Hamiltonian which has all the same matrix
elements as the original Hamiltonian eq.(3.88) in the truncated basis,
Heff =
M∑
i=1
{c†ici + ∆[1− (c†i − ci)(c†i+1 + ci+1)]}. (6.2)
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 is the tunnel splitting between the two eigenstates and ∆ is given by,
∆ =
2β
∆y2
|〈1|ϕ|0〉|2 = 2β
∆y2
〈0|ϕ2|0〉, (6.3)
Implementing periodic boundary conditions required some care. Because
the commuting quantities (ϕi, ϕi+1) are replaced by the anti-commuting operators
(ci, c
†
i ), minus signs require careful attention. The operators, c
†
M+1 and cM , are
defined
cM+1 = (−1)1+
PM
i nic1, (6.4)
and
c†M+1 = (−1)1+
PM
i nic†1, (6.5)
Thus, the Hamiltonian has two different forms. H even, which acts on an even
number of particles; the other Hodd acting on states with an odd number of
particles.
Fourier transformation of the operators gives,
bk =
eipi/4
M
M∑
i
e−ikici (6.6)
and,
b†k =
e−ipi/4
M
M∑
i
eikic†i (6.7)
The exponetial factors, e±ipi/4, have been introduced to keep coefficients in the
Hamiltonian real. Allowed k values for states with an even number of particle
states are,
k = ± pi
M
,±3pi
M
, . . . ,±(M − 1)pi
M
, (6.8)
Likewise, for states consisting of an odd number of particles
k = 0,±2pi
M
,±4pi
M
, . . . ,±(M − 2)pi
M
, pi. (6.9)
The even and odd Hamiltonians are given by,
Heven =
∑
k>0
[(− 2∆ cos k)(b†kbk + b†−kb−k)
+2∆ + 2∆ cos k + 2∆ sin k(b†kb
†
−k − bkb−k)] (6.10)
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to act on states with an even number of particles, and
Hodd = (− 2∆)b†obo + 2∆ + (+ 2∆)b†pibpi
+
∑
0<k<pi
[(− 2∆ cos k)(b†kbk + b†−kb−k)
+2∆ + 2∆ cos k + 2∆ sin k(b†kb
†
−k − bkb−k)] (6.11)
to act on states with an odd number of particles. The Hamiltonians diagonalize
for each (k,−k) subspace. The energy of the system is the sum of the energies of
each subspace,
Eeven =
∑
k
(k). (6.12)
When all the contributions have been worked out the result is
Eeven = MEo +
M
2
+M∆−M
pi
(+ 2∆)
∫ pi
2
0
dy
(
1− 8∆
(+ 2∆)2
sin2 y
) 1
2
(6.13)
where Eo is the ground-state energy of the single oscillator.
Eodd = Eeven + − 2∆ (6.14)
The solution of the Hamiltonian is well documented in literature. It follows closely
the solution of Shultz, Mattis and Lieb [41] for the two-dimensional Ising model.
The solution outlined above was used in [16] and [42] to determine various
thermodynamic quantities including the spin correlation functions. Correlation
lengths were also obtained for spin couplings in both the strong and weak direc-
tions. In the study presented in section 6.3, only the weak coupling (yˆ-directional)
correlation length was calculated from simulations. For the correlation length in
the weakly coupled direction one finds [16]
λy =
1
2
∆ye
“
2β
∆y2
”
. (6.15)
We expect this expression to have a medium level of precision, given the parameter
restrictions are satisfied.
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6.2 Identifying Parameter Ranges
The temperature regime for which the two-state basis is applicable was deter-
mined by studying kink behaviour. With the field initially situated at the mini-
mum, φ1, kink formation corresponds to barrier-crossings of the field. However,
at higher temperatures there are also barrier crossings due to thermal noise i.e.
nonlinear phonons. At intermediate temperatures, kinks still exist. However,
mixing with higher states is significant. The Ising approximation undoubtedly
fails at this temperature. Kinks are expected to vanish at temperatures where the
ground state energy is higher than the barrier at φm. Characteristic probability
distribution functions (PDF’s) for the these three temperature regimes are plotted
in fig.(6.1).
For temperatures which satisfy the Ising approximation, the simulated field
rests in the vicinity of the minimum φ1 for a very long time. The field will continue
to thermalize about this minimum until large enough fluctuations drive a potion
of the field over the barrier situated at, φm. This marks the formation of the first
kink-antikink pair. Thermal equilibrium is reached when the equilibrium kink-
antikink density is obtained. In terms of the field configuration, one looks for a
mean field value, 〈φ〉, close to φm with a standard deviation close to |φ1| = |φ2| =
1. From fig.(6.1), the PDF obtained for β = 6 satisfies these requirements. Lower
temperatures could be used, however this would mean slower lattice dynamics.
As a consequence, longer evolution times would be required to reach thermal
equilibrium.
Once β was set, it was straightfoward to determine the level of anisotropy
required by the mean-field and Ising approximations. It was a simple matter
of fixing one lattice spacing (chosen to be ∆x) while varying the other spacing
(∆y). The equilibrium field configuration was then observed. One looked for
coherance within each “chain” along the xˆ-direction and order-disorder in the yˆ-
direction. The plots below illustrate the equilibrium field configuration obtained
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Figure 6.1: PDF’s obtained from equilibrium field configurations for
three different values of β.
using varying amounts of anisotropy. The first snapshot corresponds to the
isotropic case where the coupling ratio, ∆x−2 : ∆y−2, is 1 : 1. As expected,
kinks with rotational symmetry are observed. As the coupling ratio is increased,
the kink form begins to show directional dependence. When the ratio reaches
a value between 16 and 100, the desired dynamics are obtained. After further
investigation, the value ∆y2/∆x2 ∼ 25 was identified. Larger anisotropies require
a larger difference in lattice spacing. So, a study of lattice spacing dependence
using a coupling ratio of 100 could be affected by the extreme lattice spacing
values involved. For this reason, we chose a coupling ratio of 25 to obtain the
results that follow. The limits on the choice of lattice spacing values will be
discussed further in the following section.
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6.3 Correlation Length Calculations
The anisotropic two-dimensional system has two relevant correlation lengths to
consider, one in each spatial direction. In effect, one deals with a correlation
“area” illustrated in fig.(6.3). This area is traced out by an ellipse with major and
minor axis given by the correlation lengths λx and λy. The method for extracting
correlations lengths from one-dimensional field configurations was discussed in
section 5.5 of the previous chapter. This methodology was used to extract
correlation lengths along the weakly-coupled direction of the two-dimensional
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tice.
configuration.
To achieve thermal equilibrium with the condition, eq.(5.21), simulations
generally required ∼ 2 × 105 iterations. Due to the complexity of the update
involved in the modified Euler method, this corresponds to about 24 hours of
computing time. As stated in the previous chapter the maximum lattice size
available consisted of 800× 800 sites. To identify thermal equilibrium, the same
mean-field check as mentioned previously was used. Fig.(6.4) is a series of snap-
shots illustrating the evolution of the field configuration towards equilibrium.
Using a coupling ratio of 25, a series of equilibrium field configurations
were obtained using different effective lattice spacings (i.e. the coupling ratio
∆y2/∆x2 was maintained while varying the lattice spacings). Configurations
obtained using the potential of eq.(2.8) are plotted in fig.(6.5). The numbers
above each configuration are ∆x and ∆y values, respectively. With ∆x < 0.065
it was found that the field configuration went to −∞. This indicated a breakdown
in the numerical method. With ∆y > 2.5, the level of accuracy was considered
too low to extract correlation lengths.
The field averages with their standard deviations, corresponding to each of
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Figure 6.4: Snapshots of the lattice field configuration at
differents times. The final configuration at t=625, shows the
field at thermal equilibrium.
the configurations plotted in fig.(6.5), are presented in fig.(6.6). It is clear from
fig.(6.6) that the higher accuracy simulations never achieve thermal equilibrium.
The reason for this is evident from the corresponding field configurations in
fig.(6.5). Only one or two kink/antikink pairs have formed on the lattice. The
kink/antikink density in this case is 1/L - a very poor estimation of the exact
value. It is clear that results with ∆x < 0.1 cannot be used.
Likewise, configurations for ∆x > 1.0 show a breakdown of displacive pat-
terns in the strongly-coupled direction. This is partly due to the lower accuracy
6.3. Correlation Length Calculations 85
of these simulations. By increasing the coupling ratio displacive patterns could
be recovered. However, doing this would restrict the range of effective lattice
spacings available for studying.
Attempts were made to extract a correlations length from the field configu-
ration with ∆x = 0.15, ∆y = 0.75 of fig.(6.5). A plot of λ(y) versus y did not show
the intermediate “plateau” that was observed in the one-dimensional studies of
the previous chapter. To obtain a correlation length, the λ(y) data was averaged
over the range 7.5 < y < 37.5. This gave a value of λ∞ ∼ 40 with a percentage
uncertainty of 14.7%. In comparison, Eq.(6.15) gives the value λ∞ = 28.2. The
poor quality of the extracted correlation lengths means a comparison with other
values is not useful.
Its is clear why the inaccuracies arise. The two-dimensional lattice used
above consists of the same number of data points that made up the one-dimensional
lattice of the previous chapter. The important quantity, however, is the number of
kink/antikink structures on the lattice. With only several kinks present at ther-
mal equilibrium, the field configurations above yield low quality data. Compare
this to the one-dimensional field configuration obtained in the previous chapter,
which contained up to 1000 kink/antikink pairs.
Attempts were made to increase the lattice size using the computing hard-
ware available. In principle, it is possible to perform lattice simulations of a
size limited only by hard-disk space. Areas of φ(t), pi(t), ψ(t) values are printed
to files of a size equal to that of the random access memory (RAM) available.
Data from these files are reread into arrays when updating to the next time
level. By doing this over the entire lattice, one can achieve a virtual memory
equal up to the hard disk space available. Consequently, with large, relatively
inexpensive amounts of hard disk space readily available, very large lattice sizes
can be realised. Unfortunately, printing data to a file then reading data into arrays
is a very time consuming process. For a lattice consisting of 820 × 820 lattice
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sites, simulations using RAM were 25 to 30 times faster than this “print-to-file”
procedure. Therefore, using large lattices to get sufficient data will drastically
increase the time for each iteration. Considering the time span of this study, such
a procedure was not feasible.
Algorithms were also written which simulate different “segments” of a larger
lattice simultaneously. Each segment is assigned to a different central processing
unit (CPU), and relevant boundary values required by calculations in neighbour-
ing segments are printed to file. This acts as a means of communication between
CPU’s. Here the computing limits were the number of CPU’s on the computer
cluster and the RAM of each CPU. Using three CPU’s, it was possible to increase
the maximum lattice size by 300%, from 820 × 820 to 1420 × 1420. With no
noticible improvement to the accuracy of extracted correlation lengths (∼ 13%),
different techniques for testing the counterterms were used.
6.4 Ensemble Averages of the Field
A direct comparison between the correlation lengths was not achievable with the
low quality data obtained. However, it is still possible to test whether lattice
spacing dependence is suppressed. This involves a qualitative investigation into
the initial behaviour of the average field value 〈φ〉 [14]. It would be expected
that if such a dependence had been successfully countered by a control method,
one should observe little variance between ensemble field averages obtained from
simulations which use different effective lattice spacings. 〈φ〉 values that do not
appear to vary with the lattice spacing indicate that the control method has been
successful.
This procedure has the advantage that simulations do not need to run till
thermal equilibrium is achieved. Only a small set of 〈φ〉 values are required to
observe the ensemble field average behaviour relative to other data sets. Due to
its level of simplicity, it does have disadvantages however. A successful correla-
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tion length study would not only allow one to determine which control method
suppresses lattice spacing dependence, but also whether the correct continuum
theory is being studied. Conclusions about matching the continuum result cannot
be made in an average field value study unless, of course, exact average field values
are available from analytic methods. Finding exact values would require the exact
solution of the nonlinear Schro¨dinger-type equation, eq.(3.88). One could find
analytic solutions using the Ising methods discussed previously. However, such
solutions are for thermal equilibrium field configurations. It has been determined
already that an adaquate description of the field theory at thermal equilibrium
cannot be achieved using the lattice size available in this study.
The series of plots of ensemble field averages that follow were obtained
for three different values of anisotropy. From the discussion above, the level of
anisotropy identified for which the mean field approximation is valid was when
the coupling ratio, ∆y2/∆x2 ∼ 25 or greater. The Langevin simulation ran as
before. Field averages over the lattice were calculated after every iteration and
then plotted. Only values from the first 500 iterations were considered, as this
data was sufficient to observe the qualitative behaviour.
Figures eq.(6.7) through to eq.(6.15) show the field average 〈φ〉 plotted
against physical time t. Each plot has the same initial dynamics. The field begins
in the minimum, φ1 = −1 with values Gaussian distributed with a mean 〈φ〉 = −1
and small divergence. This small divergence has the effect of correlating the field
slightly. Stochastic evolution causes the initially correlated field to oscillate about
φ1 until thermal noise disrupts the correlation and kink/antikink pairs form. For
labelling purposes, an area containing all five plots has been magnified in the
inset of each figure. The values labelling each plot correspond to ∆y values used
in each simulation.
A coupling ratio of ∆y2/∆x2 = 25 was first considered. The following pairs
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of lattice spacing values were used,
{(∆x,∆y)} = {(0.1, 0.5), (0.125, 0.625), (0.15, 0.75), (0.175, 0.875), (0.2, 1.0)}.
Fig.(6.7) shows the average field behaviour in simulations using no control method.
That is to say, the bare potential of eq.(2.8) was used. The lattice spacing
dependence is clearly illustrated. Fig.(6.8) shows average field values obtained
using the potential of eq.(4.60) in the simulation. From fig.(6.8) it is clear that the
one-loop renormalization (1LR) method fails to supress discretization effects at tis
level of anisotropy. In fact, field average plots calculated using the 1LR method
deviate from each other more so than the bare potential results. In contrast, the
results presented in fig.(6.9) using the TIO control method (eq.(3.92)) show a
successful supression of lattice spacing dependence. We return to this significant
result at a later point.
A full understanding of the mean field approximation’s parameter range
of validity could be obtained by slowly decreasing the coupling ratio towards
unity. Such a study was felt unneccesary given the aims of this study. When
the coupling ratio is low (< 20), the mean field approximation is expected to
break-down. Consequently, so too would the effectiveness of the TIO control
method. It was important to check this. A coupling ratio of 9 was considered
with the expectation that only the 1-loop counterterm might have some success.
The following pairs of lattice spacing values were used,
{(∆x,∆y)} = {(0.1, 0.3), (0.125, 0.375), (0.15, 0.45), (0.175, 0.525), (0.2, 0.6)}.
The results are presented in fig.(6.10) through to fig.(6.12). As expected, the
TIO method fails. However, it is still improvement to using no control method.
The results obtained using the 1LR method, again, appear more lattice spacing
dependent than the bare potential results.
A coupling ratio of 49 was also studied for completeness. The following
6.4. Ensemble Averages of the Field 89
pairs of lattice spacing values were used,
{(∆x,∆y)} = {(0.1, 0.7), (0.125, 0.875), (0.15, 1.05), (0.175, 1.225), (0.2, 1.4)}.
The behaviour seen in fig.(6.13) through to fig.(6.15) differs little from the ∆y2/∆x2 =
25 results. The only difference is that the ensemble field averages are generally
lower. This is due to the stronger coupling in the system. Larger fluctuations are
required for barrier-crossing to occur.
From these results, two conclusions can be made. In the parameter range
where the mean field approximation is valid, the TIO control method successfully
suppresses lattice spacing dependence. For all three coupling ratios studied, the
1LR method failed to suppress lattice spacing dependence. Unfortunately, due
to the nature of this ensemble average study, it is not clear if the TIO method
reproduces the continuum result.
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0.0625, 0.3125 0.075, 0.375 0.0875, 0.4375
0.1, 0.5 0.125. 0.625 0.15, 0.75
0.2, 1.0 0.25, 1.25 0.3, 1.5
0.35, 1.75 0.4, 2.0 0.5, 2.5
Figure 6.5: Field configurations after long stochastic evolution for different
effective lattice spacings. The same colormap has used as in previous field
configuration plots. The numbers above each configuration are ∆x and ∆y
values, respectively.
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Figure 6.6: Mean field values × and standard deviations •
obtained from the field configurations in fig.(6.5) are plotted
against ∆x.
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Figure 6.7: Field averages obtained for a coupling ratio of 25 using no
control method.
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Figure 6.8: Field averages obtained for a coupling ratio of 25 using the
1LR control method.
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Figure 6.9: Field averages obtained for a coupling ratio of 25 using the
TIO control method.
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Figure 6.10: Field averages obtained for a coupling ratio of 9 using no
control method.
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Figure 6.11: Field averages obtained for a coupling ratio of 9 using the
1LR control method.
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Figure 6.12: Field averages obtained for a coupling ratio of 9 using the
TIO control method.
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Figure 6.13: Field averages obtained for a coupling ratio of 49 using
no control method.
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Figure 6.14: Field averages obtained for a coupling ratio of 49 using
the 1LR control method.
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Figure 6.15: Field averages obtained for a coupling ratio of 49 using
the TIO control method.
Chapter 7
Conclusion
The aim of this study was to suppress lattice spacing dependence in (2+1)-
dimensional Langevin simulations. To implement a transfer integral operator
(TIO) method it was necessary to specialize this study to field-systems with
anisotropy. Two control methods were utilized for such a system. The TIO
method showed considerable success at suppressing lattice spacing dependence
in the mean-field limit. The 1LR method failed to suppress lattice spacing
dependence for all coupling values studied.
A TIO method was employed, consistent with previous one-dimensional
studies [17][37]. The result was the lattice potential, eq.(3.92) which contains
counterterms that eliminate lattice spacing dependence to order, ∆x2. During
the implementation of this procedure a mean field approximation was made for
the weakly coupled interaction. To perform a particular Taylor expansion, it was
required that one of the directions have strong-coupling (∆x → 0). Continuity
of the orthonormal eigenbasis {Ψn(ϕ)} was also assumed.
A one-loop renormalization (1LR) procedure was also used to find a lat-
tice potential with counterterms that cancel lattice spacing dependence. Our
calculation was consistent with the methodology used in previous isotropic two-
dimensional studies [13][14]. A number of approximations were made during the
calculation. Most notably, an effective potential was truncated at one-loop order,
neglecting finite, higher order loop corrections. The one-loop effective potential
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was evaluated by regularizing a constituent divergent integral with the lattice
ultraviolet cutoffs, Λx and Λy. To perform a renormalization procedure, a series
expansion of the one-loop effective potential to first order in V
′′
was necessary.
The second part of this study involved the numerical testing of the two
control methods by means of Langevin simulation. Due to the complicated nature
of the control methods, it was important to ensure our numerical method was
accurate. Time-step dependence and truncation error were treated such that they
became subdominant to the lattice spacing dependence in Langevin simulations.
We were able to reproduce the correlation length results of [12] to a comparable
level of accuracy.
A similar correlation length study was attempted using the control methods
derived for the anisotropic two-dimensional model. Ising methods were used to
simplify the model such that a continuum exact correlation length could be calcu-
lated. This calculation was valid in the moderately anisotropic, low temperature
limit. Low temperatures were required for the two-state basis assumption to be
valid. Correlation lengths obtained using the extraction methods presented in
chapter 5 were of insufficient accuracy with percentage uncertainties ∼ 15%.
The poor quality of the correlation length results was attributed to having
a small data set. In this study, equilibrium field configurations contained only
several kink/antikinks. Larger systems are necessary to get acceptable statistics
at the low temperatures considered. Different methods of implementing the al-
gorithm on the computing hardware were explored. A study on a 1420 × 1420
lattice yielded a correlation length with a percentage uncertainty ∼ 13%. This
was of little improvement to the results obtained on the 820× 820 lattice.
It was possible to make some conclusions on the effectiveness of the control
methods by studying the initial behaviour of the ensemble field average. From this
study, it was clear that the TIO method is successful at suppressing lattice spacing
dependence given certain anisotropy conditions are satisfied. An extensive study
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of the limits in which this method was applicable was not performed. Ensemble
averages obtained using a coupling ratio of ∆y2/∆x2 = 9 did show lattice spacing
dependence. Work towards an isotropic two-dimensional TIO method would
require replacing the mean-field approximation with some alternative method
for treating the yˆ-directional interaction term.
It was also clear from the study of ensemble field average behaviour, that
the 1LR method failed to suppress lattice spacing dependence. This was true
for all three of the coupling ratio values studied. In fact, the study showed this
method gave results more lattice spacing dependent than results using no control
method.
Success of the isotropic 1LR method in two dimensions was reported in [14]
by studying ensemble field average behaviour. Care was taken to show that the
isotropic 1LR method of [14] was recovered from our anisotropic method in the
isotropic limit. It is not understood why the method should work in the isotropic
limit only. The 1LR method derived in this study needs to be tested over the full
range of anisotropies including the isotropic limit to address this question. One
should note that the findings in this study are consistent with what was found in
the one-dimensional correlation length study.
It was successfully shown that the TIO method suppressed lattice spacing
dependence in anisotropic (2+1)-dimensional Langevin studies. It was not shown
whether the continuum result was produced. To determine this would require a
continuum exact quantity for comparison, such as the correlation length obtained
using Ising methods. An accurate correlation length study would provide the
ultimate validation of the TIO method presented in this work.
The computing resources available for this study were exhausted. The
largest lattice size achievable using RAM was a 820×820 lattice. Other algorithm
methods allowing for larger lattice studies, were devised with the penalty of long
computing times. Relatively accurate correlation lengths have been extracted
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from one-dimensional field configurations on lattice sizes as small as M = 16384
[43]. This lattice dimension could be achieved using the techniques described
in chapter 6, given the long computing time is not of concern. One tool that
would be of use is Fourier acceleration. The idea is to accelerate the dynamics
of slow modes. Langevin propagation is studied in momentum space rather than
coordinate space. Fast Fourier transforms (FFT’s) are used to relate the two
descriptions. In [44], it shown that this technique can considerably decrease
computer run-time. Each mode is dealt with seperately. This is accomplished
by updating the field configuration in momentum space, using different ∆ts´ for
different momenta in such a way as to accelerate the evolution of low momenta
without comprimising the the high momenta. Consequently, the number itera-
tions for a simulation is reduced considerably. Unfortunately, Fourier acceleration
only came to our attention during the write-up stage of this work.
The alternative would be to use more powerful computing resources. With
Moore’s law still in effect, the correlation length study presented in this work
could be carried out to a high level of accuracy in the near future.
Appendix A
The Commutator of Eq.(3.65)
In Eq.(3.65) of chapter 3, a commutator was expanded with little explanation.
Because its final form is of extreme importance to this study, full details have
been included here. With expansion, the commutator term reads
[
1
β2
∂2
∂ϕ2
− U,
[
∂2
∂ϕ2
, U
]]
=
(
1
β2
∂2
∂ϕ2
− U
)(
∂2
∂ϕ2
(UΨn)− U ∂
2Ψn
∂ϕ2
)
+
(
∂2
∂ϕ2
U − U ∂
2
∂ϕ2
)(
1
β2
∂2Ψn
∂ϕ2
− UΨn
)
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)(
2
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∂ϕ
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∂ϕ
+
∂2U
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2
∂ϕ2
)(
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β2
∂2Ψn
∂ϕ2
− UΨn
)
(A.1)
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Expanding out the brackets and letting operators act, the commutator has the
completely decomposed form,
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Certain terms can be seen to cancel one another, giving
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Appendix B
Gaussian Integrals
Through out this work, Gaussian integrals (or probability integrals) were solved
without proof. Here, a brief outline of their solutions are presented. The first
Gaussian integral encountered was in eq.(3.8). A similar, yet more complicated,
Gaussian integral appears in eq.(3.45). These are 1-D Gaussian integrals over
(−∞,∞) and which have a simple solution∫ ∞
−∞
dxe−(ax
2+bx+c) =
√
pi
a
e(b
2−4ac)/4a (B.1)
where erfc is the complementary error function.
In eq.(4.14), a k-dimensional integral of the form
F =
∫
dkφ exp
(
1
2
(φ,Aφ)
)
(B.2)
was solved, where
(φ,Aφ) = φjAijφj (B.3)
The matrix A can be diagonalized,
SAST = D = diag(λ1, . . . , λk), ∀λi > 0 (B.4)
A change of variables can be performed as follows,
u = Sφ,
dkφ = |detS|−1dku = dku. (B.5)
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Eq.(B.2) is now of the form,∫
dkφ exp
(
1
2
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)
=
∫
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(
−1
2
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i
λiu
2
i
)
=
k∏
i
(
2pi
λi
)1/2
= (2pi)k/2(detA)−1/2 (B.6)
Appendix C
The One-Dimensional One-loop
Effective Potential
(1 + 1)-dimensional scalar field theories turn out to be free of ultraviolet diver-
gences, such that the one-loop momentum integral in the effective potential can
be evaluated without the introduction of a cutoff.
V1LP =
T
2
∫ ∞
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2
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Regardless, the one-dimensional lattice will still impose an artificial momentum
cutoff, Λ, so the momentum integral above must integrated from 0 to Λ.
V1LP =
∫ Λ
0
dp
2pi
ln
(
1 +
V
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(φ)
k2
)
=
T
2
(
Λln
(
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Λ2
)
+ 2
√
(V
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) tan−1
(
Λ√
V ′′
))
(C.2)
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With the condition V
′′  Λ satisfied, the result above may expanded about V ′′ .
To order O(V ′′), the effective potential to one-loop order is
Veff = V +
T
4
√
V ′′ − T
4pi
V
′′
Λ
(C.3)
Appendix D
Kink-Gas Phenomenology
In Section 5.6 of Chapter 5, a value for the continuum exact correlation length
was compared to numerical results. It was obtained from kink-gas phenomenology
conceived originally by Krumhansl and Schrieffer [45] to calculate the density of
thermally excited kinks on a one-dimensional particle chain of non-linear Klein-
Gordan type. The idea was to treat a low-temperature one-dimensional kink-
bearing ensemble as an ideal gas of noninteracting particle-like kinks and phonons.
Currie, Krumhansl, Bishop and Trullinger [1] later improved this treatment by
considering the influence of kinks on the density of states. The exactness of this
phenomenology at low temperatures has been well demonstrated [46].
Originally, it was thought the phenomenology required explicit knowledge
of the phase shifts of extended small oscillations in the presence of kinks as well as
the frequencies of any internal modes of the kinks. It was later realised [47] that
such detailed knowledge was not needed. In [47], the authors express the kink-gas
phenomenology in its simplest form applicable to the entire class of non-linear,
(1+1)-dimensional kink-bearing systems. They present a general formula for the
low-temperature kink/anti-kink densities. Quantities entering this formula are
obtained from the local potential, V (φ), only. We followed their formalism in the
calculation of the correlation length.
The formalism begins with the expression for the kink-energy [3]
EK =
∫ φ2
φ1
dφ [2V (φ)]1/2 , (D.1)
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(see fig.(2.1) for the φ4 case). The correlation length can be found by considering
the two-point correlation function,
〈φ(0)φ(x)〉 =
∑
n
e−β(n−o)x |〈0|φ|n〉|2 . (D.2)
At low T , the sum is dominated by the lowest pair of eigenstates. Namely, the
ground states of each well of the double-well potential, o,a and o,s for the wells
at φ1 and φ2 respectively. Therefore, in the limit T → 0
〈φ(0)φ(x)〉 = e−β(0,a−0,s)x |〈0, s|φ|0, a〉|2 . (D.3)
The correlation length, λ, is, by definition, the denominator in the exponent of
eq.(D.3). That is, in the limit T → 0,
λ =
1
β(0,a − 0,s) =
1
2βto
. (D.4)
The kink density is,
n =
1
4λ
. (D.5)
The quantity to, is termed the ”tunnel-splitting” contribution to the lowest eigen-
value o. This may be evaluated at the low-temperature limit for general V (φ)
using an improved Wentzel-Kramers-Brillouin (WKB) method [48]. For poten-
tials having a single barrier (Sinh-Gordon, double-quartic, φ4 etc.), it can be
shown
to =
φ2 − φ1√
piB
eη
1√
β
e−EKβ, (D.6)
where the temperature-independent quantity η is given by,
η =
∫ φ2
φm
dφ
(
1√
2V (φ)
− 1
φ2 − φ
)
, (D.7)
and B is a topological factor (B=2 for double-well potentials) and φm = (φ2 +
φ1)/2. Note importantly that eq.(D.6) contains no reference to the kink solutions
of the equation of motion [3] which are usually accompany such a treatment.
To be able to solve the integral of eq.(D.7) in the φ4 case, we begin with a
bare φ4 potential of the dimensionless form,
V (φ) =
1
4
(φ2 − 1)2. (D.8)
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In its expanded form, eq.(D.7) is just the potential eq.(2.8) shifted by the amount
1/4 and so the dynamics are equivalent. It is useful to scale the effective potential,
Veff , of eq.(5.48) such that it has unit curvature at its minima,
V˜ (φ)eff =
[
2− ∆x
2
3
]−1
Veff , (D.9)
V˜
′′
eff(φ)|φ1,φ2 = 1. (D.10)
The scaling factor is absorbed by rescaling β2 and n,
β˜2 =
[
2− ∆x
2
3
]
β2, (D.11)
˜n =
[
1− ∆x
2
12
]−1
n. (D.12)
With the considerations above, the effective potential is of the form,
V˜ (φ)eff =
1
4
[
2− ∆x
2
3
]−1
(φ2 − 1)2
(
1− ∆x
2
6
φ2
)
(D.13)
Substituting eq.(D.13) into eq.(D.7) and noting that (φ2 − 1)2 = (1 − φ2)2, one
finds
η = ln
[
2
(
2− ∆x
2
3
)]
(D.14)
Similarly, inserting eq.(D.13) into eq.(D.1) we have
EK =
√
9
8
(
2− ∆x
2
45
)
(D.15)
With these results for Ek and η, and the values β = 5 and ∆x = 0.5, eq.(D.4)
gives the value λ = 17.81.
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