The goal of this paper is to investigate the performance of microcombustors for microturbines and for propulsion. Such field is currently under rapid development because of new market requirements. In particular, main areas of interest for microcombustion are propulsion, e.g., for UAVs, and micro-electrical power generators. This study is focused on a cylindrical microcombustor fed by methane and air, with diameter and height 0.006m and 0.009m, respectively. Following a preliminary scaling analysis, two combustion models were tested, and 3D RANS numerical simulations were performed. The two combustion models simulating micro-combustor flames are the eddy dissipation model with fast chemistry and the flamelet model. Both use a novel 2-step reduced kinetics mechanism: this was properly tuned for the present device. Results indicate that the two models predict similar results for what concerns the chamber maximum temperature and outlet temperature; they differ in predicting combustion efficiency: in particular the eddy dissipation model underpredicts the measured combustion efficiency while the flamelet model overpredicts it. Compared to the eddy dissipation model, the advantage of the flamelet model is its enormous computational time saving. This work should be seen as an advance in the understanding of how to design, and what to expect from future microcombustors applications.
Introduction
The definition of "micro" keeps changing with the introduction of smaller and smaller power or thrust devices. Until 15 years ago "micro" for a rocket meant typically thrust ~ O(1) N, now commonplace for NSSK duties on satellites. A more current definition would classify now as "micro" thrusts of order O(1), µN to O(1) mN. Surveys of this propulsion area have appeared already [1] [2] [3] . Microthrusters were associated with the emergence of micro-and nano-satellite concepts, in which satellites are conceived capable of the same or similar performance of conventional satellites within a much smaller package/weight by using MEMS technology. MEMS (Micro Electrical Mechanical System) technology is applicable to most or all combustion/propulsion systems, subject to restriction(s) posed by the physical laws that rule scaling. Fundamental aspects of MEMS and size reduction have been analyzed in 4 . The case for MEMS applied to chemical combustion/propulsion is based on scaling laws: for instance, in a microrocket, thrust T scales with area, while weight W scales with volume. Thus shrinking the combustor will increase the T/W ratio, a very attractive trend. However, the scaling laws should hold also throughout the range of physical effects that contribute to the working of a complete thruster or combustor system. This means, for instance, that viscosity will play an increasingly important role as size gets smaller, and that the simple isentropic expressions utilized in sizing rocket engines and gas turbines apply less and less as the dimensions shrink (e.g., measured I sp of rocket micronozzles goes down by a factor 10 when the nozzle Reynolds Number Re drops with size from 4000 to 400 5 ). Simulations of nozzles using both Axysimmetric and 3D Navier-Stokes were performed 6 to assess quantitatively the effect of real gas physics on MEMS-fabricated flat nozzle performance. The results indicated the flow inside such flat nozzles is truly 3-D and that a flat nozzle, e.g., that in 7 has about 20% less thrust than a 2-D axisymmetric nozzle. The meaning is that miniaturization must be complemented by the willingness to rework or adapt the physics associated to the new scales. Perhaps the major conclusion is that good microcombustor designs may only come from realistically simulating their physics; in practice, that mandate 3-D Navier-Stokes modeling and simulations. In the context of this paper, the ultimate goal is to apply MEMS technology to the preliminary design of micro combustion chambers. With this ultimate objective in mind, the specific purpose of this paper is to simulate combustion inside a microcombustor designed and built at the Polytechnic of Milan [8] [9] [10] [11] [12] , to improve its working and efficiency. The nominal input thermal power of this combustor is about 125 W. This paper consists of two parts. The first Part outlines scaling effects when conventional combustors are scaled down. The second Part describes the combustion chamber, a novel reduced reaction mechanism with its validation, and two 3D RANS numerical simulations of the air/methane micro combustion chamber. The two simulations differ in the combustion models: the first is carried out with a fast chemistry EDC model, the second with an Arrhenius flamelet model.
Part I

Scaling: From Turbulent to Laminar Combustion
The reactive Navier-Stokes equations apply together with their boundary conditions (BCs). Their nondimensional form is, for instance, in 13 . The well known viscosity and chemical source terms effects scale as the Reynolds (Re) and Damkoehler (Da) numbers, respectively. In large enough engines the regime is in fact turbulent, so that instead of a single Re and a Da number, Re and Da spectra should be considered. As size shrinks, the flow regime may become laminar. The BCs can also be non-dimensionalized, showing the importance of radiative HT effects. The most important BC is that for the energy at the walls, cast in terms of energy fluxes. By defining a characteristic engine size D, the ratio between surface ~D 2 and volume ~D 3 tends to grow when D decreases, subtracting more and more of the chemical heat release through the combustion chamber walls. Walls become critical regions of the engine (the ratio of heat lost to that generated scales with 14 the hydraulic diameter D as (1/D 1.2 )). When D is shrunk the ratio L K /D~Re -3/4 between the Kolmogorov scale and the chamber size tends to 1: the regime will eventually become laminar, and the spectrum of scales ceases to exist. The flame may be quenched by wall HT if the chamber radius D/2 is roughly of the same order as the quenching distance "d q " that can be estimated by 15 :
dominated, in this extreme case, by the effect of the flame temperature T g , lowered by the wall HT. Where S L is the laminar flame velocity, k the thermal conductivity, C p is the isobaric specific heat and ρ is the density. Thus for combustion to exist in this regime the condition
must be satisfied. This situation is extreme; in a combustor for a micro-turbine the nozzle (the transition piece) will also be dominated by viscous effects greatly degrading its performance. Even in the case D>>d q asymptotic analysis predicts extinction due to laminar strain when the so-called reduced Damkoehler number δ, function also of the Zeldovich number β, becomes < 1 13 :
Where the Zeldovich number β is:
This may occur when D becomes so small that the reaction rate, the numerator of (3), becomes too small because the T g (=T st ) drops too much due to wall heat transfer. As a rough approximation the relation 16 :
can be used to define the scaling of δ with D, and therefore to check when it becomes < 1 and may lead to extinction. If real, these effects will be demonstrated by running the test cases reproducing the experimental microcombustor of [8] [9] [10] [11] [12] with appropriate kinetics.
Part II
This part includes the combustion chamber description, a novel reduced 2-step chemistry model, its validation and the results.
Combustion Chamber and Turbulent-Combustion Models
The combustor chamber is cylindrical and burns air and methane, injected through separate ducts (see fig.  1 and fig.2 ); it has been built and is being experimentally tested at the Polytechnic of Milan [8] [9] [10] [11] [12] . Combustion chamber dimensions are 6mm diameter and 9mm height, corresponding to a combustor volume of about 255 mm 3 . Nominal input thermal power is about 125 W . The air inlet duct is tangential to the cylinder while the methane duct is orthogonal to the air inlet; these two ducts are coplanar and lie near the chamber top, while the exhaust duct is at the bottom, parallel to the methane duct and tangential to the cylinder (see figs. 1 and 2 ). This geometry should result in rapid counter clockwise entrainment of the fuel jet by the air, followed by mixing (fuel/air jets impinging allows rapid mixing), reaction while swirling downwards, and exhausting. Swirl is known to influence mixing, flame anchoring and stability 17 . The first combustor based on the idea of tangential air injection is 18 , but its dimension are much larger. Figures 1, 2 and 3 show, respectively, the top view of the x-y plane and a 3D projection of the combustion chamber. The computational domain is described by a computational mesh of almost 500,000 unstructured cells. The CFD solver uses FANS equations in a coupled explicit formulation, resolved with 2 nd order in time and space algorithms. The turbulence model is the standard k-epsilon. Operating conditions and BCs are reported in Table 1 . Density is calculated by a perfect gas equation of state for a multispecies mixture; the isobaric specific heat and molecular transport properties are predicted by kinetics theory 19 . Simulations were carried out using a 5 bi-processor node cluster with 4Gb Ram/processor. The simulations were carried out using the flamelet model and the EDC concept; both use a 2-step reduced reaction mechanism. The flamelet model allows intermediate (radical) species prediction, dissociation effects, and turbulencechemistry coupling. It is based on the assumption of equal diffusivities for all the species (generally acceptable for turbulent flows, where turbulent convection overwhelms molecular diffusion); even tough in this configuration the inlet Reynolds numbers are low, the 90° impinging jets enhance turbulence and mixing. It follows that the instantaneous thermo chemical state of the fluid is related to a conserved scalar quantity known as the mixture fraction 20 ,
f=(Z i -Z i,ox )/(Z i,fuel -Z i,ox ). The corresponding Favre mean conservation equation is:
a second conservation equation, for the mixture fraction variance ' f , is solved:
The default values for the constants σ t , C g ans C d are 0.85, 2.86, and 2.0 respectively. The mixture fraction variance is used in the closure model describing turbulence-chemistry interactions.
To simulate chemical non-equilibrium the flamelet concept is used: it views the turbulent flame as an ensemble of thin, laminar, locally one-dimensional flamelet structures embedded within the turbulent flow field [21] [22] [23] .
The chemistry can be reduced and completely described by two quantities, f and [21] [22] [23] [24] , where D is the diffusion coefficient. Since the species mass fractions and temperature in the laminar flamelets are completely parametrized by f and χ st , density-weighted mean species mass fractions and temperature in the turbulent flame can be determined from the PDF of f and χ st as
Where Φ represents species mass fractions and temperature and a β PDF shape is assumed for f and a δ function for χ. A simplified set of the mixture fraction space equations are solved [25] [26] . Here, N equations are solved for the species mass fractions, Y i , Where Y i , T, ρ, and f are the i-th specie mass fraction, temperature, density and mixture fraction, respectively. c pi and c p are the i-th species specific heat and mixture-averaged specific heat, respectively. S i is the i-th species reaction rate, and H i is the specific enthalpy of the i-th species. The scalar dissipation, χ, across the flamelet, is 27 : (11) where ∞ ρ is the density of the oxidizer stream. Note that, compared to larger combustors, swirl and especially curvature of micro-combustors greatly enhance χ. The second turbulent combustion model is the Eddy Dissipation Concept, developed by Magnussen [28] [29] [30] [31] [32] [33] [34] . It permits a better description of mixing properties than the Flamelet approach (of lesser importance in this context) but a worse chemistry description: in fact the EDC assumes fast chemistry while the flamelet model assumes Arrhenius rates. The EDC assumes that chemical reactions take place when reactants are mixed at molecular scales at sufficiently high temperature. In turbulent flow the reactant consumption is strongly dependent on molecular mixing. It is known that micro-scale processes, which are decisive for molecular mixing as well as dissipation of turbulent energy into heat, are severely intermittent i.e. concentrated in isolated regions whose entire volume is a small fraction of the volume of the fluid. These regions are occupied by fine structures of the same order of magnitude as the Kolmogorov micro-scale [35] [36] [37] [38] [39] [40] . If the reaction takes place instantaneously in all the fine structures, then the rate of combustion R i is completely controlled by turbulent mixing and is expressed by 41 : (12) Where Y ℜ is the mass fraction of the reactant ℜ, A is an empirical constant equal to 4.0, ε/k is the inverse of the large eddy time scale and ν' i,r is the stoichiometric coefficient of the species i in the r-th reaction.
Chemical mechanisms
A novel reduced chemical mechanism is presented consisting of 6 species and 2 reactions; the pre-exponential values (A), temperature exponents (b) and activation energy are in the following Table 2 . Comparisons were done at atmospheric pressure (that is, close to that in the micro-combustor), and in the range of ignition temperatures (1300K-1700K) that provides ignition delays shorter than the combustion chamber residence time (about 0.002s). Since the flame is non-premixed, equivalence ratios have been tested from Φ=0.3 to Φ=1.9, with ∆Φ=0.2. It was noticed that the Jones and Lindsted mechanism never ignited at these temperatures (and is not reported in the following figures). The comparison indicates that the novel mechanism reproduces the reference ignition delay times and final ("equilibrium") temperature better than more complex mechanisms. Temperature listed are those predicted after a simulation period one hundred times longer than the ignition delay time. Table 3a and Table 3b provide the ignition delay predicted by the Grimech 3.0 at the injection temperatures and equivalence ratios previously indicated. Figure 4 shows the ignition delay comparison as function of temperature for the different reaction mechanism at stoichiometric conditions. ignition temperature, K ignition delay, Phi=1, s detailed mechanism: 53species-325reactions 32species-177reactions 17species-58reactions novel mechanism: 6species-2reactions 4species-1reaction 5species-2reactions
Figure 4 ignition delay comparison at different temperatures, Phi=1
This figure shows how the novel mechanism (6 species and 2 reactions, light blue) fits very well the data predicted by the reference model Grimech 3.0, that includes 53 species and 325 reactions. It is clear that only the Grimech 1.2 mechanism fits the ignition data as well as the novel one, while all the other mechanisms predict delays very far from the reference ones; even worse data are predicted by the two Westbrook and Dryer mechanisms, but this was expected, since they were developed for premixed flames, while unexpected is the fact that the Kee model (17 species and 58 reactions) behaves rather poorly. Figures 5-8 provide the delay ignition time percentage differences, for brevity just at Φ=0.7, Φ=0.9, Φ=1 and Φ=1.1, as function of temperature. The choice of reporting the percentage differences has been done for a clearer understanding of the problem; the Kee mechanism (17 species and 58 reactions, red curve) shows very large differences. The novel mechanism is the best except at Φ=0.7 and for temperatures greater than 1450K, where the Westbrook and Dryer mechanisms is better. At Φ=0.3 and Φ=0.5 the Westbrook and Dryer mechanisms does not predict ignition at any injection temperature. The Grimech 12 mechanism (32 species and 177 reactions) usually fits better the Grimech 30 data than the new one presented here. It is interesting to note that the Kee mechanism (17 species and 58 reactions) at low temperatures does not ignite, it starts igniting at temperatures higher than 1400K and is always the worst. A parallel investigation has been carried on to compare final temperatures predictions at different equivalence ratios. Table 4a and Table 4b report the final (stationary) temperature predicted, by the Grimech 3.0, at the different equivalence ratios and at different injection temperatures. 1300  2499  2626  2602  2508  2405  1350  2516  2646  2630  2542  2442  1400  2551  2665  2658  2574  2479  1450  2577  2685  2684  2606  2514  1500  2602  2704  2709  2636  2549  1550  2626  2723  2733  2665  2582  1600  2650  2742  2756  2693  2614  1650  2668  2759  2778  2719  2645  1700  2689  2777  2799  2745  2675 Figures 9-12 report the predicted final (stationary) temperatures, for brevity just at Φ=0.7, Φ=0.9, Φ=1 and Φ=1.1 , as function of ignition temperature. Mechanisms with larger number of reactions and species predict the Grimech 3.0 temperatures better than the novel mechanism, as expected. To conclude, it is clear that the novel 2-step mechanism is the best choice since it combines high accuracy and reliability with ease of implementation and little computational effort.
Results
Flamelet model.
In the simulations reported here mass convergence is determined by the difference between the inlet and outlet mass. This difference is typically 1 x 10 -8 kg/s, three orders of magnitude smaller than the mass flow at inlet. In the following figures the combustion chamber is portrayed by slices, respectively at 0.001m (outlet plane), 0.003m, 0.005m and 0.008m (inlet plane). Figure 12 reports the pressure inside the combustion chamber, showing the slight overpressure in the air and fuel inlet sections necessary to feed the combustor. Figure 13 shows the temperature, its maximum close to 1700K, and that the hottest points are near the wall; at the outlet section the highest temperature is 1025K, this due to the high heat losses with the walls 47 . As a preliminary comparison, the exhaust temperature measured is 1170K 11 . This model assumes that the reaction rate is controlled by the turbulent mixing and the production rates of the 4 products, provided by the reduced mechanism above, differ substantially for the molecular weight. Convergence is determined again by the difference between the inlet and outlet mass: in this simulation the difference was of order 9·10 -7 kg/s, that is about one order of magnitude less than the mass flow at inlet, even after 0.06s of simulated time (residence time is ~0.002s). Thus simulations with this flame model never converged satisfactorily. The results shown are reported for comparison with those predicted by the flamelet model. With this caveat, the variables of interest are portrayed by slices, respectively at 0.001m (outlet plane), 0.003m, 0.005m and 0.008m (inlet plane). Figure 22 provides the pressure. The overpressure predicted agrees with that obtained with the flamelet model. Figure 23 reports temperature. The maximum is close to 1690K, a little smaller than the value predicted with the flamelet model; at the outlet the highest temperature is 1058K while the measured temperature is 1170K 11 .Generally, this model predicts a more homogeneous temperature distribution than with the flamelet model: this is due to the different treatment of the transport properties. The eddy dissipation model reproduces mixture transport properties as function of every single specie (weighting with the mass fractions).
The flamelet model reproduce the mixture transport properties as function of only one specie; for this reason, in order to reduce at best the error, the nitrogen transport properties were used (i.e. the specie with the highest mass fraction value). This is because the flamelet model is based on the hypothesis that the turbulent transport properties overwhelm the molecular ones. -the fluid dynamic regime is not fully turbulent inside the combustion chamber especially near the wall, not too far from where reactions take place; -the k-epsilon turbulent model overpredicts the ratio ε/k also where Re numbers suggest the flow is not fully turbulent. The EDC-model defines that the reaction rate depends on the ratio ε/k (equation (12)), thus the CO overproduction may be explained. Figure 30 provides the two planes, perpendicular respectively to the x-axis, y-axis and passing trough the z-axis, used to show the z-velocity vectors in figures 31 and 32. In these two figures, just the positive z-velocity vectors are presented, to highlight the recirculation zone inside the combustion chamber. The extension of the recirculation zone is smaller than the one predicted by the flamelet model and the predicted velocity is smaller too; this is could be due to the different impact of the combustion model on fluid dynamics. Figures 33 and 34 provide, respectively, the chemical efficiency predicted by the two simulations and the experimental data [8] [9] [10] [11] [12] , and that experimentally measured using CH 4 and C 3 H 8 as fuels. Figure 33 shows that η predicted with the Flamelets agrees with the experiments, while the EDC model under-predicts the value. Figure 34 shows how kinetics affects efficiency: the CH 4 ignition delay time is longer than for C 3 H 8 and in fact when the volumetric flow rate increases (that is the residence time decreases) the CH 4 efficiency drops while that of C 3 H 8 reaches its maximum value and maintains it. Figure 35 shows the exhaust temperature simulated under predicts that measured. 
Conclusions
The goal of this work was the simulation of an air/methane micro-combustion chamber, designed and built at the Polytechnic of Milan with nominal thermal power of 125W, with the ultimate goal of supplying computational tools to design miniature electrical power generators. The two combustion models reach similar temperatures (although those from the EDC flame model are questionable): the maximum temperature inside the chamber is close to 1700K for both, and the temperature at the outlet is about 1050K. Two are instead the main differences: combustion efficiency prediction and CPU time The measured combustion efficiency is η=0.78; the EDC model underpredicts this value (η=0.61) while the flamelets predicts it well (η=0.78). The reason stays in the chemistry treatment: the eddy dissipation model predicts rates completely controlled by k and ε, while the flamelet model includes finite Arrenhius kinetics. Because the average temperatures are low due to the wall losses, it is kinetics that controls combustion. The EDC model predicts rates higher than the flamelet model, and, in fact, CO predicted is double that obtained with flamelets: this affects efficiency (see equation (13)). The two models treat differently the mixing laws, with the EDC more accurate than flamelets. The first weights properties with mass fractions, while in the flamelet approach used here transport properties were approximated by those of nitrogen, the specie with the highest mass fraction; besides, the flamelets assume fully turbulent flow, where turbulent transport dominates over molecular. A very practical difference between the two flame models is in computational time. The flamelets model does not solve equations for species but uses look-up tables, saving about 90% of the CPU time (in these simulations). Further improvements (simulations with detailed chemistry, Grimech3.0) and comparison with the experiments being carried out at the Polytechnic of Milan are forthcoming in the next few weeks and will be reported in future papers.
