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Como um método de identidade pessoal confiável, o reconhecimento da palma da 
mão tem recebido uma atenção cada vez maior e tornou-se uma área de intensa 
pesquisa nos últimos anos. Tendo isso em vista, este trabalho apresenta um novo 
sistema de identificação biométrica baseado na palma da mão humana, denominado 
de PPAS (PalmPrint Authentication System). O sistema descreve uma nova 
abordagem para a identificação individual e pessoal utilizando os dados da palma 
humana através do método Local Binary Pattern (LBP). A aquisição da imagem da 
palma da mão é realizada a partir de uma webcam acoplada em uma caixa MDF, 
barateando o custo da tecnologia e atingindo o principal objetivo proposto. Testado 
com 45 imagens, o sistema obteve resultados promissores, mostrando que a 
abordagem não é apenas robusta, mas também bastante eficiente. 
 




As a reliable method of personal identity, recognition of the palm has received 
increasing attention and has become an area of intense research in recent years. 
With this in mind, this paper presents a new biometric identification system based on 
the human palm, called PPAS (PalmPrint Authentication System). The system 
describes a new approach for identifying individual and personal using the data of the 
human palm through the method Local Binary Pattern (LBP). The image acquisition 
of the palm is made from a webcam attached to a MDF box, reducing the cost of 
technology and achieving the main objective. Tested with 45 images, the system had 
produced promising results, showing that this approach is not only robust, but also 
very efficiently. 
 






Em um cenário onde a preocupação com a segurança na identificação 
pessoal torna-se mais significativa a cada dia, o cuidado com tal tecnologia merece 
especial destaque. Através das características biométricas, é possível realizar de 
forma segura e assertiva o reconhecimento humano.  
A obtenção de características biométricas pode ser utilizada em inúmeros 
casos como restrição de acesso a espaços, bens ou serviços. A principal vantagem 
desse reconhecimento em relação à senha ou cartão magnético é que não podemos 
esquecer ou perder as nossas características biométricas. 
Tecnologias de reconhecimento biométrico foram surgindo com o passar dos 
anos, tais como: identificação através da retina do olho, da face, da assinatura, da 
impressão digital, da palma da mão, da voz. Neste trabalho é abordada a tecnologia 
utilizando as características da palma da mão para identificação de usuários. 
Conforme descrito por Moreira [1], a palma da mão de uma pessoa é formada 
ainda no 7º mês do período de gestação e é uma característica que permanece na 
pessoa até o fim da vida, sem sofrer alterações e mudanças, o que torna os 
sistemas biométricos eficientes e com resultados satisfatórios. Além disso, a palma 
da mão possui vantagens com relação às outras tecnologias. Segundo Wu [2], a 
palma da mão contêm mais informações que as impressões digitais, por isso é mais 
distintiva; dispositivos de captura são muito mais baratos do que os dispositivos de 
captura da íris; contêm características distintivas adicionais, como linhas principais e 














1.1 OBJETIVOS DO PROJETO 
 
 
1.2.1 Objetivo Geral 
 
Desenvolver um dispositivo de baixo custo e um software de maior otimização 
no reconhecimento e autenticação de indivíduos através da biometria digital da 
palma da mão.  
 
 
1.2.2 Objetivos Específicos 
 
 Obter os dados biométricos da palma da mão; 
 Mapear os dados biométricos da palma da mão; 
 Criar uma base de imagens para palma da mão para testes de 
validação; 
 Desenvolver um dispositivo (hardware) para aquisição da imagem da 
palma da mão; 
 Desenvolver um algoritmo para reconhecimento através da biometria 
da palma da mão, desde a segmentação até a interpretação do indivíduo; 





Conforme o levantamento dos artigos lidos para este projeto, os dados 
biométricos da palma da mão não são padronizados, os dispositivos atuais são de 
elevados custos e existe uma preocupação com a segurança do reconhecimento 
quando se refere a dados biométricos. 
 




A necessidade de uma ferramenta de baixo custo, eficiente e que possuísse 
um baixo custo computacional para o mercado da biometria digital, motivou o 
desenvolvimento desta pesquisa. A escolha não foi feita por falta de ferramentas de 
reconhecimento biométrico no mercado, mas sim pelo alto custo financeiro que 
essas ferramentas possuem. 
Segundo pesquisadores da área existe a necessidade de dispositivos de 
reconhecimento biométrico unimodal, já que o bimodais (que envolvem mais de uma 
característica) comprovam ser mais eficientes, porém o custo computacional de tais 
dispositivos são maiores que de dispositivos unimodais, além disso, os bimodais são 
mais intrusivos, já que duas características são requisitadas ao usuário. 
Através da ferramenta proposta, o reconhecimento biométrico pode ser feito a 




1.4 ESTRUTURA DO TRABALHO 
 
O trabalho está dividido da seguinte forma: o capítulo 2 aborda a 
fundamentação teórica utilizada na pesquisa. A metodologia empregada está 
descrita no capítulo 3. No capítulo 4, consta a análise dos resultados. A 
apresentação do software desenvolvido está o capítulo 5. E finalmente, no capítulo 





2 FUNDAMENTAÇÃO TEÓRICA 
 
Este capítulo está dividido em 6 seções: biometria, formas de reconhecimento 
biométrico (onde as subseções trazem informações sobre as formas mais utilizadas), 
reconhecimento biométrico através da palma da mão, imagem digital, algoritmo LBP 





A Biometria, segundo Araújo [3], é um mecanismo de identificação de 
indivíduos que utiliza características únicas. Trata-se de reconhecer indivíduos 
baseando-se em características comuns, sejam elas físicas ou comportamentais, 
mas que são únicas para cada indivíduo. 
Conforme Ribeiro [4], a biometria teve origem no final do século XIX quando 
alguns pontos e características que poderiam identificar as impressões digitais foram 
descobertas por Sir Francis Galton. Esse processo foi automatizado mais tarde, no 
final dos anos 60, com o surgimento da tecnologia dos computadores. A partir de 
então o FBI foi pioneiro de tal tecnologia percebendo a necessidade do processo de 
automatização de reconhecimento humano. Em 1975 o próprio FBI fundou a 
tecnologia de desenvolvimento para “escaneamento”, o que levou a um protótipo de 
leitor. Em 1981, graças ao trabalho da NITS (Institute of Standards and Technology), 
cinco sistemas automáticos de identificação a partir da impressão digital já existiam. 
Muitos estados dentro dos Estados Unidos e também de outros países adquiriram 
seu próprio sistema de identificação digital desenvolvido por diversos fornecedores.  
Com o passar dos anos outras tecnologias de reconhecimento biométrico 
baseadas em características físicas e em características comportamentais foram 
surgindo. 
São exemplos de características físicas: impressão digital, face, retina do 
olho, íris, geometria da palma da mão, veias da palma da mão, formato da unha, 
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entre outros. Maneira de andar, dinâmica de digitação, assinatura manuscrita e voz 
são exemplos de características comportamentais. 
Uma das maiores vantagens das características físicas é a disponibilidade 
que elas possuem, pois estão sempre com o individuo. Outro beneficio é a rapidez 
na leitura. Algumas pessoas podem considerar o reconhecimento biométrico de 
forma intrusiva e não se sentir a vontade com o reconhecimento. Além disso, 
algumas características físicas podem mudar com o tempo. Já as tecnologias por 
características comportamentais têm como principal beneficio não ser intrusiva, mas 
nem todo ambiente é propicio a esses sistemas, no caso de reconhecimento por voz 
a poluição sonora pode atrapalhar. 
De acordo com Romano [5], para que essas características sejam usadas no 
reconhecimento biométrico devem satisfazer os seguistes requisitos: 
 Universalidade ou perenidade: todos os indivíduos possuírem a 
característica; 
 Unicidade ou variabilidade: a característica ser única para cada indivíduo; 
 Alto grau de impostura: difícil grau de imitação da característica; 
 Aceitabilidade: os indivíduos que irão utilizar o sistema devem aceitar 
fornecer as características; 
 Mensurabilidade: a característica pode ser coletada e medida; 
 Imutabilidade ou permanência: a característica não muda com o tempo. 
Os sistemas de reconhecimento biométrico baseiam-se em um principio 
comparativo, onde os usuários gravam num banco de dados o mapeamento da 
característica e posteriormente, no momento da autenticação, o indivíduo submeterá 
sua característica novamente ao sistema a fim de ser comparada ao banco de dados 
e comprovada sua identidade. 
Há diversos tipos de processos de identificação que não utilizam biometria, 
tais como: senhas, chaves, cartões, entre outros. Porém, esses dados podem ser 
roubados, emprestados ou perdidos, problemas esses que não ocorrem com o 
reconhecimento baseado em biometria, pois os dados são inerentes ao individuo e 




Figura 1 -  Exemplo de características biométricas: (a) Iris e retina do olho, (b) Assinatura, (c) 




2.2 FORMAS DE RECONHECIMENTO BIOMÉTRICO 
 
Nesta seção são descritas as aplicações mais utilizadas para o 
reconhecimento biométrico baseado em biometria física (impressão digital, face, 
íris/retina e palma da mão) e em biometria comportamental (voz, assinatura 







2.2.1 Impressão Digital  
 
A impressão digital vem sendo usada para o reconhecimento biométrico por 
muitos séculos. Esse método é utilizado em grande escala em sistemas de 
verificação de pequeno e médio porte, que envolvem centenas de usuário. Há três 
tipos de dispositivos que podem coletar a impressão digital: ótico (flexão da luz sobre 
o dedo), capacitivo (mede o calor que sai da digital) e ultra-sônico (envia sinais 
sonoros e analisa o retorno deles como um radar milimétrico). O mais utilizado é o 
ótico. 
 
Figura 2 -  Ilustração da identificação biométrica por impressão digital de Ribeiro [4] 
 
A partir da captação da imagem pelo dispositivo, cristas e vales do dedo são 
medidos e guardados para a comparação posterior. Há inúmeros métodos para essa 
mensuração.  
Segundo Jain [6] um problema com os sistemas de reconhecimento de 
impressão digital é que eles requerem uma grande quantidade de recursos 
computacionais. Outro problema seria uma pequena porção da população ser 
inadequada para a identificação automática por causa da genética, fatores de 
envelhecimento, razões ambientais ou ocupacionais (por exemplo, os trabalhadores 





2.2.2 Face  
 
De acordo com Jain [6], a identificação a partir da face humana baseia-se na 
localização da forma de atributos faciais, tais como olhos, sobrancelha, nariz, queixo, 
lábios, e suas relações espaciais. É uma das técnicas de reconhecimento biométrico 
menos intrusivas, pois não há o contato pessoal com nenhum tipo de aparelho. 
 
Figura 3 -  Biometria Facial obtida em [7]  
 
O reconhecimento facial é feito a partir de 3 etapas, conforme Dantas [8]: 
 Escaneamento da imagem digital individual, onde picos e depressões 
existentes na face são identificados; 
 Normalização da imagem, nessa etapa a imagem é padronizada, de tal 
forma que todas as imagens adquiridas tenham o mesmo tamanho, posição e 
resolução; 
 Comparação, aqui a imagem adquirida é comparada com as já 
existentes no banco de dados para o possível reconhecimento/autenticação. 
Uma das desvantagens desse processo é que gêmeos e sósias, óculos e 






2.2.3 Íris e Retina  
 
O olho humano possui duas características biométricas: íris e retina. 
Segundo Romano [5] a íris possui um composto de fendas, rugas, estrias, 
sulcos, fibras colágenas, sardas, buracos, veias e cores. Para a extração das 
características é utilizada uma câmera monocromática e a pupila é isolada na 
imagem. O processo de comparação baseado na íris humana calcula a medida da 
similaridade utilizando a distância de Hamming normalizada, esse método calcula a 
quantidade de divergências de bits entre as codificações. 
 
Figura 4 -  Biometria do olho (íris e retina) em [9] 
 
De acordo com Magalhães [10], a tecnologia de reconhecimento biométrico 
baseado na retina humana pode atingir altos níveis de precisão, ela analisa 
camadas de vasos sanguíneos localizados atrás do olho. Para captação da imagem 
é utilizado uma fonte de luz de baixa intensidade para que se possa opticamente 
reconhecer padrões únicos. 
As técnicas de reconhecimento utilizando características do olho não são 





2.2.4 Palma da Mão  
 
A identificação de indivíduos através da palma da mão pode ser dividida em 
dois tipos: reconhecimento a partir das veias e reconhecimento a partir da geometria 
da mão. A primeira tecnologia foi implementada recentemente pela empresa 
japonesa Fujitsu Limited com um projeto denominado PalmSecure. Utilizando o 
mapeamento das veias da palma da mão, esse método é considerado muito seguro, 
de difícil violação e tem um custo médio [11].  
 
Figura 5 -  Imagem da Palma da Mão 
 
Conforme Canedo [11], nesse método a mão é irradiada por raios 
infravermelhos e a reflexão desses raios é lida por sensores, as veias aparecem 
como padrões escuros na imagem, pois a hemoglobina absorve os raios e reduz a 
reflexão. Atualmente essa tecnologia é empregada em caixas eletrônicos do banco 
Bradesco. 
 
Figura 6 -  Reconhecimento biométrico da palma da mão do Banco Bradesco [12] 
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A identificação baseada na geometria da palma da mão pode ser feita por 
várias técnicas, desde o contorno da mão até pontos específicos encontrados na 
palma que podem ser mensuráveis. No tópico 2.3 deste capítulo, mostraremos 
alguns dos estudos já realizados sobre esse assunto. 
 
 
2.2.5 Voz  
 
O reconhecimento de voz tem como tarefa traduzir um sinal acústico 
(analógico) representando a fala de uma pessoa em uma representação textual que 
corresponda àqueles sons, conforme Laurino [13]. A captura do som é feita através 
de um microfone onde o usuário pronuncia uma frase qualquer ou selecionada. 
 
 
Figura 7 - Visão geral do processo de reconhecimento de voz proposto por Laurino[13] 
 
Os sistemas biométricos para esse processo são complexos, pois a voz tem 
sotaques, cada fala tem um determinado volume, há certas palavras que possuem 
ambigüidade e também o ruído do ambiente pode dificultar a verificação do 
indivíduo. Apesar disso, o reconhecimento por voz é utilizado principalmente em 





2.2.6 Assinatura Manuscrita  
 
O sistema de identificação da assinatura manuscrita do usuário mede e 
analisa o ritmo de escrita, contato com a superfície, tempo total de duração e entre 
outros [15]. A fragilidade dessa biometria comportamental está relacionada nas 
características da assinatura que podem mudar de acordo com o ambiente, papel, 
caneta, entre outros. Outro problema para a identificação são os usuários que 
variam demasiadamente as suas assinaturas. 
 
Figura 8 -  Assinaturas obtidas em [16]. (a) Exemplo de assinatura original e (b) forjada com 
tremor  
 
Segundo Lopes [15], na Inglaterra, o reconhecimento pela assinatura é 
aplicado no presídio de Pentoville, verificando a assinatura do preso para evitar que 
ele se passe por outro na retirada de comida. 
 
2.2.7 Digitação  
 
 
O reconhecimento da dinâmica de digitação tem como principal objetivo 
verificar o ritmo da digitação do usuário aumentando a segurança de sistemas de 
informação, de acordo com Lopes [15]. A velocidade de digitação, tempo em que 
uma tecla fica pressionada, frequência de teclas erradas digitadas, etc, são maneiras 





Figura 9 -  Dinâmica da Digitação 
 
Sistemas biométricos baseados na digitação são bastante viáveis por 
possuírem baixo custo e sua implementação ser fácil em sistemas de acesso a 
usuário de uma página na Internet [17].  
 
 
2.3 RECONHECIMENTO BIOMÉTRICO ATRAVÉS DA PALMA DA MÃO 
 
Nas pesquisas atuais, há estudos interessantes de sistemas biométricos, 
usando as características biométricas da mão. Conforme a Figura 10 é possível 
verificar o avanço do estudo nesta área a partir dos trabalhos utilizados nesta seção 





Figura 10 - Timeline dos estudos utilizados nesta seção 
 
Khan e Khan [18] propõem a identificação e autenticação de usuários 
utilizando o mapeamento das veias do dorso da mão que pode ser obtido a partir de 
métodos de infra-vermelho (Figura 12). Outros autores [19] [20] [21] [22] [23] usam a 
geometria da mão, aplicando cálculos geométricos no formato da mão como dados 
biométricos. Além disso, há diversas maneiras de aquisição das imagens, como uso 






Figura 11 - Exemplos de dispositivos de aquisição de imagem: (a) Aquisição de imagem por 
Scanner de Kumar [23] e (b) Aquisição por camera digital do artigo de Leng[21] 
 
 
Figura 12 - Amostra de um padrão das veias do dorso da mão do estudo de Khan [18] 
 
Analisando a literatura estudada sobre impressões digitais da palma da mão, 
percebe-se que um desafio para o reconhecimento biométrico é a posição da mão 
para aquisição da imagem. Por exemplo, Li [21] em seu estudo propõe a extração da 
imagem da região de interesse (ROI), mostrando que com cálculos geométricos 
pode-se extrair os dados biométricos da palma da mão com qualquer 
posicionamento dos dedos e rotação da mão, conforme a Figura 13. Da mesma 




tem um nível elevado de acerto, porém o método identificado pode variar com o 
posicionamento da mão.  
 
 
Figura 13 - Extração dos ROIs com flexibilidade da posição da mão segundo Leung[21] 
 
No trabalho de Ribarc [20], a imagem da mão é capturada através de um 
scanner e não há restrição de posicionamento, facilitando para o usuário. Esse 
estudo utiliza a palma da mão e os dedos como dados biométricos ilustrados na 
Figura 14, o que faz com que o sistema se torne multimodal e consequentemente 




Figura 14 - Processo de extração de características de Ribarc [20]. (a) Imagem original da mão 
com as regiões de interesse marcadas. (b) Sub-imagem da palma. (c) Sub-imagem do mínimo. (d) 
Sub-imagem do anelar.(e) Sub-imagem do dedo médio. (f) Sub-imagem do indicador. (g) Sub-imagem 
do polegar 
 
Bakina [24] utiliza em sua pesquisa uma webcam para aquisição da imagem, 
nesse método não há restrição para a rotação da mão ou para dedos abertos ou 
fechados. Pontos chaves são usados como dado biométrico, começando no topo 
dos dedos e terminando no final da palma. Esses pontos são extraídos de uma 
composição circular da imagem binária, conforme a Figura 15. A precisão desse 
sistema foi de 99% com uma alta taxa de FAR (False Acceptance Rate), quando 
combinado com recurso de voz, tornando-se bimodal, a taxa de FAR cai para 0%.  
 
 
Figura 15 - Composição circular da imagem binária de Bakina [24] 
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Em um estudo conduzido por Jemma [25] onde a palma da mão é utilizada 
como dado biométrico. Há a binarização da imagem e o contorno da mão é utilizado 
como referência, empregando o método Euclidiano para a extração do ROI. Neste 
trabalho a palma da mão é dividida em sub-regiões e utiliza-se o algoritmo LBP para 
extração das características. Com essa divisão ganhou-se em termos de 





Figura 16 - Pré-processamento do estudo da Jemma[25]. (a) Determinação da distancia entre os 
dedos usando como referência o ponto Wm. (b) Diagrama de distribuição da distância dos pontos do 
contorno da mão para uma referência. (c) Pontos do contorno da mão localizados. (d) Criação do 
ROI. (e) ROI recortado da imagem e sub-dividido para a aplicação do operador LBP  
 
Segundo Mahesh [22], sistemas biométricos unimodais (que utilizam apenas 
uma característica) são mais rentáveis, mas nem sempre são suficientes para 
reconhecimento de um indivíduo. Logo, os sistemas biométricos multimodais [20] 
[22] tem maior precisão de acerto, chegando até 100%. Porém, observa-se que na 
pesquisa de Kumar [23], é utilizado apenas a palma da mão como dado biométrico e 
tem um bom índice de acerto, em 98,67%. Já na proposta de Wu [2], onde não há 
reconhecimento biométrico e sim uma classificação das linhas da palma da mão 
(Figura 17) com base na posição em que elas se encontram, obteve-se 96,03% de 
exatidão na classificação.  
 
 





Figura 17 - Exemplos das linhas da palma da mão de pessoas diferentes segundo Xiangqian Wu 
[2] 
 
Assim sendo, é possível concluir através dos estudos vistos nessa seção que, 
a biometria da palma da mão é uma área muito promissora. As possibilidades de 
reconhecimento utilizando as características da mão são variadas, podendo realizar 
a junção de duas ou mais característica para melhores resultados. 
 
 
2.4 IMAGEM DIGITAL 
 
A imagem é uma função bidimensional de intensidade da luz f(x,y), onde x e y 
determinam coordenadas espaciais e o valor f em qualquer ponto da imagem é 
referente ao nível de cinza (brilho) naquele ponto da imagem, conforme Gonzalez 
[26]. Dessa forma imagem digital é uma imagem f(x, y) discretizada em coordenadas 
de brilho e espacial. A imagem digital é uma matriz onde suas linhas e colunas 
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identificam pontos na imagem, cada ponto é representado por um número e cada 
número representa o brilho nesse determinado ponto. Esses pontos podem ser 
denominados elementos de figura, em inglês Picture Elements, que pode ser 
abreviado como pixel ou pels.  
De acordo com Scuri [27], a imagem digital é formada a partir de objetos do 
mundo real, chamado de universo físico, dispositivos como câmeras ou sensores 
capturam esses objetos. Descrições abstratas desses objetos são formadas, esse 
universo é denominado matemático. Uma representação discreta, chamada de 
universo de representação, desses objetos é feita e permite trazer descrições 
abstratas para o mundo digital. Ainda há o universo de implementação aonde 
acontece a codificação do sinal discretizado na memória do computador através de 
uma estrutura de dados. Esses passos são vistos na Figura 18. 
 
Figura 18 - Passos para a formação da imagem digital 
A imagem é obtida por dispositivos que delimitam seu tamanho, ela é um sinal 
de cor 2D contínuo. A discretização, que consiste na observação de um sinal 
contínuo no espaço/tempo em posições/instantes discretos dessa imagem é feita. A 
imagem continua é modelada pela função: 
   (1) 
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Sendo X e Y números reais e limitados no intervalo de 0 a X e de 0 a Y. 
A imagem digital é conseguida a partir da quantificação dessa função e de 
uma amostragem. Quando o plano é amostrado temos uma matriz de valores que 
representam a cor em Pixel [27]. 
O conceito de Pixel vem do inglês “Picture Element” e como já citado 
anteriormente é o nome dado a cada elemento da matriz, representado ou 
codificado, em valor numérico inteiro, conforme mostra a Figura 19. Pixel é a menor 
unidade da imagem que pode ser controlada ou representada. 
Figura 19 - Representação de pixels de Scuri[27] 
 
O valor de um pixel é um número de 1-byte para tons de cinza, que é 
armazenado como um inteiro de 8 bits dando um intervalo de valores possíveis de 0 
a 255. Geralmente 0 é considerado como sendo o preto e 255 branco, valores entre 
esses número compõe os tons de cinza. Quando se fala em imagens coloridas, onde 
é assumido um espaço RGB, o valor do pixel assume um vetor de três números. Na 
imagem colorida (RGB) é possível construir quase todas as cores combinando as 
três cores primárias: vermelho, verde e azul. Com um total de 24-bit, a imagem 
contém 8 bits para cada cor, sendo assim capaz de exibir 224 = 16777216 cores 
diferentes.  
A paleta de cores é um método onde um valor de pixel pode admitir qualquer 
combinação de cor. Esse método permite que exista uma grande variedade de cores 




Uma imagem digital admite vários formatos de armazenamento após sua 
captura, Neves [42] cita os seguintes formatos: 
 JPG (JPEG File Interchange Format): Gera uma imagem comprimida e 
tem como característica a perda da qualidade não representando a 
imagem como a original. Permite taxas de compreensão muito maiores 
do que métodos sem perda. 
 BMP (Windows Bitmap): Gera imagens não comprimidas, por isso tem 
uma qualidade maior, porém gera arquivos grandes. 
 GIF (Graphics Interchange): Permite somente 256 cores, mas reproduz 
a imagem original com muita fidelidade. Geralmente imagens animadas 
são salvadas em GIF. 
 PNG (Portable Network Graphics):Surgiu em 1996, assim como o GIF 
pode ser utilizada para imagens animadas, pode-se dizer que o PNG é 
um melhoramento do GIF. 
 PMG (Portable GrayMap): Armazena dados em uma longa lista de 
bytes que representam em escala de cinza cada pixel da imagem; 
De acordo com Gozalez [26], existem passos fundamentais em 
processamento de imagens digitais que são necessários, visto que esse 
processamento abrange uma ampla escala de hardware, software e fundamentos 
teóricos. A Figura 20 ilustra que por meio de processamento de imagens é possível 


















Figura 20 - Passos Fundamentais em processamento de imagens digitais, segundo Gonzalez[26] 
 
A aquisição de imagem é o primeiro passo do processo. Existem várias 
formas de adquirir uma imagem digital, mas para isso é necessário que o dispositivo 
físico produza uma imagem inteira do domínio do problema a cada 1/30 s. Se o 
sensor de imageamento não for capaz de digitalizar a imagem, um conversor 
analógico-digital a digitaliza. A aplicação é quem determina a natureza do sensor e 
da imagem que ele produz. 
O próximo passo, após a captura de uma imagem digital é o pré-
processamento. Seu objetivo principal é melhorar e padronizar a imagem a ser 
analisada para que os processos seguintes sejam concluídos com sucesso.  
Conforme mostrado na Figura 20, a próxima etapa é a segmentação que 
divide uma imagem de entrada em partes ou objetos constituintes. Ao final desse 
passo, a imagem é constituída tipicamente por dados em forma de pixels. É preciso 
definir se os dados devem ser representados como fronteira, adequada para o 
interesse nas características externas (cantos ou pontos de inflexão) ou se esses 
dados serão representados por região, com interesse nas propriedades internas 
(textura ou a forma do esqueleto). 
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Para que o processamento computacional seja possível, a transformação dos 
dados iniciais numa forma adequada através da escolha de uma representação é 
necessária. As características de interesse devem ser enfatizadas, especificando 
também um método para descrever os dados. O processo de descrição, também 
chamado de seleção de características, extrai as características que resultem em 
alguma informação quantitativa de interesse. 
O próximo e último estágio envolve reconhecimento e interpretação, onde o 
reconhecimento baseado na informação fornecida pelo descritor atribui um rótulo a 
um objeto e a interpretação envolve a atribuição de significado a um conjunto de 
entidades rotuladas. 
Segundo Gonzalez [26], o conhecimento sobre o domínio do problema está 
codificado em sistema de processamento de imagens na forma de uma base de 
conhecimento. A base de conhecimento controla a interação entre os módulos e 
guia a operação de cada um, vista na Figura 20 através de flechas duplas entre os 
módulos de processamento e a base de conhecimento. A representação das flechas 
simples entre os passos do processamento baseia-se em conhecimento prévio da 
natureza esperada do resultado. Como complemento ao reconhecimento da imagem 
digital, obtém-se a Visão Computacional. 
A Visão Computacional teve suas primeiras menções em 1955 e aliada a 
Inteligência Artificial iniciou-se trabalhos a seu respeito na década de 70, de acordo 
com Milano [30]. Os pesquisadores da época achavam que seria possível em pouco 
tempo representar em uma máquina o sentido da visão. Nas décadas seguintes, a 
falta de informações e de modelos que representassem como as imagens são 
interpretadas no cérebro humano, verificou-se uma complexidade da Visão 
Computacional.  
O principal objetivo da Visão Computacional é determinar as características 
dos objetos representados em uma imagem [29]. Segundo Milano [30], em seu 
estudo, a Visão Computacional é a ciência responsável pela visão de uma máquina, 
que a partir de imagens capturadas por câmeras de vídeo, sensores, scanners, entre 
outros dispositivos, extrai informações significativas que permitem reconhecer, 
manipular e pensar sobre os objetos que compõem uma imagem. 
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Milano [30] diz que, “o olho humano consegue perceber e interpretar objetos 
em uma imagem de forma muito rápida”. A parte do cérebro que ocorre isso é no 
cortex visual, por ser uma das partes mais complexas do sistema de processamento 
do cérebro alguns cientistas se concentram em estudos para apresentar ideias para 
a visão computacional. A Figura 19, representa como exemplo o conceito de Milano 
[30], onde aparentemente a imagem é normal, mas entre as árvores é possível ver a 
silhueta de Napoleão.  
 
 
Figura 21 - Imagem com mensagem sublimar 
 
Portanto, através de imagens e vídeos a visão computacional fornece 
informações ao computador de forma que ele consiga simular e se aproximar da 
inteligência humana, executando tarefas inteligentes. 
Existem vários softwares que auxiliam no processamento de imagens para 
diversas aplicações, como por exemplo, para detecção de face, sensoriamento 
remoto, identificação de placas de carro, efeitos visuais, etc. Alguns softwares que já 
atuam no mercado: 
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 ImLab: serve como um laboratório para implementar rotinas de 
processamento de imagem[31]; 
 LAP ZTW: é um software capaz de identificar veículos lendo a sua 
placa automaticamente [32]; 




2.5 ALGORITMO LBP (LOCAL BINARY PATTERN) 
 
O LBP (Local Binary Pattern) é um classificador de texturas em escala de 
cinza simples, mas muito eficiente, que atribui a cada pixel da imagem um valor 
binário. Esse método foi proposto pelo Ojala em 1996 [33], em que ele aprimorou um 
estudo feito por Wang and He [34] sobre análise de texturas. Continuando seu 
estudo sobre LBP, em 2002 Ojala [35] produziu outro artigo com testes baseados na 
variação em escala de cinza das texturas. 
Para utilizar o LBP é preciso primeiramente dividir a imagem a ser analisada 
em células formando uma matriz, conforme a Figura 22. Para cada célula da matriz é 
feita uma varredura analisando os pixels que possuem 8 pixels vizinhos. Eles são 
comparados atribuindo 0 aos valores dos vizinhos que possuem valor inferior ao 
pixel central e 1 aos valores superiores ou iguais, gerando a matriz binária. Os 
valores da matriz binária são multiplicados pelos valores correspondentes de uma 




Figura 22 - Obtenção do LBP. Em (a) a matriz com os pixels da imagem. Em (b) uma matriz 
binária após comparação com pixel central. Em (c) a matriz criada na base 2 é utilizada para 
multiplicar as respectivas células dos valores encontrados em (b). E em (d) o resultado dessa 
multiplicação 
 
A soma dos valores da matriz final é utilizada para produzir os dados 
biométricos representados no histograma LBP. No exemplo da Figura 22, o 
resultado da célula central é 2+4+16+128+64=214. 
Assim é feito para cada pixel da imagem gerando um valor decimal. Depois 
de realizado esse processo nos pixels da célula, o número de ocorrência dos valores 
decimais são contabilizados e armazenados em um vetor gerando o histograma, 
apresentado na Figura 23. Após realizar esse processo em todas as células da 
matriz que compõem a imagem inteira, o operador LBP concatena os histogramas 
em um vetor que varia de 0 a 255. 
 
Figura 23 - Obtenção da LBP, em nove regiões da palma da mão 
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O LBP se tornou uma abordagem popular utilizada em diferentes aplicações, 
pelo seu poder discriminativo e simplicidade computacional. Ahonen [38], utilizou o 
método LBP em seu estudo para o reconhecimento de face, obtendo um resultado 
promissor, onde áreas planas, manchas, linhas e bordas são bem descritas pelo 
LBP. No estudo de Mascaro [39], o LBP auxiliou na análise de imagens de 
mamografias, apresentando resultados representativos durante a classificação dos 
tecidos nas mamografias. 
A característica predominante do operador LBP é a capacidade de lidar com 
as variações de iluminações na imagem [36]. Sendo assim, é utilizado 
principalmente em sistemas de reconhecimento de face e expressão facial, onde um 





O OpenCV (Open Source Computer Vision) é uma biblioteca multiplataforma 
de funções para programação na área de visão computacional, segundo Marengoni 
[40] e Lima [41]. Vem sendo desenvolvida desde 2001 pela Intel e é uma biblioteca 
de livre uso comercial e acadêmico desde que seja seguido o modelo de licença 
BSD Intel. A primeira versão da biblioteca foi lançada em 2006. A biblioteca pode ser 
aplicada na área de reconhecimento biométrico, reconhecimento de movimentos, 
realidade virtual, reconstrução 3D, identificação de objetos, entre outras. 
A tabela 1 ilustra as principais funções do OpenCV: 
FUNÇÃO DESCRIÇÃO 
Manipulação de imagens  
Alocação, desalocação, cópia, 
modificação, conversão 
IO de vídeo e imagem  
Input e output baseado em arquivo e 
câmera  
Manipulação de matrizes e vetores e 
retinas de álgebra linear  
Produto, solução, single value 
decomposition (SVD) 
Diversas estruturas de dados dinâmicas  Listas, filas, pilhas, árvores, grafos  
Processamento de imagens básico  
Fitragem, detecção de bordas, detecção 
de cantos, interpolação e amostragem, 
conversão de cor, operações 




Análise estrutural  
Componentes conexos, processamento 
de contornos, transformação de distância, 
momento diverso, casamento de 
templates, aproximação poligonal, 
montagem de linha, montagem de elipse, 
triangularização de Delaunay 
Calibração de câmera  
Busca, rastreamento e calibração de 
padrões, calibração, estimação de 
matrizes fundamentais, estimação 
homográfica, correspondência estéreo.  
Análise de movimentos Fluxo óptico, segmentação de 
movimentos, rastreamento  
Reconhecimento de objetos.  
Métodos-eigen, Hidden Markov Models 
(HMM)  
GUI básica 
Exibição de vídeo e imagens, tratamento 
de entrada do teclado e do mouse, barras 
de rolagens  
Labeling de imagens  
Linha, cônica, polígono, texto, desenho 
de texto 
Tabela 1 -  Funcionalidades do OpenCV, segundo Lima [41] 
 
De acordo com Lima [41], o OpenCV abrange uma conjunto de funções 
relativas ao pré-processamento, segmentação, representação e reconhecimento de 
imagem, entre essas funções podemos citar: 
 cvSmooth: essa função é relativa a filtragem de suavização, o qual é utilizado 
para redução de ruído e borreamento da imagem. Utilizada na etapa de pré-
processamento; 
 cvSobel: essa função diz respeito ao operador Sobel, este que efetua uma 
medida do gradiente 2D da imagem e destaca regiões de alto gradiente que 
equivale a aresta da imagem. 
 cvLaplace: Também é utilizado para detecção de arestas, pois destaca 
regiões de rápidas mudanças de intensidade. 
 cvCanny: Detecta arestas através da entrada de uma imagem em escala de 
cinzas e como saída produz uma imagem mostrando as descontinuidades 
rastreadas; 
 Para detecção de cantos temos: cvCornerEigenValsAndVects e 
cvCornerMinEigenVal, as duas baseiam-se na matriz de covariação das 
derivadas em torno de cada pixel; 
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 cvThreshold: Refere-se a limerização da imagem. Acontece na etapa de 
segmentação da imagem, separando os objetos de interesse do fundo da 
imagem; 
 cvHoughLines2: Utilizada para detecção de linhas em uma imagem; 
 cvFindContours: Detecta contornos de uma imagem binária; 
 cvContourArea: Calcula a área do contorno; 
 cvApproxPoly:  Obtem a aproximação poligonal; 
 cvMatchTemplate e cvCamShift: Faz o rastreamento de objetos; 
 cvCalcOpticalFlowLK: Mede a velocidade de um pixel comparando os mesmo 
com o frame anterior; 
 cvHaarDetectObjects: Detecta objetos retornando um quadrado para cada 
objeto detectado. 
O OpenCV é uma solução de códigos abertos e provê soluções adequadas 
para vários tipos de aplicações. Foi desenvolvida em C/C++ e também da suporte a 
programas que utilizem Visual Basic, Java e Python, a versão 2.0 lançada em 2009. 
O OpenCV tem um suporte eficiente aos seus usuários, pois conta com uma 
documentação completa, grupos e fóruns de discussão. Segundo Lima [41], a 
biblioteca OpenCV permite livre distribuição e modificação do seu código fonte, com 
algumas condições, obtendo a instalação através do link [43]. 
Portanto, conclui-se ao final desse capítulo que o reconhecimento biométrico 
da palma da mão pode ser feito por várias técnicas. Cada técnica tem seus pontos 
positivos e suas limitações. O reconhecimento biométrico é feito a partir de uma 
imagem digitalizada, a qual é um conjunto de pixels. Algumas etapas são envolvidas 
no processamento da imagem digital, sendo as principais: aquisição da imagem, pré-
processamento e segmentação.  
Para a realização do presente trabalho um algoritmo denominado Local 
Binary Pattern (LBP) foi utilizado, pela sua simplicidade computacional e seu poder 
discriminativo que apresenta quando aplicado em diferentes aplicações. A utilização 
dessa técnica na metodologia proposta está descrita no capítulo a seguir. Além 











Este capítulo apresenta a metodologia do trabalho que foi concebida em 4 
etapas: estudo da percepção da sociedade a respeito de tecnologias biométricas, 
concepção do projeto, metodologia do projeto e protocolo de validação, como mostra 
a Figura 24. 
Essa pesquisa tem abordagem dedutiva com procedimentos empíricos e 
descritivos. A validação foi feita através de 45 imagens. 
A primeira etapa do projeto é descritiva, pois foi realizada através de um 
questionário onde os dados foram registrados, analisados e interpretados. Com base 
nessa percepção foi criada a idéia da concepção do projeto, na segunda etapa. Para 
tanto, dois itens foram trabalhados: Plano Geral do Projeto e Diagramas de Análise 
da UML. A terceira etapa traz as metodologias utilizadas para elaboração do projeto. 
 




3.1 ESTUDO DA PERCEPÇÃO DA SOCIEDADE A RESPEITO DAS 
TECNOLOGIAS BIOMÉTRICAS 
 
Para a análise da percepção da sociedade a respeito das tecnologias 
biométricas, um questionário com 17 questões foi elaborado. Esse questionário foi 
criado a fim de analisar o conhecimento, a usabilidade e a confiabilidade das 
pessoas em relação às tecnologias biométricas. Para tanto, uma amostra aleatória 
foi utilizada através do questionário distribuído via web [52] e respondido por 227 
pessoas. Esse questionário foi distribuído para colegas, familiares e pesquisadores, 
além de membros da Sociedade Brasileira da Computação (SBC). Na Tabela 2 é 
possível verificar o questionário proposto completo com as questões e as opções de 
respostas. 
 
Questões Opção 1 Opção 2 Opção 3 Opção 4 Opção 5 
1. Sexo Feminino Masculino - - - 
2.Idade - - - - - 
3.Já ouviu falar de 
dispositivos de dados 
biométricos? 
Sim Não - - - 
3.a) Se sim, sabe o 
significado de dados 
biométricos? 
Sim Não - - - 
4.Já presenciou o uso de 
uma tecnologia biométrica? 
Sim Não - - - 




4.b) Nesses locais, quais 









5.Considera que estas 












6.Considera que os dados 
biométricos são de 
confiança? 
Sim Não - - - 
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7.Qual das seguintes 










8.Já usou algum tipo de 
tecnologia de dados 
biométricos? 
Sim Não - - - 
8.a) Qual dessas 








8.b) Sentiu algum 






8.c) Foi fácil a interação 





8.d) O sistema apresentou 











9. Qual das seguintes 
tecnologias julga ser de 








Tabela 2 Representação do questionário empregado 
 
A seguir, na tabela 3, é possível observar o percentual das respostas em cada 
pergunta do questionário: 
 






- - - 
2.Idade 
De 10 a 
20 
5% 
De 21 a 
30 
60% 
De 31 a 
40 
20% 
De 41 a 
50 
11% 
De 51 a 
60 
4% 
3.Já ouviu falar de 






- - - 
3.a) Se sim, sabe o 






- - - 
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4.Já presenciou o uso de 





- - - 











4.b) Nesses locais, quais 














5.Considera que estas 















6.Considera que os dados 






- - - 
7.Qual das seguintes 















8.Já usou algum tipo de 






- - - 
8.a) Qual dessas 














8.b) Sentiu algum 










8.c) Foi fácil a interação 











8.d) O sistema apresentou 



















9. Qual das seguintes 
tecnologias julga ser de 














Tabela 3 Representação das respostas obtidas com o questionário empregado 
 
Após a coleta de dados, foi possível analisar que a tecnologia biométrica já é 
comum no cotidiano da sociedade e que 84% da população questionada já utilizou 
alguma tecnologia biométrica, conforme mostra o resultado da questão 8. Com base 
nas questões 3, 4 e 8 o conhecimento das tecnologias é ilustrado no Gráfico 1, onde 
apenas 14 pessoas não ouviram falar sobre dispositivos de dados biométricos e 36 
pessoas ainda não utilizaram nenhuma tecnologia biométrica. 
 
 




Esse resultado reflete claramente o crescimento da biometria na sociedade 
hoje em dia. Isso se deve a crescentes investimentos, conforme a reportagem 
“Expectativas positivas para o mercado de biometria” [46]. De acordo com o 
resultado da questão 4a, as tecnologias biométricas estão sendo utilizadas em 
empresas (40%) e serviços públicos (34%). Estas tecnologias têm ganhado o 
mercado e a confiança de seus usuários, difundindo-se cada vez mais. É isso que os 
gráficos a seguir expõem: a confiabilidade nas tecnologias biométricas (questão 6). 
 
 
Gráfico 2 -  Representação da confiabilidade nos Dados Biométricos 
 
 




Como podemos observar no Gráfico 2, 209 pessoas consideram as 
tecnologias biométricas confiáveis, isso representa 92% da amostra e pode ser 
considerado um reflexo da popularização dos usos dessas tecnologias. A tecnologia 
julgada mais confiável foi a Íris (questão 7), possivelmente pela difusão desta 
tecnologia em filmes da área, sendo assim uma “novidade” para a sociedade.  
Segundo a pesquisa, a impressão digital é a mais utilizada (questão 8a), pois está 
no cotidiano da maioria das pessoas já que podemos encontrar este tipo de 
identificação pessoal tanto em órgãos públicos como em empresas privadas. Nessas 
entidades o uso de tecnologias biométricas esta sendo empregado na segurança, 
como restrição de acessos, identificação pessoal para registro de horário de entrada 
e saída e outros. Isso é observado na questão 5, onde registramos 43% da 
usabilidade pra segurança e 48% para identificação de pessoal. 
 
 
Gráfico 4 -  Representação das tecnologias biométricas julgadas de mais fácil utilização 
 
A impressão Digital também é julgada a de mais fácil utilização (questão 7), 
porém é possível verificar em estudos sobre biometria que a face pode ser a mais 
fácil de utilizar, já que é a menos intrusiva. A palma da mão, que é a tecnologia 
escolhida para estudo, está em terceiro lugar das tecnologias mais confiáveis, 
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conforme mostra o Gráfico 3. Esta posição no gráfico pode ser o reflexo do pouco 
uso desta tecnologia, porém essa realidade vem mudando. Por exemplo, no Brasil, o 
banco Bradesco já emprega a identificação baseada na palma da mão em seus 
caixas eletrônicos. Em outros países, essa tecnologia já vem sendo utilizada em 
aeroportos há alguns anos. Com o avanço tecnológico, possivelmente outras 
tecnologias biométricas passem a ser tão comum quanto é a impressão digital. 
Logo, podemos perceber que o uso das aplicações biométricas é bem visto 
pela sociedade. Por exemplo, a questão 8b mostra que 94% dos questionados não 
se sentem constrangidos ao usar a biometria para identificação pessoal e além 
disso, a interação com o sistema é julgada fácil por 90% dos questionados (questão 
8c). A acertabilidade dos sistemas biométricos não se mostrou tão eficiente, de 
acordo com a questão 8d, apenas 58% dos sistemas não apresentaram falha na 
identificação. Outro fato interessante é que, conforme as respostas da questão 8e, 
75% dos questionados afirmaram que o reconhecimento foi rápido.  
Portanto, baseado nesses resultados, torna-se relevante à pesquisa em 
desenvolver um sistema biométrico humano. 
 
 
3.2 CONCEPÇÃO DO PROJETO 
 
Para concepção do Projeto recursos de ambiente de hardware e software 
foram utilizados, além disso, o Plano Geral do Projeto e diagramas de Análise da 
UML foram elaborados. 
 
 
3.2.1 Ambiente de Hardware 
 




 Notebook Sim 1445, processador Intel Core 2 Duo T6400 2.0 GhZ; 
memória RAM de 4 GB; disco rígido de 360 GB;  
 Notebook Lenovo 3000 V200, processador Intel Core 2 Duo T7100 1.8 
Ghz, memória RAM de 3 GB, disco rígido de 160 GB; 
 Notebook Acer Aspire 5551, processador AMD II P320 Dual Core 2.10 
GhZ; memória RAM de 2 GB; disco rígido de 160 GB;  
 Notebook Sony Vaio YB15AB, processador AMD Dual Core E-350 1.6 
GhZ; memória RAM de 2 GB DDR3; disco rígido de 500 GB; 
 Webcam VGA 1 Mega Pixel, resolução de imagem 640x480. 
 
 
3.2.2 Ambiente de Software 
 
O sistema gerado nesse projeto utilizou programas e linguagens já existentes 
que aprimoraram o processo. Neste item serão abordadas as ferramentas e 




O Astah, conhecido antigamente como Jude, é uma ferramenta CASE de 
criação de diagramas da UML, entre outros diagramas. Pode ser baixada [53], onde 
uma licença provisória de 20 dias é oferecida. Após isso, o usuário tem a opção de 
utilizar sua versão free que possui menos conjuntos de diagramas disponíveis, 
porém já atende a necessidade para modelagem utilizando a UML. No presente 
trabalho o astah foi utilizado para geração dos diagramas da UML. 
 




O pacote Office é um conjunto de softwares disponibilizado pela Microsoft. 
Entre os softwares do pacote podemos citar: Word, Excel, Visio, Project, PowerPoint. 
Esses softwares abordam a edição de documentos, criação de planilhas, criação de 
imagens visuais, controle de projetos, criação de apresentações de slides, 
respectivamente. 
Os softwares do pacote Office podem ser baixados no link da Microsoft [54] 
com licença free de 60 dias para teste. 
O pacote Microsoft Office foi utilizado em vários aspectos neste trabalho, 
desde a edição de documentos até o controle do projeto. 
 
3.2.2.3 Linguagem C 
 
A linguagem de programação C foi projetada por Dennis Ritchie [55] para o 
ambiente UNIX, no entanto a linguagem não é limitada a esse ambiente, existem 
compiladores em vários ambientes de hardwares e sistemas operacionais. A 
linguagem C faz uso de bibliotecas de funções, segundo Ferreira [48], C possui 
poucas palavras chaves, mas possui muitos operadores, inclusive operadores de 
bits. 
A linguagem C se enquadra em nível intermediário, pois oferece recursos do 
tipo assembler e elementos de linguagem de alto nível. A linguagem se enquadra 
em um paradigma procedimental, ou imperativo. Em uma linguagem imperativa os 
comandos são informados como em uma receita, onde os passos necessários para 
realização de uma tarefa são seqüenciais.  
A linguagem C, por ter característica de linguagem de alta portabilidade, tanto 
para baixo e alto nível, foi a escolhida para implementação do projeto. Todo o 






Segundo Souza [49], o Delphi é um compilador e um IDE (Ambiente de 
Desenvolvimento Integrado) para desenvolvimento de software. A linguagem 
utilizada pelo Delphi é o object pascal, que a partir da versão 7 passou a se chamar 
Delphi Language. 
De acordo com Miranda [5], o Delphi possui algumas particularidades como:  
 Visual: facilita a definição da interface; 
 Orientada a objetos: abrange os conceitos de classe, herança e 
polimorfismo; 
 Orientada a eventos: os elementos da interface são capazes de 
capturar e associar ações a eventos; 
 Compilada: gera código em linguagem de máquina. 
O Delphi é utilizado no desenvolvimento de aplicações desktop e aplicações 
multicamadas, é compatível com os bancos de dados mais conhecidos do mercado. 
Como citado anteriormente, uma das particularidades do Delphi é a facilidade 
para definição da interface, por isso o Delphi foi escolhido e utilizado para criação 
das interfaces do software proposto neste trabalho. 
 
 
3.2.3 Plano do Projeto 
 
Este item diz respeito ao plano geral do projeto (PGP), que pode ser visto no 
Apêndice desse trabalho, e mostra os principais planos e termos. Esse plano baseia-
se nas melhores práticas sugeridas pelo PMBOK - Project Management Body of 
Knowledge [44]. 
 




O termo de abertura tem como propósito autorizar formalmente o projeto. Ele 
é essencial no planejamento, pois especifica claramente o objetivo, justificativa e 
necessidade que motivou o desenvolvimento do projeto, além disso, alinha as 
expectativas entre os stakeholders. O termo de abertura consta no Apêndice A. 
 
3.2.3.2 Descrição do Escopo 
 
A declaração de Escopo possui a finalidade de definir o que o projeto inclui. 
Ela descreve as entregas do projeto, suas restrições, exclusões e premissas. É um 
documento fundamental para que se crie entre os envolvidos do projeto um 




A WBS, Work Breakdown Structure em português, estrutura de divisão do 
trabalho, é a estrutura analítica do projeto orientada às entregas. É uma 
decomposição hierárquica das atividades que permite a adequação da gestão do 
projeto. A WBS deste projeto pode ser observada no Apêndice C. 
 
3.2.3.4 Plano de Atividades e Gráfico de Gantt 
 
O Plano de Atividades mostra as atividades a serem realizadas para que o 
projeto seja concluído. As tarefas são divididas em fases e são programadas de 
acordo com a sua duração e o cronograma disponível para o projeto. 
O Gráfico de Gantt exibe o progresso das diferentes fases do projeto, 
exibindo visualmente os intervalos de tempo e os marcos de início e fim de cada 
fase. 






3.2.3.5 Plano de Custos 
 
O Plano de Custos busca fazer uma estimativa do custo do projeto, 
abordando tanto recursos materiais como recursos humanos. O Plano de Custo desse 
trabalho está no Apêndice E. 
 
3.2.3.6 Plano de Comunicação 
 
O Plano de comunicação busca definir em que momentos os envolvidos do 
projeto devem ser informados, tomar ações ou contribuir para determinadas tarefas. 
Esse plano consta no Apêndice F. 
 
3.2.3.7 Plano de Riscos 
 
O Plano de risco mostra os riscos identificados e priorizados no projeto. O 
plano de gerenciamento de riscos é apresentado no Apêndice G. 
 
3.2.3.8 Acompanhamento do Projeto 
 
O projeto foi acompanhado com base no diagrama de atividades, as 
comunicações ocorreram de forma eficiente, não existindo problemas. O orçamento 
estabelecido para o projeto foi cumprido, não existindo gastos excessivos. 
O único risco ocorrido nesta pesquisa foi o item 1 do Plano de Riscos, 
identificado como “Metodologia de análise e reconhecimento das imagens falha”. 
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Existia uma probabilidade moderada de este risco acontecer e o impacto era 
considerado alto. A equipe trabalhou de forma eficiente em novas soluções para a 
pesquisa, em pouco tempo uma nova metodologia foi concebida e rapidamente 
testada e implementada. Então, este risco não impactou em atraso do cronograma.   
3.2.4 Diagramas da UML 
 
De acordo com Guedes [45], a Unified Modeling Language ou Linguagem de 
Modelagem Unificada, conhecida popularmente como UML, é uma linguagem 
utilizada para modelar sistemas computacionais. Esta linguagem se tornou padrão 
nos últimos anos e foi adotada internacionalmente pela indústria de engenharia de 
software. É uma linguagem visual de modelagem que auxilia os engenheiros na 
definição de características e ajuda no entendimento dos requisitos, 
comportamentos, estrutura lógica e dinâmica do software. 
Para o presente estudo e a análise do software alguns dos principais 
diagramas da UML foram gerados, sendo eles: especificação dos casos de uso, 
diagrama de sequência e diagrama de transição de estados. O diagrama de classe 
não foi utilizado, pois o sistema possui apenas uma classe e assim não necessita 
desse diagrama. 
 
3.2.4.1 Diagrama de Classe 
 
Segundo Guedes [45], podemos definir como classe a descrição de um tipo 
de objeto, as classes descrevem as propriedades e comportamentos dos objetos. 
Como definição de objeto temos que ele é um elemento que pode ser manipulado, 
criado, destruído e ter seu comportamento acompanhado.  
O objetivo do diagrama de classe é monstrar como as classes do sistema 
estão relacionadas entre si e quais as responsabilidades de cada classe, bem como 




Este trabalho tem apenas uma classe e assim, torna-se irrelevante a 
construção do diagrama nesse projeto lógico. 
 
3.2.4.2 Especificação dos Casos de Uso 
 
A especificação dos casos de uso tem como função especificar os requisitos 
funcionais de um sistema. Nas especificações é procurado demonstrar como as 
classes/objetos interagem para executar uma atividade especifica no sistema [45].  
O diagrama de Casos de Uso e suas especificações se encontram no 
Apêndice H. 
 
3.2.4.3 Diagramas de Sequência 
 
O diagrama de sequência visa mostrar a dinâmica entre os objetos, seu 
principal objetivo é demonstrar a sequência de mensagens enviadas entre os 
objetos. Ele demonstra, graficamente, ações que ocorrerão em pontos específicos 
da execução do sistema [45].  
O diagrama de sequência do software proposto neste projeto encontra-se no 
Apêndice I. 
 
3.2.4.4 Diagrama de Estado 
 
O diagrama de estado é um complemento da descrição das classes, pois 
demonstra os estados possíveis que um objeto pode assumir e os eventos do 
sistema que provam essas mudanças, conforme Guedes [45]. O diagrama de estado 
busca demonstrar como mensagens, tempos, erros e condições definidas afetam o 
estado dos objetos com o passar do tempo. 





3.3 METODOLOGIAS DO PROJETO 
 
O projeto deste trabalho visa encontrar uma solução eficaz e de baixo custo 
para o reconhecimento de um indivíduo através da palma da mão, como descrito na 
seção 1.2. Com isso, foi preciso encontrar soluções que atendessem esse objetivo. 
Para tal, obtivemos tentativas falhas e assertivas até chegar a um resultado que 
atendesse nosso propósito. 
Esta pesquisa apresenta duas metodologias. A metodologia 1 mostra as 
tentativas falhas, trabalhando com formas geométricas da palma da mão. Enquanto, 
a metodologia 2 apresenta a tentativa assertiva que usa algoritmos de segmentação 
e identificação de dados biométricos.   
 
 
3.3.1 Descrição da Metodologia 1 – Medidas Geométricas 
 
Primordialmente, as linhas da palma da mão foram sugeridas para o 
reconhecimento. Por se tratar de uma imagem capturada através de uma webcam, a 
extração dessas linhas não foram possíveis, sendo essa abordagem rejeitada como 
uma solução.  
Posteriormente, a Equação de Heron [58] foi adotada como uma solução para 
extrair as características biométricas da imagem da palma da mão, foi estudada e 
implementada no projeto como metodologia 1. 
Para a extração dos dados biométricos do sistema utilizando a Equação de 
Heron, triângulos são formados a partir da largura dos dedos e de um ponto central 
na palma da mão. Conforme mostra a Figura 25, são extraídos oito pontos no início 
e fim dos quatro dedos (B, C, D, E, F, G, H, I) e o nono ponto (A) definido em um 
determinado lugar na palma. Traçando uma reta entre esses pontos temos um 
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triângulo a partir de cada dedo e a área de cada triângulo representa um dado 
biométrico. Para obter essa área, primeiramente é calculada a distância de cada reta 
do triângulo, aplicando-se a fórmula da distância Euclidiana [58]: 
                         (2) 
Onde p1 e q1 são os pixels do primeiro ponto e p2 e q2 são os pixels do 
segundo ponto da reta. Depois da obtenção das distâncias representadas por, A   , 
    ,   A , A   ,   E , E A , A   ,     ,   A , A   ,      e   A , tem-se a constituição dos quatro 
triângulos da palma da mão que são: 
 ri ngulo      A   ,     ,   A } 
 ri ngulo      A   ,   E , E A } 
 ri ngulo      A   ,     ,   A } 
Triângulo 4    A   ,     ,   A } 
Feita a obtenção dos triângulos, é preciso calcular o perímetro do triângulo: 
  
     
 
     (3) 
Com as distâncias das retas e o perímetro calculado dos triângulos, é 
possível então aplicar a equação de Heron para obter a área de cada triângulo: 
                       (4) 
Onde a é a distância do primeiro lado calculado, b a distância do segundo e c 





Figura 25 - Triângulos formados a partir da largura dos dedos 
 
A Tabela 3 e Tabela 4 ilustram os dados biométricos obtidos dos quatro 





1 Imagem 01 
Triângulo 
2 Imagem 01 
Triângulo 




Ponto A 104 179 
Pixels do 
Ponto A 104 179 
Pixels do 
Ponto A 104 179 
Pixels do 
Ponto A 104 179 
Pixels do 
Ponto B 109 172 
Pixels do 
Ponto D 182 76 
Pixels do 
Ponto F 257 30 
Pixels do 
Ponto H 358 18 
Pixels do 
Ponto C 152 108 
Pixels do 
Ponto E 247 37 
Pixels do 
Ponto G 332 24 
Pixels do 
Ponto I 437 42 
Distância  
A    98 
Distância  
A    130 
Distância 
A    239 
Distância  
A    348 
Distância  
     77 
Distância  
  E  235 
Distância 
     383 
Distância 
     521 
Distância  107 Distância  247 Distância   A  390 Distância 527 
61 
 
  A  E A    A  









Soma 148530      












Imagem 02 Triângulo 4 
Pixels do 
Ponto A 109 172 
Pixels do 
Ponto A 109 172 
Pixels do 
Ponto A 109 172 
Pixels do 
Ponto A 109 172 
Pixels do 
Ponto B 143 197 
Pixels do 
Ponto D 209 139 
Pixels do 
Ponto F 297 75 
Pixels do 
Ponto H 395 72 
Pixels do 
Ponto C 189 150 
Pixels do 
Ponto E 272 84 
Pixels do 
Ponto G 369 79 
Pixels do 
Ponto I 467 84 
Distância 
A    83 
 ist ncia A    
94 
Distância 
A    231 
 ist ncia A    
329 
Distância 
     67 
Distância   E  
201 
Distância 
     365 
Distância 
     501 
Distância 
  A  92 
Distância E A  
210 
Distância   A  
371 
Distância 
  A  505 









Soma 130535      
Tabela 4 - Dado biométrico extraído da Imagem02 da Figura 25 
 
As áreas dos quatro triângulos e a soma deles formam os dados biométricos 
do usuário que estão evidenciados nas células intituladas “ órmula de  eron” e 
“Soma”, nas tabelas   e 4. Estes cinco dados, juntamente com a imagem da mão, 
são armazenados no banco de dados e, posteriormente compõem a identificação 
humana usando a pesquisa pela alta similaridade dos dados. 
Contudo, após a execução de testes, a solução pela Equação de Heron não 
atingiu o objetivo proposto devido à instabilidade em localizar os pontos da palma da 
mão, tornando o reconhecimento também instável. É possível verificar esta 
instabilidade nas tabelas 3 e 4, onde a soma dos resultados dos triângulos de cada 
imagem pouco difere, e os pontos não serão os mesmos em uma nova imagem da 
mesma mão. Este método apresenta uma instabilidade na definição dos dados 
biométricos, usando as formas geométricas com a Equação de Heron. 
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A partir disso, buscamos uma nova solução e a estratégia nova adotada foi 
encontrada no artigo de Ojala [33], o algoritmo LBP (Local Binary Pattern) conforme 
descrito na seção 3.1.3, a metodologia definitiva desta monografia. 
 
 
3.3.2 Descrição da Metodologia 2 (Atual – Proposto no Trabalho) 
 
A metodologia atual deste trabalho, como é ilustrado na Figura 26, é dividida 
em 4 passos. O passo 1 é a aquisição da imagem usando o dispositivo proposto 
com uma simples webcam. O passo 2 é o processamento da imagem para 
normalização e no passo 3 a imagem é segmentada e os dados biométricos são 





Figura 26 - Etapas de execução para a identificação 
 
 Aquisição da Imagem 
Para aquisição das imagens da palma da mão, um dispositivo de baixo custo 
foi desenvolvido utilizando material MDF em forma retangular de tamanho 24x44 cm 
e 32 cm de profundidade, como mostra a Figura 27 e a Figura 28. Dentro deste 
retângulo de MDF uma webcam de 5 megapixels foi inserida, além da câmera ainda 
existem duas lâmpadas frias, de 5 e 7 watts, a fim de estabelecer um ambiente 
luminoso e evitar sombras. A mão deve ser colocada na demarcação feita na caixa. 
A imagem é capturada pela webcam na escala de cores com resolução de 640x840 





Figura 27 - Dispositivo para aquisição da Imagem 
 
 
Figura 28 - Desenho 3D do dispositivo para aquisição da Imagem 
 
 Pré-processamento da Imagem 
Após a aquisição da imagem (Figura 29) o filtro Gausiano é aplicado com 
elemento estruturante de tamanho 19x19 e a imagem convertida em tons de cinza 
(Figura 30), este tamanho foi escolhido por apresentar melhor desempenho para 
identificar o limite da mão na imagem binária, reduzir a influência de ruídos (falhas 
na aquisição) que possam prejudicar o pré-processamento. Para que o algoritmo de  
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identificação dos contornos possa ser aplicado, a imagem é binarizada utilizando 
Otsu [56]. Pixels ativos (brancos) representam a mão e o os pixels pretos 
representam o fundo da imagem, como mostra a Figura 31. 
 
 
Figura 29 - Imagem da palma da mão original 
 
Figura 30 - Imagem da palma da mão em tons de cinza com o filtro Smothing 
 
 
Figura 31 - Imagem Binarizada 
 
 Segmentação da imagem e extração dos dados biométricos 
Neste passo usamos operações por morfologia matemática para identificar o 
contorno da mão. Os seguintes passos foram feitos: 
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o Usando a imagem binária (Figura 31), um processo de dilatação foi 
aplicado usando elemento estrutural cruz 3x3 com uma iteração. 
o Um processo de erosão foi aplicado ainda na imagem binária, também 
em forma de cruz 3x3 e com uma iteração. 
o Usando o operador lógico XOR entre as duas imagens resultantes, 




Figura 32 - Imagem da borda da mão 
Após ser identificada a borda da mão, três pontos chaves (A, B e C) são 
encontrados entres os dedos e a região de interesse (ROI) é identificada. Para 
encontrar esses três pontos chaves uma varredura na imagem é feita, a fim de 
identificar 8 pontos através da diferença de pixels brancos e pretos, esses 8 pontos 
são a borda dos dedos (Figura 33-a). A linha que identifica os pontos de intersecção 
entre os dedos é deslocada de cima até a metade da mão de 10 em 10 pixels. 
Na seqüência deste processo se obtém três pontos médios que estão nos 
espaços dos dedos (Figura 33-b). Em seguida calcula-se a maior distância entre os 






Figura 33 - Identificação dos pontos A, B e C. 
 
Uma linha reta é formada entre o primeiro e o último ponto (A – C), a 
inclinação da imagem é descoberta através da distância entre esses dois pontos 
(Figura 34). Em seguida, a imagem cinza sofre uma rotação a partir do ponto A, 
utilizando o ângulo oposto encontrado entre os pontos A – C (Figura 35). Após esta 




Figura 34 - Identificação da inclinação da Imagem 
 
 
Figura 35 - Normalização da Imagem 
 
Para obtenção da região de interesse, usamos a distancia entre os pontos A – 
C para definir um lado do quadrado na palma da mão, esse lado é denominado L. 
 
 




Após a definição da ROI, o método LBP é aplicado para a extração dos dados 
biométricos, Na primeira vez a ROI é dividida em uma matriz 3x3 formando 9 regiões 
de tamanhos variáveis, para depois o LBP ser aplicado em cada região, conforme é 
descrito na seção 2.5 deste trabalho. Cada histograma corresponde a um vetor de 
tamanho 265, e os nove histogramas são concatenados e armazenados, assim é 
formado um vetor de tamanho 2304 (9*256), o valor deste vetor é o dado biométrico 
de cada imagem. Finalmente os dados biométricos extraídos são armazenados em 
um banco de dados. 
A estrutura da programação do software está descrita no Apêndice M, sendo 
demonstrada a relação entre a linguagem C com opencv e a interface desenvolvida 
em Delphi. 
Portanto, a metodologia proposta nesta pesquisa apresenta uma solução 




4 TESTES E ANÁLISE DOS RESULTADOS 
 
Este capítulo tem a intenção de validar a usabilidade do sistema e a 
conformidade dos requisitos do sistema, sendo necessário realizar alguns testes 
para garantir a minimização de possíveis erros no software. Os testes realizados e 
seus resultados são descritos nas subseções a seguir. 
 
 
4.1 TESTE DE USABILIDADE 
 
A Interação Homem Máquina (IHC) tem como meta produzir sistemas usáveis 
e seguros, bem como sistemas funcionais. Sendo a usabilidade um conceito crucial 
em IHC que visa tornar os sistemas fáceis de aprender e de usar, a qualidade 
ergonômica da interface com o usuário foi avaliada. 
Esta avaliação utilizou-se como ferramenta o Ergolist. O Ergolist possui 18 
critérios elementares passíveis de uma aplicação prática e objetiva disponível em 
rede [51]. Os critérios avaliados e que constam no Ergolist foram os seguintes: 
 1) Presteza: Verifica se o sistema informa e conduz o usuário durante a 
interação; 
 2) Agrupamento por localização: Verifica se a distribuição espacial dos itens 
traduz as relações entre as informações; 
 3) Agrupamento por formato: Verifica os formatos dos itens como meio de 
transmitir associações e diferenças; 
 4) Feedback: Verifica a qualidade do feedback imediato às ações do usuário; 
 5) Legibilidade: Verifica a legibilidade das informações contidas nas telas do 
sistema; 
 6) Concisão: Verifica o tamanho dos códigos e termos apresentados e 
introduzidos no sistema; 
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 7) Ações mínimas: Verifica a extensão dos diálogos estabelecidos para a 
realização dos objetivos do usuário; 
 8) Densidade Informacional: Avalia a densidade de informações contida nas 
telas do sistema; 
 9) Ações Explícitas: Verifica se é o usuário quem comanda explicitamente as 
ações do sistema; 
 10) Controle do Usuário: Avalia as possibilidades do usuário controlar o 
encadeamento e realização das ações; 
 11) Flexibilidade: Verifica se o sistema permite personalizar as apresentações 
e os diálogos; 
 12) Experiência do usuário: Avalia se os usuários com diferentes níveis de 
experiência têm possibilidades iguais de obter sucesso em seus objetivos; 
 13) Proteção contra erros: Verifica se o sistema oferece oportunidades para o 
usuário prevenir erros; 
 14) Mensagens de erro: Avalia a qualidade das mensagens de erro  enviadas 
aos usuários; 
 15) Correção de erros: Verifica as facilidades dadas para que o usuário possa 
corrigir os erros cometidos; 
 16) Consistência: Avalia se é mantida uma coerência no projeto de códigos, 
telas e diálogos com o usuário; 
 17) Significados: Avalia se os códigos e denominações são claros e 
significativos para os usuários; 
 18) Compatibilidade: Verifica a compatibilidade do sistema com as 
expectativas e necessidades do usuário em sua tarefa. 
Esses critérios estão organizados conforme a Tabela 4, e foram analisadas as 





Figura 37 -  Tela principal 
 
 





Figura 39 - Tela de gerenciar a base de dados 
 
 


























Não indica como 
o arquivo pode 
ser excluído. 
Critério atendido. 
Conduz o usuário 










Os objetos estão 
bem localizados. 
Critério atendido. 
Os objetos estão 
bem localizados. 
Critério parcialmente 
atendido. Os objetos 









entre os itens. 
Não se aplica. 
Não há diferença 
e associação 
entre os itens. 
Critério atendido. 
Os arquivos são 
separados pela 
base de dados 
de LBP e de 
imagens. 
Não se aplica. Não 
há diferença e 
associação entre os 
itens. 
Feedback O critério é 
atendido. Há 
diferenciação 
de cor no 
botão e auxilio 
no rodapé da 
página. 
O critério é 
atendido. Há 
diferenciação de 
cor no botão e 
auxilio no rodapé 
da página. 
O critério é 
atendido. Há 
diferenciação de 
cor no botão e 
auxilio no rodapé 
da página. 
O critério é atendido. 
Há diferenciação de 
cor no botão e auxilio 












da tela são 
legíveis. 
Critério atendido. As 
informações da tela 
são legíveis. 





Não se aplica. 
Não há termos 
ou códigos na 
tela. 
Não se aplica. 
Não há termos 
ou códigos na 
tela. 
Não se aplica. Não 
há termos ou códigos 
na tela. 








São poucos os 
passos para 
incluir um novo 
usuário. 
É preciso clicar 
com o botão 




Critério atendido. Os 











Não há muitos 
objetos na tela. 
Critério atendido. 
Não há muitos 
objetos na tela. 
Critério atendido. 
Não há muitos 






























Falta uma opção 
de CANCELAR 
ou VOLTAR. 
Falta uma opção 
de CANCELAR 
ou VOLTAR. 
Falta uma opção de 
CANCELAR ou 
VOLTAR. 
Flexibilidade Não se aplica. 
A interface 
não precisa 
ser flexível ao 
usuário. 










Não se aplica. A 
interface não precisa 










usuário para a 
interação. 
A experiência do 
usuário deve ser 
mediana para a 
interação com a 
interface. 
A experiência do 
usuário deve ser 
mediana para a 
interação com a 
interface. 
A experiência do 
usuário deve ser 
mediana para a 




Não se aplica. 
Não há campo 
editável nesta 
tela. 
Não se aplica. 
Não há campo 
editável nesta 
tela. 
Não se aplica. 
Não há campo 
editável nesta 
tela. 
Não se aplica. Não 




Não se aplica.  Não se aplica. Não há 
mensagens de 
erro. 
Critério atendido. A 
mensagem de erro 





Não se aplica. Critério atendido. 
É possível tirar 
uma nova foto 
da palma da 
mão antes de 
incluir o usuário. 
Não se aplica. Não é possível tirar 
outra foto da mão 





















e a mesma 
localização dos 
botões. 
Critério atendido. As 
telas possuem o 































do usuário não 
atendida devido 
à falta de botões 
para editar ou 
excluir um 
arquivo. 
Critério atendido. A 
interface é 
compatível com a 
necessidade do 
usuário. 




Portanto, conforme os dados analisados na Tabela 4, a maioria dos critérios 
foram atendidos adequadamente. 
 
 
4.2 TESTE DO MÉTODO BIOMÉTRICO PROPOSTO  
 
Esta validação é feita através da análise de comparação entre os 
histogramas. Um experimento com 30 usuários cadastrados foi feito. A comparação 
é processada com 30 iterações multiplicando pelo tamanho do histograma LBP que 
é de 2304 características. Este valor é obtido por 9 regiões e multiplicada por 256 
(número do tipo de valor produzido pela LBP). Neste caso, a análise de comparação 
é feita com 69.150 iterações. Além disso, a definição de um limiar para a decisão de 
reconhecimento esta sendo analisada. 
O protocolo de validação é apresentado em três etapas: a primeira etapa é 
definir e avaliar os limiares, usando Qui-Quadrado e Correlação de Pearson, tabelas 
do Apêndice K. A segunda etapa é validar os limiares encontrados anteriormente. E 
a terceira etapa é avaliar a taxa de velocidade de reconhecimento. 
 
 
4.2.1 Definição e Análise do Limiar de Decisão 
 
Limiar de decisão é um número pré-definido (valor de corte) para que o 
sistema retorne se o usuário é considerado reconhecido ou impostor. 
Foram analisadas 435 comparações, resultado da combinação de 30 pessoas 
diferentes para a identificação dos limites do reconhecimento usando por Qui-
Quadrado e Correlação de Pearson (Apêndice K). 
O uso de maior quantidade de imagens (30) para a definição do limiar de 
decisão é em função da estratégia de evitar ao máximo que pessoas impostoras 
obtenham acesso ao sistema. 
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Qui-Quadrado é a combinação do histograma da imagem de entrada com os 
histogramas dos modelos de referência. A maior similaridade é identificada quando 
os valores estão mais próximo de zero, usando a equação 5. 
                           (5) 
( 
Onde P representa o histograma de dados observados (imagem de entrada) e 
G os dados do histograma esperado (imagem de referência). 
Correlação de Pearson é o método que avalia o grau de correlação entre o 
histograma de entrada e os histogramas de referência. Assim, o coeficiente com 
valor mais próximo de 1 tem maior grau de correlação. 
                           (6) 
                                                         (7) 
                                                         (8) 
 
Em comparação com o Qui-Quadrado, os cinco valores mais baixos são 
2979, 3206, 3593, 3920 e 3920 e o valor mais alto é 17.045. A tabela 5 mostra o 
valor de corte definido como 2900 por aproximação, pois o menor valor é 2979 e o 
maior valor é 17.045. 
 
Comparação 
Análise de Qui-Quadrado 
Resultado Classificação 
Mesma pessoa <=2900 
Verdadeiro Positivo 
(usuário cadastrado é 
reconhecido) 







Análise de Qui-Quadrado 
Resultado Classificação 
reconhecido) 








(usuário que não está 
cadastrado não é 
reconhecido) 
Tabela 5 -  Comparação com Qui-Quadrado. 
 
Na Correlação de Pearson, os cinco maiores valores são: 98,98%, 97,84%, 
97,58%, 97,41%, 97,36%. Os resultados obtidos mostram que a maior taxa é 
98,98% e a menor taxa é de 74,4% para pessoas diferentes. Assim, o valor de corte 
definido, por aproximação, neste teste é de 99% para limiar de decisão (Tabela 6). 
 
Comparação 
Análise de Pearson 
Resultado Classificação 
Mesma pessoa >=99% 
Verdadeiro Positivo 

















(usuário que não está 
cadastrado não é 
reconhecido) 
Tabela 6 -  Comparação com Correlação de Pearson. 
 
 
4.2.2 Validação do Limiar de Decisão 
 
Para validação do limiar de decisão (Tabela 5 e Tabela 6), a matriz de 
confusão foi empregada com 3 imagens de cinco pessoas diferentes. A Figura 41 
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ilustra os resultados do Qui-Quadrado e a Figura 42 da Correlação de Pearson. As 
diferenças de cores representam o valor de corte: a cor verde é considerada 
reconhecida e a vermelha como não reconhecido. 
Pode-se observar que os resultados de desempenho do método Qui-
Quadrado são significativamente melhores do que os resultados da Correlação de 
Pearson. 
A fim de facilitar a compreensão dos dados, a Tabela 7 mostra o resumo das 
matrizes de confusão com base nos valores de corte. 
 
 


























Tabela 7 -  Resumo das Matrizes de Confusão. 
 
Com base na Tabela 7, algumas medidas [57] também podem ser 





 Precisão: a proporção de predições corretas, sem considerar o que é 
positivo (P) e o que é negativo (N). 
(TP+TN) / (P+N) 
 Sensibilidade: a proporção de verdadeiros positivos. 
TP / (TP+FN)  
 Especificidade: a proporção dos negativos verdadeiros. 
TN / (TN+FP) 
 Preditividade positiva: a proporção de verdadeiros positivos em contraste 
com todas as previsões positivas. 
TP / (TP + FP) 
 Preditividade negativa: a proporção de verdadeiros negativos, em contraste 
com todas as previsões negativas. 
TN / (TN+FN) ( 
Após essas medições, é gerado as taxas de precisão, sensibilidade, 
especificidade, preditividade positiva e negativa, para posterior análise como mostra 







Precisão 100% 82.67% 
Sensibilidade 100% 13.33% 







Tabela 8 -  Taxas de medições. 
As Tabelas 7 e 8 mostram que a Correlação de Pearson não é eficiente no 
reconhecimento em histogramas LBP e a primeira fase do teste com 435 
comparações foram cruciais para a conclusão. Por outro lado, se o limite não está 
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bem definido no primeiro teste com as imagens diferentes, o método de correlação 
pode passar sem qualquer problema, pois a linha de corte poderia ser definida em 
96%, e, portanto, também seria aprovado. 
 
           .     
 
Figura 43 - Exemplo de Reconhecimento com base no limiar de decisão: Comparação  (a) Qui-
Quadrado e (b) Correlação Pearson. 
 
Uma visão geral do método proposto pode ser observada através dos gráficos 
na Figura 43, o resultado correto dos limiares de reconhecimento utilizando o Qui-
Quadrado e Pearson. Existem 30 imagens de referência registrado no sistema de 
reconhecimento e o usuário da posição 26 foi identificado corretamente. Cada 
gráfico de barras representa o resultado da comparação usando cada método. 
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4.2.3 Análise e Velocidade de Reconhecimento  
 
A última etapa é analisar a velocidade de reconhecimento utilizando o melhor 
método e, neste caso, Qui-Quadrado foi escolhido. 
A análise foi feita utilizando diversas medições do tempo atual do computador. 
A diferença entre os valores de tempo representa o intervalo entre cada etapa. 
Foram feitas 20 medidas e a média armazenada para ser mostrada. 
Com base neste teste experimental, os resultados do Qui-Quadrado são 
robustos. A simulação é feita com 50, 500 e 5.000 imagens para a extração do 





Número de Imagens 
50 500 5000 
(a) Aquisição de 
Imagem 




0.026 s 0.027 s 0.026 s 
(c) Segmentação e 
Extração de 
Características 
0.038 s 0.038 s 0.040 s 
(d) Interpretação e 
Reconhecimento 
0.004 s 0.032 s 0.310 s 
Tempo Total de 
Execução 
0.069 s 0.098 s 0.377 s 
Tabela 9 -  Tempo de processamento de metodologia. 
 
Podemos notar na Tabela 9 que as etapas (a), (b) e (c) tem a variação 
mínima no tempo, pois são independentes de pessoas cadastradas no sistema 
PPAS. Na etapa (d) observa-se que a variação é proporcional ao número de 
usuários registrados (número de imagens). Assim, o tempo total de execução obtido 
neste teste é de 0,377 segundos por comparação entre 5000 imagens, com 2.304 
características por usuário usado. 
84 
 
Desta forma, podemos verificar que o sistema proposto é viável após os 
testes de validação. No capítulo a seguir, é apresentado o sistema proposto, desde 
a sua instalação até o reconhecimento biométrico da palma da mão.  
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5 APRESENTAÇÃO DO SOFTWARE 
 
O software desenvolvido a partir desse trabalho foi denominado PPAS - Palm 
Print Authentication System. Este capítulo mostra os procedimentos de instalação do 
software e como utilizá-lo, apresentando suas principais funcionalidades. 
Os requerimentos mínimos para o funcionamento do sistema são: 
 Windows XP ou superior (32 bits); 
 Conexão USB; 
 1 GB de memória RAM; 
 Processador de no mínimo 1.5 GHz; 





Para a instalação do software os seguintes passos devem ser seguidos: 
PASSO 1: O Setup.exe deve ser executado; 
PASSO 2: O idioma a ser utilizado durante a instalação deve ser escolhido e 
a opção OK deve ser selecionada (Figura 44); 
 
 




O assistente de instalação do software será aberto automaticamente e dará 
algumas informações sobre a instalação. 
PASSO  :  lique em “Avançar” (Figura 45) 
 
Figura 45 -  Passo 3 da instalação do software 
 
O assistente de instalação pedirá para indicar em que pasta do Menu Iniciar 
deve-se salvar os atalhos do programa. Como default o instalador define uma pasta 
chamada PPAS dentro de Computador/Disco Local/Arquivos de Programa 
PASSO 4: Escolha em que pasta os atalhos do programa devem ser salvos, 





Figura 46 -  Passo 4 da instalação do software 
 
O assistente de instalação perguntará se deseja criar um ícone do software 
na área de trabalho.  
PASSO 5: Caso deseje que o assistente crie o ícone selecione a combo box 





Figura 47 - Passo 5 da instalação do software 
 
O Instalador estará pronto para iniciar a instalação. 
PASSO 6:  lique em “ nstalar” para que o processo de instalação seja 




Figura 48 -  Passo 6 da instalação do software 
 
O processo de instalação será iniciado, esse processo pode demorar alguns 




Figura 49 -  Passo 7 da instalação do software 
 
Quando a instalação for concluída o instalador mostrará a mensagem: 
“ inalizando o Assistente de  nstalação de PPAS – Palm Print Authentication 
System”. 
PASSO 7: Caso queira executar o software deixe a combo box “Executar 
PPAS – Palm Print Authentication System” marcada e clique em “ oncluir”, caso 





Figura 50 -  Passo 8 da instalação do software 
 
Após a execução destes passos, o software PPAS já estará instalado e pronto 





A finalidade do software desenvolvido é o reconhecimento humano através de 
uma imagem da palma da mão, obtida através de uma webcam. Para tanto o 
software possui três módulos com as seguintes funcionalidades: 
 Include User (Incluir Usuário); 
 Recognition System (Sistema de Reconhecimento);. 
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 Database Manager (Gerenciador da Base de Dados); 
A seguir cada funcionalidade é explicada detalhadamente. 
 
 
5.2.1 Include User 
 
Este módulo tem a funcionalidade, como o próprio nome diz, para incluir um 
novo usuário no sistema. Para que essa inclusão ocorra, o administrador do sistema 








Após a seleção, outra tela para inclusão do usuário será aberta, o usuário 
deve posicionar a mão direita no dispositivo e a opção “Take a hand palm” deve ser 




Figura 52 -  Aquisição da imagem 
 
O sistema então irá solicitar o “username” (sobrenome) do usuário, que deve 





Figura 53 -  Registro do username do usuário 




Figura 54 -  Mensagem de inclusão do usuário 
 




5.2.2 Recognition System 
 
Para que o software faça o reconhecimento de um usuário a opção 
“Recognition System” deve ser escolhida na tela principal. 
Na tela de reconhecimento o usuário deve posicionar a mão em frente à 




Figura 55 -  Tela de iniciação do reconhecimento 
 
Se os dados biométricos do usuário estão armazenados na base de dados do 
software, uma mensagem de acesso permitido será apresentada, juntamente com o 





Figura 56 -  Tela com acesso concedido 
 
Caso o usuário ainda não esteja registrado na base de dados, uma 





Figura 57 -  Tela com acesso negado 
 
Nessa opção do menu (Recognition System) pode-se observar as etapas do 
processamento da imagem, clicando em “Images”. Essa tela exibe passo a passo do 






Figura 58 -  Imagens das etapas do processamento biométrico 
 
Ainda nessa opção, um gráfico que faz a comparação das características do 
LBP registradas no sistema com a imagem fornecida é exibido. Esse gráfico tem 






Figura 59 -  Comparação de características extraídas pelo LPB 
 
Seguindo as etapas acima descritas, o reconhecimento biométrico pode ser 
feito através de uma imagem da palma da mão. 
 
 
5.2.3 Database Manager 
 
Para acessar este item basta clicar em “Database Manager” na tela principal. 
Esse item exibe os arquivos biométricos salvos na base de dados do LBP e 
os arquivos digitais da palma da mão salvos na base de imagem. Este módulo tem 









Figura 61 -  Base de Imagens 
 
 
5.2.4 About e Logout 
 
A opção “About” da tela principal, diz respeito às informações do sistema e os 





Figura 62 -  Tela da descrição do sistema 
 
Para finalizar o sistema, seleciona o botão “Logout” que apresentará as 
imagens dos integrantes do desenvolvimento do projeto e uma mensagem de 





Figura 63 -  Tela de finalização do sistema 
 
Portanto, o sistema PPAS é um sistema interativo, de boa navegabilidade e a 
identificação biométrica é apresentada de forma clara através das imagens da etapa 
de processamento biométrico e, além disso, robusta e rápida. No próximo capítulo, 
tem-se a conclusão desta pesquisa. 
104 
 
6 CONSIDERAÇÕES FINAIS 
 
Este trabalho apresenta um sistema para reconhecimento humano através de 
características biométricas extraídas da palma da mão. Com base em estudos 
bibliográficos e uma pesquisa de campo, a maior contribuição desta pesquisa foi a 
concepção de um dispositivo de reconhecimento biométrico de baixo custo e a 
construção de uma ferramenta computacional denominada PPAS – “Palm Print 
Authentication System”. 
Para extrair os dados biométricos do reconhecimento da palma da mão, foi 
utilizado o algoritmo de textura “Local Binary Pattern” (LBP). A metodologia mostrou-
se significativa e promissora com 100% da taxa de precisão, utilizando o método 
Qui-Quadrado e de 82,67% pela Correlação de Pearson. Essa última taxa significa 
que o método proposto não reconheça corretamente o usuário, mas não se engana 
de falsos positivos (identificando a pessoa errada). 
Além disso, é importante ressaltar que os resultados obtidos por testes de 
velocidade de execução, usando o método Qui-Quadrado, mostrou-se eficaz. Os 
resultados adquiridos estão descritos no capitulo 4 dessa pesquisa e também no 
artigo intitulado “A Proposal for the Hand Palm Identification, using Local Binary 
Pattern”, publicado no periódico internacional  JAES  [59]. 
O presente estudo permite concluir que: 
 A sociedade tem um percentual de aceitabilidade e confiabilidade alto em 
reconhecimentos biométricos; 
 Existe carência de dispositivos com alta acertabilidade no mercado; 
 O dispositivo confeccionado a partir de uma webcam e placas de MDF, 
atende a necessidade para obtenção de imagens para efetivo registro e 
reconhecimento; 
 O objetivo de se confeccionar um dispositivo de baixo custo foi atendido; 
 O software desenvolvido normaliza as imagens, obtidas a partir do 
dispositivo, processa e extrai as características biométricas; 
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 Foi possível criar gráficos estatísticos a partir da análise dos resultados. 
Portanto, os objetivos expostos foram todos atingidos e o sistema PPAS 
apresenta como uma solução viável para identificação biométrica humana. 
Para estudos futuros, a implementação de bases maiores de imagens e uso 
de dados geométricos da palma da mão tais como: largura da mão e altura dos 
dedos, podem ser incorporados como dados biométricos. E, ainda, o aprimoramento 
da metodologia na sua portabilidade, usando webcams de diferentes tipos, como por 
exemplo, as acopladas em notebooks também podem ser um recurso alternativo de 
reconhecimento a partir do software PPAS. Além disso, utilizar tecnologias móveis 
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APÊNDICE A – TERMO DE ABERTURA 
 
 Justificativa do Projeto 
A obtenção de características biométricas possibilita o reconhecimento 
humano de forma segura e assertiva, esse reconhecimento pode ser utilizado em 
inúmeros casos como restrição de acesso a espaços, bens ou serviços. 
A percepção da necessidade de sistemas de reconhecimentos biométricos 
com baixo custo e precisão nos resultados (fato que reflete na segurança do 
software) levou a confecção desse projeto.  
 
 Objetivo 
A principal meta será elaborar um sistema que utilize uma webcam, método 
este que poderá resultar em menores custos de produção do sistema. Além de um 
produto final com pouco investimento, um software buscando mais segurança e 
eficácia será desenvolvido. 
 
 Descrição do Projeto 
O desenvolvimento desse projeto deverá ter como prazo máximo de 
finalização a data 10 de fevereiro de 2012. Os integrantes da equipe irão pesquisar e 
elaborar um método eficaz para tratamento de imagem digital e reconhecimento 
biométrico baseado na palma da mão. Este trabalho será desenvolvido sob 
orientação do Professor Luiz Antônio Pereira Neves. 
 
 Identificação e atribuições do Gerente de Projetos 
O Professor Luiz Antônio Pereira Neves será o gerente do projeto, tendo 
autoridade para utilizar os recursos financeiros da equipe, conforme limitação do 
orçamento do projeto.  
 
 Riscos de Alto Nível 
O projeto poderá ter como principal dificuldade a normalização das imagens 
capturadas pelo dispositivo e a elaboração de um método para extração das 
características biométricas da imagem. 
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 Requisitos para Aprovação 
Assertividade de reconhecimento acima de 85%, equipamento para 
confecção do dispositivo abaixo de R$500,00. 
 
 Resumo do Orçamento 
Webcam – R$ 100,00 
Caixa em MDF- R$ 150,00 
A equipe que irá elaborar o sistema não terá nenhuma forma de recompensa, 
pois este projeto não visa fins lucrativos. 
 
 Patrocinadores 
A equipe não possui patrocinador, sendo assim os custos devem ser dividido 




APÊNDICE B – DECLARAÇÃO DO ESCOPO 
 
 Descrição do Escopo do Produto 
DESCRIÇÃO MACRO DO SISTEMA: O sistema inicia quando um usuário 
registra seus dados biométricos. Para que isso ocorra o usuário deve submeter à 
mão no dispositivo para que a mesma seja fotografada e tenha sua imagem 
processada. Os dados biométricos extraídos nesse momento são relacionados com 
o usuário e salvos em uma base de dados. Em um segundo momento, o usuário é 
autenticado submetendo sua mão novamente ao dispositivo. A nova imagem da 
palma da mão é processada e os dados extraídos são comparados com os já 
existentes na base de dados. O usuário será reconhecido caso esteja registrado no 
sistema. 
 
 Entregas do Projeto 
MARCO 1 Termo de Abertura 
MARCO 2 Declaração de Escopo, Plano do 
Projeto; 
MARCO 3 Produto Proposto; 
MARCO 4 Produto Proposto Testado; 
MARCO 5 Produto Proposto Homologado. 
 
 Exclusões do Projeto 
o Não serão realizadas integrações com outros sistemas; 
o Requisitos não descritos não serão desenvolvidos nessa etapa do 
projeto; 
o O software não contemplará funcionalidades como: reconhecimento 
biométrico através de qualquer outro dado biométrico que não seja 
extraído da palma da mão. 
 
 Restrições do Projeto 
Esse projeto restringe o cronograma, o projeto será entregue em no máximo 6 
meses. Não será disponibilizado para esse projeto mais que 4 recursos humanos em 
114 
 
período parcial e o presente projeto não atenderá funcionalidades não descrita 
nessa declaração. O projeto será desenvolvido e testado, em sua maioria, nas 
dependências da Universidade Federal do Paraná. 
 
 Premissas do Projeto 
As preocupações do cliente, no uso da ferramenta proposta, são: 
o Prover equipamentos para a ligação com o dispositivo; 
o Integrar o dispositivo com qualquer outro sistema; 








Nesse projeto optou-se por dividir o trabalho em 5 fases, sendo elas: 
Gerência de Projetos, Análise, Desenvolvimento, Testes e Homologação e Entrega. 
Dessa forma, conseguiu-se englobar as principais atividades de cada fase 
hierarquicamente.  
A primeira fase aborda todos os planos suficientes para gerar um Plano Geral 
do Projeto, onde o escopo, riscos, comunicação, custos e atividades são descritas. 
Na segunda etapa atividades como definição dos requisitos, estudo bibliográfico, 
definição da metodologia, diagramas da UML como documentação do software e 
demais definições são feitas. A terceira etapa trata-se do desenvolvimento do 
software e do dispositivo de reconhecimento, além da criação da monografia. A 
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etapa 4 aborda a validação do software e do dispositivo, enfim, a quinta etapa trata 
da entrega e apresentação do software 
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O Plano de Atividades desse projeto segue a mesma linha que a WBS. Está 
dividido por fases já citadas anteriormente e organizado por atividades. Esse 
diagrama traz a estimativa de duração de cada atividade, esta que foi baseada na 
experiência de cada integrante do presente trabalho e adaptada no cronograma 








APÊNDICE E – PLANO DE CUSTOS 
 
Dados da Atividade Alocação e Respectivos Custos dos Recursos 
Total por 




Angélica Enela Pedro Renata 
Valor 
Unit. R$ 20,00 
Valor 
Unit. R$ 20,00 
Valor 
Unit. R$ 20,00 
Valor 











Projeto -   
 R$                  
-      
 R$                  
-      
 R$                  
-      
 R$                  
-    
R$                             
-    
2 
     Elaboração do 
Termo de Abertura 4 1 
 R$           
20,00  1 
 R$           
20,00  1 
 R$           
20,00  1 
 R$           
20,00  
 R$                      
80,00  
3 
     Elaboração da 
Declaração Escopo 
do Projeto 20 5 
 R$         
100,00  5 
 R$         
100,00  5 
 R$         
100,00  5 
 R$         
100,00  
 R$                   
400,00  
4 
     Elaboração do 
Plano de Riscos 4 1 
 R$           
20,00  1 
 R$           
20,00  1 
 R$           
20,00  1 
 R$           
20,00  
 R$                      
80,00  
5 
     Elaboração do 
Plano de 
Comunicação 4 1 
 R$           
20,00  1 
 R$           
20,00  1 
 R$           
20,00  1 
 R$           
20,00  
 R$                      
80,00  
6 
     Elaboração da 
WBS 4 1 
 R$           
20,00  1 
 R$           
20,00  1 
 R$           
20,00  1 
 R$           
20,00  
 R$                      
80,00  
7 
     Elaboração do 
Plano de Atividades 6 2 
 R$           
40,00  1 
 R$           
20,00  1 
 R$           
20,00  2 
 R$           
40,00  
 R$                   
120,00  
8 
     Elaboração do 
Plano de Custos 4 1 
 R$           
20,00  1 
 R$           
20,00  1 
 R$           
20,00  1 
 R$           
20,00  
 R$                      
80,00  
9 Análise     
 R$                  
-      
 R$                  
-      
 R$                  
-      
 R$                  
-    
R$                             
-    
10 
    Levantamento 
dos Requisitos 76 19 
 R$         
380,00  19 
 R$         
380,00  19 
 R$         
380,00  19 
 R$         
380,00  
 R$                
1.520,00  
11 
    Modelagem dos 
Casos de Uso 12 3 
 R$           
60,00  3 
 R$           
60,00  3 
 R$           
60,00  3 
 R$           
60,00  




12     Estado da Arte 124 31 
 R$         
620,00  31 
 R$         
620,00  31 
 R$         
620,00  31 
 R$         
620,00  
 R$                
2.480,00  
13 
    Definição da 
Metodologia 20 5 
 R$         
100,00  5 
 R$         
100,00  5 
 R$         
100,00  5 
 R$         
100,00  
 R$                   
400,00  
14 
    Elaboração dos 
Diagramas da UML 28 7 
 R$         
140,00  7 
 R$         
140,00  7 
 R$         
140,00  7 
 R$         
140,00  
 R$                   
560,00  
15 
    Definição do 
Dispositivo 8 2 
 R$           
40,00  2 
 R$           
40,00  2 
 R$           
40,00  2 
 R$           
40,00  
 R$                   
160,00  
16 Desenvolvimento     
 R$                  
-      
 R$                  
-      
 R$                  
-      
 R$                  
-    
R$                             
-    
17 
Desenvolvimento da 
Metodologia 148 37 
 R$         
740,00  37 
 R$         
740,00  37 
 R$         
740,00  37 
 R$         
740,00  




Dispositivo 44 11 
 R$         
220,00  11 
 R$         
220,00  11 
 R$         
220,00  11 
 R$         
220,00  
 R$                   
880,00  
19 
Criação da Base de 
Dados 8 2 
 R$           
40,00  2 
 R$           
40,00  2 
 R$           
40,00  2 
 R$           
40,00  




dos Componentes 380 95 
 R$     
1.900,00  95 
 R$     
1.900,00  95 
 R$     
1.900,00  95 
 R$     
1.900,00  




Sistema 60 15 
 R$         
300,00  15 
 R$         
300,00  15 
 R$         
300,00  15 
 R$         
300,00  




Monografia 100 25 
 R$         
500,00  25 
 R$         
500,00  25 
 R$         
500,00  25 
 R$         
500,00  




Homologação -       
 R$                  
-      
 R$                  
-      
 R$                  
-    
R$                             




Dispositivo 36 9 
 R$         
180,00  9 
 R$         
180,00  9 
 R$         
180,00  9 
 R$         
180,00  
 R$                   
720,00  
25 
Testes Unitários do 
Software 40 10 
 R$         
200,00  10 
 R$         
200,00  10 
 R$         
200,00  10 
 R$         
200,00  




do Software 44 11 
 R$         
220,00  11 
 R$         
220,00  11 
 R$         
220,00  11 
 R$         
220,00  
 R$                   
880,00  
27 Correção de Falhas 40 10 
 R$         
200,00  10 
 R$         
200,00  10 
 R$         
200,00  10 
 R$         
200,00  
 R$                   
800,00  
28 Entrega -       
 R$                  
-      
 R$                  
-      
 R$                  
-    
R$                             





Dispositivo 1 0,15 
 R$             
3,00  0,15 
 R$             
3,00  0,15 
 R$             
3,00  0,15 
 R$             
3,00  
R$                      
12,00  
30 
Entrega do Software 
de Reconhecimento 1 0,15 
 R$             
3,00  0,15 
 R$             
3,00  0,15 
 R$             
3,00  0,15 
 R$             
3,00  
R$                      
12,00  
31 Apresentação 1 0,15 
 R$             
3,00  0,15 
 R$             
3,00  0,15 
 R$             
3,00  0,15 
 R$             
3,00  
R$                      
12,00  
Total 1220   
 R$     
6.089,00    
 R$     
6.069,00    
 R$     
6.069,00    
 R$     
6.089,00  
 R$             
24.316,00  
    
Custos materiais 
1 Notebook R$ 1.500,00 
2 Notebook R$ 1.500,00 
3 Notebook R$ 1.500,00 
4 Notebook R$ 1.500,00 
5 WebCam R$ 100,00 
6 Material para Confecção do Dispositivo R$ 150,00 
  Custos com materiais R$ 6.250,00 
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APÊNDICE H - DIAGRAMA E ESPECIFICAÇÕES DOS CASOS DE USO 
 
 
Casos de Uso 
 
UC01: Incluir usuário 
 Descrição: este caso de uso serve para que o administrador possa cadastrar 
os usuários; 
 Pré-condições: NA 
 Pós-Condições: Após o fim normal deste caso de uso o usuário deve ter sido 
incluído no sistema 
 Ator Primário: Administrador 
 Fluxos de Eventos Principais: 
1. O administrador aciona a opção de incluir usuário; 
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2. O UC02 – Registrar é solicitado; 
3. O usuário é incluído no sistema. 
 Fluxos Alternativos: NA 
 Fluxos de Exceção: NA 
 
UC02: Registrar 
 Descrição: este caso de uso serve para que o usuário seja registrado no 
sistema. 
 Pré-condições: usuário possuir dado biométrico; 
 Pós-Condições: após o fim normal deste caso de uso o sistema deve ter 
registrado o usuário. 
 Ator Primário: Usuário 
 Fluxos de Eventos Principais: 
1. O usuário submete a mão no dispositivo de reconhecimento; 
2. O sistema captura uma fotografia da mão do usuário; 
3. A imagem é processada e os dados biométricos são extraídos; 
4. O usuário é registrado no sistema. 
 
UC03 – Iniciar autenticação 
 Descrição: este caso de uso serve para que o usuário seja autenticado no 
sistema. 
 Pré-condições: usuário já ter sido incluído no sistema 
 Pós-Condições: após o fim normal deste caso de uso o sistema deve 
reconhecer o usuário 
 Ator Primário: Administrador 
 Fluxos de Eventos Principais: 
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1. O administrador aciona a opção de reconhecimento do sistema; 
2. O UC 04 – Autenticar é solicitado; 
3. O sistema autentica/reconhece o usuário; 
 Fluxos de Exceção: Usuário não reconhecido. 
E1: O sistema não encontra o registro do usuário 
1. O sistema retorna a mensagem: “User Daned” 
2. O caso de uso é reiniciado 
 
 Fluxos Alternativos:  
A1: A opção de visualização das imagens, durante o processamento, é acionada: 
1. O administrador seleciona a opção “ mages”; 
2. As imagens decorrentes do processamento de imagens é exibido. 
A2: A opção de visualização das características do LBP é acionada 
1. O administrador aciona a opção “L P  haracteristics” 
2. Gráficos com as características são exibidos. 
 
UC04: Autenticar 
 Descrição: este caso de uso serve para que o usuário seja autenticado no 
sistema. 
 Pré-condições: Usuário já estar registrado no sistema 
 Pós-Condições: após o fim normal deste caso de uso o sistema deve 
autenticar o usuário. 
 Ator Primário: Usuário 
 Fluxos de Eventos Principais: 
1. O usuário submete a mão no dispositivo de reconhecimento; 
2. O sistema captura uma fotografia da mão do usuário; 
3. Os dados biométricos são extraídos e a imagem processada; 
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4. O sistema autentica o usuário. 
 
UC05: Gerencia Base de Dados 
 Descrição: este caso de uso serve para que a base de dados seja gerenciada. 
 Pré-condições: possuir uma base de dados. 
 Pós-Condições: NA. 
 Ator Primário: Administrador 
 Fluxos de Eventos Principais: 
1. O usuário seleciona a opção de gerenciamento da base de dados; 
2. Os dados são exibidos; 



































APÊNDICE K – MATRIZ DE CONFUSÃO 

















APÊNDICE M – ESTRUTURA DE DESENVOLVIMENTO DO SOFTWARE 




O “ppas_client.exe” recebe o caminho da imagem salva do dispositivo como 
argumento e realiza o pré-processamento, segmentação e retorna um arquivo “.L P” 
com os histogramas gerados a partir do LBP. 
O “ppas_recognition.exe” recebe o caminho da imagem salva do dispositivo 
como argumento e realiza o pré-processamento, segmentação, comparação com 
histogramas da base de dados utilizando o Qui-Quadrado, interpretação através do 
limiar definido em 2900 e retorna um arquivo “result.txt” com possíveis usuários 
reconhecidos (identificados pelo nome do arquivo referente ao usuário). 
As telas desenvolvidas em Delphi interagem com os arquivos desenvolvidos 
em linguagem C da seguinte maneira: 
Include User: 
1. Sistema Delphi salva a imagem em “c:\ppas\temp\palm.bmp” 
2. Sistema Delphi executa “ppas_client.exe palm.bmp” para obter o arquivo “.L P” 
3. Sistema Delphi pergunta o nome do usuário que vai ser incluído. 
4. Sistema Delphi troca o nome do arquivo “palm.bmp” e “palm.bmp.L P” para o 
nome do usuário. 
5. Sistema Delphi move os arquivos para as seguintes pastas: 
“user.bmp” para “c:\ppas\images” 
“user.bmp.L P” para “c:\ppas\database” 
Database Manager: 
1. Sistema Delphi mostra os arquivos que estão nas pastas “c:\ppas\images” e 
“c:\ppas\database”, com opções de exclusão e troca de nome. 
Recognition System: 
1. Sistema Delphi salva a imagem em “c:\ppas\temp\palm.bmp” 
2. Sistema Delphi executa “ppas_recognition.exe palm.bmp” para obter o arquivo 
138 
 
“.L P” e o arquivo “result.txt”. 
3. Sistema Delphi verifica se o arquivo result.txt apresenta conteúdo. 
4. Se reconhecido, o sistema mostra o arquivo LBP de referência da base de dados 
e o arquivo recém colhido da mão em formato gráfico. Além disso, uma mensagem 
“Access  ranted”. 
5. O sistema Delphi verifica se o arquivo “result.txt” está vazio. Neste caso apenas a 
mensagem “Access  enied” é mostrada. 
 
