P rǫ n = k = a k f or k = 0, 1, 2, ...
(1)
where a k ≥ 0 and
• A replenishment policy is established as (s, S) where S > s -i.e., the stock is replenished at the end of each time period n iff it dips below s to the level S. The stock is checked at the ned of each time period.
• X n denotes the stock size at the end of each time period n just before the stock is replenished (or not). {X n } is considered to be a stochastic process defined on the space (−∞, S].
Therefore the following relationships hold:
If the successive demands ǫ 1 , ǫ 2 , ... are independent random variables then the stock values X 0 , X 1 , X 2 ... constitute a Markov chain whose transition probability matrix can be stated to be:
Using the above formulation, consider a spare parts inventory model in which either 0, 1 or 2 spare parts are demanded in a period with P r{ǫ n = 0} = 0.5, P r{ǫ n = 1} = 0.4, P r{ǫ n = 2} = 0.1.
