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Abstract— In a society that keeps getting closer in touch 
with social robots it is very important to include potential 
users throughout the design of the systems. This is an 
important rationale to build robots that provide services and 
assistance in a socially acceptable way and influence societies 
in a positive way. In the process, methods are needed to rate 
the robot interaction performance. We present a multimodal 
corpus of naïve users interacting with an autonomously 
operating system. It comprises data that, to our conviction, 
reveal a lot about human-robot interaction (HRI) in general 
and social acceptance, in particular. In both, the evaluation 
and the design process we took into account Clarkson and 
Arkin’s heuristics for HRI (developed by adapting Nielsen’s 
and Scholtz’ heuristics to robotics) [1]. We discuss exemplary 
results to show the use of heuristics in the design of socially 
acceptable robots. 
I. INTRODUCTION 
RIVEN by the retention of robots which is particular 
eminent in Western cultures [2], [3], the question of 
the role of artificial agents in our society has been debated 
long before the first social robots were actually developed. 
In our opinion, a robot becomes social by means of its 
application, appearance and/or its interaction strategies. 
Closely connected to social robots is the desire for metrics 
to measure “social acceptance” and “societal impact” of 
social robots from a scientific point of view. These might 
help to build robots that decrease the general refusal by 
many people.  
Societal impact, as the term implies, concerns a whole 
society. To our conviction, it emerges from individual 
experiences generalized to a broad context. Societal impact 
is, however, beyond the scope of this paper. 
Our research addresses the question of social acceptance 
regarding effects we observe in the interaction of an 
autonomous interactive robot with users. By social 
acceptance we mean acceptance of a robot by the individual 
human that is based on interaction experiences. These are 
strongly application- and context-related. Social acceptance 
is not only an aim but a means for the interaction.  
Next to social acceptance, we focus on the question how 
robots can be designed for an enjoyable and meaningful 
HRI. We are convinced that a higher social acceptance of 
robots can be achieved by making individual robots more 
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usable, intuitive to use and the interaction with them a 
positive experience. Therefore, social acceptance is also a 
question of usability. In accordance with HCI literature 
(e.g. [4],[5]), we claim that incorporating potential users is 
essential when designing acceptable and expedient systems. 
The presented interaction scenario (The “home tour” – 
see II.A) is characterized by domestic applications being 
highly interesting regarding the question of social 
acceptance. The home is considered a social space where 
the human inhabitants usually decide who enters it and 
make up the rules that apply within it. A robot in such 
private environments has to adhere to these rules. 
Within this scenario we have started to conduct iterative 
user studies with the mobile robot BIRON interacting with 
naïve users. One important part of the evaluation is to 
identify and trace back interaction bottlenecks and error 
patterns in order to resolve them. This issue is addressed by 
the heuristics that accompanied the design and the 
evaluation process. The user studies (Section II), the 
influence of heuristics (Section III), and conclusions 
regarding social acceptance of robots (Section IV) are 
presented in the following. 
II. USER STUDIES 
In this section we will introduce the scenario and the 
robot BIRON which we used for the studies. Moreover, we 
describe the sample, the setup and the task the participants 
had to perform. 
A. Scenario 
The basic idea of the home tour scenario is the 
following: A user orders a service robot to assist her in the 
household. The robot is a consumer product delivered 
ready-to-use with all necessary sensors and abilities. Before 
it can provide any services it has to learn about its new 
environment; quite comparable to a human butler. Hence, 
the user has to show the robot around the domestic 
environment and to teach it rooms and objects that are 
relevant. Interactively, the robot has to be able to learn 
about the environment (apartment) and its artefacts, the 
identity and location of objects and their spatial-temporal 
relations. Once the robot possesses knowledge about the 
environment it can serve as a personal assistant, e.g., lay 
tables, clean rooms, or serve as a guard. The trials 
described here were conducted in a regular apartment with 
inexperienced subjects.  
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Fig. 1 BIRON (BIelefeld RObot companioN) 
B. Robot platform 
We conducted the studies using the mobile robot BIRON 
(Bielefeld Robot Companion, see Fig. 1) developed at 
Bielefeld University. It is based on an ActiveMedia™ 
Pioneer PeopleBot platform. The robot is equipped with a 
pan-tilt colour camera at a height of 141 cm to acquire 
images of a human’s face. It is used to articulate attention 
by looking at the user. Furthermore, it is employed to 
actively explore the environment visually. Below the 
camera there is a screen which displays the internal state of 
the robot using an animated character. A pair of AKG far-
field microphones is located right below the touch screen 
display at a height of approximately 106 cm. By this 
means, BIRON has the ability to localize speakers. For 
speech recognition itself the human wears a headset. 
Finally, a SICK laser range finder mounted at a height of 
30 cm measures distances within a scene. BIRON is able to 
follow a person and to autonomously move around. 
Additionally, it can track people and pay attention 
selectively to humans looking at it. All these abilities are 
prerequisites to employ the social robot in the home tour 
scenario. Further technical information about the 
architecture and behaviours of BIRON is given in [6].  
C. Sample 
As stated before, the scenario requires testing with 
potential users. Therefore, we invited participants that had 
no experience interacting with robots like BIRON. All 
subjects were native German speakers and also interacted 
with the robot in German. While in the first trial some of 
the subjects were university students (average age 25.6 
years; 7 female, 3 male), mainly older people took part in 
the second iteration (average age 45.5 years; 5 female, 9 
male) (numbers gained from questionnaires, see Section 
2E). The number of participants was 10 in the first and 14 
in the second trial. Even though the subjects received a 
little reward for participation their main motivation was to 
get in touch with the new technology. Therefore, they 
might have a bigger interest in technology than an average 
person. This is also displayed by their knowledge about 
computers (average = 3.2 on a scale of 1 (no experience) to 
5 (a lot of experience) in both iterations). However, people 
like these most probably represent future target groups of 
robotic applications. Therefore, it is beneficial to test the 
robot with them. 
Even though people are very interested, they are, none-
theless, inexperienced interacting with robots (average = 
1.4 on a scale of 1 (no experience) to 5 (a lot of experi-
ence)). The study design accounts for this fact in particular. 
It is described in the next section. 
D. Study Setup and User Task 
The trials were conducted in our robot apartment and 
consisted of two parts – a learning phase and a final task the 
participants had to complete on their own. The learning 
phase was necessary since most users had never interacted 
with a domestic robot before. In order do familiarize them 
with current speech recognition technology and to 
overcome first scepticism about the robot, participants 
received some training before interacting with the robot on 
their own. 
We are aware that training strongly influences the 
specific interaction strategies people used for the whole of 
the interaction. That is why we want to stress that our goal 
in these studies was not to collect possible strategies people 
would use without instruction (this, however, was part of 
former work, see [7]).  
In the learning phase the subjects interacted with the 
robot using phrases that were given to them in writing 
(training script). They were told that the robot understands 
these utterances very well but was also able to understand 
others. The utterances used for training were short, 
command like utterances (e.g. “BIRON, follow me” – 
utterances are translated by the authors since the trials were 
conducted in German). Next to prototypical utterances, 
participants were also shown how to pull the robot in case it 
got stuck due to an emergency stop in order to avoid 
crashing into an obstacle. It is necessary to teach people 
how to cope with this problem to avoid interruptions by the 
experimenter during the final task. However, the 
experimenter stayed in the room due to safety reasons. He / 
she tried not to intervene at all because we wanted to 
evaluate whether participants were able to conduct the task 
on their own with the knowledge acquired. Next to the 
experimenter a technician was present taking notes on the 
course of the interaction from a technical viewpoint. 
The final task was composed of five subtasks: initiate 
interaction; show the living room; guide the robot to the 
dining room; show the dining room (see Fig. 2); show two 
objects (armchair and table in trial 1; bookshelf and floor 
lamp in trial 2).  
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Instructions were given to the users in writing before the 
final task. They were asked to read and to return them 
before starting the interaction. Thus, it was assured that 
everybody received the same briefing. Anyhow, since the 
interaction took quite some time subjects did not always 
remember all elements of the task. Therefore, some 
participants forgot to show an object or a room. On the 
other hand, some participants were very playful and tried 
more or different objects than the ones they were told. The 
experimenter only stepped in when explicitly addressed by 
the participants. If this was not the case the interaction was 
not interrupted if a person forgot some part of the 
instructions. 
All but one participant in each iteration completed the 
whole task. In the first trial one person did not succeed to 
guide the robot from the hallway to the dining room. In the 
second trial one subject could not accomplish the final task 
at all. Both failures were due to severe technical problems 
of the robot. In general, participants managed quite well to 
guide the robot around and to show rooms and objects.  
E. Available Data 
During the study different kinds of data were collected. 
First of all, subjects were videotaped while interacting with 
the robot as well in the training phase as during the final 
task. Filming was done with one mobile camera. Videos 
were digitized for further analysis. They are a rich source of 
behaviour data of the human interlocutors. They capture 
gestures, facial expressions, other movements, and speech. 
Besides behaviour data, reasoning data was collected with 
the help of questionnaires and interviews. The interviews 
were also videotaped and digitized. Interviews were semi-
structured focussing on the following questions: general 
impression of the interaction, noticeable positive and 
negative occurrences, speech input and output, modalities 
that caught attention and further impressions. 
Furthermore, participants filled in two questionnaires – 
one before and one after the interaction. The first question-
naire mainly included items on demography (age, gender, 
profession) and on former experience working with com-
puters and robots. In the second questionnaire participants 
judged their interaction with BIRON for example regarding 
likeability, intelligence and ease of use. The complete 
questionnaires are available in German at [8]. 
Several robot activities were logged automatically to 
trace back system errors. Examples for these logs are 
speech understanding, robot speech output, screen output, 
and synchronisation marks.  
Up to now, the corpus only consists of first contact 
situations. Long-term studies have to follow. However, the 
available data is a rich source for evaluation. With the help 
of the videos also unconscious problems or problems the 
users did not remember after the trials might be addressed. 
The videos are the main basis for the heuristic evaluation 
presented in the following.  
III. HEURISTIC EVALUATION 
Clarkson and Arkin [1] propose eight heuristics for HRI: 
 
1. Sufficient Information Design 
2. Visibility of system status 
3. Appropriate information presentation 
4. Use natural cues 
5. Synthesis of System and Interface 
6. Help users recognize, diagnose, and recover from 
errors 
7. Flexibility of interaction architecture 
8. Aesthetic and minimalist design 
 
In the following we describe some examples that guided 
the design and evaluation of BIRON. These are mainly 
related to the heuristics 2 (Visibility of system status), 4 
(Use natural cues), and 6 (Help users recognize, diagnose, 
and recover from errors).  
In human-human interaction it is quite common to signal 
states like “thinking”. If the interaction partner knows that a 
person needs some more time to “process some 
information” or to think about the answer to a question the 
flow of the interaction will be kept up. This signaling 
occurs either verbally or nonverbally (e.g. nodding). In the 
design of BIRON we also took this into account with 
regard to heuristic 2 (Visibility of system status). The 
human partner has to know what the system is doing at any 
time especially when the system is processing some 
information which in HRI often takes longer than in 
human-human interaction. In the first design BIRON only 
announced verbally that it was “thinking” and needed some 
more time. This worked well as long as this state did not 
last too long. After a while people began to wonder whether 
the robot was still running or had some technical problem 
because the system status was not directly visible any more. 
This example demonstrates one reason why we introduced 
the screen character Mindi (see Fig. 3). The graphic 
interface allows the user to evaluate the system status at any 
time. Since humans also give this continuous feedback 
 
 
 
(mainly with the help of facial expressions) we believe that 
this change does not only improve usability but also the 
social acceptance of the robot. 
An autonomous system has to particularly cope with 
erroneous perception. As the trials were conducted in a 
regular apartment stable lighting conditions could not be 
guaranteed. This increased the possibility that the robot was 
unable to locate a person. The treatment of these mis-
perceptions leads to another example. Whenever this 
situation occurs, the robot says “I cannot see you anymore. 
Please say hello again if you still want to talk to me.” In the 
studies people most of the time wondered why this 
happens. They assume that BIRON looks at them only with 
the camera on top of the robot. This is observable in their 
behavior. When the robot does not attend to them they 
often lean their upper body towards the camera without 
making a step towards the robot. They do not know that 
BIRON also needs to scan a pair of legs underneath the 
body with the laser range finder to detect a human 
interlocutor (see [6]). In accordance with heuristic 4 (Use 
natural cues) we did not present the users with the laser 
data because naïve interlocutors will have to put a high 
effort in interpreting these. Therefore, the robot made the 
verbal announcement. On the first view this might seem 
very unnatural. On the second view in the trials we found 
that people readily adjust to the robot and try to enable it to 
perceive them well. This is also true for the interaction of 
humans with visually impaired people [9]. A healthy person 
does not know exactly how much a vision impaired 
interaction partner can see and needs some information to 
adapt to the needs of this person. The same happens when 
people become aware that BIRON cannot see them 
anymore. Again, in this case the verbal output is not 
sufficient. Therefore, the Mindi character on the screen 
displays that the robot cannot perceive the person well. This 
leads to users trying to adapt to the robot and to find the 
perfect position in front of the robot based on robot 
feedback and not only on their own assumption that 
BIRON uses the camera to see.  
Another example is connected to heuristic 6 (Help users 
recognize, diagnose, and recover from errors). In the 
interaction with BIRON one problem was that the robot 
might have problems crossing a very narrow passage in the 
apartment. Therefore, it needed the help of the human to 
overcome this obstacle. This situation is comparable to a 
motion impaired person asking for help. When the robot 
got stuck in the door it would say “I think I am blocked by 
an obstacle. Please push me away from it.” This behavior 
was found to be socially acceptable and at the same time 
lead to interactive error recovery without requiring the 
technician to intervene. 
The same is true for speech recognition. The socially 
accepted behavior for humans is to ask for a repetition if 
they do not understand something. BIRON does the same 
by asking “pardon me?” or “I could only partially 
understand what you said. Can you please repeat?”. This 
triggers the natural reaction in the human to repeat the 
utterance which in many cases leads to error recovery. 
Many more examples like the ones presented here 
illustrate how the heuristics connect to social acceptance. 
Therefore heuristics help to improve the individual 
interaction of a user with the robot.  
IV. CONCLUSION 
From these examples we conclude several factors that 
support the design of socially acceptable robots:  
 
• Iterative design and evaluation 
• Trials with real users in real environments 
• Trials with autonomous systems (not the human 
Wizard but the robot has to be socially 
acceptable) 
• Task and context dependent design 
• Heuristics have to be incorporated in the design 
 
Keeping the heuristics in mind proved to be helpful 
during the evaluation of our social robot BIRON. The 
question that remains open is how this approach can help to 
create comprehensive metrics for social acceptance and 
societal impact.  
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