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Abstract
We address the Interval Data Min-Max Regret 0-1 Integer Linear Programming problem (MMR-
ILP), a variant of the 0-1 Integer Linear Programming problem where the objective function coeffi-
cients are uncertain. We solve MMR-ILP using a Benders-like Decomposition Algorithm and two
metaheuristics for min-max regret problems with interval data. Computational experiments devel-
oped on variations of MIPLIB instances show that the heuristics obtain good results in a reasonable
computational time when compared to the Benders-like Decomposition algorithm.
1 Introduction
The 0-1 Integer Linear Programming problem (ILP, for short) is a well-known NP-Hard mathematical
optimization problem, with linear objective function and constraints, in which the domain of all variables
is {0, 1}. An ILP can be formulated by the objective function (1) and the constraints (2) and (3), where
b and c are n-dimensional vectors of coefficients, A is a m × n-dimensional matrix of coefficients, and
x is a n-dimensional vector of binary variables.
(ILP) min cTx (1)
Ax ≤ b (2)
x ∈ {0, 1}n (3)
This abstract deals with problems where the coefficients in c are uncertain. We deal with the Interval
Data Min-Max Regret 0-1 Integer Linear Programming problem (MMR-ILP, for short). In this problem,
the value of the coefficient ci, for all i ∈ {1, . . . , n}, is unknown. However, it is assumed that the value
of ci is in the range [li, ui]. A scenario is defined as a vector S = (c
S
1 , . . . , c
S
n), where c
S
i is any real value
in the interval [li, ui], i.e. a scenario corresponds to a valid assignment of values to the coefficients of
variables x. There are infinitely many scenarios and MMR-ILP aims at finding a solution that is robust
to all of them. MMR-ILP is also NP-Hard optimization problem, since the min-max regret version any
problem has, at least, the same complexity of its deterministic counterpart [1].
MMR-ILP can be formally defined as follows. Let Γ be the set of all scenarios, and Φ be the set of
all feasible solutions to the constraints in (2) and (3). The regret of a solution x ∈ Φ in a scenario S ∈ Γ
is the difference between the cost of x in the scenario S and the cost of the optimal solution yS for the
scenario S, i.e. it is the loss of using x instead of yS if the scenario S occurs. The cost of x in S is
denoted by F (x, S) =
∑n
i=1 c
S
i xi, while the cost of y
S is denoted by
F (S) = min
y∈Φ
F (y, S) = min
y∈Φ
n∑
i=1
cSi yi.
The robustness cost Z(x) of a solution x ∈ Φ is defined as the maximum possible regret of x among all
scenarios in Γ, i.e.
Z(x) = max
S∈Γ
{F (x, S)− F (S)} .
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Despite the fact that |Γ| = ∞, the scenario where the regret of x is the maximum is the scenario Sx,
such that cS
x
i = li+(ui− li)xi, i.e. c
Sx
i = ui if xi = 1, and c
Sx
i = li otherwise [1]. From this result, we
have that
F (x, Sx) =
n∑
i=1
uixi,
F (yS
x
, Sx) = min
y∈Φ
n∑
i=1
(
li + (ui − li)xi
)
yi,
and
Z(x) = F (x, Sx)− F (yS
x
, Sx).
It is worth noticing that F (yS
x
, Sx) is still an ILP as in this case xi is constant. Therefore, the robust cost
of a solution x can be computed by solving a single ILP problem in the scenario Sx. MMR-ILP aims at
finding the solution with minimum robustness cost, i.e.
min
x∈Φ
Z(x) = min
x∈Φ
{
F (x, Sx)− F (yS
x
, Sx)
}
.
For the general case, an mathematical formulation for MMR-ILP can obtained by replacing F (yS
x
, Sx)
with a free variable θ and adding a new set of linear constrains that bounds the value of θ to the value of
F (yS
x
, Sx). The resulting formulation (4)-(6) has an exponentially large number of constraints.
min
x∈Φ
n∑
i=1
uixi − θ (4)
θ 6
n∑
i=1
(li + (ui − li)xi) yi, ∀ y ∈ Φ (5)
θ ∈ R (6)
2 Heuristics for the MMR-ILP
We solved the MMR-ILP using two metaheuristics for interval data min-max regret optimization prob-
lems: (i) the Algorithm Mean Upper (AMU) [4]; and (ii) the Scenario-Based Algorithm (SBA) [3, 2].
They are described as follows.
2.1 Algorithm Mean Upper
AMU is a 2-approximative heuristic for interval data min-max regret optimization problems. It solves
the MMR-ILP into two specific scenarios: the mean scenario sm, where the cost of each uncertain
coefficient is set to its mean value, i.e. cs
m
ij =
lij+uij
2
, and the upper scenario su, where the cost of each
uncertain coefficient is set to its upper value, i.e. cs
u
ij = uij . AMU computes the robustness cost of the
computed solution in each scenario and returns the one which wields the smallest value.
2.2 Scenario-Based Algorithm
SBA is an extension of AMU which inspects a larger number of scenarios. Target scenarios between the
lower scenario sl ∈ Γ (a scenario where the cost of the arcs are set to their respective lower, i.e. cs
l
ij = lij)
and the upper scenario (su) are investigated. SBA relies on three parameters: the initial scenario α; the
final scenario β; and the step size γ. All parameters are real-valued in the interval [0, 1]. Target scenarios
are computed as α + δγ, for all δ ∈ {0, . . . , i} such that α + δγ ≤ β. Thus, SBA investigates β−α
γ
different scenarios. One can see that both the mean scenario sm and the upper scenario su are considered
by SBA. Thus, SBA produces solutions at least as good as AMU and also holds an approximation ratio
of at most 2 for MMR-ILP. The SBA for MMR-ILP uses the parameter settings recommended in Coco
et al. [3], being α = 0.5, β = 1.0, and γ = 0.05. Therefore, it inspects a total of 11 scenarios.
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3 Computational experiments
Computational experiments were carried out on a single core of an Intel Xeon CPU E5645 with 2.4 GHz
clock and 32 GB of RAM, running under the operating system Linux Ubuntu. ILOG CPLEX solver
version 12.6 is used with default parameters. We employed variations of the classic MIPLIB instances,
being the coefficients interval generated as by Carvalho et al [2].We assess the quality of AMU and SBA
by comparing their results with the primal bound given by the Benders-like Decomposition Algorithm
(BDA) [5], one of the most successfully exact algorithms for interval data min-max regret optimization
problems. We limited the running time of all algorithms to 7200 seconds.
Table 1 show the results of this experiment. The first column reports the BLD average running time
and it’s standard deviation. The second column shows the AMU average relative deviation regarding the
BLD upper bound, computed as AMU−BLD
BLD
. It also shows the standard deviation deviation of this same
metric. The third column presents the AMU average running time and its standard deviation. We show
the same information for SBA on the remaining columns.
BLD AMU SBA
time (s) dev (%) time (s) dev (%) time (s)
4709 ± 4066 10.39 ± 22.16 201 ± 290 9.00 ± 0.20 1983 ± 2342
Table 1: Results for BLD, AMU, and SBA when solving the proposed MMR-ILP instances
One can see from Table 1 that BLD takes an average running time of almost 5000 seconds to run.
AMU and SBA relative deviations are very close to each other. However, SBA running time is nearly ten
times greater than of AMU.
We performed a Wilcoxon Sign-Rank Test to verify if there is a significant difference between AMU
and SBA relative deviations. The Wilcoxon Test showed that both results do not significantly differ from
each other (p > 0.05). Therefore, we can conclude that AMU performs better than SBA when solving
the proposed MMR-ILP instances since it has a smaller average running time and their relative deviation
do not significantly differ.
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