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Abstract—Cognitive infocommunication channels are struc-
tured multi-sensory forms of communication capable of trans-
mitting high-level concepts between systems with various levels of
cognitive capabilities. Theoretical questions on how CogInfoCom
channels are best designed to ensure effectiveness and comfort of
use have been studied extensively in the past. However, in modern
ICT environments, where humans are increasingly merging
together and becoming entangled with the infocommunications
infrastructure, the question of how CogInfoCom channels should
evolve through time, depending on the context and on past
interactions, is becoming equally important. In this paper, we
discuss this question from various aspects based on a use-case
scenario, and draw conclusions for future CogInfoCom design.
I. INTRODUCTION
Cognitive infocommunications (CogInfoCom) is an emerg-
ing field at the meeting point of infocommunications and the
cognitive sciences [1], [2]. The goal of CogInfoCom is to
provide a systematic view of how cognitive processes can co-
evolve with infocommunications devices, with special focus
on the merging process which is occurring between humans
and the ICT network surrounding them [3].
The phenomenon which primarily motivates research on
CogInfoCom can be referred to as the merging or entangle-
ment between humans and the infocommunications network.
This merging can be observed at various levels, ranging from
low-level connectivity at the cellular and electrotechnical level,
all the way to the highest level of sensing collective behaviors
such as mass movements, mass habits etc. As a result, humans
(more generally, living beings) and infocommunications will
soon coexist as an entangled web, resulting in an augmentation
of natural cognitive capabilities.
As a matter of fact, it can be argued that a human capacity
to become entangled with technologies has always existed,
and that a new form of entanglement between humans and
infocommunications can already be observed today. Neuro-
physiological evidence on the one hand that humans treat tech-
nologies as if they were natural extensions of themselves [4],
[5], and psychological evidence on the other that e.g. humans
are capable of developing new artificial sensory ‘modalities’
[6], [7] together point towards such an entanglement.
The subject of this paper is motivated by research on
CogInfoCom channels – structured multi-sensory messages
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which carry information on high-level concepts [8], [9]. Many
investigations in the past – even before the notion of CogIn-
foCom channels was formulated – have focused on the design
of explicit messages to users with well-defined semantics
at well-defined points of interaction (e.g., [10], [11], [12],
[13]). However, relatively little attention has been focused
on how communication can or should evolve through time
– i.e. during interactions over extended periods of time –
so that various communication channels can be comfortably
incorporated by humans into a set of unnoticeable but readily
accessible cognitive capabilities.
In this paper, we make the case for several arguments.
First, we argue that the design of temporally evolvable com-
munication can be described by key phases and transitions
in biological communication processes. Second, based on
empirical support from a use-case scenario, we argue that
interactions during these various phases are characterized by
different degrees of willingness to communicate consciously
and purposefully, and by different degrees of immediacy. We
conclude that these observations create constraints as to the
kinds of communication that are effective in different cases,
and that they may therefore inform the effective design of
evolvable communication in future technologies.
The paper is structured as follows. In Section II, the
definition of CogInfoCom channels is re-iterated, and a brief
discussion is given on the parallels between CogInfoCom
channels and biological communication, and the challenges in
integrating CogInfoCom channels into natural communication
processes. In Section III, an example use-case scenario be-
tween a human and an infocommunications device is outlined
and analyzed from several aspects. A discussion on observa-
tions made follows in Section IV.
II. COGINFOCOM CHANNELS: WHAT ARE THEY AND
HOW MIGHT THEY EMERGE?
A. Definition of CogInfoCom channels
We begin our discussions by briefly re-iterating the defini-
tion of CogInfoCom channels and related terms (i.e., CogInfo-
Com icons, messages and message-generated concepts) based
on [8], [9].
Definition II-A.1 (Icon layer). The set of sensory percepts that
give rise to immediate and unique semantic interpretations.
The compound icon layer contains sensory data combined
from several modalities which give rise to immediate and
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Fig. 1: The definition of CogInfoCom channels incorporates the human-centered, system-centered and representation-centered
points of view.
unique semantic interpretations. Percepts contained in the
(compound) icon layer are referred to as CogInfoCom icons.
Definition II-A.2 (Message layer). The set of abstract, se-
quential messages which are built up of elementary icons from
the (compound) icon layer. Messages contained in the message
layer are referred to as CogInfoCom messages.
Definition II-A.3 (CogInfoCom concept layer). The set of all
concepts which can be generated by the message layer in a
given sensory modality. Concepts within the layer are referred
to as CogInfoCom message generated concepts.
Definition II-A.4 (CogInfoCom channel). A group of CogIn-
foCom messages used to carry information on the state of a
CogInfoCom message generated concept.
CogInfoCom channels offer a modality-independent view
of structured and semantically meaningful sensory signals. In
fact, CogInfoCom channels de-emphasize the interpretation of
modalities: irrespective of whether the concept of ‘modality’ is
interpreted as a characteristic of the human sensory modality
which is used to perceive signals (“human-centered view”
[14]), as a characteristic of the device used to generate the
signals (“machine-centered view [14]), or as a characteristic
of the way in which semantic meaning is mapped onto the
perceiving human sensory modality (which we may refer to as
the “representation-centered view”, cf. [15]). In this way, there
is no confusion in characterizing modalities in cases where the
user reads text displayed on a screen, or reads text through
tactile perception and Braille encoding, or views images on a
screen (cf. Figure 1).
B. Phases of evolution in CogInfoCom channels
CogInfoCom channels – according to their original defini-
tion [8] – represent only a very specific kind of communication
which occurs at an explicit and conscious level. However,
based the pervasiveness and success of more implicit forms of
communication in biology, it seems to be a viable approach
to broaden the scope of artificial behaviors which could
be interpreted as lower-level communication capabilities in
infocommunication technologies1.
Two concepts which emerge in biology and which have
no well-defined parallel in engineering design are cues and
signals [19]. Cues are behaviors which do not in themselves
qualify as a form of communication per se, but which can
evolve – through a process referred to as ritualization –
into purposefully generated signals if they are perceived as
useful in eliciting predictable and useful responses from other
individuals in the population.
CogInfoCom channels can be added as a third level to this
framework of cues and signals, and conceived of as an explicit
form of communication which evolves based on variations in
signals: each minor variation would then convey a different
state of the same high-level concept (e.g., in much the same
way as different pitches and speeds of human speech can
convey different levels of calmness, anxiety, etc.).
The need for such a hierarchy in the communication be-
tween humans and artificial systems, both in terms of qualita-
tive and temporal aspects, can be supported based on several
considerations:
 It is unlikely that CoginfoCom channels can emerge spon-
taneously without any form of prior interaction (unless
1It should be noted that several authors have advocated in the past
to incorporate biologically inspired communication mechanisms in artifical
systems [16], [17], [18].
3they are designed explicitly and taught to the user before
his or her interaction with the system); cognitive systems
need to communicate for some time before they are
capable of picking up on subtleties which will lead to
the emergence of CogInfoCom channels.
 While it is plausible that signals can exist without prior
use of cues (e.g., if the designer a system implements a set
of signals which the user will then become accustomed
to), a system without a minimal aptitude for adaptivity
(i.e., unable to adapt to the user’s habits and requirements)
will generally be perceived as rigid, inflexible and even
annoying.
 The different levels of communication defined by cues,
signals and channels require different levels of attention.
A system that does not demand all of the user’s focused
attention immediately, but rather adapts to elicit increas-
ing amounts of attention as the user becomes accustomed
to using it will in general be regarded as more pleasant
to work with 2.
C. Challenges behind implementing evolution in CogInfoCom
The evolution from cues to signals to channels can be
regarded as a natural tendency in CogInfoCom. However, the
question still remains: how can this tendency be implemented
in a way that could unfold in the communication between
humans and artificially cognitive systems, irrespective of the
specific details of the interaction and of the application do-
main?
The challenge which lies behind this question is significant.
If the starting point of the designer is to consider solely
the definition or meaning of cues, signals and channels,
then enabling an artificially cognitive system to develop its
own signals and channels would require the designer to also
implement some way for the system to recognize what external
events (e.g., human behaviors) are “useful” to it and which
of its cues were successful in eliciting those events. Clearly,
just the definitions of these stages of communication will
not help engineers in making good design choices. Instead,
finding a set of characteristics which transcend the notions
of cues, signals and channels, but which can nevertheless be
brought into connection with these categories may be a viable
solution. More plainly: if there exist a set of characteristics
which are applicable to cues, signals and channels, but which
are also different in each of these communication forms, then
they can be taken as a basis for CogInfoCom design. Such
characteristics will be described based on an example use-case
scenario in the following section.
III. EXAMPLE SCENARIO
The example scenario focuses on the functionality of an
intelligent alarm clock that keeps track of how much the
user has slept in the previous few days and also monitors
2The emphasis here is on focused attention relevant to a functionality. In
other words, while no system should require the user’s devoted attention all
the time, the attention necessary to achieve a task can and should vary: later on
in the user’s interaction history, the achievement of tasks should be perceived
as purposeful and smooth.
how refreshed or tired the user is several times during the
day. Although much of this information can be manually kept
track of by the user, or can otherwise be queried explicitly by
the device, the purpose of the scenario is to demonstrate that
communication can occur at various cognitive levels, and that
different levels of communication are better suited to different
contexts and situations.
A. When the device queries the user
The first important observation is that information can be
queried by the device using different levels of communication.
Let us consider the following ways in which the device may
learn the time at which the user decides to go to sleep:
1) The device may ask the user explicitly about bedtime
based on the current time.
2) The device may ask the user explicitly about bedtime
based on the user’s actions, such as dimming the light,
spending more time in the bedroom, etc.
3) The device may ask the user explicitly about bedtime
while the user is updating the settings of the alarm clock.
4) The device may make implicit efforts to ascertain the
user’s bedtime by making statements about its assump-
tion that the user is about to go to sleep.
5) The device may ask the user implicitly about bedtime
by making statements about how tired it is, asking the
user if its services are still needed for the day.
It is clear that several aspects influence the perception of
each of these different kinds of queries, e.g.:
 Whether the user has to respond to the query immediately.
In cases 1, 2, 3 and 5, the way in which questions are
posed demands that the user respond to the query. In
case 4, the user will not necessarily feel that a response
is needed, and can more easily decide not to take notice
of what the device is saying.
 Whether the user’s conscious actions elicited the query.
In cases 2 and 3, the user’s conscious actions serve to
elicit the query. Further, it may potentially be that the
user’s conscious actions serve to elicit the query in case
1 as well, if the user instructs the device beforehand to
make the query at the given time. In the remaining cases
an event that is outside of the user’s conscious influence
is the culprit in eliciting the query.
 Whether the user’s purposeful actions elicited the query.
In case 3, the user’s purposeful actions serve to elicit the
query (in the sense that the purpose of the actions is to
work with the alarm clock). Further, it may potentially
be that the user’s purposeful actions serve to elicit the
query in case 1 as well, if the user instructs the device
beforehand to make the query at the given time.
 Whether the user expects to receive a query at the time
when it is received, or if the query causes surprise. This
aspect is somewhat related to the previous questions on
consciousness and purposefulness, however, the time at
which the conscious and/or purposeful action takes place
may or may not directly precede the time of the actual
query, which in turn can influence the degree of surprise
caused by the query. For example, if the user sets a time
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Fig. 2: There are several ways in which a device might try
to obtain information from the user as to when he or she
plans to go to sleep. The different approaches are characterized
by unique combinations of degree of volition and degree of
directness.
at which the query should be generated, and does so
hours beforehand (e.g., case 1), the query may cause more
surprise than cases 2 and 3. Case 2 may in turn cause
more surprise than case 3. Similarly, if the user does not
set a time at which the query should be generated, but the
timing of the query nevertheless correlates with an event
in the past – for instance, the time at which the user went
to sleep the day before – then the query will still cause
less of a surprise than in the case when it occurs at a time
that seems completely random to the user.
The example demonstrates the fact that various forms of
communication can be categorized as different depending on
whether the user is surprised by a query and/or is required to
respond immediately, and whether the user’s conscious and/or
purposeful actions are needed to elicit the query. We propose to
use the terms directness and volition to describe these aspects
of interaction.
The different cases outlined above are shown in terms of
these two concepts in Figure 2. Also conceptually depicted
on the figure are two general regions in the volition-directness
plane: first, the voluntary and direct region has no meaning (at
least not in the system-queries-user scenario, cf. Section III-C),
and second, the involuntary and indirect region comprises
“non-communicative behaviors” – i.e., behaviors which are
naturally exhibited by the device in various contexts but which
as yet have no meaning attributed to them. It is interesting to
note the correspondence between this region and the notion of
cues in biological communication.
volition
directness
random
   time
yesterday's
  bedtime
"Do you still
 need me?"
Fig. 3: Behaviors which qualify as involuntary and indi-
rect (from the user’s perspective) can be regarded as non-
communicative behaviors – e.g., noises, vibrations, etc. – that
are unique to the device (i.e., this region contains CogInfoCom
cues). The natural flow of communication is depicted by the
arrows from involuntary and indirect, through involuntary and
direct, to semi-voluntary and semi-direct.
B. The flow of communication
Based on the example, an important question arises: if there
are so many ways in which the device can elicit the user’s
attention, is there a preferred method which should always be
used, or should the way in which the device queries the user
evolve through time? Further, if communication should evolve,
then is there a preferred “trajectory” which could inform the
designer of the device as to which forms of communication
are preferred when? Potential answers to these questions are
discussed in Section IV.
Based on extensive research on the way humans like to
communicate with each other, and also with machines (cf. e.g.
[20]), it can be established that humans prefer communication
to evolve through time. Having a sense that the communicating
partner understands us better than when we first met is always
a positive experience. Having a sense that a communicating
partner is willing to change his or her personality traits (e.g.,
verbosity, mood, etc.) to match ours – even if our personality
traits do not match to begin with – is also a positive experience.
Conversely, if the flow of communication goes against these
tendencies, we are left with a feeling of discomfort and even
frustration.
Returning to the above example, it can be conjectured that
users will be left with the best experience if communication
evolves from the top-left corner (i.e., low volition, high
directness) towards the lower-right half of the diagram (i.e.,
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Fig. 4: When the user aims to understand the functionality of
the device and to influence its future behavior, all control and
training messages are voluntary, and range from semi-indirect
to semi-direct.
relatively high volition and relative indirectness). The expla-
nation for this observation is that early on in the interaction
history between the user and the device, having the device try
to ascertain what the user is doing based on environmental
cues can be prone to errors, and will lead to frustration if
attempted too early. In the early phases of interaction (and
also during error recovery, should something go wrong), it is
inevitable that the device query the user irrespective of whether
the user wants it or not, and expects it or not; and as long as
this phase does not draw out for too long, users will appreciate
the progress made in the communication process rather than
be frustrated with early transients. The role of CogInfoCom
cues is to precede (and overlap somewhat) with the early phase
of involuntary and direct communication, so as to allow the
device to “tease out” from its environment those behaviors
which are effective in gaining the user’s attention (Figure 3).
C. When the user queries the device
Communication is a bi-directional process, hence, the ex-
ample outlined in section III-A describes the entire communi-
cation process only partially.
If we consider the other direction of interaction, namely
the case where the user tries to obtain information from –
or otherwise tries to influence the behavior of – the device,
analogous observations can be made. First, let us consider
Fig. 5: The natural flow of communication from the user to
the device is depicted by an arrow from indirect to semi-direct
and voluntary communication.
as a starting point those events – in other words, “stations”
during interaction – which may prompt the user to intervene
in various ways:
1) In general, the user will wish to know why, or based on
what sensors, the device generated the query.
2) When the device emits CogInfoCom cues: the user may
wish to know what those cues represent, or ignore some
of them altogether instead. The device will adapt to
apply those cues as CogInfoCom signals which success-
fully elicit the user’s attention.
3) When the device asks the user explicitly about bedtime:
a) based on bedtime the day before: the user may
wish to communicate that the day before was
exceptional, or that the current day is exceptional.
b) based on “random” time – i.e., for no reason that
is related to the user: the user may ignore the
query, and later wish to tell the device to make
similar queries softer or louder in the future.
4) When the device asks the user explicitly about bedtime
based on the user’s actions such as dimming the light,
spending more time in the bedroom, etc.: the user may
wish to calibrate the device’s sensitivity if its event
recognition was a false positive. The user may also wish
to “train” the device through the use of corroborative
stimulation [8], i.e. by letting the device know that he
or she is about to sleep and performing various actions
(e.g., dimming the light, snapping a finger, etc.) at the
same time.
6The example interactions can also be divided into different
categories: generic control messages (e.g.,“why did you do
that?”, “yesterday was an exception”, “now is an exception”,
“be louder next time”, “be softer next time”) and specific
training messages (e.g., “listen, I am going to sleep now”, “I
am paying attention to you now because that cue was subtle
and I liked it”).
It is important to note that the above message types are also
amenable to categorization in terms of directness. For example,
the control message which queries the reason why the device
emitted a behavior (“Why did you do that?”) is somewhat
direct in the sense that it shows the user’s surprise and perhaps
frustration as well (at the same time it is not entirely direct
as it is not tied to real-time constraints). Conversely, training
messages in general do not reflect surprise, but are instead
“future-oriented” in the sense that through them the user can
expect better modified behavior from the device in the future.
In terms of volition, it can be ascertained that all of the
control and training messages given as examples are voluntary,
however, involuntary cues are still relevant in user-to-device
communication (these are the cues, for example, which are
taken as a basis for various behaviors in case 4). These aspects
of the example messages are shown in Figure 5.
IV. DISCUSSION
Based on the example, we can make the strong hypoth-
esis that a natural flow of communication exists within the
directness-volition plane when users interact with artificially
cognitive devices. Through the example, we have demon-
strated that the direction of this flow is different when the user
aims to influence the behavior of the device, from when the
device aims to obtain feedback from the user. In simple terms,
these differences reflect the fact that when communication is
targeted at humans, direct queries can be perceived as more
intimate – and, hence, intrusive if done without improper
preparation, whereas in the opposite direction (from humans
to artificial systems), direct interaction can be more efficient
even in earlier stages of communication.
The dimensions of volition, directness and the interaction
types outlined by the terms control messages and training
messages are the kinds of characteristics mentioned earlier in
Section II-C; namely, characteristics which are interpretable
in terms of cues, signals and channels, and which at the
same time are suitable to distinguish between the three levels
of communication. By relying on these distinguishing char-
acteristics, engineers may in the future szbe able to design
CogInfoCom systems that are adaptive in their communication
capabilities.
The discussions in the paper also support the idea that
channels can be amenable to a process of gradual emer-
gence, whereby communication forms that were signals at
an earlier time develop into more graded, subtle forms of
communication. Apart from explicit, goal-oriented training,
this is achievable if a minimal level of understanding exists
between the user and the system following the use of cues and
signals.
V. CONCLUSION
In past research on cognitive infocommunication channels
and human-device communication in general, relatively little
attention has been focused on how communication can or
should evolve through time, so that various communication
forms can be comfortably incorporated by humans into a set
of unnoticeable but readily accessible cognitive capabilities.
In this paper, we argued that the design of temporally
evolvable communication can be described by the key phases
and transitions in biological communication processes, defined
by cues, signals and channels. Based on empirical support
from a use-case scenario, we argued that interactions during
these various phases are characterized by different degrees of
willingness to communicate consciously and purposefully, and
by different degrees of immediacy and surprise. We referred
to these aspects as volition and directness. We concluded
that these observations create constraints as to the kinds of
communication that are effective in different cases, and that
they may therefore inform the effective design of evolvable
communication in future technologies.
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