Abstract. We present a formal framework based on metric temporal logic (MTL) for specifying and verifying real-time systems with a continuous environment. Metric temporal logic is extended to allow speci cation of properties about duration of system's states. We prove that every formula of the duration calculus (DC) can be translated into an equivalent MTL-R formula. Expressiveness of DC and MTL-R are compared. We formulate axioms for MTL-R and a sound rule for proving duration properties of timed transition systems.
Introduction
In this paper, we extend metric temporal logic 16, 17, 3] (MTL for short) with a duration concept similar to the one in the duration calculus. We present a speci cation language MTL-in any interval of length less than . Furthermore, we show that each formula of duration calculus can be translated into MTL-R and that MTL-R is more expressive than the duration calculus.
Hybrid systems are reactive systems involving components with continuous changes. Computer controlled manufacturing and transport systems are typical hybrid systems with discrete components, as the control program, that act in a continuous environment. In the last few years a number of formal methods for dealing with hybrid systems have been suggested in the literature. Some of the researchers argue that continuously changing observables can be modelled by the same techniques that are used to model time 25, 1, 21] , others have suggested techniques for extending existing models to hybrid systems 10, 22, 26, 27] .
While many systems can be analysed in a model where continuous changes are represented by discrete events, this may lead in some cases to a discrepancy between the real physical system and its representation in the model resulting in an unreliable analysis and inconsistent conclusions. Hybrid systems are by far the most complex and critical reactive systems; therefore, formal methods for their analysis, synthesis, and veri cation are needed.
An important class of properties of hybrid systems are those about durations of system's states. It is often the case that the states of a hybrid system can be classi ed in critical and non-critical states. The analysis of such systems requires the ability to specify and prove relations between these states and their durations. If one uses the set of nonnegative reals as time domain and functions f B : I R 0 ! f0; 1g, for each state B, to represent whether the system is at time t in state B (f B (t) = 1) or not (f B (t) = 0), one can calculate the duration of a state B in an interval a; b] as the integral R b a f B (x)dx. The duration calculus 9, 11] (DC for short) provides a requirement speci cation language that allows to express properties about such durations and a calculus to reason about them. Many examples have been analysed using DC 34, 33] such as the classical gas burner system. While DC only allows the expression of safety properties and there is hardly any program veri cation theory based on it, there exist a number of formal frameworks based on temporal logic that allow the speci cation of both safety and liveness properties and provide a powerful theory for proving real-time properties of programs (e.g. 30, 12, 1] ). It is self-evident that any formal framework for hybrid systems must be able to deal with real-time.
In this paper we present a formal framework that includes a duration concept similar to the one of DC and that bene ts from the extensive study of temporal frameworks by many researchers. As metric temporal logic 16, 17, 3] provides a concise notation for specifying real-time requirements and as it is equipped with a proof theory for verifying programs, we take it as basis for our work. The work of Manna, Henzinger, and Pnueli 12] provides a proof methodology based on MTL, and the work of the second author of this paper 14] presents a compositional proof system for proving real-time properties speci ed in MTL of distributed systems. Since compositionality is a possible technique for managing complexity and since it makes veri cation during the design process possible, we start from a version of metric temporal logic that supports compositional program veri cation 14]. We enrich metric temporal logic with a state duration concept. This is achieved by including duration functions R r , for a term r and a formula . Such a function measures the duration of during the next r time units. As time domain we choose the set of nonnegative real numbers. This allows us to de ne the semantics of durations by means of Riemann integrals. Syntax and semantics of the extended speci cation language MTL-R are presented in section 2. In section 3, we show that every property that can be expressed in the duration calculus can also be expressed in MTL-R . We de ne a function that translates every formula of the duration calculus into MTL-R and prove a correspondence between every formula and its translation. We also prove that MTL-R is more expressive than the duration calculus. In section 4, we present axioms that allow the derivation of valid duration formulae, prove their soundness, and compare them with the axioms present in the duration calculus. This section also includes an example that shows how to specify and prove duration formulae in MTL-R . A rule for proving limited-duration properties and its soundness proof are presented in section 5, where we apply this rule to verify a control strategy for the gas burner system. Section 6 includes some concluding remarks. Proofs of lemmas appearing in these sections are presented in appendix A.
2 Speci cation Language MTL-R Temporal logic (or tense logic) provides a natural and abstract approach for the analysis of safety and liveness properties of reactive systems. The use of temporal logic as a framework for specifying such properties was rst proposed by Pnueli 31] . Traditional temporal operators do not allow the expression of speed-dependent, quantitative real-time constraints. Two main possibilities for extending the expressive power of temporal logic to deal with real-time constraints have been suggested in the literature.
The rst approach suggests the use of an ordinary variable to model time. In this approach, real-time constraints can be expressed by referring explicitly to time through the use of this variable (e.g. 30] ). An alternative approach uses so-called bounded-operators. For each temporal operator, such as the (strong) until operator U , one or more timed versions are introduced, such as U < . While the formula U states that holds until becomes true and that will become true eventually, the formula U < puts the additional constraint that becomes true within time units. This approach, to which we refer as metric temporal approach, has been advocated in 19] , 18], and 16]. In contrast to the rst approach, time is implicit in the metric temporal one.
In this section we extend MTL to allow the expression of constraints on the durations of formulae. In section 2.1 we formulate the syntax of this language. The semantics of the extended logic can be found in section 2.2.
Syntax of the Speci cation Language
We give the syntax of a speci cation language, called MTL-R , which is an extension of MTL with durations. Formulae of this logic are constructed from atomic formulae by applying future real-time operators U < (strong until before ) and U = (strong until in ), past real-time operators S < (strong since before ) and S = (strong since in ), and logical connectives : (negation) and _ (disjunction). Although in this paper we do not consider the compositional veri cation of real-time systems, the aim is to design a speci cation language that can be used at all levels involved in the process of speci cation and design of a real-time system. Since compositionality is a prerequisite for hierarchical and top-down development of programs, we include the operator C that allows the formulation of a compositional proof rule for sequential composition (cf. 5], 14]). Moreover, this operator is used in section 3 where we prove that each formula of DC can be translated into our speci cation language MTL-R .
Furthermore, MTL-R includes existential quanti cation over variables ranging over real numbers and the logical constant true. To be able to express duration properties, we introduce terms of the form R r , for a term r and a formula . Such a term measures the accumulated time during the next r time units in which holds. For instance, the requirement that the duration of a critical state, characterised by , is less than during the next time units can be speci ed by R . Let PL be a set of propositional letters and Var a set of logical variables. We use P, Q, : : : as typical elements of PL and x, y, : : : as typical elements of Var. Logical variables in Var range over the set of real numbers, which is denoted by IR. The set of nonnegative real numbers is denoted by I R 0 . Furthermore, we use a special element 1 with the usual properties (e.g. < 1, for every 2 IR).
The syntax of our speci cation language MTL-R is given in table 1, with 2 IR 0 f1g, 0 2 IR 0 , 2 IR, n 1, x 2 Var, f a function symbol of arity n, R a relation symbol of arity n, and P 2 PL.
Henceforth, we use T E to denote the set of terms. The informal meaning of true, P, R(r 1 ; : : :; r n ), 1 _ 2 , : , and 9x is as usual.
The formula 1 U < 2 states that 1 is continuously true until 2 becomes true and that 2 ::= true j P j R(r 1 ; : : :; r n ) j 1 _ 2 j : j 9x j 1 U < 2 j 1 U = 0 2 j 1 S < 2 j 1 S = 0 2 j 1 C 2 will be true within time units. Note that we allow = 1 and that U <1 is the ordinary qualitative strong until operator.
The formula 1 U = 2 states that 1 is continuously true during the next time units and that 2 will be true in exactly time units.
The formula 1 S < 2 states that 2 has been true within the past units and that since that time 1 has been continuously true. Again, S <1 is the ordinary qualitative strong since operator.
The formula 1 S = 2 states that 2 has been true exactly time units ago and that 1 has been continuously true during the last time units.
Formula 1 C 2 holds if the future can be partitioned into two periods; a rst period that together with the past satis es 1 and a second period that satis es 2 .
Semantics of the Speci cation Language
In this section, we present the formal semantics of our speci cation language MTL-R . To be able to assign meanings to MTL-R formulae we need to interpret atomic formulae and assign values to the terms in T E. Therefore, we assume a total function f : IR n ! I R to be associated with each n-ary function symbol f and a relation R IR n to be associated with each n-ary relation symbol R.
Semantic Model
As hybrid systems have continuously changing observables, we use the set of nonnegative reals, I R 0 , as time domain. MTL-R -formulae are interpreted over models which are pairs consisting of an observation and a logical environment.
An observation of length ( 2 IR 0 f1g) over PL is a function from PL into the set of functions from interval 0; ) into ftt; g, i.e. :PL!( 0; )!ftt; g). Intuitively, for an observation , a propositional letter P, and a real number t in 0; ), (P)(t) = tt denotes that represents an observation where P holds at time t. Clearly, (P)(t) = denotes that according to observation , P does not hold at t. The length of an observation is denoted by # . An observation is required to satisfy the following nite variability condition:
For every propositional letter P, the function (P) has only nitely many discontinuity points on each bounded subinterval of 0; # ).
The nite variability condition guarantees that each bounded subinterval of 0; # ) can be partitioned in a nite number of subintervals in which (P) is constant (cf. 6]). The set of all observations over PL is denoted by O.
The concatenation of two observations 1 and 2 , denoted by 1 2 , is de ned to be the observation of length # 1 + # 2 satisfying for all P 2 PL:
( 1 2 )(P)(t) = 8 < :
1 (P)(t) ; for all t with 0 t < # 1 2 (P)(t ? # 1 ) ; for all t with # 1 t < # 1 + # 2 Let t 2 IR 0 . The t-pre x of observation , denoted by #t, is de ned to be the observation of length min(t; # ) satisfying ( #t)(P)(t 0 ) = (P)(t 0 ), for any P 2 PL and t 0 2 0; min(t; # )). The t-su x of , denoted by "t, is de ned to be the observation of length max(0; # ? t) satisfying ( "t)(P)(t 0 ) = (P)(t 0 + t), for any P 2 PL and t 0 2 0; max(0; # ? t)). It is easy to prove that the concatenation of a t-pre x and a t-su x of an observation equals , i.e. ( #t)( "t)= , for all t 2 IR 0 .
A logical environment is a mapping that assigns a real number to each logical variable. The set of all logical environments is denoted by . We will use # as a typical element of . For any logical variable x, any real number , and any logical environment #, we de ne the variant of # w.r.t. and x, denoted by # x , as the logical environment that maps every variable y di erent from x to #(y) and x to .
Meaning of Formulae
We de ne when a formula holds in an observation , a logical environment #, and a time t, denoted by ( ; #; t) j = . First a value is assigned to each term in T E. To deal with the integration over formulae, we de ne for each formula and model ( ; #) the function 1 ( The Dirichlet condition implies Riemann integrability, which is needed to have the semantics of our terms well-de ned. For any formula and model ( ; #), 1 ( ;#) is trivially bounded in any nite interval I but it does not necessarily satisfy the second clause of the Dirichlet condition.
Since observations satisfy the nite variability condition, it can be proved that for every formula which is obtained by applying boolean operators to propositional letters, the function 1 ( ;#) satis es the Dirichlet condition for every model ( ; #).
We are now able to de ne the semantics of terms. The value T r] ]( ; #)t of a term r in a model ( ; #) and a nonnegative real number t is as follows. ( ; #; t) j = P i (P)(t) = tt and t < # .
( ; #; t) j = R(r 1 ; : : :; r n ) i (T r 1 ] ]( ; #)t; : : :; T r n ] ]( ; #)t) 2 R.
( ; #; t) j = 1 _ 2 i ( ; #; t) j = 1 or ( ; #; t) j = 2 .
( ; #; t) j = : i ( ; #; t) 6 j = .
( ; #; t) j = 1 U < 2 i there exist t 0 2 IR 0 such that t t 0 < t + , ( ; #; t 0 ) j = 2 and for all t 00 2 IR 0 , t t 00 < t 0 , ( ; #; t 00 ) j = 1 .
( ; #; t) j = 1 U = 0 2 i ( ; #; t+ 0 ) j = 2 and for all t 0 2 I R 0 , t t 0 < t+ 0 , ( ; #; t 0 ) j = 1 .
( ; #; t) j = 1 S < 2 i there exist t 0 2 I R 0 such that t ? < t 0 t, ( ; #; t 0 ) j = 2 , and for all t 00 2 IR 0 , t 0 < t 00 t, ( ; #; t 00 ) j = 1 .
( ; #; t) j = 1 S = 0 2 i t , ( ; #; t ? 0 ) j = 2 , and for all t 0 2 IR 0 , t ? 0 < t 0 t, ( ; #; t 0 ) j = 1 .
( ; #; t) j = 1 C 2 i there exist observations 1 and 2 such that = 1 2 , # 1 t, ( 1 ; #; t) j = 1 and ( 2 ; #; 0) j = 2 .
( ; #; t) j = 9x i there exists a value 2 IR such that ( ; # x ; t) j = .
Satis ability of a formula in a model ( ; #) is de ned by ( ; #; 0) j = and it is denoted by ( ; #) j = . A formula is called valid, denoted by j = , if ( ; #) j = holds for each model ( ; #).
Useful is the following lemma that relates variants and substitutions. In this paper, we consider a speci cation language that includes the function symbol "+" and the relation symbols " ", "<", and "=". The interpretations of these function and relation symbols are such that they coincide with their standard interpretations on I R.
Furthermore, we assume that we have a propositional letter T such that for every observation and every t 2 I R 0 , (T)(t) = tt i t 2 0; # ).
The following example shows that the function 1 ( ;#) , induced by a formula and a model ( ; #), is not necessarily Riemann integrable. Example 2.3 In this example we assume the following relation and function symbols to be in our formal language:
1. A unary relation symbol rat with the set Q of rational numbers as interpretation, i.e. rat=Q, Since for each t 2 0; 1), T R 1 T] ]( ; #)(t) = 1 ? t, one can prove that, for each t 2 0; 1), ( ; #; t) j = i t = q, for a rational number q. Hence, for each t 2 0; 1), 1 ( ;#) (t) = tt i t = q, for some rational number q. This implies that 1 ( ;#) has in nitely many discontinuity points on 0; 1), namely all points equal to q, for some rational number q. Moreover We give the informal meaning of the most interesting abbreviations: 3 < : will be eventually true before time units.
3 0 : will be eventually true before or in exactly 0 time units.
3 : will be eventually true. To do so we brie y introduce the duration calculus. (For a more detailed presentation of the duration calculus we refer to 9, 11] .) It has been introduced in 9] as a notation to specify real-time requirements, and a calculus to verify theorems about such requirements, and can be considered as an extension of interval temporal logic 28]. The duration calculus has also been used to give semantics to communicating processes executed on a shared processor con guration 8] and has been extended to handle hybrid systems 10]. where is a real number, B is a boolean assertion, and x is a variable. In this de nition we have omitted the term`since it can be introduced as an abbreviation of R true. Before answering these questions, we have to de ne when a formula of the duration calculus holds in a model and when it is valid. We adopt the de nition given in 8], i.e. we have The problem is that for each possible value #(x) 0 for x, we have to nd models 1 and 2 with 1 2 = and # 1 = #(x). This is, however, not possible if is nite, since 1 2 = implies # 1 , and therefore, for #(x) > # , one cannot nd 1 and 2 as above.
This discussion leads to the following result: In this section, we show that MTL-R is more expressive than the duration calculus. We prove that the duration calculus allows expression of safety properties, only. As shown in the previous section, any formula of the duration calculus can be translated into an MTL-R formula. Since MTL-R allows the expression of liveness properties, as for instance 3P, for some P 2 PL, this shows that MTL-R is more expressive than the duration calculus.
To prove that the duration calculus only allows expression of safety properties, we use the topological characterisation of safety properties proposed by Alpern and Schneider 2] . This characterisation identi es safety properties with topologically closed sets of models, i.e. sets that contain all their limit points. u t
As shown in the previous section, any formula of the duration calculus can be translated into an MTL-R formula. Since MTL-R allows the expression of liveness properties, as for instance 3P, for some P 2 PL, this shows that MTL-R is more expressive than the duration calculus.
Axioms for Durations
Having extended the speci cation language of metric temporal logic to allow the expression of duration properties, we present axiom schemas to derive valid duration formulae. (From now on, we refer to axiom schemas as axioms.) We concentrate on the part of the logic that concerns duration formulae and adopt all valid metric temporal logic formulae as axioms and use tautologies of real arithmetic. A deductive system for metric temporal logic is presented in 17, 32] . In the remainder of this section and stand for boolean assertions, i.e. formulae obtained from propositional letters by applying boolean connectives. Since application of boolean connectives preserves nite variability, if is a boolean assertion, 1 ( ;#) is Riemann integrable for each model ( ; #).
As the meaning of a duration term R r is de ned as an integral, we have axioms that capture properties of integrals. In addition to (D0)-(D5) we present three more axioms that relate duration formulae to the metric temporal operators C, 3 , and 2 < . Before we give these axioms, we need to de ne rigid-terms. A rigid-term is a term that does not contain the symbol R . The following lemma expresses that the value of a rigid term only depends on the logical environment. 2. Case: t + a > # . In this case, # 1 = # > t and # 2 = 0. Therefore, 1 ( ;#) (t 0 ) = 1 ( 1;#) (t 0 ), for each t 0 2 t; t + a), and since is a Boolean assertion 1 ( ;#) (t 0 + (t + a)) = 1 ( 2;#) (t 0 ), for each t 0 0. The rest of the proof is similar to the rst case. Proof. Consider a function f, t, , and as above. Since f satis es the nite variability condition, interval t; t+ ) can be partitioned into nitely many intervals I 1 ,: : :,I n , such that n S i=1 I i = t; t+ ), f is constant on I n , and for each i < n: 
Example
To illustrate the use of these axioms, consider again the Gas Burner requirement of example 2.4, which has been speci ed in MTL-R by Req 
R 30 Leak 4
A possible control strategy for the Gas Burner system is to ensure that whenever gas leaks the system enters within 4 time units a purge period of 26 time units, during which gas cannot leak. This strategy can be speci ed in MTL-R by the following formula:
Des Leak ) 3 4 2 <26 :Leak To prove that this strategy meets the requirement Req, we have to prove that Des ) Req is a valid formula. We show that this formula is derivable by our axioms, adopting all valid MTL formulae as axioms. Derivation steps that are justi ed by metric temporal reasoning are marked by MTR. Steps using propositional reasoning are indicated by PROP. The notation` means that is derivable. 
Concluding Remarks
There are two main di erences between the proof system of DC in 11] (PSDC for short) and ours (apart from axioms (D6), (D7), and (D8) that relate duration formulae to metric temporal operators and therefore do not correspond to any axiom in PSDC). The rst one is that axioms (D2) and (D4) of our proof system do not have their counterparts in PSDC. The reason for this is that terms in DC do not refer to the end-points of the interval in which they are evaluated, whereas a duration term R r in MTL-R explicitly mentions the right end-point of the interval in which the duration of is measured. Thus, in DC one cannot write R 30 = 4 as in MTL-R ; one would write R true = 30 ! R = 4. Axioms (D2) and (D4) describe how a duration term of MTL-R R r depends on the explicit argument r. Axiom (D2) states that if this argument is zero then the whole term has zero as semantics, this is because the duration of any formula in a singular interval is zero, and axiom (D4) states that duration terms are monotonic in this argument.
The second main di erence is the absence of any induction rule in our proof system, while PSDC includes two (symmetric) induction rules. For DC, it is possible to formulate a sound induction rule because terms and formulae are interpreted in nite intervals. As shown in section 3.1, this, however, has the consequence that only safety properties can be speci ed in DC. As soon as one introduces in nite intervals, the induction rules become unsound, since using them one can prove that each non-point interval I, i.e. each interval of positive length l, either does not contain any subinterval in which :P is almost everywhere true, or the duration of P in I is strictly less than It is not di cult to see that whereas Prop is valid for nite intervals, it is not valid for in nite ones, since for an in nite interval I if P is everywhere true except for a nite subinterval, the duration of P is in nite, and hence, equal to the length of I. 
Proof Methodologies
Proof methodologies for verifying bounded-invariance and bounded-response properties of timed transition systems are presented in 12]. Bounded-invariance properties are formulae of the form ! 2 < , bounded-response properties of the form ! 3 , where and are state formulae.
In this section, we extend the proof methodology given in 12] by a proof rule for verifying limitedduration properties. A limited-duration property is a formula of the form 2 R B , where ; 2 IR 0 and B is a boolean assertion. Informally, a limited-duration property asserts that the duration of state B is less than in any period of time units.
Computational Model
The abstract computational model we use is that of timed transition systems as presented in 4]. Closely related models are presented in 12, 13, 1]. A timed transition system generates a set of timed state sequences. A timed state sequence is a sequence of pairs of states and intervals in I R 0 . Each of these pairs describes the state of the system in all points in the interval. The semantics of concrete systems can be de ned by associating a timed transition system to each concrete one.
De nition 5.1 A timed transition system TTS = (P; I; T ; l; u) consists of the following components:
1. A nite set P of propositional letters. u t
Time is incorporated in this model by specifying constraints on the times at which transitions may happen, assuming that transitions happen instantaneously. A minimal delay l asserts that transition can only be taken if it has been continuously enabled for l time units, a maximal delay u asserts that cannot be continuously enabled more than u time units without being
taken. An in nite maximal delay, u = 1, introduces a weak fairness assumption for transition .
We assume that the set P of each timed transition system TTS includes for every transition the proposition En( ) and that, for each state s, En( ) 2 s i is enabled on s. To simplify the formalism, we also assume that every timed transition system TTS Consider a time t and let i be the (unique) index such that t 2 I i . A transition is said to be enabled, respectively disabled, at t in a timed state sequence, if is enabled, respectively disabled, on s i . A transition is said to be taken at a point in time t if there exists an i with r(I i ) = t and i = .
For each transition we de ne a function that maps each timed state sequence ts and t 2 I R 0 to (ts; t), the time that has elapsed since transition became enabled in ts after t. For a timed state sequence ts = (s 0 ; I 0 ) 0 ! (s 1 ; I 1 ) and t 2 I i , we have that if is enabled at t and not taken at l(I i ), then (ts; t) = (ts; l(I i )) + t ? l(I i ); if is enabled at t and taken at l(I i ), then (ts; t) = t ? l(I i ); if is not enabled at t then (ts; t) = 0. Example 5. Thus, the lower bound condition rules out timed state sequences in which a transition is taken without being enabled for l units. The upper bound condition rules out timed state sequences in which a transition is continuously enabled for more than u without being taken. If u = 1, the upper bound condition forbids timed state sequences that are weakly unfair w.r.t. .
It is not di cult to see that, for each timed state sequence and for each t 2 I R 0 , there exists a unique i with t 2 I i . This implies that timed transition systems only generate NonZeno timed state sequences 1], i.e. only sequences in which there are nitely many changes within each nite interval. Observe also that each timed state sequence ts can be transformed into an observation R(ts) in O, where R is de ned as follows: for every P 2 P and every t 2 IR 0 , R(ts)(P)(t) = tt i there exists an i with t 2 I i and P 2 s i . Finite variability of observation R(ts) follows from the NonZenoness of sequence ts.
We can now de ne when a timed transition system TTS satis es an MTL-R formula , denoted
De nition 5.3 A timed transition system TTS satis es i for every computation cp of TTS and every # 2 , (R(cp); #) j = . u t
Veri cation of Limited-duration Properties
In this section we show how to prove that a given timed transition system TTS satis es a limitedduration property. We present proof rules for verifying such properties. These rules use minimal and maximal delays of transitions. Before we present the proof rules, we need a few preparations. For given observation and t 2 I R 0 , we call a set s 2 2 P -observed at t, if s is the set of all propositional letters P 2 P with (P)(t) = tt, i.e. s = fP 2 P j (P)t = ttg.
One can prove the following result. We are now ready to formulate our proof rule for verifying limited-durations. It shows how to prove that a timed transition system TTS = (P; I; T ; l; u) satis es a limited-duration property 2 R B .
In the rule three subsets of T are used, namely H,H, and L, and two assertions and . The formula , called the invariant of the rule, usually (but not necessarily) characterises the reachable states of TTS or is a weaker invariant of the timed transition system. The transitions inH are harmless transitions, since they never lead to a B-state when executed in a reachable :B-state. Premise (0) ensures that on each B-state at least one helpful transition is enabled and premise (2) ensures that this transition remains enabled unless a helpful transition is taken. Premises (1) and (5) Hence, by the de nition of R, there exists 2 H such that is enabled at t 0 in cp.
(z).
Next, we prove that there exists t 1 2 I R 0 and a transition 0 2 H such that t 0 t 1 t 0 + M, (R(cp); #; t 1 ) j = , and 0 is taken at t 1 in cp.
Assume that for every t 1 On the other hand, since cp is NonZeno, t 1 can be chosen such that no transition in H is taken at any t 00 2 t 0 ; t 1 ) in cp. Thus, by (2), t 1 can be chosen such that (R(cp); #; t 1 ) j = .
We proceed to show that the existence of such a t 1 leads to a contradiction to (y). This is done in two steps. First, we prove that if such a t 1 exists then each transition that is taken in (t 1 ; t 1 +m) is inH and then use (3) and (5) is not taken at t 0 in cp.
Until now, we have proved that no transition in T ?(H L) can be taken at any t 0 2 (t 1 ; t 1 +m). Next, we prove that also no transition in L can be taken at any t 0 2 (t 1 ; t 1 + m).
We distinguish two cases, either = 0 or > 0. If = 0 then each transition in L is either disabled at t 1 and therefore not taken at any t 0 2 (t 1 ; t 1 + minfl j 2 Lg) or it is enabled at t 1 and hence, by (4), disabled at t 0 , for each t 0 2 I i+1 , implying by the lower bound condition that it cannot be taken at any t 0 2 (t 1 ; t 1 + minfl j 2 Lg). Since if = 0 , m minfl j 2 Lg, we have that each transition in L cannot be taken at any t 0 2 (t 1 ; t 1 + m). We now consider the case of > 0. We have by (5) (R(cp); #; r(I i+1 )) j = :B^ ^ , hence by (1) and the minimal delay condition, for all t 0 2 (t 1 ; r(I i+1 ) + min(f + l j 2 Lg)), each transition in L is not taken at t 0 in cp. Hence This is the contradiction we wanted to prove. u t Rule LD requires that at least one helpful transition is enabled whenever computation reaches a B-state. One can, however, imagine the situation where computation reaches a B-state on which no helpful transition is enabled, but such a transition becomes enabled within time units. The following rule is a generalization of rule LD and deals with the situation described above: En( ) but merely that this formula becomes true within time units. It is easy to see that rule LD is a special case of rule LD3.
Example
To show an application of rule LD, we consider a timed transition system CS, as depicted in gure 1, that speci es the control strategy for the gas burner of section 4. The aim is to prove by means of rule LD that timed transition system CS satis es the limited-duration property 2 R 30 Leak 4.
Transition system CS has P = fLeak; atl i ; En( i ) j i = 0; 1; 2g fEn( I )g as set of propositional letters and I = fs 0 g with s 0 = fatl 0 ; En( 0 ); En( I )g as set of possible initial states. CS has three transitions (apart from the idling transition) 0 , 1 , and 2 , i.e. T = f 0 ; 1 ; 2 ; I g, with .) It is not di cult to see that initial state s 0 satis es and that f g i f g is valid for i = 0; 1; 2. Since f g I f g, we have CS`2 , and by de nition of , CS`Leak ) ^En( 1 ). To establish CS` ) 2:En( 0 ), it su ces to prove` ^ ! :En( 0 ), and f:En( 0 )gT f:En( 0 )g. It is easy to check that both conditions are satis ed. The main observation for establishing premises (2) and (4) is that f ^En( 1 )g I f ^En( 1 )g holds by the de nition of I and ^En( 0 )^En( 1 ) and ^En( 2 )^En( 1 ) cannot be satis ed by any state, which implies that f ^En( 1 )gf 0 ; 2 gf ^En( 1 )g, f ^En( 0 )g 1 f:En( 0 )g, and f ^En( 2 )g 1 f:En( 2 )g are vacuously true. Premises (3) and (5) 
6 Concluding remarks
We have extended metric temporal logic with a concept of duration. The resulting logic allows the expression of properties about the duration of system's states, and the possibility to specify liveness properties makes it more expressive than the duration calculus. We have formulated a number of axioms that deal with durations and their relation to MTL operators. A further development of the axiomatisation of MTL-R is subject of future research.
We believe that many other logics can be extended with a duration concept (e.g. 15]). Our choice for metric temporal logic is based on two reasons. The rst one is that many real-time properties, as bounded-response and bounded invariance, can be expressed in a natural way in metric temporal logic. The second reason is that there is a proof theory based on metric temporal logic for verifying real-time properties of programs.
An interesting direction of future work is an extension of the framework of section 5, based on 12], to enable the veri cation of duration properties for timed transition systems. Further the expressibility of the logic, and the power of the veri cation method, can be enhanced by allowing exible variables that may change in time. Using these variables we can consider more elaborated computational models in which states are characterised by rst-order formulae rather than propositions 13]. Furthermore, one can characterise each timed transition system TTS by a formula , that is, one can express a formula with f j j = g = fR(cp) j cp 2 C(TTS)g, where C(TTS) is the set of computations generated by TTS. Based on this, one can reduce the re nement problem for timed transition systems, i.e. the question whether C(TTS) C(TTS 0 ), to proving a formula in MTL-R valid. This can be seen as follows. Suppose characterises TTS 0 , characterises TTS, and TTS operates on the same variables as TTS 0 and additionally on the variables u 1 ; : : :; u n . Then C(TTS) C(TTS 0 ) i j = 9u 1 ; : : :; 9u n ! . This idea is used for proving re nement for transition systems (e.g. 20, 29] ).
As an alternative to the non-compositional method of section 5 we intend to investigate the use of a compositional proof system for the top-down design of hybrid systems. The general idea is that rst the top-level speci cation of a hybrid system is expressed in MTL-R . Next the control program is speci ed in MTL and, using speci cations of the (continuous) components of its environment, it is shown that this leads to the top-level speci cation. Hence the problem is reduced to the implementation of a system according to an MTL speci cation. The design of such a system can then be done in the compositional proof system of 14] which is based on MTL. Finally, it would be interesting to compare both approaches on a simple but typical example of a hybrid system, such as the gas burner 34]. Proof. By induction on the structure of D using lemma A.2. u t
