A solution of linear operator equations in the Hilbert space is constructed by using the best polynomial approximation of the inverse operator. This approach gives rise to certain iteration processes. Error estimates manifest that the suggested schemes may be fairly efficient.
Introduction
Consider the operator equation
where we assume that the bounded linear operator A : H → H 1 , where H and H 1 are Hilbert spaces, is continuous and has the continuous inverse operator A −1 , x ∈ H , f ∈ H 1 .
It is well known that Eq. (1) is equivalent to the operator equation with the bounded self-adjoint and strictly positive definite operator A number of iterative methods for approaching the operator Eqs. (1) and (2) and their special cases are known (see, for example, [1] [2] [3] [4] [5] [6] ) and this classical problem is well investigated. We treat here certain schemes which are based on the best polynomial approximation of the inverse operator B −1 .
Similar constructions for integral equations go back to Landweber [7] . Now the spectral representation of the selfadjoint operator R indicates the spectral set Λ of the operator R to be within the interval [−1, 1]. Inverting Eq. (3), one can write
where P n (x) is some polynomial and the operator U =
is a continuous function of the selfadjoint operator R. In accordance with the spectral theorem for self-adjoint operators [8, 9] U = sup
This estimate is minimized by the choice P n (μ) as the polynomial of the least deviation from 1/(μ − 1/q). The exact formulas for this polynomial and its maximal deviation are known [10] :
Using the Chebyshev polynomial T n (μ), we obtain the expression
The explicit expressions may be found using an interpolation formula of order n or expanding (7) 
has the error estimate
Note that a practical treatment of operator equations with various iterative methods is equivalent to constructing certain operator polynomials which approximate the inverse operator. Then the solution (8) is optimal because it has the best upper estimate of error in H for operator polynomials of degree n. This upper error estimate cannot be improved since the maximal deviation is achieved at the endpoints of [−1, 1] (see [10] ) which are the exact bounds of the spectral set
If q is not fairly small, the practical usefulness of the above result may be limited by possible instability of calculations for a large index n. In order to avoid employing a polynomial of large order, one can use some iterative processes choosing (8) as an initial approximation. Further we suggest certain iterative algorithms based on the polynomial of the least deviation (7).
Iterative algorithms
The starting point is the operator relation which follows from (7):
where the operator polynomial K n (R) is defined by
Theorem 2.1. For any initial approximation u 0 ∈ H , the iterations
under the condition
converge in H to the unique solution of the equation Bx = g. The rapidity of the convergence is characterized by the inequality
Proof. The equality (5) involves
It is seen that the operator P n (R) is bijective in H under the condition (12). Consequently, the solution x admits the one-to-one representation
Making the substitution (15) and using the relation (9), we rewrite Eq. (2) in the form
The norm of the operator K n (R) can be found from the inequalities that are valid on [−1, 1]: |T n (μ)| ≤ 1 and |q − (1 − 1 − q 2 )μ| ≤ q + 1 − 1 − q 2 . This involves |K n (μ)| ≤ t n as |μ| ≤ 1. Because μ = −1 is the exact bound of the operator R and |K n (−1)| = t n , we obtain
Now the algorithm (10)- (11) follows from (16).
To get the estimate (13), one might note that
Then we establish (13) by means of (14) and complete the proof.
Another more powerful version can be derived by applying to Eq. (2) the left operator η P n (R)/q. We obtain the equation
The following scheme may be referred to as the best polynomial correction.
Theorem 2.2.
The iterations
or, equivalently,
converge under condition (12) to the unique solution of the equation Bx = g for any initial approximation x 0 ∈ H . The rapidity of the convergence is characterized by the inequality
In particular, as x 0 = ηg
and as
Proof. Eq. (17) is equivalent to (2) since the linear operator P n (R) is injective under the condition (12). This fact immediately leads to the iteration process (18).
Noting that K n (R) = I + η q BP n (R), one can rewrite (18) in the form (19) and (20), which manifests that the algorithm may be interpreted as a certain residual correction method and enables one to estimate an error.
We write
and obtain by virtue of Theorem 1.1
This leads to the relation
Finally, we arrive at the estimate (21). The error estimates (22) and (23) are established from the following inequalities:
The condition (12) is fulfilled for q < q n where the q n are given in Table 1 . The condition (12) is somewhat disappointing since the simple iterations are always convergent for Eq. (3). But we remark that for n ≥ 1, q → 0,
and the method (18) asymptotically turns into the Chebyshev iterative process [1] . Furthermore, for fairly small q < q n (see Table 2 ), we have t n = aq n+1 , 2 −n ≤ a < 1, and the iterative process (18) for which such bounds may be easily indicated, namely
where the kernel is of the form
σ (s) and τ (ξ) are Stieltjes-Lebesgue measures;
is the kernel of the orthogonal expansion with the isometric condition (Plancherel's equation)
For example, when B-I is a convolution operator in a domain γ ⊂ R n , such an orthogonal expansion is the n-dimensional Fourier transform; and the Fourier series plays the same role for an analogous discrete convolution operator. Fredholm integral equations of the second kind arising from dual integral equations [11] often belong to the class mentioned above as well. It can be readily shown that m and M are bounds of the operator B. Indeed, for x(t) belonging to the Hilbert space induced by the inner product In many cases this simple estimate suffices for application of the algorithms treated.
