The least mean squares (LMS) filter is often derived via the Wiener filter solution. For a system identification scenario, such a derivation makes it hard to incorporate prior information on the system's impulse response. We present an alternative way based on the maximum a posteriori solution, which allows developing a Knowledge-Aided Kaczmarz algorithm. Based on this Knowledge-Aided Kaczmarz we formulate a Knowledge-Aided LMS filter. Both algorithms allow incorporating the prior mean and covariance matrix on the parameter to be estimated. The algorithms use this prior information in addition to the measurement information in the gradient for the iterative update of their estimates. We analyze the convergence of the algorithms and show simulation results on their performance. As expected, reliable prior information allows improving the performance of the algorithms for low signal-to-noise (SNR) scenarios. The results show that the presented algorithms can nearly achieve the optimal maximum a posteriori (MAP) performance.
For the LMS filter, a standard way for derivation is based on the Wiener filter solution [8] [9] [10] [11] [12] . The Wiener filter can be seen as a Bayesian estimator utilizing statistical information on its input x[k], as well as statistical information on the relation of its input to a desired output signal y [k] . Its aim is to minimize the mean square error (MSE) between the filter output and the desired output signal, leading to the famous Wiener solution [13, 14] , for the optimal filter coefficients θ opt :
with R x x as the autocorrelation matrix of the input and r xy as the cross-correlation vector between the input of the Wiener filter and the desired output signal. An LMS adaptive filter can be seen as a method implicitly approximating R x x and r x y using instantaneous estimates [11] . A prominent applications scenario for adaptive filters is system identification [15] .
Here the aim is not to optimally estimate the output of the filter but to optimally estimate an unknown system with impulse response θ.
When considering this scenario, a Wiener filter approach makes it hard to incorporate prior knowledge on θ. As an alternative that allows to incorporate such a prior knowledge, we suggest the following way to derive the LMS filter. We first start with a batch based approach and develop a Knowledge-Aided Kaczmarz algorithm. Then we extend the Kaczmarz algorithm to an LMS filter. This extension can be easily done due to the arithmetic similarity of the Kaczmarz algorithm and the LMS filter when using the Kaczmarz algorithm with a convolution matrix.
Emphasizing its versatility, the presented approach is based on a general linear model that has a widespread application potential:
The dimensions of H are m × p, of θ are p × 1 and of n and y are m × 1, respectively. The rows of H will be denoted as h T i and the elements of y and n as y i as well as n i , ∀i = 1, . . . , m, respectively. In the general case, H will be an arbitrary system or observation matrix, which we assume to have full rank. For the case of an LMS filter, H will be a convolution matrix with potentially an unlimited number of rows. The vector y is the measurement vector. The parameter vector θ is assumed to be a Gaussian random variable with meanθ and covariance matrix C θθ . These statistics of θ will be used as prior information in the estimation algorithms described below. The noise vector n is assumed to be Gaussian as well, with zero mean and covariance matrix C nn . In the following derivation, we will assume that C nn is a diagonal matrix.
We furthermore assume that C θθ is positive definite, which can always be ensured by adding a scaled identity matrix σI, using a small positive scaling factor σ.
This work can somehow be seen as being related to the approach in [16] . There, prior information is used on the model to incorporate systems with missing data. Different to that, we incorporate prior knowledge on the parameter vector to be estimated. Another connection might be drawn to [17] , where the author uses a different cost function as we do, incorporating previous estimates of the LMS algorithm. Its applications as well as the resulting algorithms are different to our approach. Another different approach is used in the Generalized Sidelobe Canceler version of the LMS. There the input signal is altered by a so-called Blocking Matrix to improve the estimation performance [18] .
II. KNOWLEDGE-AIDED KACZMARZ ALGORITHM
In this section, we will derive the Knowledge-Aided Kaczmarz algorithm incorporating the prior information on θ. The idea is to develop an iterative steepest descent approach similar to Approximate Least Squares (ALS) [19] or the Kaczmarz algorithm [20] . For this, we start with a maximum a posterior (MAP) approach.
The derivation of the MAP estimator for the model in (2) results in an estimator of the same form as the linear minimum mean square error (LMMSE) estimator [21] . This naturally allows using our algorithms for other use cases of the LMMSE estimator as well. The Knowledge-Aided Kaczmarz algorithm developed in this chapter can be seen as an iterative variant of the batch LMMSE estimator, while the Knowledge-Aided LMS developed below can be seen as an LMS variant of an LMMSE estimator using a convolution matrix.
A. Derivation via the MAP solution
The posterior probability can be calculated as
The MAP estimate is the vectorθ
Here we useθ to represent an estimate of a true parameter vector θ T . Taking the logarithm and omitting the Gaussian scaling factors gives:
Multiplying the cost function with −1 leads to the optimization problem
with
This cost function can be split into two parts, a first part (y − Hθ) T C −1 nn (y − Hθ) that we will call measurement cost function and a second part (θ −θ)C −1 θθ (θ −θ) that we will call prior cost function. Calculating the partial derivative of J(θ) results in
This gradient can be used to formulate a steepest descent approach aŝ
with the step width µ. For simplicity, we omitted the factor two of the gradient and assumed that this factor is already included in the step width. An iteration can be formulated via a sum
with w i as the (i, i) th element of C −1 nn . The values a i are used to bring the gradient of the prior cost function inside the sum, requiring that m i=1 a i = 1. We will furthermore assume that a i > 0, ∀i = 1, . . . , m. One obvious way of fulfilling this condition on the a i values is by setting
The cost function as well as its gradients are schematically depicted in of the measurement cost function. This allows utilizing the prior information in the gradient based algorithm, improving its performance, as we will show below.
The above formulation easily allows to use simplifications as done in the ALS [19] or the Kaczmarz algorithm [20] , by using only one of the partial gradients per iteration and cyclically re-using the partial gradients after m iterations:
Here, k = ((k − 1) mod m) + 1, represents this cyclic re-use. µ k is the (not necessarily constant) step width used in iteration k. We will describe how to select this step width in more detail in the next section. When using a k = 1/m, ∀k = 1, . . . , m, one can see a Bayesian-like characteristic in the partial gradients. The prior information is scaled by one over the number of samples: the more data is collected, the less important the prior information becomes. We call the iterative approach using (12): Knowledge-Aided Kaczmarz.
B. Convergence of Knowledge-Aided Kaczmarz
Using the iteration (12) of Knowledge-Aided Kaczmarz one can analyze the evolution of the error e (k) =θ (k) − θ T comparing an estimateθ (k) at iteration k to the true parameter vector θ T .
Inserting this error in (12) and using
consists of a sum of a symmetric and positive semidefinite matrix and a symmetric and positive definite matrix. The matrix h k w k h T k has p−1 eigenvalues that are zero and one eigenvalue that is equal to w k h k 2 2 , corresponding to the eigenvector h k . C θθ is a covariance matrix that we assumed to be positive definite, as described in the introduction of this paper. For such a sum of matrices one can easily find limits on its eigenvalues. For this we define the sequence λ i (A), ∀i = 1, . . . , p, as the eigenvalues of a p× p matrix A in descending order, i.e. λ 1 (A) being the largest eigenvalue, down to λ p (A) being the smallest eigenvalue.
For two symmetric p × p matrices A and B it holds that the maximum eigenvalue of the sum of matrices, λ 1 (A + B) is smaller or equal than the sum of the maximum eigenvalues of the matrices [22] :
Because we assumed C θθ to be positive definite and due to Weyl's inequality [22, 23] 
∀i = 1, . . . , p, it immediately follows that the smallest eigenvalue of P k must be larger than zero. The aforementioned relations on the eigenvalues can be used to define an interval for µ k limiting the eigenvalues of M k . Using
ensures that all eigenvalues of µ k P k are smaller or equal than one and larger than zero.
Consequently, all eigenvalues of M k are smaller than one and larger or equal to zero for all k = 1, . . . , p. When partitioning (13) into
, we can analyze the error evolution for k → ∞. We denote this error as e (∞) .
The initial error vector e (0) is caused by the start vector θ (0) of the Kaczmarz iterations.
When choosing µ k according to (15) , the first product k i=1 M i e (0) converges to the zero vector because all eigenvalues of every M i are smaller than one, as long as µ is within the bounds of 15. Additionally there are the noise and bias dependent residual terms ∆ k . Because ∆ k is linear in µ, the error e (∞) can be made arbitrary small by selecting a small enough (but larger than zero) value of µ.
However, when analyzing the expected value of e (∞) averaged over n as well as over θ one can see that this expected value is zero:
This shows that the Knowledge-Aided Kaczmarz converges in the mean.
Using the limits on µ k as described above, we formulate the following Algorithm 1 that we used for the simulation results presented below.
In the beginning, the algorithm uses the upper limits of the interval in (15) as step widths. For a practical implementation, one would typically pre-calculate these m values and store them in a memory. From the iteration where the instantaneous error v k differs less than v th to the error m iterations before, the step width is linearly reduced down to zero with every following iteration.
For simplicity, v k and v k−m are only compared at iterations when the first row of H and the first measurement value from y are used. Such a step width reduction typically leads to a very good performance for Kaczmarz-like algorithms [24] .
As pointed out above, for the model (2) the MAP solution is identical to the LMMSE solution.
This means LMMSE algorithms, such as the sequential LMMSE [21] , could also be used.
However when analyzing the complexity of LMMSE approaches, e.g. as done in [25] , one can see that the complexity of such approaches is typically O(p 3 ). For the Knowledge-Aided Kaczmarz algorithm, the complexity per iteration depends on the matrix C θθ . If C θθ is a full matrix, the complexity per iteration is O(p 2 ), if C θθ is a diagonal matrix, Knowledge-Aided Kaczmarz only has linear complexity per iteration.
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III. KNOWLEDGE-AIDED LMS FILTER
The Knowledge-Aided Kaczmarz algorithm can be easily extended to a Knowledge-Aided LMS filter. For an LMS filter, H has the structure of a convolution matrix, and its number of rows m is potentially unlimited. This typically prevents cyclic re-using of the rows of H as well as the measurement values. Equation (11) then potentially requires an infinite series ∞ i=1 a i = 1. Using the same notation as above, the memory of the adaptive filter now becomes the vector h k and the estimated filter coefficients areθ (k) , resulting in the Knowledge-Aided LMS update
Using similar arguments as for the Knowledge-Aided Kaczmarz algorithm, one can see that this algorithm converges in the mean as well. This allows formulating an algorithm similar to Algorithm 1 with the exception that no cyclic re-use of rows is performed because for an LMS filter typically the number of rows of the convolution matrix H is equal to the number of iterations. For simplicity, we also omitted the step-width reduction logic, line 6-18 of Algorithm 1, for the LMS filter and reduced µ k at every iteration by mulitipling it with (N − k + 1)/N.
IV. SIMULATION RESULTS
In this section, we show simulation results for the Knowledge-Aided Kaczmarz algorithm as well as for the Knowledge-Aided LMS filter. For the shown simulations, we always used LMS from another point of view: is able to achieve a fixed performance level with a lower number of measurements than the conventional LMS filter. 
V. CONCLUSION
We presented Knowledge-Aided Kaczmarz and Knowledge-Aided LMS algorithms that easily allow utilizing prior information to improve the performance of the algorithms. We derived the algorithms via the maximum a posteriori solution. Their convergence behavior was analyzed, and it was shown that both algorithms converge in the mean. For low SNR scenarios, the KnowledgeAided algorithms significantly outperform the standard algorithms. The simulations furthermore
show that the Knowledge-Aided algorithms are able to achieve a performance close to the MAP performance.
