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ABSTRACT 
A matrix optimization problem of interest is the infimization, for arbitrary 
F, G E Rnx”, of IIF - PGll with respect to positive semidefinite, symmetric 
P E xnxn, where I] . /I denotes the Frobenius norm. One motivation for its study 
is that solutions may be used as estimates of the inverse Hessian of a nonlin- 
ear differentiable function f: R” + R’, which is to be minimized with respect 
to a parameter vector 2 E R” by a quasi-Newton-type algorithm. Another is 
where the compliance matrix of an elastic structure is to be estimated from 
experimental measurements of the displacements resulting from some static load- 
ing. Necessary and sufficient conditions for the existence of the minimum are 
given. A sufficient condition is that rank[G] = n, which is also necessary and 
sufficient for uniqueness of minimizers. Arbitrarily accurate infimization can be 
achieved via solution of an instance of the minimization problem where rank[G] = 
n. However, no general solution procedure for the latter is known, which moti- 
vates algorithmic solution. An algorithm is given which, for the case rank[G] = n, 
arbitrarily accurately approximates the unique minimizer. The algorithm is glob- 
ally convergent, requiring the computation of inner products and solutions of 
symmetric eigenvalue problems. 
1. INTRODUCTION 
The central problem of the paper is 
p$& IIF - PGII, where F, G E Rnxm, 
> 
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or, where the minimum exists, 
min ]]F - PG]], 
PEST 
where F, G E RnX”. 
_ 
Here ]( . 11 denotes the Frobenius norm, and the feasible set is the set of 
positive semidefinite symmetric (PSD) matrices ST := {X E Sn I X 2 0}, 
S” := {X E RnXn I X = X’}. Problem (P) was first formulated and stud- 
ied by Allwright [2]. We begin by motivating (P*) and (P). There follows 
a description of the solution procedure used in the sequel. We conclude the 
Introduction with a summary of the notation used and an outline of the 
rest of the paper. 
Consider the nonlinear programming problem (n/LP) of unconstrained 
minimization of a continuously differentiable nonlinear function f: Rn + R1 
of a parameter vector z E R”: 
Classical quasi-Newton algorithms for the numerical solution of this prob- 
lem attempt to compute a sequence Z, E R”, m = 1, . . . , that converges 
from some starting iterand za E R” to a global, or at least local, minimizer 
of f(z) should one exist. They are based on the following iteration: 
x,+1 = x772 - hnPmVzf(GTd, (1.1) 
where x, is the current iterand, x,+1 is the next iterand, X, E R’ is a 
step parameter, and the vector VZf(x,) E R” is the gradient of f(z) with 
respect to x at x,. For m > 0, the matrix Pm E Rnxn is computed as a 
positive definite symmetric (PD) solution of 
x, - X,-l = P, [V,f(xm) - vzf(xm-dl~ (1.2) 
The motivation for computing Pm in this way is that it is the inverse 
Hessian of a PD quadratic model of f(x) at x, that interpolates the cur- 
rent and preceding iterands and associated gradients. That Pm should be 
symmetric is due to the symmetry of the true Hessian. As is well known, 
the positive-definiteness property yields good local convergence results. 
Excellent references in the literature on this field are [5, 81. Fitting a 
quadratic model to the current and preceding iterands clearly utilizes some 
information about f(x) obtained during the course of the algorithm. A 
natural extension of this idea is to first define the real n by m matrices 
F, := [x,,, - 5,_1,...,51-201, (14 
G,,, := [Vzf(xm) - vsf(Xm-l), . . . I vdx:,) - vdxo)l (1.4) 
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and attempt to compute a PD quadratic model that interpolates all of the 
previous iterands of the algorithm, contained in F, and G,, by computing 
l’, as a PD solution to F, = P,G,. 
Such a scheme models f(x) by using all of the information available 
from the past history of the algorithm, the matrix P, being the inverse 
Hessian of a quadratic model that interpolates the past iterands and gra- 
dients. However, for general nonlinear f(x), F, and G, are arbitrary real 
matrices! the dimensions of which depend on the number of optimization 
parameters n and the number of iterations m. Generally, there is no PD 
Pm such that F, = P,G,. By instead attempting a least-squares solu- 
tion of F, = P,G, with respect to PSD Pm and dropping the subscripts. 
we obtain the constrained least-squares problem (P).’ The resulting algo- 
rithm for (NC?) is termed a quasi-Newton-type algorithm, since the P,,, 
so obtained will not generally satisfy (1.2). 
The reason for the relaxation that P may be PSD rather than PD is that 
the set of PSD matrices is closed in Rnxn whereas that of PD matrices is 
open; it can easily be shown that use of the latter as a feasible set necessarily 
results in an ill-posed problem, since the minimum would not exist unless 
F = PG for some PD matrix P. There are however two difficulties with 
this relaxation. The first point, addressed later in this section, is that it 
is desirable that Pm in (1.1) be PD rather than PSD. Secondly, as shown 
in [3], the relaxation is in fact not sufficient to guarantee existence of the 
minimum, in which case the motivation given above applies equally well to 
the associated infimization problem (P*). 
Another motivation for (P) and (P”) arises in the field of structural 
analysis. In [4] it is discussed how, if an elastic structure is statically 
loaded with some force vector g E R” and the corresponding displace- 
ment vector f E R” is measured, then any PD matrix P that satisfies 
f = Pg is a compliance matrix for the structure. Further, if a set of nl 
measurements is available, then by stacking the force vectors in the matrix 
G,, E RnX” and the displacement vectors in the matrix F, E 72”’ m one 
would similarly like to compute a compliance matrix Pm as a PD solution 
to F, = P,G,. Once more, such a compliance matrix rnay not exist for 
the measurements available, which motivates (P) and (P”) in a similar 
fashion to the quasi-Newton rationale. Here also it is desirable that p,,, 
be PD rather than PSD. We remark that no solution procedure is given 
in [4]. 
The most obvious approach to either problem is to write P = B’B and 
minimize over B E RnXn. However, as discussed in [13], such a minimiza- 
tion is nonconvex in B, and so problems arise in obtaining a global solution. 
Here, exact global solutions for (P*) or (P) are denoted throughout by P. 
IA standing assumption throughout is that G # 0 and n > 1. 
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No general procedure for exactly computing P^ for either problem is known. 
When rank[G] = n, there are some special cases where (P) has an analyti- 
c+ solution. The simplest is when G is the identity matrix, in which case 
P = +(F + F’) 2, where X> denotes the result of setting all the negative 
eigenvalues in the spectral f&m_of X to zero [ll, Theorem 2.1.231. Finally, 
in Section 2 it is shown that P = FGt, where Xt denotes the Moore- 
Penrose pseudoinverse of X E R”‘“, if (but not only if) G’F E Sy [ll, 
Theorem 2.1.371 and that F = 0 iff -FG’ - GF’ E ST. 
- 
An important question is when one must consider solution of (P*) rather 
than that of (P), which motivates necessary and sufficient conditions for the 
existence of the minimum in (P). Unfortunately, such conditions, though 
available, complicate the solution procedure, and for the sake of clarity we 
give here a rather informal account of this technical difficulty. A simple, 
sufficient condition for existence of the minimum in (P) is that rank[G] = n, 
which is also necessary and sufficient for uniqueness of minimizers. Suppose 
that rank[G] = s < n. Then we proceed by determining when the infimum 
in (P*) is attained by a PSD matrix, this being necessary and sufficient for 
the existence of the minimum in (P). 
For nonzero G, one can always find an orthonormal matrix U E ‘Rnxn 
(change of basis for image[G]) such that UG = [Gr’ 0]‘, where Gr has 
full rank equal to s > 0. If we define R := UPU’ and [FI’ Fz’]’ := UF 
conformably with the partition of UG, then, because P E S; iff R E S>n, 
(P*) becomes infimization of ll[Fl’ Fz’] -[Gl’ O]‘RII over R E 3:. If R E L? 
is partitioned conformably with the partition of UG: 
B C’ 
R= 
[ 1 CD’ (1.5) 
then (P*) is equivalent to infimization of fcp.)(B,C) := llF1 - BG1112 + 
jlF2 - CG1112 over pairs (B, C) such that R E ST for some D E SnmS. The 
following lemma gives necessary and sufficient c&ditions for R E Ss: 
LEMMA 1.1 [l, Theorem 11. Suppose that, for any integer s such that 
0 < s < n, R E S” is partitioned as in (1.5). Then R E ST iff: _ 
1. BES;, 
2. kernelrB] c kernel[C], 
3. D - CBtC’ E S;-‘. - 
Condition 1 of Lemma 1 implies that the infimum of fcp*) (B, C) over 
pairs (B,C) such that B E S: is a lower bound on the square of the 
infimum in (P*). It follows from the preliminary remarks concerning the 
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rank[G] = n case of (P) that, since Gr has full rank, the minimum of 
I] FI - BGl/l over B E S? exists and that there is a unique minimizer, 
denoted here by g. Another rather more straightforward consequence of 
the full rank of Gr is that ]I F2 -CG II 1 
Hence fcp*)(g, C) 
is uniquely minimized by C := FzGi. 
is a lower bound on the square of the infimum in (P*), 
which moreover is uniquely attained by the pair (g,C). It turns out that 
this is the greatest such lower bound on the infimum, which implies that 
the pair (5, C) uniquely infimizes fcp.) (B, C) over pairs (B, C) such that 
R E Sy for some D E Sn-“. 
Since f(p.1 (B, C) is independent of D, the set of infimizers for (P*) may 
be characterized by matrices E such that 
(1.6) 
where D is an arbitrary matrix in ‘R cn-‘) ’ cn-‘). As already remarked upon, 
the minimum in (P) exists iff_the infimum in (P*) is attained by a PSD 
matrix, i.e., iff there exists a R E SF as characterized by (1.6), i.e., satis- _ 
fying conditions 1, 2, and 3 of Lemma 1. By the definition of B, condition 
1 is already satisfied. Condition 3 can always be satisJied so long-as ei- 
ther B # 0 or C = 0. Since condition 2 implies that B = 0 + C = 0, 
we conclude that a necessary and sufficient condition for the existence of 
some E E ST, and therefore for the existence of the minimum in (P) when 
rank[G] < n, is that kernel@] C kernel[C] = kernel[FzGi]. 
When rank[G] <n, an interpretation of g is that it is an orthogonal 
projection of Fl into the set ScGr, the boundary of which can be shown 
to consist of singul_ar matrices. For this reason g is o_ly exceptionally 
nonsingular. Since B is also independent of Fz, kernel[B] is not generally 
contained in kernel[FzGl]. When g is available, we can at least verify 
satisfaction of the existen? condition. However, since no general procedure 
for computing the exact B is known, we conclude that the given existence 
condition is not normally verifiable. 
When rank[G] < n, the simplest practical solution to this difficulty where 
g is not available is to solve (P*) approximately by first computing an 
approximation to g, denoted by 5 E S;, such that _ 
]]Fr - BG1]12 - llFl - B^G1112 < T~I[F~ - i?G1112 (1.7) 
for arbitrarily small, prespecified T # 0. If g is singular, then it can be per- 
turbed so that the result still satisfies (1.7) and is PD. In [2, 111 it is shown 
how, via the basis change for image[G], any such arbitrarily accurate PD 
B can be used to construct arbitrarily accurate PD approximations to p. 
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In the case where 6 is available, the same methods enable construction 
of either an exact @ for (P) or, where appropriate, an approximate PD 
solution for (P’). The computation of PD approximations to F is actually 
well motivated, since it is desirable that any inverse Hessian estimate Pm 
used in (1.1) or structural compliance matrix estimate be PD. 
The preceding discussion reveals that practical solution of either (P) or 
(P*) reduces to solution of an instance of (P) where rank[G] < n which 
is arbitrarily accurate in the sense of (1.7). This problem is the subject of 
Section 3. 
The notation used in the sequel can be summarized as follows. Where ‘l-l 
is a Hilbert space with inner product (., .), for an arbitrary set S c 31 the 
dual cone of S in Z, {X E ‘FI 1 (X, Y) > 0 b’Y E S}, is denoted by S* . The 
symbol S** denotes (S*)*. For any positive integer n, the symbols 9, S:, 
ST respectively denote the sets of real n-by-n symmetric, positive definite 
symmetric and positive semidefinite symmetric matrices. For G E RnXrn, 
S;G denotes the set {X E ‘lZnx” 1 X = YG, Y E Sy}. The set of 
or%honormal matrices in 55”‘” is denoted by 0”. The identity and zero 
matrices are respectively denoted by I and 0, the dimensions being apparent 
from the context. For X E R”‘“, Xt and LT,in (X) respectively denote 
the Moore-Penrose pseudoinverse and minimum singular value of X. For 
x E R”X”, tr(X) denotes the trace of X. For X E S”, X> denotes the 
result of setting all the negative eigenvalues in the spectral-form of X to 
zero, and X,i,(X) denotes the minimum eigenvalue of X. 
The rest of the paper is organized as follows. In Section 2 some prelim- 
inary results concerting (P) are given. First it is formally shown that the 
minimum in (P) does not generally exist, and thereafter the claimed nec- 
essary and sufficient existence condition is formally demonstrated. The 
section concludes with necessary and sufficient conditions for a matrix 
to solve (P) and two cases where analytical solutions are available. In 
Section 3 a numerical algorithm is given which, where rank[G] = n, ex- 
hibits global, finite convergence to an arbitrarily accurate solution for (P) 
in the sense of (1.7). Only inner products and symmetric eigenvalue prob- 
lems need be computed. It is basically linear-quadratic programming and 
is a constrained steepest-descent algorithm. The algorithm is more ele- 
gant and considerably easier to understand and implement than that of [2] 
(which is a more general algorithm for projection into a certain class of 
closed convex cones in Rn). 
2. PRELIMINARIES 
The following incorrect result can be found in [2, 111: 
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THEOREM 2.1. 
(i) The minimum in (P) exists. 
(ii) There is a unique minimizer F iff rank[G] = n. 
As explained in Section 1, only part (ii) of this “theorem” is correct. 
Where rank[G] = s < n (s > 0), we write 
G 
[ 1 0 := UG, U E On, G E R”‘“: rank[Gi] = s, (2.1) 
FI 
[ 1 F2 := UF, Fl E RSx”, F2 E R(“-“IX”. (2.2) 
A correct version is: 
THEOREM 2.2. 
(i) The minimum in (P) exists iff either 
(a) rank[G] = n or 
(b) rank[G] = s < n and kernel[B^] C kernel[FzGi], where B^ is the 
(unique) minimizer for (P) with Fl, G1 replacing F, G. 
(ii) If the minimum in (P) exists, then p is unique iflrank[G] = n. 
The complete proof of this result, to be given shortly, is more elegant 
and easier to understand than those available elsewhere; it exploits the 
Hilbert space structure of (P) viewed as the problem of orthogonal projec- 
tion of F E Rnx” into the set STG. Since R”‘” endowed with the trace 
inner product (which induces the-Frobenius norm) is a Hilbert space, such 
a projection exists and is unique if S;G is closed in RnX” [lo, Lemma 
2.7.51. Thus one way to demonstrate the existence of the minimum in (P) 
is to show that S;G is closed in Rnxm. A well-known property of Sy is 
that it is a closed-convex cone in S” [7]. A trivial consequence of this is 
that SYG is also a convex cone, though is not necessarily closed in Rnxm; 
a sufficient condition for S;G to be closed is that kernel[G’] = {0}, i.e., 
that rank[G] =n [9, Theorem 9.11, which fact yields the sufficient condi- 
tion for existence of the minimum as stated in Theorem 2. It is also quite 
straightforward to show that, since the orthogonal projection of F into 
SYG is unique, a necessary and sufficient condition for uniqueness of such 
minimizers F is that rank[G] = n. 
As demonstrated in [3], Theorem 1 is not valid, since SYG is not 
necessarily closed in Rnxm if rank[G] < n. However, necessary condi- 
tions for the existence of the minimum in (P) are somewhat complicated 
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by the fact that the orthogonal projection of F into STG may exist even 
when the latter set is not closed in RnX”. Although much of Theorem 2 
has already been demonstrated, the following complete proof introduces a 
variety of intermediate ideas and results which will be of use in the sequel. 
Proof. Preliminary to the proof of both parts, we begin by considering 
whether or not S;G is closed in %YXm. It is well-known that a set S is 
a closed convex c%ne in a Hilbert space ‘H if S** = S in ‘FI, and also 
that (SF)* = ST in Sn and hence (ST)** = S: in S” [7]. This is one 
of a var:ety of ways to show that Sy ii a closedconvex cone in S” and 
suggests examination of the convex c&e (S;G)** in R”‘“. Unfortunately, 
(ST:)** # STG in Rnxm,2 and so this approach cannot be used to show 
that Sp G is ciosed in Rn x m. However, as will be seen shortly, it is possible 
to show that STG is closed in the ambient space SnG. For this reason, we 
procede by first-demonstrating that (P) is equivalent to another problem of 
orthogonal projection the ambient space of which is SnG. Thereafter, it is 
shown that SFG is closed in S’G by demonstrating that (SpG)** = STG 
in S”G. - 
- 
The square of the objective function in (P) can be written as 
fp(P) = IIF - PG112 = tr((F - PG)‘(F - PG)) 
= tr(F’F + P2GG’ - P(FG’ + GF’)), (2.3) 
where fp: Sn + R’. Since SnG is a linear subspace, the orthogonal pro- 
jection of F into SnG, denoted by s^, exists. Moreover, it is easily shown 
[6, Lemma l] that 
S^GG’ + GG?? = FG’ + GF’. (24 
Inspection of (2.3) reveals that f,(P) and hence the objective function 
in (P) is invaria_nt, modulo some constant real number, with respect to 
substitution of SG for F. So (P) is equivalent to 
in the sense that, should the minimum in (P’) exist, the minimizers for 
(Ps) are those for (P). S ince the ambient space in (P’) is S”G, the exis- 
tence of the minimum in LP”) can be demonstrated by showing that the 
orthogonal projection of SG into S;G exists in the ambient space S”G. 
The latter can be achieved by demonstrating that STG is closed in S”G 
by showing that (SpG)‘* = SFG in SnG, which is dc%e next. - - 
‘Just as (S;)** #SF in Rnxn [7]. - 
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By the definition of the dual cone, and using simple properties of the 
trace inner product, in the ambient space S”G we have 
(SEG)’ = {X E S”G 1 tr(X’Y) 2 0 VY E STG} 
= {X E S”G 1 tr(X’YG) 2 0 VY ES:} 
= {XG 1 X E S” A tr((XG)‘YG) > 0 VY E S$} 
= {XG]XES”Atr(GG’XY)>OVYESE} 
= {XG 1 X E S” A tr((XGG’ + GG’X)Y) 2 0 VY E ST} 
= {XG 1 X E S” A XGG’ + GG’X E S;}. - (2.5) - 
The penultimate equality in (2.5) follows from the fact that, for X, Y E Sn, 
tr(XGG’Y) = tr(GG’XY). The last equality in (2.5) follows from the fact 
that (Sy)* = Sy in Sn. From (2.5), again in the ambient space S”G, - - 
(s;G)** = {XGIXES~XGG’+GG’XES;}* - 
= {X E S”G 1 tr(X’YG) 2 0 
VYES’]YGG’+GG’YES$} 
= {XG 1 X E Sn A tr((XG)‘YG) 2 0 
VYES~]YGG’+GG’YES;} 
= {XG 1 X E S” A tr(XYGG’) 2 0 
VYES~]YGG’+GG’YES;:} 
= {XG 1 X E S” A tr(X(YGG’+ GG’Y)) 2 0 
VY E S” I YGG’ + GG’Y E ST}. (2.6) 
We first prove part (i). First suppose that rank[G] = n. Then GG’ is 
invertible, and so every X E ST can be written as YGG’ + GG’Y for some 
Y E S”. Therefore, from (2.6); 
(SpG)** = {XG 1 X E Sn A tr(XY) > 0 VY E Sp} 
={XG]XM;} 
=S;G. - (2.7) - 
The second equality in (2.7) follows from the fact that (ST)* = ST in Sn. 
Therefore, when rank[G] = n., (S;G)** = SYG in S” and go STG is closed 
in S”G. Hence the minimum in-(Ps), an&therefore that in-(P), exists. 
This demonstrates part (i)(a). 
Now suppose that rank[G] = s < n (s > 0). Then, because GG’ is singu- 
lar, {YGG’ + GG’Y I Y E S” A YGG’ + GG’Y E Sp} is properly included 
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in ST. By inspection of (2.6), this in turn implies that STG c (SgG)** in 
SnGT It is for this reason that STG is not closed in S”G w%en ranqG] < n. 
However, orthogonal projection&to an open set may exist, which turns out 
to be why the condition rank[G] = n is not necessary for the existence of 
the minimum in (P). H aving earlier demonstated the equivalence of (P) 
with (Ps), we now derive the condition of part (i)(b) by viewing (Ps) as 
the problem of orthogonal projection of SG E S”G into S;G where the 
ambient space is S”G. Such a projection exists and is unique iff we can 
write [lo, Theorem 2.7.71 
S^G=PG+XG, (2.8) 
XG E (S;G)*, x E S", (2.9) 
tr((PG)‘XG) = 0, (2.10) 
P E s;. (2.11) 
On applying the change of basis for image[G] given by (2.1), combined with 
the definitions 
where the matrices are partitioned conformably with the partition in UG, 






tr((BGi)‘XBGi) = 0, 





kernel[B] c kernel[C]. (2.17) 
That (2.16), (2.17) are equivalent to (2.11) follows from direct application 
of Lemma 1 to UPU' of (2.12) and the fact that P E Sy iff UPU' E Sy 
[for given B and C satisfying (2.16), (2.17), a matrix n such that D 1 
CBtC' E ST can always be found]. Since rank[Gi] = s, then image[Gi] = 
RS. The fir& ramification of this fact comes via application of Lemma 1 
to the partitioned matrix in (2.14), which shows that XC = 0. Secondly, 
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p.13) then implies that SC = C. Hence (2.13)-(2.17) are solvable iff, for 
SB E S”, there exists a solution for 
SBGI = BG1 + XBG~, (2.18) 
XBGI 5% XB Es", (2.19) 
tr((BGi)‘XBGi) = 0, (2.20) 
B E S;, (2.21) 
kernel[B] C [SC]. (2.22) 
For symmetric SB (2.18)-(2.21) are exactly in the form of the orthogonal 
projection equations (2.8)-(2.11). Hence (2.18)-(2.21) are solvable iff the 
minimum in (P’) exists where F1 and Gi respectively replace F and G. 
Since Gi E Rsx” and rank[Gi] = s, this is the case, and we denote a 
minimizer by L?. Hence we conclude that, when rank[G] = s < n, the 
minimum in (P’), and hence that in (P), exists iff the remaining condition 
(2.22) is satisfied, i.e., iff [B^] z [SC]. Recall that s^ satisfies (2.4). Using the 
relationships for F2, G1, and SC given in_(2.1), (2.2), (2.12), it is a matter 
of straightforward algebra to show that SC = FzGi and hence to complete 
the proof of part (i)(b). 
We now prove part (ii). Suppose that the minimum in_ (P) exists. Since 
the orthogonal projection of F into S;G, denoted by X, is unique, then 
the uniqueness condition of (ii) follows directly from the fact that there 
exists a unique p E SF such that X = FG iff rank[G] = n. ??- 
The techniques used in the proof of Theorem 2 are also of use in deriving 
necessary and sufficient conditions for a matrix to solve (P). Define 
L(P) := PGG’ + GG’P - FG’ - GF’, (2.23) 
S; := {P E s; 1 tr(PL(P)) = O}. (2.24) 
THEOREM 2.3. Suppose that the minimum in (P) exists. Then P = p 
iff P E ST such that L(P) E ST. _ _ 
proof. In the proof-of Theorem 2 it is shown that if t_he minimum in 
(P) exists, then P = P iff P solves (2.8)-(2.11), where S satisfies (2.4). 
Since kernel[G] is orthogonal to image[G’], (2.8) may be written as 
SGG~ + GG?? = PGG’ •t GG’P + XGG’ f GG’X, (2.25) 
which, by (2.4), (2.23), is in turn equivalent to 
L(P) = -XGG’ - GG’X. (2.26) 
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Due to (2.5), the inclusion (2.9) is equivalent to 
- XGG’ - GG’X E ST, x E S”. (2.27) 
Finally, (2.10) is equivalent to 
tr(PXGG’) = tr(P(XGG’ + GG’X)) = 0. (2.28) 
Hence (2.8)-(2.11) combine to yield P = F iff 
P E sp such that tr(PL(P)) = 0, L(P) E ST, (2.29) - - 
which concludes the proof. ??
One interpretation of Theorem 3 is that (P) is equivalent to a constrained 
Lyapunov-type problem (see [12]). Two particular cases where (P) has an 
analytical solution follow directly from Theorem 3: 
THEOREM 2.4. Suppose that rank[G] = n. Then p = FGt if G’F 
E s>“. 
Proof. When rank[G] = n, Gt = G’(GG’)-l. Therefore L(FGt) = 0. 
Also, if G’F E ST then GG’FG’ E ST and so FGt E S$. Hence the claim 
follows from Theorem 3. 
- 
THEOREM 2.5. Suppose that rank[G] = n. Then p = 0 iff -FG’ - 
GF’ E S;. 
Proof. By Theorem 3, if P = F then PGG’+GG’P- FG’-GF’ E ST, - 
and so P = 0 clearly implies that -FG’ - GF’ E S:. The reverse follows 
because, by Theorem 2, if rank[G] = n then F is unique. w 
3. ALGOMTHMIC SOLUTION WHERE G HAS FULL RANK 
As discussed in Section 1, the lack of a general solution procedure 
for either (P) or (P*) motivates an algorithmic solution of (P) where 
rank(G] = n which is arbitrarily accurate in the sense of (1.7). Such a so- 
lution is presented next. As will be seen shortly, the approach used relies 
on the fact that the objective of (P) is strictly convex in P E SP. A more 
obvious approach is to substitute P = E’E, where E E Rnxn, and solve 
(P) as an unconstrained least-squares problem. However, the price paid for 
loss of the definiteness constraint is that the objective function becomes 
nonconvex in E E 7Znxn. For this reason the unconstrained approach is 
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considered inappropriate. (Since the objective is cubic in E E Rnxn, much 
can be done to overcome this difficulty; the nonconvex unconstrained ap- 
proach is the subject of ongoing research.) 
Recall that Theorem 2 guarantees the existence of a unique minimizer 
P. For notational convenience, define 
Q := FG’ + GF’. 
Recall also the definitions of (2.23), (2.24): 
(3.1) 
L(P) := PGG’ + GG’P + Q, (34 
27: := {P E Sp ) tr(PL(P)) = O}, (3.3) 
and that solution of (P) is minimization, with respect to P E ST, of the - 
square of its objective function, as given in (2.3): 
fp(P) = IIF - PG112 = tr((F - PG)‘(F - PG)) 
= tr(F’F + P2GG’ - PQ), (3.4) 
where fp: S” + R’. If rank[G] = n, then fp(.) is a strictly convex quadratic 
function of a nonsingular affine map from S” into Rnxm. Hence fp(.) is a 
strictly convex quadratic on Sn. However, the feasible set ST is unbounded. 
The set S: is of use in algorithmic solution of (P), since it is a compacti~% 
cation of ST: 
LEMMA 3.1. lfrank[G] = n then @ is compact. - 
Proof. Follows directly from (3.2), (3.3). ??
By Theorem 3, P E Sy. In the sequel, algorithmic solution of (P) where 
rank[G] = n is achieved by minimization of fp(P) with respect to P E c?: 
rather than ST. By iterating over the compact feasible set Sp we ensure 
that iterands remain bounded. Recall that (P) is a problem oTorthogona1 
projection of F into SYG. Hence an interpretation of ST is that it is the 
set of P E ST such that PG is orthogonal to F - PG,-i.e., the iterands 
satisfy the orthogonality condition of the projection. Where rank(G] = n, 
for P E ST we can define - 
P if tr(PQ) > 0, 
(3.5) 
otherwise. 
The following lemmata will be of use later. 
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LEMMA 3.2. N : Sg + s;. 
Proof. Follows directly from (3.3), (3.5). 
LEMMA 3.3. If rank[G] = 72, then for any X E Sy , N(X) uniquely 
minimizes fp (P) with respect to P = aX such that (Y 20. 
Proof. By substituting crX for P in the expression for fp(P) in (3.4), 
differentiating with respect to (Y, and equating the result to zero we see that 
8 minimizes fp(cyX) with respect to a E R1 iff 2&!tr(X2GG’) = tr(XQ). 
Since rank[G] = rr, if tr(XQ) > 0 then Z = tr(XQ)/[2 tr(X2GG’)] > 0, and 
so H(X) = 6X is as claimed. If tr(XQ) < 0, then, since fp(.) is strictly 
convex on ST, fp(crX) is uniquely minimized with respect to CY 2 0 by 
zero, and so N(X) is as claimed. ??
The algorithm proposed shortly for minimization of fp(P) with respect 
to P E ST where rank[G] = n p roceeds as follows. Suppose that, at iteration 
i, Pi E @ is some estimate of F, i.e., Pi # p. Furthermore, suppose that 
we can compute a search direction Si E Sn such that 
P, +crsi E ST, (3.6) 
fP(pi + crsi) < f;(E) for sufficiently small a! > 0. (3.7) 
Since fp(.) is strictly convex on the closed convex set ST, such a search 
direction exists at every Pi # p. By Lemmata 2 and 3, (%6), (3.7) jointly 
imply that N(Pi + aSi> E ST and fp(N(Pi + aSi)) < fp(Pi). Hence Si is a 
feasible descent direction in-that the next iterand 
Pi+1 = H(Pi + ClSi) E 5: (3.8) 
is such that 
fp(pi+d < fP(pz) for sufficiently small (Y > 0. (3.9) 
To determine a feasible descent direction Si, the function fp(P) is 
expanded around Pi E ST as - 
fp(Pi + S) = fp(Pi) + tr(SL(Pi)) + tr(S2GG’), (3.10) 
where S E S”. The most obvious, and indeed most straightforward, way to 
satisfy (3.7) for sufficiently small a! > 0 is to compute Si E S; such that 
tr(SiL(Pi)) < 0. Further, the class of “steepest” feasible desceti directions 
at iteration i may be defined in terms of any compact generator of Sy that 
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contains p, i.e., any compact set gFi c ST such that {ax 1 (Y > 0, X E - _ 
gsi} = ST and p E $Ti. The set of steepest feasible descent directions at _ - 
iteration i with respect to &$ is defined as the set of solutions for _ 
PLC: sTil$ tr(SL(Pi)), 
tt 
which is well defined due to compactness of gFi. In the sequel, solutions 
for PC are used as feasible descent directions ??ii. Denote by vi E Rn any 
vector such that 
vIL(pi)vt = Xrnin(L(pi)), v:Vi = 1. (3.11) 
Since Pi # p, then by Theorem 3, L(P,) 6 S:, i.e., X,i,(L(Pi)) < 0. If 
g:i = (0) then F = 0 and so, by Theorem 5, -Q E ST, which, by (3.5), 
implies that Pi E ST is zero. Therefore *?& # {0}, and so there exists 
CY > 0 such that (YV~&’ E Syi with tr(aviui’L(Pi)) = otr(wi’L(P,)vi) < 0. _ 
Therefore, 
Pi # F * slk tr(SL(Pi)) < 0. 
21 
(3.12) 
Discussion of how to choose gTi is deferred until later. 
A sensible choice of (Y > 0 in (3.8) is any solution for 
(PN) $&+lfp(N(P, + asi)) 
On defining lima_m N(Pz + aSi) := N(S,), (3.8), (3.9) ensure that (PN) 
is well posed. By substituting R(Pi + aSi) for P in (3.4), differentiating 
with respect to cr, and equating the result to zero it can be shown that one 
critical point of fp(N(Pz + aSi)) is at -2 tr(PfGG’)/tr(SiQ), which, since 
tr(SJ(P,)) < 0, is negative and therefore excluded as a solution for (PN). 
Another critical point is at co. Defining 
v := tr(PFGG’) [tr($Q) - 2 tr(PiS,GG’)], (3.13) 
5 := tr(PiQ)(SfGG’) - tr(&Q) tr(PiSiGG’), (3.14) 
the third and final critical point is at, 
u/6 if 6 # 0, 
00 otherwise. (3.15) 
Hence if 6 = 0 or v/6 < 0 then ai = co. Otherwise, Qi is whichever critical 
point cy (either v/b or oo) yields the smallest value of N(Pi +aSi). If ai = 00 
then Pi+1 = lim,,, H(Pi + cl&) =: N(S,). 
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Given Pc E ST, set i = 0. 
Compute L( Q. 
If L(Pi) E ST then set P = Pi and stop. 
Compute Si% argminseg,L. tr(SL(Pi)). 
Compute oi E argmin,,o ‘jp(N(Pi + aSi)). 
Set Pi+i = N(Pi + CriSi). 
Seti=i+landgotol. 
THEOREM 3.1. Suppose that rank[G]_= n. Then Algorithm 1 either 
terminates to yield the exact minimizer P-or iterates indefinitely so that 
the sequence Pi, i = 0, 1, . . . , converges to P. 
Proof By (3.8)) t&e sequence Pi, i = 0, 1, . . . , lies in a compact subset 
of ST that contains P, namely SP. That satisfaction of the stopping con- 
dition at step 2 yields p as claimed follows from Theorem 3. Otherwise, 
since fp (.) is strictly convex on ST, convergence of the sequence can be 
demonstrated by showing that lim~_,~fp(P~) = f?(p). This is in turn 
achieved by verifying that, at every iteration i, 
fP(Pi) - fp(pi+l) 2 [fp(fi) --Jp(@12 (3.16) 
for some constant, nonzero, real number y. To verify (3.16) we first note 
that 
fp(.@ = tr(F’F) - tr(F2GG’) 
= min 
Pi +sGcT; 
fp(Pi) + tr(SL(Pi)) + tr(S2GG’) 
_ 
2 fP(pi) + ,,+;k‘, tr(WPd) 
I 2% 
= fP(pi) + pi+;pg,L, tr((P, + W(W) 
2% 
= fP(pi) + SF:, tr(SL(Pi)) 
2. 
= fp(Pi) + tr(SiL(Pi)). (3.17) 
The first and penultimate equalities arise because P E ST and Pi E s: 
respectively. The second equality follows from the expansion (3.10). Hence 
[fP(Pi) - _fP(P)12 5 tr[W(Pi)12 (3.18) 
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Lemma 3 reveals that 
fp(E+1) I pp(P, + QS,). (3.19) 
Minimization of fp (Pi+&,) with respect to (Y > 0 can be achieved in a sim- 
ilar way to the solution of (PN) performed earlier. By invoking (3.12), it can 
be shown that there is only one positive critical point and that this yields 




Since gyi is compact, we can assume that the denominator 4tr(Si’GG’) 
is bounded above by y2, where y is some constant, nonzero, real number. 
Hence (3.19), (3.20) combine to yield 
fP(Pi) - fp(Pi+l) 2 tr[siioj2. (3.21) 
Combination of (3.18), (3.21) verifies (3.16), which concludes the proof. w 
Algorithm 1 depends on the provision of an initial iterand Pa E s;. Two 
rather ad hoc candidates are the zero matrix and N(1). Recall from Section 
2 that solutions for (P) are precisely those for problem (P’) where s^ E S” 
satisfies (2.4). Hence a more sensible choice of Pe is given by 
PO = N(%). (3.22) 
To obtain a practical algorithm, Algorithm 1 must be augmented wit_h 
a stopping condition such that it yields a feasible approximation to P, 
denoted by P E ST. To that end, suppose that at each iteration i we can 











Given PO E ST, 10 5 fp(&, and e # 0, set i = 0. 
If fp(P,) - li-5 f21i then set F = P, and stop. 
Compute L( Pi). 
If L(Pi) E 5’; then set P^ = Pi and stop. 
Compute $2 argmins+ tr(SL(Pi)). 
Compute (Yi E argmin,,,yp(N(P, + a$)). 
Set Pi+1 = N(Pi + CIiSi). 
Compute li+i such that li+l 5 fp(F). 
Set i = i + 1 and go to 1. 
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THEOREM 3.2. Suppose that rank[G] = n and that the sequence li, i = 
0, 1, . . . ) is such that 
&L -+ fP(P) (3.23) 
Then, at some finite integer i 2 0, Algorithm_ 2 terminates to yield either 
the exact minimizer P or an approximation P E ST such that - 
IIF - 2;G112 - IIF - pG112 < c2/lF - pG/12. (3.24) 
Proof. Algorithm 2 is simply Algorithm 1 with the additionof a stop- 
ping condition based on the lower bound li. Therefore, by Theorem 1, the 
sequence Pi E sp converges to P, and so, by continuity, fp(Pi) converges 
to fp(@). If fp(Pi) = 0, then Pi = p and step 3 yields the exact minimizer 
p. Otherwise fp(Pi) > 0, and so, by (3.23), for arbitrary E # 0 stopping 
condition 1 will be satisfied for some finite integer i > 0, at which point 
the algorithm terminates yielding P E sy such that _ 
fp(F) - li I E21i. (3.25) 
Since li 5 fp(@, (3.24) follows from (3.25), which concludes the proof. ??
Aigorithm 2 depe_ds on the provision of an initial lower bound 10 < 
f?(P). Recall that S E S” satisfying (2.4) is an orthogonal projection of 
F into S”G, a superset of SFG. Hence the most obvious choice is to set _ 
lo = MS). (3.26) 
There remain two open questions regarding the algorithms given. These 
are (1) choice of suitable g&, and computation of a feasible descent direc- 
tion via solution of PC, (2r computation of a sequence of lower bounds li 
that converges to fp(P). Recall that @& is any compact generator of S; 
that contains P. There is a variety of such sets for which problem PC has a 
readily computable solution (see e.g., [ll]). It turns out that the following 
analysis to determine a suitable sequence of lower bounds also suggests a 
suitable choice of gFi. Equation (3.17) yields a lower bound on fp(P), as 
required in step 7, in terms of the computation in step 4 of Algorithm 2: 
where 
1 %+I = max{h,C}, (3.27) 




By (3.12), when Pi # p the second term in (3.28) is negative. Therefore, 
to get a “good” lower bound &+I, gFi should be tightly bounded in norm. 
Since li < f?(F), Equation (3.17) aGo yields 
tr(?GG’) < tr(F’F) - 1,. 
and so, where rank[G] = n, 
(3.29) 
tr(F’) 5 
tr(F’F) - li 
gmin(G)’ 
Hence a suitable choice of gy, is given by _ 
(3.30) 
(3.31) 
Fortuitously, for this choice of gzi, solution of PL is straightforward: 
where vi is defined in (3.11). This, combined with (3.28), yields: 
(3.32) 
(3.33) 
It remains to show that the nonincreasing sequenc_e l,, i = 0, 1, ., 
defined by (3.27), (3.33) satisfies (3.23) for any la I fp(P) and so yields fi- 
nite termination in Algorithm 2. Firstly, X,i,(L(Pi)) is clearly a continuous 
function of P,. By Theorem 1, limz_+m Pi = p and so, by Theorem 3, 
lim t-m X,i,(L(Pi)) = 0. Inspection of (3.27), (3.33) then reveals that 
limidw li = lim+, fp(Pi) = fp(P). 
For the sake of completeness this is summarized below, where PO and 
la are suggested in (3.22), (3.26) and where E determines the degree of 







Given PO E SF, 10 5 fp(p), and E # 0, set i = 0. 
If fp(Pi) - lip5 E21i then set ?, = Pi and stop. 
Compute L( Pi). 
If L(Pi) E S; then set P^ = P, and stop. 
Compute Si- = (tr(F’F) - ls)/(~.m~n(G)2)~,u~‘~ where u,‘L(Pi)u, = 
Xmin(L(P,)). 
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5. Compute cq E argmin,,O fp(N(Pi + c&)). 
6. Set &+I = N(Pi + cyiSi) 
7. Compute li+l = maxk f~(pi) + (tr(F’F) - k)/(amin(G)2)Amin 
(L(fi)). 
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