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The wavelet-algorithm, as implemented in this study, seems not complex or robust enough to be able to deal with cases where the strongest gradient in the aerosol backscatter profile does not correspond to the BLH. Also, no climatology of retrievals is presented in this study, such that it is difficult to prognose a C1 generalization of the performance of the algorithm. We have made a small addition to show the performance of all methods over a clear day. This has been added as Figure 8 -a time series of a day in which the performance of all algorithms is seen and can be compared to results of two radiosonde. All algorithms are able to capture well the NSL, the growth of the BL and the peak BLH with the cluster method showing the most variability due to the detection of lofted aerosol layer signals incorrectly identified as the BLH. The aerosol gradient method and the wavelet method BLHs are very comparable after the manual selection of the aerosol gradient method BLHs. The authors claim that retrievals are very difficult in case of clouds. I am unsure about it being very difficult, and would be interested to see in their response a Figure showing the performance of the algorithms on the cloudy days, which represent more than 40% of the dataset. A comparison study, not with the same but with other algorithms that I judge being more robust, using the CL31 ceilometer as well, has been published in 2012 (Haeffelin et al.). We have also added Figure   13 , which shows the performance of all algorithms with the presence of cloud signals. This figure shows the decrease in correlation due to cloud signals on the overall performance for all algorithms. These results are discussed in Section 4.4.
The Haeffeling et al. (2012) study does an excellent comparison of five BLH algorithms. Most of the methods used in this study are algorithms, all which require careful pre and post manual selection or analysis of data. Our study wanted to arrive at the most automated yet reliable method to apply to long-term backscatter data such as the one available in the Houston site (2009) (2010) (2011) (2012) (2013) (2014) (2015) and other similar data sets, which increasingly become available. Also, in another study (de Haij et al., Proc., 2010) the wavelet method was applied on the older generation Vaisala ceilometer LD40. The de Haij et al. (2010) study uses a very promising threshold method to prevent the mistaken detection of the BLH due to lofted aerosol layers, the residual layer and so forth. However, this threshold or quality index is arbitrary chosen and it is independent of the absolute value of the C2 aerosol backscatter in each profile used. The authors advise to use this quality index as a first step to check the reliability of the resulting BLHs. They also point out that the quality index has problems with multiple aerosol layers (lofted and/or residual) when combined with cloud layers where this quality index is suppressed and does not prevent the incorrect identification of the BLH, and is not reliable in profiles with low backscatter as the quality index is identified using a well pronounced BL under fully convective conditions, only. We believe that although this method works in some conditions, it does not systematically tackle the issue. We use the firmware version 1.7 with noise_h2 setting on. We have added this information on p.3, l.23. p.4, l.11 be more specific: "when comparing ceilometer and radiosonde derived BLHs (both manually) using " Did you retrieve the BLH from the skew-T log-P diagram manually for each day? Yes, BLHs were retrieved manually. This has been edited as suggested in p.4, l.19.
Haman et al. (2012)
found with this method better correlation coefficients (0.96/0.91 in unstable/stable conditions) than in this study, but it seems to be the same instrument. They use the Vaisala v3.5 algorithm, whereas you use the v1.3 algorithm. This was a mistake (BL-Matlab Control v1.3 was mistakenly referred to). Version 3.7 was used for this study. This has been edited in p.4, l.21. Also, they use some "quality check" criterions (minimum gradient strength, rela-C6 tive backscatter change around the gradient of 15 %, minimum gradient height). Did you use these quality checks as well (especially this relative backscatter change around the gradient of 15 %)? Yes we use the same 15% sensitivity option and a 30m minimum gradient height. These settings have been added in p.4, l.29-30.
Why using here what is seems like an earlier version of the algorithm? Do you think these aspects explain the better correlation in Haman et al. (2012)?
We are sorry for the confusion and have corrected to list the correct algorithm version p.4, l.21. Or is it due to aging of the optics? This cannot be ruled out. Haman et al. (2012) used data from 2009 -2011 and in this study we continued the use of the same instrument for our data set (2011) (2012) (2013) (2014) (2015) .
Or is it due to the fact that they had measurements mostly during spring and summer, with supposedly stronger convective activity Please comment on this quantitative difference in the paper, in Sect. 4.1 for example. I actually do not expect a correlation coefficient of much more than 0.9 when comparing aerosol gradient BLH with radiosonde BLH, especially if the ML is not fully developed, since aerosol gradients are only a proxy for the thermodynamic BLH, and are not expected to correlate perfectly with it. As can be seen in Figure 1our radiosondes were mainly launched in May, June, September, and October, which also have strong convective activity. We believe the difference in correlation could be due to the manual analysis used by Haman et al. (2012) (2012)) rather than always reporting a gradient found by this algorithm (as long as the algorithm is able to calculate a gradient) as we do in this study. Haman et al. (2013) do not specify the selection criteria, therefore we cannot expand on the specifics and the effect the manual selection might be creating. An addition was made in Section 4.1 p.8, l.25-27. p.4, l.18 replace: "The temperature correction of -10 is an algorithm setting that adjusts the shape" This has been edited as suggested in p.4, l.25-26.
C7
p.4, l.24 "Therefore, a manual analysis of the algorithm's three resulting layers (Fig. 2) is required in order to prevent the incorrect identification of other aerosol layers". Did you do this manual analysis in this study? Please specify, since not entirely clear here. This has been re-written as "Therefore, a manual analysis of the algorithm's three resulting layers (Fig. 3) is required in order to prevent the incorrect identification of other aerosol layers. The algorithm gives three maximum negative gradients every 1-minute of which one is manually chosen as the BLH. These are then averaged to 10 minutes for radiosonde comparison" in p.5, l.1-3. p.4, l.25 "The algorithm gives three maximum negative gradients every 1-minute, these are averaged to 10 minutes for radiosonde comparison". How are they averaged? Layer by layer? Or by clustering all points inside the 10 minutes into 3 clusters/layers, and then taking the mean of these clusters? Or else? We have clarified this in p.5, l.3-4. The Vaisala BL Algorithm outputs three calculated gradients for each 1minute output as Layer1, Layer2 and Layer3, for instance. However, Layer1, Layer2 and Layer3 are not necessarily a continuous measurement of the same gradient. A gradient at height x found in Layer1 can be found as a gradient in Layer2 in the following 1-minute output. Averaging layer by layer may include averaging from multiple gradients unrelated to each other and averaging all layers by time could also average multiple gradients. Choosing the BLH manually before averaging prevents this happening and leaves only one output for each one 1-minute estimate. These are then averaged to 10 minutes. p.4, l.30-31 be more specific "The BLH is typically identified as the (temporal) variance local maximum" This has been edited as suggested in p.5, l.9. p.5, l.8 replace: "the greater the EZ depth the greater the overestimation of the BLH" This has been edited as suggested in p.5, l.17. p.5, l.9 punctuation, missing point at the end: "whereas aerosol gradient methods can give multiple results." Comment: the cluster method gives a unique C8 BLH only if you choose the number of clusters to be k=2. This has been edited as suggested in p.5, l.18. p.5, l.14 replace "Due to increasing noise in backscatter profiles with height" with "Because the range correction needed to invert Eq. 1 increases noise in backscatter profiles with height," This has been edited as suggested in p.5, l.23-24. p.5, l.17 be more specific: "The moving time average" This has been edited as suggested in p.5, l.27. p.5, l.21 In Eq. (2), the power 2 should be applied on the brackets, not on the averaged profile. Also, you already used P as the received power in Eq. (1). Use an another letter for this variable. This has been edited as suggested in p.5, l.31. p.5, l.22 try to add space and correct: "where P(z,spaceti) is the averaged LIDAR backscattered signal at time ti and height z, and P is the averaged profile from" This has been edited as suggested in p.6, l.1. p.5, l.22-23 "from N number of profiles"âȂĺHow much is N here? The number of profiles corresponding to 10min? Please specify. This is correct. We have specified this in p.6, l.1-2. p.5, l.24 "K-means is a data-partitioning algorithm that assigns observations" Explain that the observations are 3D-points where the first dimension is the range, the second the backscattered signal and the third the variance, and that these 3D-points are standardized (Toledo et al. (2014)). This has been specified in p.6, l.4. p.6, l.3 replace "Cluster analysis will typically divide a well-mixed boundary layer into two clusters, one below a peak in variance corresponding the center of the C9 EZ," with "By choosing k=2, cluster analysis will typically divide a well-mixed boundary layer into two clusters, one below a peak in variance corresponding to the center of the EZ," Indeed, the cluster method gives two clusters only if you choose the number of clusters to be k=2. This has been edited as suggested in p.5, l.15-16.
p.6, l.5 "will cause the cluster analysis to assign clusters using other criteria" I do not understand what you mean with "using other criteria". Replace with "will cause the cluster analysis to assign clusters somewhere else" We have clarified with "however profiles with increasing noise and/or lofted aerosol layers will cause the cluster analysis to assign clusters elsewhere (for detailed description of criteria see Results Section 4)" p.6, l.16-17. This is an excellent point. We have used Haman et al. (2012) and Rappenglück et al. (2008) here to also justify this upper limit p.7, l.5-6.
C10
p.6, l.26 put in the plural form: "at the heights of the biggest aerosol gradients in the backscatter profile" Indeed, there may be more than on big aerosol gradient (e.g. top of BL and top of lofted aerosol layer). This has been edited as suggested in p.7, l.10.
p.6, l. 24-26 change the order of the 2 sentences, i.e. change: "Lower dilation values create numerous CWTC local minimums (Fig. 4b) at heights of smaller aerosol gradients in the measured profiles. Larger values create large local minimums ( Fig. 4c and 4d) at the height of the biggest aerosol gradients in the backscatter profile (Fig. 4a) ." with "Larger values create large local minimums (Fig. 4c and 4d) at the heights of the biggest aerosol gradients in the backscatter profile (Fig. 4a) . Lower dilation values create numerous CWTC local minimums (Fig. 4b) at heights of also smaller aerosol gradients in the measured profiles." The reason is that at the location of a strong negative gradient, the CWTC with a small dilation factor will also have a (strong) local minimum there. This has been edited as suggested along with the corresponding figure p.7, l.8-11. This is why, in some studies, for robustness reasons, the local minima over the averaged CWTC profile (averaged over multiple dilations, say here 30m to 300m) are searched for. Indeed, the gradient you seek at the top of the BL, under the assumptions you stated in the beginning of Section 3, has a peak in the Wavelet transform at multiple dilations. See for e.g. Cohn and Angevine (2000) Fig. 2  b) . As you already mentioned, going to high dilations however does not apply when seeking the top of the NSL, where only small dilations should be used. We use the mean of the averaged CWT coefficients such as Cohn and Angevine (2000), Compton et al. (2013 ), Scarino et al. (2014 as well, and have improved the description of the method in Section 3.4. p.7, l.7-20.
p.6, l.29-30 be more specific, i.e. replace "A higher value of 300m (Fig. 4d) for the dilution factor a is applied for daytime BLHs to identify the sharp transition between ML and FT" with "A higher value of 300m (Fig. 4d) for the dilution factor C11 a is applied for daytime BLHs and the strongest CWTC local minimum is used to identify the sharp transition between ML and FT" This has been reworded as suggested and replaced in p.7, l.14-15. p.8, l.5-6 replace: "when the algorithm did not find strong enough gradients in the backscatter profile" This has been edited as suggested in p.8, l.34.
p.8, l.8-9 reformulate, i.e. replace "This is due to the assumption in the methodology of using aerosol gradients to detect the BLHs and thermal parameters to detect radiosonde BLHs." with "This is due to the difference of assumptions in the methodologies, using aerosol gradients to detect the BLHs on one side and thermal parameters to detect radiosonde BLHs on the other side." This has been replaced as follows "This is due to the different assumptions in the methodologies when using aerosol gradients to detect LIDAR BLHs or thermal parameters to detect radiosonde BLHs" p.9, l.3-4. C12 p.8, l.12 What about the statistical significance for this method? An additional column in Table 2 I am not satisfied with the formulation: "these were not algorithm errors but instead due to the implicit assumptions". I trust that you did not make a programming error. Still, these errors are due to limitations of the cluster algorithm, and not due to violations of your basic assumptions. Indeed, assume you have
C13
constant backscatter within the BL and a negative gradient in backscatter at the top of the BL. Now suppose there is a lofted aerosol layer on top of the BL and that your measured backscatter profile is affected by noise. This does not violate your basic assumptions of constant backscatter in the BL and gradient at the top, but still perturbs the algorithm. This is correct, cluster analysis noise errors such as the example in Figure 9 do not violate our basic assumptions when we are dealing with uncertainties introduced by noise. These are errors from the "limitations of the cluster algorithm" (not programing errors), which we call "algorithm errors".
Errors made by the algorithms which violate basic assumptions of aerosol backscatter algorithms such as BLHs identified from lofted aerosol layers or the residual layers, are considered separately since these assumption errors will occur across all aerosol backscatter algorithms. These would not be called algorithm errors but rather errors arising from our assumptions. Here we sought to differentiate and separate errors in this cluster analysis algorithm from those independent errors not seen in the other two algorithms (the noise errors).
The example of a noise affected lofted aerosol layer could certainly be an error due to the cluster analysis noise sensitivity or the basic assumptions we use. We identify the assumption or algorithm errors based on how the BLH was identified. Therefore, if the profile is affected by noise the identification of the BLH could happened in the separation of clusters into similar variance intensity as seen for 35.5% of cases referred to as "algorithm errors" or the BLH could be identified as the height of the lofted aerosol layer. The later BLH identification case would not be called an algorithm error but rather an error due to the assumptions used.
We have edited this sentence to clarify the distinction in p.9, l.23-33.
The cluster method works best to retrieve the top of the residual layer or of the fully developed mixed layer, assuming no clouds, high signal-to-noise ratio and no lofted aerosol layers above the BL. The noise aspect in particular, affecting the temporal variance, seems to have been an important issue here, and you
