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Abstract
We study two combinatorial parameters, which we denote by f(S) and h(S),
associated to an arbitrary set S ⊆ Rd, where d ∈ N. In the nondegenerate situa-
tion, f(S) is the largest possible number of facets of a d-dimensional polyhedron
L such that the interior of L is disjoint with S and L is inclusion-maximal with
respect to this property. The parameter h(S) is the Helly number of the family
of all sets that can be given as the intersection of S with a convex subset of
Rd. We obtain the inequality f(S) ≤ h(S) for an arbitrary S and the equality
f(S) = h(S) for every discrete S. Furthermore, motivated by research in integer
and mixed-integer optimization, we show that 2d is the sharp upper bound on
f(S) in the case S = (Zd×Rn)∩C, where n ≥ 0 and C ⊆ Rd+n is convex. The
presented material generalizes and unifies results of various authors, including
the result h(Zd) = 2d of Doignon, the related result f(Zd) = 2d of Lova´sz and
the inequality f(Zd ∩C) ≤ 2d, which has recently been proved for every convex
set C ⊆ Rd by Dey & Mora´n.
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90C10
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1 Introduction
For background information from convex geometry, theory of polyhedra and ge-
ometry of numbers we refer to [20, 21, 22, 25, 27, 28]. Let N := {1, 2, . . .} and
N0 := {0, 1, 2, . . .}. For m ∈ N we use the notation [m] := {1, . . . ,m}. Let d ∈ N
and S ⊆ Rd. The origin of linear spaces (such as Rd) is denoted by o. In this
manuscript we study S-free sets and maximal S-free sets, defined as follows.
Definition 1.1. (S-free set and maximal S-free set). A set L ⊆ Rd is said to be
S-free if L is closed, convex and the interior of L is disjoint with S. An S-free set
L in Rd is said to be maximal S-free if there exists no S-free set properly containing
L.
∗Institute for Mathematical Optimization, Faculty of Mathematics, University of Magdeburg,
39106 Magdeburg, Germany (email: averkov@math.uni-magdeburg.de)
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We consider the question whether for a given S there exists a bound k ∈ N0 such
that every maximal S-free set is a polyhedron with at most k facets. If such a bound
k exists, we are interested in finding an appropriate k explictly. Our question can
be expressed in terms of the following functional.
Definition 1.2. (The functional f – facet complexity of maximal S-free sets). Let
S ⊆ Rd. If there exists k ∈ N0 such that every d-dimensional maximal S-free
set is a polyhedron with at most k facets, we define f(S) to be the minimal k as
above. If there exist no d-dimensional maximal S-free sets (e.g., for S = Rd) we let
f(S) := −∞. If there exist maximal S-free sets which are not polyhedra or maximal
S-free polyhedra with arbitrarily large number of facets we define f(S) := +∞.
Thus, in the qualitative form our question is about conditions which ensure f(S) <
+∞. Quantitatively, we are interested in bounds on f(S). More specifically, we are
interested in evaluating or estimating f(S) for certain structured sets S that play a
role in optimization. With a view toward applications in the cutting-plane theory
from integer and mixed-integer optimization it is desirable to have upper bounds
on f((Zd × Rn) ∩ C), where d ∈ N, n ∈ N0 and C ⊆ R
d+n is convex. See also
[1, 4, 6, 12, 13, 17, 31] for information on application of S-free sets for generation of
cutting planes. The main topic of this manuscript is the study of the relationship
between f(S) and the Helly number h(S) for the family of of S-convex sets. The
notions of S-convex set and the Helly number are introduced below.
Definition 1.3. (S-convex set). Given S ⊆ Rd, a set A ⊆ Rd is called S-convex if
A = S ∩ C for some convex set C ⊆ Rd.
In order to avoid possible ambiguities we point out that the literature contains a
number of different generalizations of the notion of convexity (see, for example, the
monographs [11] and [30]). In [30, §§1.9] the S-convexity as introduced here is called
the relative convexity of S. For S = Rd the S-convexity is reduced to the standard
convexity. The notion of S-convexity in the case S = Zd was considered by various
authors in different contexts (see, for example, [7, 16, 18, 19, 24]). To the best of
author’s knowledge, the study of S-convexity in the case S = Rd × Zn has been
initiated in [5].
Definition 1.4. (The functional h – Helly number). Given a nonempty family F of
sets, the Helly number h(F) of F is defined as follows. For F = {∅} let h(F) := 0.
If F 6= {∅} and there exists k ∈ N such that
F1 ∩ · · · ∩ Fm = ∅ =⇒ ∃i1, . . . , ik ∈ [m] : Fi1 ∩ · · · ∩ Fik = ∅ (1.1)
for all F1, . . . , Fm ∈ F (m ∈ N), then we define h(F) to be the minimal k as above.
In all other cases we let h(F) := +∞. For S ⊆ Rd we use the notation
h(S) := h
({
S ∩C : C ⊆ Rd is convex
})
. (1.2)
That is, h(S) is the Helly number of the family of all S-convex sets.
The functional h given by (1.2) has several interpretations in terms of optimization;
see [5, Proposition 1.2].
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The main results of this manuscript, which we formulate in the next section, can
be split into two groups: theorems about f(S) and h(S) for general sets S having
no particular (global) structure and, on the other hand, theorems providing bounds
on f(S) and h(S) for structured sets S, whose structure is related to integer and
mixed-integer programming.
For general sets S ⊆ Rd, we derive the inequality f(S) ≤ h(S) and the equality
f(S) = h(S) in the case that S is discrete (see Theorem 2.1). We also relate f(S)
and h(S) to the sequence of values f(St) and h(St), respectively, in the case of set
sequences (St)t∈N satisfying St ⊆ St+1∀t ∈ N and S =
⋃
t∈N St (see Theorem 2.2).
We show that the above results yield short and unified proofs of the equality h(Zd) =
2d of Doignon [16] (see also [10, 26, 29]), the equality f(Zd) = 2d of Lova´sz [2] and
the inequality f(Zd∩C) ≤ 2d for every convex set C ⊆ Rd recently proved by Dey &
Mora´n [14]. Note that various special cases of f(Zd∩C) ≤ 2d were derived and used
as a tool for research in integer optimization in [8, Theorem 1.1], [9, Theorem 2],
[15, Proposition 31] and [17, Theorem 3.2]. In [8] the set C is assumed to be an
arbitrary affine space, while in [9] the set C is an arbitrary rational polyhedron.
We prove that 2d is the tight upper bound on f((Zd×Rn)∩C) for d ∈ N, n ∈ N0 and
an arbitrary convex set C ⊆ Rd+n (see Theorem 2.5). The latter is a generalization
of the mentioned result of Dey & Mora´n to the mixed-integer setting. Observe that
the set Zd ×Rn is a Minkowski sum of the lattice Zd × {o} of rank d and the linear
space {o} × Rn of dimension n. By this we are motivated to study f(S) and h(S)
for structured sets S, whose structure can be expressed in terms of Minkowski sums
and/or lattices. In fact, the upper bound on f((Zd ×Rn) ∩C) will be deduced as a
direct consequence of results for such sets S (see Theorems 2.3 and 2.4).
We do not systematically address the interesting question of characterizing maximal
S-free sets. Some information on this question can be found in [2, 8, 9, 14, 23].
The manuscript is organized as follows. In Section 2 we formulate the main results.
Section 3 provides the necessary background material. In Section 4 we prove results
for general sets S and show how to derive the known relations h(Zd) = f(Zd) = 2d
and f(Zd ∩C) ≤ 2d (for an arbitary convex C ⊆ Rd) as a consequence. In Section 5
we give upper bounds on f(S) and h(S) for structured sets S.
2 Main results
Results on f(S) and h(S) for general sets S
A set S ⊆ Rd is said to be discrete if every bounded subset of S is finite.
Theorem 2.1. (Relation between f and h). Let S ⊆ Rd. Then the following
statements hold:
I. f(S) ≤ h(S).
II. If S is discrete, one has f(S) = h(S).
The following continuity-type result can be used to bound f(S) or h(S) for a ‘com-
plicated set’ S by approximating S with ‘simple sets’ St (t ∈ N).
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Theorem 2.2. (lim inf theorem). Let S ⊆ Rd. Let (St)
+∞
t=1 be a sequence of sets
satisfying St ⊆ St+1 ⊆ R
d ∀t ∈ N and S =
⋃+∞
t=1 St. Then
h(S) ≤ lim inf
t→+∞
h(St), (2.1)
f(S) ≤ lim inf
t→+∞
f(St). (2.2)
Upper bounds on f(S) and h(S) for structured sets S
For A,B ⊆ Rd the Minkowski sum A+B and Minkowski difference A−B of A and
B are defined by A±B := {a± b : a ∈ A, b ∈ B}.
Theorem 2.3. (On adding a convex set). Let S ⊆ Rd be closed. Let C ⊆ Rd be
nonempty and convex. Then
h(C + S) ≤ (dim(C) + 1)h(S), (2.3)
f(C + S) ≤ f(S). (2.4)
A set Λ ⊆ Rd is said to be a lattice if Λ is a discrete subgroup of the additive group
Rd. Every lattice Λ ⊆ Rd, Λ 6= {o} can be given by
Λ = {t1x1 + · · ·+ trxr : t1, . . . , tr ∈ Z} ,
where r ∈ {1, . . . , d} and x1, . . . , xr ∈ R
d are linearly independent vectors. The
value r above is called the rank of the lattice Λ and is denoted by rank(Λ). For
Λ = {o} we define rank(Λ) = 0.
Theorem 2.4. Let C,D ⊆ Rd be nonempty convex sets and let Λ ⊆ Rd be a lattice.
Then
h((C + Λ) ∩D) ≤ (dim(C) + 1)2rank(Λ), (2.5)
f((C + Λ) ∩D) ≤ 2rank(Λ). (2.6)
Theorem 2.5. Let d ∈ N, n ∈ N0 and let C ⊆ R
d+n be convex. Then
f((Zd × Rn) ∩ C) ≤ 2d. (2.7)
Furthermore, (2.7) is attained with equality for C = Rd+n.
If C in (2.6) is a linear space which does not contain nonzero vectors of Λ, inequalities
(2.6) and (2.7) are equivalent. In this special case, (2.6) is a ‘coordinate-free’ version
of (2.7).
An analog of Theorem 2.5 for the functional h is provided by [5]. By the main result
of [5],
h((Zd × Rn) ∩ C) ≤ (n+ 1)2d (2.8)
for every convex set C ⊆ Rd+n, with equality attained for C = Rd+n.
We emphasize that the assertions for f are the main parts of Theorems 2.2–2.4, while
the assertions for h are given as a complement, in order to highlight the analogy
between f and h. Inequality (2.1) will be derived as a consequence of basic properties
of h, while (2.3) and (2.5) will be shown to follow directly from the results of [5]. The
assertions for f in Theorems 2.1 and 2.2 are proved using a compactness argument.
The proof of (2.4) relies on basic convex geometry. The proof of (2.6) and (2.7)
involves the so-called parity argument, which is presented in the following section.
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3 Background material
Throughout the manuscript we use the following notation. The cardinality of a set
X is denoted by |X|. The standard scalar product of Rd is denoted by 〈 · , · 〉. By
aff ,bd, cl, conv, int and relint we denote the affine hull, boundary, closure, convex
hull, interior (of a set) and relative interior (of a convex set), respectively.
The role of the parity argument
Let d ∈ N. The following implication is usually referred to as the parity argument : if
X ⊆ Zd and |X| > 2d, then there exist x, y ∈ X with x 6= y and 12(x+ y) ∈ Z
d. This
implication is obtained by comparing the elements of X modulo 2Zd. Note that the
parity argument is the key step in the existing proofs of f(Zd) = 2d and h(Zd) = 2d.
We illustrate how to use the parity argument by sketching a proof of the inequality
f(Zd∩C) ≤ 2d in the case that C is a bounded, convex subset of Rd. Let S := Zd∩C.
If S = ∅, there is nothing to prove. Thus, we assume S 6= ∅. Let L be an arbitrary
d-dimensional maximal S-free set. Using separation theorems for L and each of the
(finitely many) points of S, we see that L is a polyhedron. Let m be the number
of facets of L. Taking into account the finiteness of the set S and using basic facts
from the theory of polyhedra, one can show that the relative interior of every facet
of L contains a point of S (this is proved rigorously in Section 4, see Lemma 4.4.II).
Consider a sequence of points x1, . . . , xm ∈ S constructed by picking one point of S
from the relative interior of each facet of L. If m > 2d, then the parity argument
yields the existence of indices i, j ∈ [m] with i 6= j and 12(xi + xj) ∈ Z
d. Clearly,
1
2(xi + xj) ∈ int(L) ∩ S, which is a contradiction to the fact that L is S-free. Thus,
m ≤ 2d.
It should be mentioned that the above proof idea cannot be directly extended to
the case of an arbitrary convex set C by the following reason. For certain choices
of C there exist d-dimensional maximal S-free polyhedra L such that the relative
interior of some facets of L does not contain points of S. Take, for example, C ={
x ∈ R2 : 〈x , u〉 ≤ 1
}
and L =
{
x ∈ R2 : 〈x , u〉 ≥ 1
}
with u :=
(
2√
2
)
. Thus,
in some cases using the parity argument one can give a relatively simple proof of
f(Zd ∩ C) ≤ 2d, but for a proof in the case of a general convex set C additional
work is needed. Our proofs of the inequality f(Zd ∩C) ≤ 2d and its generalizations
(2.6) and (2.7) will combine the parity argument with elementary tools from analysis
(such as limits and the compactness argument).
Basic facts about f , h and maximal S-free sets
Let us list some simple properties of the functional h. The definition of the Helly
number yields the equality
h(F) = h({F1 ∩ · · · ∩ Ft : t ∈ N, F1, . . . , Ft ∈ F}) (3.1)
for every nonempty family F .
In the following proposition we present several relations for h(S), where S ⊆ Rd.
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Proposition 3.1. Let S ⊆ Rd, let C ⊆ Rd be convex and let φ be an affine mapping
on Rd. Then
h(S) = lim
t→+∞
h(S ∩ [−t, t]d), (3.2)
h(S) ≤ |S|, (3.3)
h(S ∩ C) ≤ h(S), (3.4)
h(φ(S)) ≤ h(S). (3.5)
Proof. Let us prove (3.2). The sequence of values h(S ∩ [−t, t]d) with t ∈ N is
monotonically nondecreasing and thus convergent, with the limit belonging to N0 ∪
{+∞}. If the limit of this sequence is +∞, one can see that h(S) = +∞. Otherwise
there exists k ∈ N0 such that h(S ∩ [−t, t]
d) = k for all sufficiently large t ∈ N.
Consider arbitrary convex sets C1, . . . , Cm ⊆ R
d withm ∈ N and C1∩· · ·∩Cm∩S = ∅.
By the choice of k, for every sufficiently large t ∈ N one can choose i1(t), . . . , ik(t) ∈
[m] such that Ci1(t)∩· · ·∩Cik(t)∩S∩ [−t, t]
d = ∅. By the finiteness of [m] there exist
indices i1, . . . , ik ∈ [m] and an infinite set N ⊆ N such that h(S ∩ [−t, t]
d) = k and
i1 = i1(t), . . . , ik = ik(t) for every t ∈ N . The latter yields Ci1 ∩ · · · ∩ Cik ∩ S = ∅
and shows h(S) ≤ k.
Inequality (3.3) is trivial if S is empty or infinite. Assume that S is nonempty and
finite, say S = {s1, . . . , sk}, where k := |S| ∈ N. Consider arbitrary convex sets
C1, . . . , Cm ⊆ R
d with m ∈ N and C1 ∩ · · · ∩ Cm ∩ S = ∅. For every j ∈ [k] one can
choose Cij with sj 6∈ Cij . This yields Ci1 ∩ · · · ∩ Cik ∩ S = ∅ and shows h(S) ≤ |S|.
Inequality (3.4) follows from the fact that every (S ∩C)-convex set is also S-convex.
For the proof of (3.5) we can assume k := h(S) ∈ N, since otherwise the inequality
is trivial. Consider arbitrary convex sets C1, . . . , Cm ⊆ φ(R
d) with C1 ∩ · · · ∩ Cm ∩
φ(S) = ∅. The latter implies φ−1(C1) ∩ · · · ∩ φ−1(Cm) ∩ S = ∅. Since the sets
φ−1(C1), . . . , φ−1(Cm) are convex, there exist i1, . . . , ik ∈ [m] with φ−1(Ci1) ∩ · · · ∩
φ−1(Cik) ∩ S = ∅. Thus Ci1 ∩ · · · ∩ Cik ∩ φ(S) = ∅, which shows h(φ(S)) ≤ k.
In the rest of this section we collect well-known facts about maximal S-free sets
and the functional f . If L is a d-dimensional S-free polyhedron in Rd such that the
relative interior of each facet of L contains a point of S, then L is maximal S-free.
Every d-dimensional S-free set can be extended to a maximal S-free set. That is,
if K is an S-free set, then there exists a maximal S-free set L with K ⊆ L. This
follows directly from Zorn’s lemma. One can also give a different proof by adapting
the approach from [3, Proposition 3.1]. It is not hard to see that f(S) = −∞ if and
only if cl(S) = Rd. Furthermore, one can verify that
f(S × Rn) = f(S) (3.6)
for every n ∈ N. Equality (3.6) follows from the fact that every (d+n)-dimensional
(S ×Rn)-free set L is a subset of the (S ×Rn)-free set L′ := L+ {o}×Rn, where L′
can be represented as a Cartesian product of a d-dimensional S-free set and Rn.
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4 Proofs of results on f(S) and h(S) for general sets S
The inequality f(S) ≤ h(S) (Theorem 2.1.I) and its consequences
In this section Theorem 2.1.I is derived as a consequence of the following lemma.
Lemma 4.1. Let S ⊆ Rd and k ∈ N. Assume that every d-dimensional S-free
polyhedron P is contained in an S-free polyhedron Q with at most k facets. Then
every d-dimensional maximal S-free set is a polyhedron with at most k facets.
Proof. Let L be an arbitrary d-dimensional S-free set. It suffices to show that L is
contained in an S-free polyhedron with at most k facets. We consider a sequence
(Pt)
+∞
t=1 of d-dimensional polytopes such that
Pt ⊆ Pt+1 ∀t ∈ N (4.1)
and
int(L) =
+∞⋃
t=1
Pt. (4.2)
Such a sequence can be constructed as follows. Let (zt)
+∞
t=1 be any ordering of the
rational points of int(L). Then, for every t ∈ N, we define Pt := conv({z1, . . . , zt+d}).
With an appropriate choice of z1, . . . , zd+1 the polytope P1 and, by this, also every
other polytope Pt is d-dimensional. By the assumption, each Pt is contained in an
S-free polyhedron Qt having at most k facets. Every Qt can be represented by
Qt =
{
x ∈ Rd : 〈u1,t , x〉 ≤ β1,t, . . . , 〈uk,t , x〉 ≤ βk,t
}
,
where u1,t, . . . , uk,t ∈ R
d, β1,t, . . . , βk,t ∈ R. In the degenerate situation Qt = R
d we
let ui,t := o and βi,t := 1 for every i ∈ [k]. Otherwise we can assume ui,t 6= o for
every i ∈ [k]. After an appropriate renormalization we assume that
(
ui,t
βi,t
)
∈ Rd+1
is a vector of unit Euclidean length, for every i ∈ [k] and t ∈ N. By compactness
of the unit sphere in Rd+1, there exists an infinite set N ⊆ N such that, for every
i ∈ [k], the vector ui,t converges to some vector ui ∈ R
d and βi,t converges to some
βi ∈ R, as t goes to infinity over points of N . Clearly,
( ui
βi
)
∈ Rd+1 is a vector of
unit length for every i ∈ [k]. We define the polyhedron
Q :=
{
x ∈ Rd : 〈u1 , x〉 ≤ β1, . . . , 〈uk , x〉 ≤ βk
}
.
Let us show int(L) ⊆ Q. Consider an arbitrary x′ ∈ int(L). One has x′ ∈ Pt ⊆ Qt
for all sufficiently large t ∈ N . Thus, for each i ∈ [k], the inequality 〈ui,t , x
′〉 ≤ βi,t
holds if t ∈ N is sufficiently large. Passing to the limit we get 〈ui , x
′〉 ≤ βi for every
i ∈ [k]. Hence x′ ∈ Q. The inclusion int(L) ⊆ Q implies L ⊆ Q. It remains to show
that Q is S-free. We assume that Q is not S-free. Then there exists x′ ∈ S ∩ int(Q).
Taking into account that ui 6= o or βi 6= 0 for every i ∈ [k],
int(Q) =
{
x ∈ Rd : 〈u1 , x〉 < β1, . . . , 〈uk , x〉 < βk
}
.
Consequently 〈ui , x〉 < βi for all i ∈ [k] and thus 〈ui,t , x
′〉 < βi,t for all i ∈ [k] if
t ∈ N is sufficiently large. Hence x′ ∈ S ∩ int(Qt) for all sufficiently large t ∈ N ,
contradicting the fact that Qt is S-free.
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Proof of Theorem 2.1.I. Without loss of generality let S 6= ∅ and k := h(S) < +∞
since otherwise the assertion is trivial. The condition S 6= ∅ implies k > 0. Let us
verify the assumption of Lemma 4.1. Let P ⊆ Rd be an arbitrary d-dimensional
S-free polyhedron. We have S 6= ∅ and thus P 6= Rd. We represent P by P =
H1 ∩ · · · ∩ Hm, where m ∈ N and H1, . . . ,Hm ⊆ R
d are closed halfspaces. Then
int(H1) ∩ S, . . . , int(Hm) ∩ S are S-convex sets whose intersection is empty. By
the definition of h(S), there exist indices i1, . . . , ik ∈ [m] such that int(Hi1) ∩ · · · ∩
int(Hik) ∩ S = ∅. It follows that P ⊆ Q := Hi1 ∩ · · · ∩ Hik , where Q is an S-
free polyhedron with at most k facets. We conclude by Lemma 4.1 that every d-
dimensional S-free set is contained in a polyhedron with at most h(S) facets. Hence
f(S) ≤ h(S).
Remark 4.2. (Deriving the result of Dey & Mora´n from Doignon’s theorem). Let
C be a convex subset of Rd. Having obtained Theorem 2.1.I, the inequality f(C ∩
Zd) ≤ 2d of Dey & Mora´n follows directly from Doignon’s theorem h(Zd) = 2d. By
Theorem 2.1.I, f(C∩Zd) ≤ h(C∩Zd) . By convexity of C, we have h(C∩Zd) ≤ h(Zd).
Taking into account Doignon’s theorem, we arrive at f(C ∩ Zd) ≤ h(Zd) = 2d.
Remark 4.3. (A weak version of Theorem 2.5). Let d ∈ N, n ∈ N0 and let C ⊆ R
d+n
be convex. We can use the equality h(Zd × Rn) = (n + 1)2d, which was proved in
[5], to find an upper bound on f((Zd×Rn)∩C). Analogously to Remark 4.2, we get
f((Zd ×Rn) ∩C) ≤ h((Zd ×Rn) ∩C) ≤ h(Zd ×Rn) = (n+ 1)2d. The upper bound
(n+1)2d derived in this way is weaker than the bound 2d provided by Theorem 2.5.
The equality f(S) = h(S) for discrete sets (Theorem 2.1.II)
Theorem 2.1.II is proved by reducing the case of a general discrete set S to the case
of a finite S. The following lemma presents properties of S-free sets in the case of
finite S.
Lemma 4.4. Let S be a finite subset of Rd. Then the following statements hold:
I. f(S) = h(S).
II. Every maximal S-free set L is a d-dimensional polyhedron such that the relative
interior of each facet of L contains a point of S.
Proof. It suffices to consider the nontrivial case S 6= ∅. By Theorem 2.1.I, f(S) ≤
h(S). Thus, for showing h(S) = f(S) one needs to verify h(S) ≤ f(S). Let A be an
arbitrary S-convex set. Applying separation theorems for conv(A) and every point
of S\A, we see that A can be represented as intersection of S with finitely many open
halfspaces. Taking into account (3.1), the latter implies the equality h(S) = h(F) for
the family F consisting of sets {x ∈ S : 〈u , x〉 < β}, where u ∈ Rd \{o} and β ∈ R.
We will verify h(F) ≤ f(S). Consider an arbitrary system of strict inequalities
〈ui , x〉 < βi ∀i ∈ [m], (4.3)
with m ∈ N, u1, . . . , um ∈ R
d \ {o}, β1, . . . , βm ∈ R, such that (4.3) has no solution
in S, that is,
{x ∈ S : 〈ui , x〉 < βi ∀i ∈ [m]} = ∅. (4.4)
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For proving h(F) ≤ f(S) it suffices to show that (4.3) has a subsystem with at
most f(S) inequalities which has no solution in S. For j ∈ [m], we say that the
j-th constraint of (4.3) is redundant if after the removal of this constraint the new
system still has no solution in S, that is,
{x ∈ S : 〈ui , x〉 < βi ∀i ∈ [m] \ {j}} = ∅.
We say that the j-th constraint of the system (4.3) is blocked if
{x ∈ S : 〈ui , x〉 < βi ∀i ∈ [m] \ {j}, 〈uj , x〉 = βj} 6= ∅.
For every j ∈ [m], the j-th constraint is either redundant or blocked by S or otherwise
βj < β
′
j , where β
′
j ∈ R is given by
β′j := min {x ∈ S : 〈ui , x〉 < βi ∀i ∈ [m] \ {j}} .
If the j-th constraint is nonredundant and βj < β
′
j , then this constraint becomes
blocked if we replace βj by β
′
j . Note that the above operation preserves (4.4) and,
furthermore, every constraint which was previously blocked remains blocked. Re-
moving all redundant constrains and consecutively making all the nonredundant
constraints blocked we can modify every system (4.3) to a system
〈ui , x〉 < γi ∀i ∈ I, (4.5)
with I ⊆ [m] and γi ≥ βi ∀i ∈ I, such that (4.5) has no solution in S and every
constraint of (4.5) is blocked. The index set I is nonempty since S 6= ∅. Every
constraint of (4.5) is blocked, and so there exist points si ∈ S (i ∈ I) such that
〈ui , si〉 = γi for all i ∈ I and 〈ui , sj〉 < γi for all i, j ∈ I with i 6= j. Consider
the polyhedron L =
{
x ∈ Rd : 〈ui , x〉 ≤ γi ∀i ∈ I
}
. By construction, L is S-free.
Furthermore, L is d-dimensional since for any j ∈ I one has
sj − εuj ∈
{
x ∈ Rd : 〈ui , x〉 < γi ∀i ∈ I
}
= int(L)
if ε > 0 is sufficiently small. From the properties of the points si (i ∈ I) we conclude
that L has precisely |I| facets and each facet of L contains a point of S. Thus, L
is a d-dimensional maximal S-free set with |I| facets. Hence |I| ≤ f(S). It follows
that the subsystem of (4.3) consisting of the inequalities indexed by i ∈ I has no
solution in S. This shows h(F) ≤ f(S) and concludes the proof of f(S) = h(S).
It remains to prove Part II. Consider an arbitrary S-free polyhedron P (not neces-
sarily nonempty or d-dimensional). Then P can be given by
P =
{
x ∈ Rd : 〈ui , x〉 ≤ βi ∀i ∈ [m]
}
for some system (4.3) satisfying (4.4). Applying the arguments used in the proof of
f(S) = h(S) we see that P is a subset of a d-dimensional maximal S-free polyhedron
L such that the relative interior of each facet of L contains a point of S. This yields
the second part of the assertion.
Proof of Theorem 2.1.II. Let S ⊆ Rd be discrete. In view of Lemma 4.4, we restrict
ourselves to the case of infinite S. The inequality f(S) ≤ h(S) is provided by
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Theorem 2.1.I. It remains to show h(S) ≤ f(S). Without loss of generality we
assume f(S) < +∞ since otherwise the assertion is trivial. Note that h(S) ≥ 1
since S is nonempty.
We have h(S) = limt→+∞ h(St) for St := S ∩ [−t, t]d. Thus, it suffices to show
h(St) ≤ f(S) for every t ∈ N. Let us fix an arbitrary t ∈ N and let k := h(St).
By Lemma 4.4.I, k = h(St) = f(St). Thus, there exists a d-dimensional maximal
St-free polyhedron L with k facets. We observe that L is not S-free in general. Let
F1, . . . , Fk be all facets of L.
In the rest of the proof we proceed as follows. Using the fact that S is discrete, one
can deduce the existence of an S-free polyhedron P contained in L such that, for
every i ∈ [k], P ∩Fi is (d−1)-dimensional and the relative interior of P ∩Fi contains
a point of S. It will be shown that every maximal S-free polytope containing P has
at least k facets.
By Lemma 4.4.II,
relint(Fi) ∩ St 6= ∅ ∀i ∈ [k]. (4.6)
For each i ∈ [k] we choose a point xi ∈ relint(Fi)∩ St. With this choice one obtains
conv({x1, . . . , xk}) ⊆ int(L) ∪ {x1, . . . , xk}. Because L is St-free, we get
[−t, t]d ∩ S ∩ conv({x1, . . . , xk}) = St ∩ conv({x1, . . . , xk}) = {x1, . . . , xk}.
Since S is discrete, we have
[−t− ε, t+ ε]d ∩ S = [−t, t]d ∩ S
for a sufficiently small ε > 0. It follows that the polytope
P := L ∩ [−t− ε, t+ ε]d
is S-free. By construction, for every i ∈ [k], F ′i := Fi ∩ [−t − ε, t + ε]
d is a facet of
P and xi ∈ relint(F
′
i ). There exists a maximal S-free set Q with P ⊆ Q. Since we
assume f(S) < +∞, Q is a polyhedron. For each i ∈ [k], the (d − 1)-dimensional
polyhedron F ′i is a subset of a facet of Q, since otherwise the point xi ∈ relint(F
′
i )
would be in the interior of Q. Let i, j ∈ [k] and i 6= j. Since Fi and Fj are distinct
facets of L, it follows that the sets F ′i and F
′
j are subsets of distinct facets of Q.
Hence Q has at least k facets. This yields h(St) ≤ f(S) for every t ∈ N and implies
h(S) ≤ f(S).
The lim inf theorem (Theorem 2.2) and its consequences
Proof of Theorem 2.2. We first show (2.1). Let k := lim inft→+∞ h(St). It suffices
to consider the case 0 < k < +∞. There exists an infinite set N ⊆ N such that
h(St) = k for every t ∈ N .
Consider arbitrary convex sets C1, . . . , Cm in R
d with m ∈ N and assume that
C1 ∩ · · · ∩ Cm ∩ S = ∅. We show the existence of indices i1, . . . , ik ∈ [m] satisfying
Ci1 ∩ · · · ∩Cik ∩ S = ∅. By the definition of the Helly number for every t ∈ N there
exist i1(t), . . . , ik(t) ∈ [m] with Ci1(t) ∩ · · · ∩Cik(t) ∩St = ∅. By the finiteness of [m],
there exist i1, . . . , ik ∈ [m] such that i1 = i1(t), . . . , ik = ik(t) for all t ∈ N
′, where
10
N ′ is an infinite subset of N . The monotonicity property St ⊆ St+1 ∀t ∈ N implies
S =
⋃
t∈N ′ St. Hence, Ci1 ∩ · · · ∩ Cik ∩ S = ∅.
We now show (2.2). Let k := lim inft→+∞ f(St). We restrict ourselves to the
nontrivial case k < +∞. There exists an infinite set M ⊆ N such that f(St) = k for
every t ∈M . In the degenerate cases one can have k = −∞ or k = 0. If f(St) = −∞,
then cl(St) = R
d and, consequently, cl(S) = Rd. This yields f(S) = −∞. In the
case k = 0 the assertion is trivial since St = ∅ ∀t ∈ M and thus S = ∅. Let k ∈ N.
We consider an arbitrary d-dimensional S-free set L ⊆ Rd and show that L is a
subset of an S-free polyhedron with at most k facets. For every t ∈M there exists
a maximal St-free set Qt with L ⊆ Qt. Since f(St) = k, Qt is a polyhedron with at
most k facets. We proceed similarly to the proof of Lemma 4.1. For every t ∈ M ,
Qt can be given by
Qt =
{
x ∈ Rd : 〈u1,t , x〉 ≤ β1,t, . . . , 〈uk,t , x〉 ≤ βk,t
}
,
where u1,t, . . . , uk,t ∈ R
d, β1,t, . . . , βk,t ∈ R and, for every i ∈ [k] and t ∈ M ,(
ui,t
βi,t
)
∈ Rd+1 is a vector of unit Euclidean length. By compactness, there exists
an infinite N ⊆ M such that, for every i ∈ [k], ui,t converges to some ui ∈ R
d and
βi,t converges to some βi ∈ R as t goes to infinity over points of N . Consider the
polyhedron
Q =
{
x ∈ Rd : 〈u1 , x〉 ≤ β1, . . . , 〈uk , x〉 ≤ βk
}
.
Let us verify the inclusion L ⊆ Q. The inclusions L ⊆ Qt ∀t ∈ N imply 〈x , ui,t〉 ≤
βi,t for all x ∈ L, i ∈ [k], t ∈ N. Passing to the limit, as t goes to infinity over points
of N , we obtain 〈x , ui〉 ≤ βi for every i ∈ [k]. Hence L ⊆ Q. Let us show that Q is
S-free. For this it suffices to show that, for every t ∈ N, Q is St-free. Assume that
Q is not St-free. Then there exists a point x
′ ∈ St lying in int(Q), that is, satisfying
〈ui , x
′〉 < βi for every i ∈ [k]. This points satisfies
〈
ui,t′ , x
′〉 < βi,t′ for every i ∈ [k],
where t′ ∈ N , t′ ≥ t is sufficiently large. We have St ⊆ St′ , and so x′ ∈ St′ ∩ int(Qt′),
which contradicts the fact that Qt′ is St′-free.
Remark 4.5. (Alternative proofs of results of Doignon and Lova´sz). By Theo-
rem 2.1.II, h(Zd) = f(Zd). This shows that the result h(Zd) = 2d of Doignon and the
result f(Zd) = 2d of Lova´sz are equivalent. Let us give self-contained proofs of these
two results. Let k = f(Zd) = h(Zd). The family of the Zd-convex sets {0, 1}d \ {z}
with z ∈ {0, 1}d contains 2d elements and has empty intersection. Every proper
subfamily of this family has nonempty intersection. Hence k = h(Zd) ≥ 2d. For
deriving k = f(Zd) ≤ 2d we first apply (2.2), which yields k ≤ lim inft→+∞ f(St),
where St := Z
d ∩ [−t, t]d ∀t ∈ N. Since [−t, t]d is bounded and convex, we get
f(St) ≤ 2
d by the parity argument, as explained in Section 3. Thus, k ≤ 2d.
Note that, in contrast to the above approach, the existing proofs of f(Zd) = 2d
use tools from the geometry of numbers (see the sources [2] and [8], which use
Minkowski’s first fundamental theorem and Diophantine approximation, respec-
tively).
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5 Proofs of upper bounds on f(S) and h(S) for
structured sets S
Proof of the theorem on adding a convex set (Theorem 2.3)
Proof of Theorem 2.3. Let us show (2.3). Let n := dim(C). Consider an appropriate
injective affine mapping ψ : Rn → Rd and an n-dimensional convex set C ′ ⊆ Rn such
that ψ(C ′) = C. We introduce the mapping φ : Rd+n → Rd by φ ( xy ) = x + ψ(y)
for every x ∈ Rd and y ∈ Rn. By construction, φ(S × C ′) = S + C. Applying the
inequality
h(S × Rn) ≤ (n+ 1)h(S),
proven in [5], together with (3.4) and (3.5), we obtain
h(S + C) = h(φ(S × C ′)) ≤ h(S × C ′) = h((S × Rn) ∩ (Rd × C ′))
≤ h(S × Rn) ≤ (n+ 1)h(S).
Now we derive (2.4). Assume k := f(S) < +∞, since otherwise the assertion is
trivial. Consider an arbitrary d-dimensional (C + S)-free set L ⊆ Rd, that is, L is
d-dimensional, closed, convex and int(L)∩ (C +S) = ∅. It suffices to show that L is
contained in a maximal (C + S)-free polyhedron with at most k facets. Let us first
show the equality
int(L)− C = int(L− C) (5.1)
The left hand side is an open set, since it can be represented as the union of the open
sets int(L) − c with c ∈ C. Hence int(L) − C = int(int(L) − C) ⊆ int(L − C). Let
us show the converse inclusion int(L−C) ⊆ int(L)−C. Using the additivity of the
operator relint (see [25, §6]) and the d-dimensionality of L we obtain int(L − C) =
int(L)− relint(C) ⊆ int(L)− C.
In view of (5.1), we get
int(L) ∩ (C + S) = ∅ ⇐⇒ (int(L)− C) ∩ S = ∅ ⇐⇒ int(L− C) ∩ S = ∅.
Thus, cl(L−C) is S-free and by this there exists a d-dimensional S-free polyhedron
P with at most k facets and L− C ⊆ P . The polyhedron P can be given by
P =
{
x ∈ Rd : 〈u1 , x〉 ≤ β1, . . . , 〈uk , βk〉 ≤ βk
}
,
where u1, . . . , uk ∈ R
d \ {o} and β1, . . . , βk ∈ R. One has 〈x− c , ui〉 ≤ βi for all
x ∈ L, c ∈ C, i ∈ [k]. Hence
L ⊆ P ′ :=
{
x ∈ Rd : 〈u1 , x〉 ≤ β
′
1, . . . , 〈uk , x〉 ≤ β
′
k
}
where
β′i := βi + inf
c∈C
〈ui , c〉 ∀i ∈ [k].
It remains to show that P ′ is (C +S)-free. Assume the contrary. Then one can find
x′ ∈ S and c′ ∈ C such that 〈ui , x′ + c′〉 < βi + infc∈C 〈ui , c〉 for every i ∈ [k]. It
follows that 〈ui , x
′〉 < βi for every i ∈ [k], and hence P is not S-free, which is in
contradiction to the choice of P .
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Proofs of Theorems 2.4 and 2.5
In the proof of Theorem 2.4 we shall need properties of d-dimensional maximal S-
free sets in the case that S is a union of finitely many polyhedra. Such maximal
S-free sets will be discussed in Lemma 5.2. For the proof of Lemma 5.2 we shall need
a result on separation of polyhedra, which we formulate in Lemma 5.1. Lemma 5.3
is another auxiliary result used in the proof of Theorem 2.4.
If P ⊆ Rd is a polyhedron, then every nonempty face F of P can be given as
F = F (P, u) := {x ∈ P : 〈u , y〉 ≤ 〈u , x〉 ∀y ∈ P}
for an appropriate u ∈ Rd. The notation F (P, u) is used in Lemma 5.1.
Lemma 5.1. Let P,Q ⊆ Rd be polyhedra such that dim(P ) = d, Q 6= ∅ and int(P )∩
Q = ∅. Assume that for some facet G of P one has relint(G) ∩ Q = ∅. Then
there exists a closed halfspace H ⊆ Rd such that P ⊆ H, relint(G) ⊆ int(H), and
Q ∩ int(H) = ∅.
Proof. It is known that the set P −Q is a polyhedron.
Case 1: o 6∈ P −Q. We can separate o and P −Q by a hyperplane. That is, there
exists u ∈ Rd \ {o} such that supx∈P−Q 〈u , x〉 < 0. It follows that supx∈P 〈u , x〉 −
infy∈Q 〈u , y〉 < 0. We can define H =
{
x ∈ Rd : 〈u , x〉 ≤ β
}
, where β ∈ R is
any value satisfying supx∈P 〈u , x〉 < β < infy∈Q 〈u , y〉. For H as above one has
P ⊆ int(H) and H ∩Q = ∅.
Case 2: o ∈ P −Q. The set P −Q is d-dimensional since dim(P ) = d and Q 6= ∅.
Observe that o ∈ bd(P − Q). In fact, otherwise we would have o ∈ int(P − Q) =
int(P ) − relint(Q), which implies int(P ) ∩ Q 6= ∅ yielding a contradiction. Since
o ∈ bd(P −Q), there exists u ∈ Rd \ {o} such that F (P −Q,u) is a face of P −Q
with o ∈ relint(F (P − Q,u)). It is known that F (P − Q,u) = F (P, u) − F (Q,u).
Taking into account the additivity of the relint operator we obtain relint(F (P −
Q,u)) = relint(F (P, u) − F (Q,u)) = relint(F (P, u)) − relint(F (Q,u)). One has
F (P, u) 6= G, since otherwise o ∈ relint(G) − Q, and by this relint(G) ∩ Q 6= ∅,
which contradicts the assumptions. Therefore, we have F (P, u)∩ relint(G) = ∅. Let
β := supx∈P 〈u , x〉 = infy∈Q 〈u , y〉 and H :=
{
x ∈ Rd : 〈u , x〉 ≤ β
}
. The assertion
for H can be verified in a straightforward manner.
We also observe that Lemma 5.1 can be proved algebraically using Motzkin’s trans-
position theorem (a generalization of Farkas’ lemma to systems involving strict as
well as nonstrict linear inequalities; see [28, Corollary 7.1k])
Lemma 5.2. Let d, k ∈ N and let S := C1 ∪ · · · ∪ Ck, where C1, . . . , Ck ⊆ R
d are
nonempty polyhedra. Let L be a d-dimensional maximal S-free set in Rd. Then L is
a polyhedron and the relative interior of each facet of L contains a point of S.
Proof. For each i ∈ [k], L and Ci can be separated by a hyperplane. In view
of the maximality of L, it follows that L is a polyhedron with at most k facets.
We consider an arbitrary facet F of L and show that relint(F ) ∩ S 6= ∅ arguing
by contradiction. Assume that relint(F ) ∩ S = ∅, that is, relint(F ) ∩ Ci = ∅ for
every i ∈ [k]. By Lemma 5.1, for every i ∈ [k] there exists a closed halfspace Hi
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in Rd such that L ⊆ Hi, relint(F ) ⊆ int(Hi) and int(Hi) ∩ Ci = ∅. We define
P := H1∩ · · · ∩Hk. By construction, P is S-free. From the construction we also get
L ⊆ P and relint(F ) ⊆ int(P ), which yields L  P . This contradicts the maximality
of the S-free set L.
Lemma 5.3. Let (Ct)
+∞
t=1 be a sequence of convex sets in R
d and let S =
⋃+∞
t=1 Ct.
Let S′ ⊆ Rd be a set satisfying
+∞⋃
t=1
relint(Ct) ⊆ S
′ ⊆
+∞⋃
t=1
cl(Ct).
Then f(S) = f(S′).
Proof. Let L ⊆ Rd be a d-dimensional closed, convex set. We show that L is S-free
if and only if L is S′-free. One has
S ∩ int(L) = ∅ =⇒ Ct ∩ int(L) = ∅ ∀t ∈ N
=⇒ Ct ⊆ R
d \ int(L) ∀t ∈ N
=⇒ cl(Ct) ⊆ R
d \ int(L) ∀t ∈ N
=⇒ S′ ⊆ Rd \ int(L)
=⇒ S′ ∩ int(L) = ∅.
Conversely,
S′ ∩ int(L) = ∅ =⇒ relint(Ct) ∩ int(L) = ∅ ∀t ∈ N
=⇒ relint(Ct) ⊆ R
d \ int(L) ∀t ∈ N
=⇒ cl(relint(Ct)) ⊆ R
d \ int(L) ∀t ∈ N
=⇒ cl(Ct) ⊆ R
d \ int(L) ∀t ∈ N
=⇒ S ⊆ Rd \ int(L)
=⇒ S ∩ int(L) = ∅.
Thus, we get the assertion.
Proof of Theorem 2.4. Let us prove (2.5). Since D is convex we obtain h((C +Λ)∩
D)) ≤ h(C+Λ). By (2.3) we have h(C+Λ) ≤ (dim(C)+1)h(Λ). Doignon’s theorem
yields h(Λ) = 2rank(Λ). This implies (2.5).
Now let us show (2.6). Let S := (C + Λ) ∩D and let L ⊆ Rd be a d-dimensional
maximal S-free set. We prove that L is a polyhedron with at most 2rank(Λ) facets.
Without loss of generality let S 6= ∅. Consider the following two cases.
Case 1: C and D are both polytopes. In this case S is a union of finitely many
polytopes. By Lemma 5.2 the set L is a polyhedron. Let F1, . . . , Fm be all facets
of L, where m ∈ N0. By Lemma 5.2, for every i ∈ [m], the relative interior of Fi
contains a point of the form xi + yi, where xi ∈ Λ, yi ∈ C and xi + yi ∈ D. If
m > 2rank(Λ), then by the parity argument (see Section 3) one has 12(xi + xj) ∈ Λ
for some 1 ≤ i < j ≤ m. Using the convexity of C,D and L and the fact that
xi + yi and xj + yj lie in the relative interior of two different facets of L we deduce
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2((xi+ yi)+ (xj + yj)) ∈ int(L)∩S. Hence L is not S-free, which is a contradiction.
It follows that m ≤ 2rank(Λ).
Case 2: C or D is not a polytope. We introduce a sequence (zi)
+∞
i=1 such that
{zi : i ∈ N} = {z ∈ Λ : (z + C) ∩D 6= ∅}. Then
S =
∞⋃
i=1
Qi,
where Qi := (zi + C) ∩ D 6= ∅. For each Qi we fix a countable, dense subset
{qi,j : j ∈ N} of relint(Qi). With this choice one has relint(Qi) = conv({qi,j : j ∈ N}).
For every t ∈ N we define
St := (Λ + Ct) ∩Dt,
where
Ct := conv({qi,j − zi : i, j ∈ [t]}),
Dt := conv({qi,j : i, j ∈ [t]}).
By construction, one has Ct ⊆ Ct+1 ⊆ C and Dt ⊆ Dt+1 ⊆ D for every t ∈ N. The
latter also implies St ⊆ St+1 ⊆ S for every t ∈ N. We have
∞⋃
i=1
relint(Qi) =
∞⋃
i=1
conv({qi,j : j ∈ N}) =
∞⋃
i=1
∞⋃
t=i
conv({qi,j : j ∈ [t]})
=
∞⋃
t=1
t⋃
i=1
conv({qi,j : j ∈ [t]}) ⊆
∞⋃
t=1
(Λ + Ct) ∩Dt =
∞⋃
t=1
St ⊆ S,
where above we use the equality
conv({qi,j : j ∈ N}) =
∞⋃
t=i
conv({qi,j : j ∈ [t]}) ∀i ∈ N. (5.2)
Note that (5.2) follows directly from Carathe´odory’s theorem (see [27, Theorem 1.1.4]).
Let S′ :=
⋃∞
t=1 St. By Lemma 5.3, one has f(S
′) = f(S). By Theorem 2.2, f(S′) ≤
lim inft→+∞ f(St). Applying the assertion obtained in Case 1 we get f(St) ≤ 2rank(Λ)
for every t ∈ N. The latter yields f(S) = f(S′) ≤ 2rank(Λ).
Proof of Theorem 2.5. Observing that Zd×Rn = Zd×{o}+{o}×Rn, where Zd×{o}
is a lattice and {o}×Rn is a linear space (and thus, a convex set), we see that (2.7)
is a direct consequence of (2.6). The equality case f(Zd × Rn) = 2d follows from
(3.6) and f(Zd) = 2d.
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