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Abstract
We consider the problem of canonical labeling in anonymous directed split-stars. This paper proposes a distributed algorithm
for finding the vertex sets with specified leading symbols in directed split-stars and which has a linear message and constant time
complexity. The algorithm runs on an asynchronous timing model without shared memory. In addition, our algorithm generalizes
the previous distributed algorithms on directed split-stars that we know.
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1. Introduction
A distributed network can be viewed as consisting of two types of components: processors and interconnections
between processors. Such a system is normally modeled by a digraph, where each vertex represents a processor,
and a directed arc between processors represents a message channel for communications. A distributed algorithm is
definable as a collection of local algorithms of the same type, one for each processor. Every processor independently
executes its local algorithm cooperating with the other processors to achieve a certain objective.
Distributed algorithms arise in a wide range of applications, including telecommunications, distributed information
processing, scientific computing, and real-time process control [10]. For example, for a query search against a huge
database, the database may be allocated through a computer network, and the submitted query can be set up to
execute concurrently and take advantage of distributed computing [6]. To select a set of service centers such that every
node in the network is close to some center is applicable to a distributed construction of local servers or distributed
dictionary [9,11,13]. In addition, financial modeling, weather forecasting, and geophysical exploration are for the
application clients to share performance information in a distributed manner [12]. In recent work in the real world,
distributed algorithms have also been designed to look for extra-terrestrial radio signals [2], to compare and align gene
sequences in large complete genomes [1], and to find more effective drugs to fight cancer and the AIDS virus [7].
In this paper, we consider the distributed algorithms for a particular interconnection network, namely, directed
split-stars. The directed split-stars are not only strongly connected, but, in fact, they have maximal arc-fault tolerance
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for connectivity and a small diameter [3–5]. Recently, Wang et al. developed efficient distributed algorithms to obtain
the unique minimum distance-k dominating sets, for k = 1, 2, and minimal feedback vertex sets on n-dimensional
directed split-stars [13,14]. This paper proposes a unified approach distributed algorithm to determine membership
of the vertex sets with specified leading symbols on directed split-stars. Actually, the paper generalizes the previous
distributed algorithms on n-dimensional directed split-stars.
2. Directed split-stars
Let G = (V, A) be a digraph with vertex set V (G) and arc set A(G). The outset of a vertex u in G is the set
O(u) = {v ∈ V (G) | 〈u, v〉 ∈ A(G)}, while the inset is I (u) = {v ∈ V (G) | 〈v, u〉 ∈ A(G)}. For a subset
S ⊆ V (G), we also define O(S) = ⋃u∈S O(u) and I (S) = ⋃u∈S I (u). Let od(u) and id(u) denote the outdegree
and the indegree, respectively, of u ∈ V (G), i.e., od(u) = |O(u)| and id(u) = |I (u)|. For terms of digraphs not
defined here please refer to [8].
Let N = {1, 2, . . . , n} and N12 = N \ {1, 2}. A permutation is a sequence of elements in which no element
appears more than once. Let p = [p1, p2, . . . , pn] be a permutation, where pi ∈ N for all 1 ≤ i ≤ n. The n-
dimensional directed split-star
−→
S2n is a digraph whose vertices are in a one-to-one correspondence with n! permutations
[p1, p2, . . . , pn] of N , and two vertices u and v of
−→
S2n are connected by an arc 〈u, v〉 if and only if the permutation of v
can be obtained from u by either the 2-exchange or a 3-rotation. Let u = [p1, p2, . . . , pn]. A 2-exchange interchanges
the first symbol p1 with the second symbol p2 whenever p1 > p2, in which case v = [p2, p1, . . . , pn] is called the
2-exchange neighbor of u. A 3-rotation rotates the symbols in positions 1, 2 and i from left to right for some i ∈ N12,
and in this case v = [pi , p1, p3, . . . , pi−1, p2, pi+1, . . . , pn] is said to be a 3-rotation neighbor of u. The vertex set
of
−→
S2n is denoted by V (
−→
S2n ). Fig. 1 depicts an example of
−→
S2n for n = 4.
Let u = [p1, p2, . . . , pn] ∈ V (
−→
S2n ), where [p1, p2, . . . , pn] is also called the canonical label of the vertex u, and
v be a neighbor of u. The set of 3-rotation neighbors of u is
R(u) = {v | v = [pi , p1, p3, . . . , pi−1, p2, pi+1, . . . , pn] ∈ V (
−→
S2n ), 3 ≤ i ≤ n},
and by Ri (u) we denote the 3-rotation neighbor of u by rotating p1, p2 and pi . We also use γi (u) to denote the
symbol at the i th position of u. For instance, γ1(u) = p1 and γ2(u) = p2. It is useful to observe that γ1(u) = γ2(v)
regardless of which v is a 3-rotation or the 2-exchange neighbor of u. In particular, γ2(u) = γ1(v) if and only if v
is the 2-exchange neighbor of u. With respect to the first two leading symbols of the vertices in V (
−→
S2n ), we define
L− = {v ∈ V (−→S2n ) | γ1(v) > γ2(v)} and L+ = {v ∈ V (
−→
S2n ) | γ1(v) < γ2(v)}. Note that V (
−→
S2n ) = L− ∪ L+. Let
Tα,β denote the set {v ∈ V (
−→
S2n ) | γ1(v) = α and γ2(v) = β}, where 1 ≤ β < α ≤ n. We also define L−1 = {v ∈
V (
−→
S2n ) | γ2(v) = γ1(v) − 1} and T∗,1 = T2,1 ∪ T3,1 ∪ · · · ∪ Tn,1. Take Fig. 1 as an example, T2,1 = {2134, 2143},
T4,2 = {4213, 4231}, L−1 = T2,1∪T3,2∪T4,3, and T∗,1 = T2,1∪T3,1∪T4,1 = {2134, 2143, 3124, 3142, 4123, 4132}.
3. The distributed algorithms
We consider anonymous networks. If each vertex knows its canonical label, this distributed algorithm is trivial.
Consider the vertex having the canonical label [n, n − 1, . . . , 2, 1], a natural permutation of n integers; we can say
that the vertex with this label is in the set Tn,n−1. In this paper, we assume that the vertices in the directed split-star do
not know their canonical labels. For convenience of illustration, we will still refer to the vertices by some canonical
labels, but these labels are not used in the algorithm. We also assume that each vertex x is aware of the direction of
the arcs incident to it and knows its indegree id(x) and outdegree od(x). Since the graph dimension and the larger
value of id(x) and od(x) differ by 1, each processor knows the network size. To communicate among themselves, the
processors share information through transmitting messages. That is, processors can communicate only by sending and
receiving messages over the communication links of the digraph. To interact with the outside world using input actions,
we assume that each processor has a port. This paper also assumes that individual processors operate at different
speeds and the timing model used in the communications network is asynchronous, i.e., the transmitting message is
F.-H. Wang / Discrete Applied Mathematics 156 (2008) 3475–3482 3477
Fig. 1. A 4-dimensional directed split-star.
put in a queue waiting for the receiver’s acceptance, and sending processors can proceed immediately. Every message
is delivered in a finite but unbounded time, while the time for local computation is considered negligible.
The message complexity of an algorithm is the maximum number of messages sent during any possible execution
of the algorithm. The time complexity of an algorithm is the worst case execution time, assuming delivery of a message
takes at most one time unit and the local computation time is negligible. Furthermore, inter-message delay on a link
is at most one time unit. These assumption are made only for the purpose of computing the time complexity.
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Assuming, as usual, an asynchronous timing model, Wang et al. showed that the vertex set T∗,1 is the unique
minimum distance-1 dominating set of
−→
S2n . In particular, a distributed algorithm was proposed for finding the set.
Furthermore, the authors gave a distributed algorithm for determining the vertex set T2,1 on
−→
S2n which was shown to
be the unique minimum distance-2 dominating set of
−→
S2n [13]. Besides, the vertex set L
+ ∪ {v ∈ V (−→S2n ) | γ2(v) =
γ1(v)−1 and γ1(v) is even} of
−→
S2n is indeed a minimal feedback vertex set of
−→
S2n and an efficient distributed algorithm
for exploring the set was presented [14]. The results reveal that the first two leading symbols of each vertex play an
important role in determining the characteristics of the vertices in
−→
S2n . Based on their algorithms, we now propose a
unified approach algorithm for finding Tα,β , where α and β are assigned to the input port of each vertex in
−→
S2n and
α > β.
Lemma 1. Suppose v ∈ T∗,1 and let W = {w ∈ I (v) | w ∈ L+} and U = {u ∈ I (W ) | u ∈ L+}. Then v ∈ Tα,1 if
and only if |U | = (n−1)(n−2)2 − (n − α).
Proof. Suppose v ∈ T∗,1 and let Iw denote the set {u ∈ I (w) | γ1(u) < γ2(u)} for each vertex w ∈ W . Let w ∈ I (v)
and u ∈ Iw. Obviously, v and w are 3-rotation neighbors of w and u, respectively. Therefore, γ1(w) = γ2(v) and
γ1(u) = γ2(w). For necessity, let v = [α, 1, p3, p4, . . . , pn] ∈ Tα,1 and w = [1, pi , p3, . . . , pi−1, α, pi+1, . . . , pn]
for some i ∈ N12. In particular, pi ∈ {2, 3, . . . , α − 1, α + 1, . . . , n} due to γ1(w) < γ2(w) and pi 6= α. By the fact
that γ1(u) = pi and γ1(u) < γ2(u), we have |Iw| = n − pi . Indeed, the above argument reveals that all vertices in Iw
have the same symbol pi at the first position. Thus, Iw ∩ Iw′ = ∅ for any two distinct vertices w,w′ ∈ I (v). Note that
U =⋃w∈I (v) Iw. Therefore, we have
|U | =
∑
w∈I (v)
|Iw| =
∑
pi∈{2,3,...,α−1,α+1,...,n}
(n − pi )
= (n − 2)+ (n − 3)+ · · · + (n − α + 1)+ (n − α − 1)+ · · · + 1+ 0
= [(n − 2)+ (n − 3)+ · · · + 1]− (n − α).
= (n − 1)(n − 2)
2
− (n − α).
To prove the converse, assume to the contrary that v 6∈ Tα,1. That is, γ1(v) 6= α due to v ∈ T∗,1. By the same
arguments mentioned in the previous paragraph, |U | is immediately computed as: (n−1)(n−2)2 − (n− γ1(v)). However,
|U | = (n−1)(n−2)2 − (n − α). Therefore, γ1(v) = α. This contradicts the fact that γ1(v) 6= α. 
Algorithm FINDING Tα,1 has four stages. Stages 1 and 2 are to adapt the algorithm of Wang et al. to explore
T∗,1 [13]. In the last stage, the received messages, sent in Stage 3, are compared with certain conditions for determining
membership of Tα,1. Since each message is received more than once in each processor and these incoming messages
must be discriminated to control the sequence of stages, we may assume that every message is provided with a tag
indicating its message type. The details are described in the following pseudocode.
Algorithm FINDING Tα,1
Input: An integer α, where 1 < α ≤ n.
Stage 1. Processor x ∈ L− if x’s outdegree is larger than its indegree; otherwise x ∈ L+.
Set up the transmitting message to be 1 if x ∈ L+, and to be 0 otherwise.
Send the message to each neighbor y ∈ O(x).
Stage 2. Receive the incoming messages and accumulate their sum until all messages are received.
If the sum is equal to id(x) then x ∈ T∗,1; otherwise x 6∈ T∗,1.
Stage 3. Set up the transmitting message to be the sum (gathered in Stage 2) if x ∈ L+, and to be 0 otherwise.
Send the message to each neighbor y ∈ O(x).
Stage 4. Receive the incoming messages and accumulate their sum until all messages are received.
If x ∈ T∗,1 and the total sum is equal to (n−1)(n−2)2 − (n − α), then x ∈ Tα,1; otherwise x 6∈ Tα,1.
Theorem 2. Algorithm FINDING Tα,1 correctly determines Tα,1 of
−→
S2n .
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Proof. Clearly, x ∈ L− if and only if od(x) > id(x). Therefore, the membership of L− and L+ can be easily
determined by the first statement of Stage 1. From the algorithm, the sum accumulated by x in Stage 2 clearly
represents the number of vertices directed to x with the outdegree less than its indegree. In [13], Wang et al. showed
that vertex x is in T∗,1 if and only if od(v) < id(v) for every v ∈ I (x). Thus, the membership of T∗,1 is determined
by the second statement of Stage 2. We are now in a position to further sift out Tα,1 of T∗,1. By Lemma 1, we
immediately want to compute
∑
w∈I (x) |Iw| for each x , in Stage 4, where Iw = {u ∈ I (w) | u ∈ L+} for each vertex
w ∈ {w ∈ I (x) | w ∈ L+}. From the algorithm, each vertex x in Stage 4 must have the inset containing a vertex w
which has sent a nonzero message in Stage 3. Note that w ∈ L+. In particular, in Stage 2, w gathered all incoming
nonzero messages that were sent by the vertices of I (w) in Stage 1. So, we have
∑
w∈I (x) |Iw|. Since the membership
of T∗,1 is determined in Stage 2, it follows that Lemma 1 leads directly to the validity of the algorithm and the final
statement of Stage 4. 
The membership of Tα,α−1, for each α = 2, 3, . . . , n, can be determined by the next lemma.
Lemma 3 ([14]). Suppose v ∈ L− and let W = {w ∈ I (v) | w ∈ L+} and U = {u ∈ I (W ) | u ∈ L+}. Then
v ∈ Tα,α−1 if and only if |U | = (n−α)(n−α−1)2 .
We now show the sufficient and necessary condition for obtaining Tα,β , where 1 < β < α − 1 ≤ n − 1.
Lemma 4. Suppose v ∈ L− and 1 < β < α− 1 ≤ n− 1. Let W = {w ∈ I (v) | w ∈ L+} ∪ {w ∈ I (v) | w ∈ Tβ,β−1}
and U = {u ∈ I (W ) | u ∈ L+}. Then v ∈ Tα,β if and only if |U | = (n−β)(n−β−1)2 + (α − β).
Proof. Suppose v ∈ L− and let w ∈ W and u ∈ I (w). Let Iw denote the set {u ∈ I (w) | γ1(u) < γ2(u)} for
each vertex w ∈ {w ∈ I (v) | γ1(w) < γ2(w)} and I ′w denote the set {u ∈ I (w) | γ1(u) < γ2(u)} for each vertex
w ∈ {w ∈ I (v) | γ2(w) = γ1(w)− 1}. For necessity, let v = [α, β, p3, p4, . . . , pn] ∈ Tα,β . There are two cases to be
considered.
Case 1. w ∈ L+.
Let w = [β, pi , p3, . . . , pi−1, α, pi+1, . . . , pn] for some i ∈ N12. Since γ1(w) < γ2(w) and pi 6= α, pi ∈
{β + 1, β + 2, . . . , α − 1, α + 1, . . . , n}. Furthermore, by the fact that γ1(u) = pi and γ1(u) < γ2(u), we have
|Iw| = n− pi . Indeed, the above argument reveals that all vertices in Iw have the same symbol pi at the first position.
Thus, Iw1 ∩ Iw2 = ∅ for any two distinct vertices w1, w2 ∈ I (v). Therefore, we have∑
w∈I (v)
|Iw| =
∑
pi∈{β+1,β+2,...,α−1,α+1,...,n}
(n − pi )
= (n − β − 1)+ (n − β − 2)+ · · · + (n − α + 1)+ (n − α − 1)+ · · · + 1+ 0
= [(n − β − 1)+ (n − β − 2)+ · · · + 1]− (n − α)
= (n − β)(n − β − 1)
2
− (n − α).
Case 2. w ∈ Tβ,β−1.
Clearly, the set {w ∈ I (v) | w ∈ Tβ,β−1} has exactly one element for each v, and hence let w = [β, β −
1, p3, . . . , pi−1, α, pi+1, . . . , pn]. Then, it follows that γ1(u) = β − 1 and γ2(u) 6= β. Furthermore, since
γ1(u) < γ2(u), γ2(u) ∈ {β + 1, β + 2, . . . , n}. Therefore, |I ′w| = n − β.
We are now in a position to compute |U |. Recall that γ1(u1) ∈ {β + 1, β + 2, . . . , α − 1, α + 1, . . . , n} and
γ1(u2) = β − 1 for any two vertices u1 ∈ Iw and u2 ∈ I ′w. Clearly, Iw ∩ I ′w = ∅. Then, we have
|U | =
∑
w∈I (v)
|Iw ∪ I ′w|
=
∑
w∈I (v)
|Iw| +
∑
w∈I (v)
|I ′w|
= (n − β)(n − β − 1)
2
− (n − α)+ (n − β)
= (n − β)(n − β − 1)
2
+ (α − β).
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To prove the converse, assume to the contrary that v 6∈ Tα,β . That is, γ1(v) 6= α or γ2(v) 6= β. Three cases are
considered depending on the values of γ1(v) and γ2(v).
Case 1: γ1(v) = α and γ2(v) 6= β.
By the same arguments mentioned in the previous paragraph, |U | is immediately computed as: (n−γ2(v))(n−γ2(v)−1)2 +
(α − γ2(v)). By the fact that |U | = (n−β)(n−β−1)2 + (α − β), the next equation follows:
(n − γ2(v))(n − γ2(v)− 1)
2
+ (α − γ2(v)) = (n − β)(n − β − 1)2 + (α − β).
Hence
(n − γ2(v))2 − (n − γ2(v))+ 2(α − γ2(v)) = (n − β)2 − (n − β)+ 2(α − β),
so that
(γ2(v)− β)(γ2(v)+ β − 2n − 1) = 0.
Therefore, γ2(v) = β or γ2(v) + β = 2n + 1. Moreover, since γ2(v) 6= β, γ2(v) + β = 2n + 1. This implies that
γ2(v) > n or β > n. However, both γ2(v) and β are less than n. This is a contradiction.
Case 2: γ1(v) 6= α and γ2(v) = β.
Similarly, we have
(n − β)(n − β − 1)
2
+ (γ1(v)− β) = (n − β)(n − β − 1)2 + (α − β).
Then, γ1(v) = α. This contradicts the fact that γ1(v) 6= α.
Case 3: γ1(v) 6= α and γ2(v) 6= β.
By the same arguments, |U | is computed and the next equation follows.
(n − γ2(v))(n − γ2(v)− 1)
2
+ (γ1(v)− γ2(v)) = (n − β)(n − β − 1)2 + (α − β). (1)
This implies that
(γ2(v)− β)(γ2(v)+ β − 2n − 1) = 2 · (α − γ1(v)). (2)
There are four subcases to be considered.
Subcase 3.1: γ1(v) < α and γ2(v) > β.
Consider Eq. (2). Since both (γ2(v)− β) and (α− γ1(v)) are positive, γ2(v)+ β − 2n− 1 > 0. Therefore, γ2(v) > n
or β > n. This contradicts the fact that both γ2(v) and β are less than n.
Subcase 3.2: γ1(v) > α and γ2(v) < β.
This proof is similar to Subcase 3.1 and we omit it.
Subcase 3.3: γ1(v) < α and γ2(v) < β.
Intuitively, by Eq. (1), we have
(n − γ2(v))(n − γ2(v)− 1)
2
− (n − β)(n − β − 1)
2
+ (γ1(v)− γ2(v)) ≤ n − β.
Since v ∈ L−, it follows that γ1(v)− γ2(v) ≥ 1, and hence
(n − γ2(v))(n − γ2(v)− 1)
2
− (n − β)(n − β − 1)
2
≤ n − β − 1.
It can be seen that
(γ2(v)− β)(γ2(v)+ β − 2n + 1) ≤ 2n − 2β − 2. (3)
Furthermore, since γ2(v) < β, we assume that γ2(v) = β − x for a positive integer x . Then, (γ2(v) − β)(γ2(v) +
β − 2n + 1) = −x[(β − x) + β − 2n + 1] = x(2n − 1 − 2β + x). Moreover, since x ≥ 1, it follows that
(γ2(v)− β)(γ2(v)+ β − 2n + 1) ≥ 2n − 2β. This contradicts Eq. (3).
Subcase 3.4: γ1(v) > α and γ2(v) > β.
This subcase can be proved, by symmetry, to be Subcase 3.3, completing the proof. 
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Algorithm FINDING Tα,β has eight stages. Stages 1 and 2 are applied to determine the membership of T∗,1. For
Cases β = 1 and β = α − 1, Stage 4 is carried out to resolve Tα,1 and Tα,α−1, respectively, and thus the algorithm
is done. Suppose β < α − 1. The vertex set Tβ,β−1 is explored, in Stage 4, to help to decide the membership of Tα,β
by the following four stages. In Stage 5, each processor x sets up the messages and sends them to its neighbors. In
the next stage, x accumulates the received messages. In stage 7, each processor sets up the particular messages and
sends them to its neighbors again. Finally, in the last stage, the received messages, sent in Stage 7, are compared with
certain conditions for determining the membership of Tα,β . The details are shown in the following pseudocode.
Algorithm FINDING Tα,β
Input: Integers α and β, where 1 ≤ β < α ≤ n.
Stages 1–3. The same as Stages 1–3 of Algorithm FINDING Tα,1.
Stage 4. Receive the incoming messages and count them to a total sum until all messages are received.
Case β = 1:
If x ∈ T∗,1 and the total sum is equal to (n−1)(n−2)2 − (n − α), then x ∈ Tα,1 and the algorithm is done.
Case β = α − 1:
If x ∈ L− and the total sum is equal to (n−α)(n−α−1)2 , then x ∈ Tα,α−1 and the algorithm is done.
Case 1 < β < α − 1:
If x ∈ L− and the total sum is equal to (n−β)(n−β−1)2 , then x ∈ Tβ,β−1.
Stage 5. Set up the transmitting message to be 1 if x ∈ L+, and to be 0 otherwise. Send the message to each neighbor
y ∈ O(x).
Stage 6. Receive the incoming messages and count the number of 1 to the sum until all messages are received.
Stage 7. Set up the transmitting message to be the sum (accumulated in Stage 6) if x ∈ L+ ∪ Tβ,β−1, and to be 0
otherwise.
Send the message to each neighbor y ∈ O(x).
Stage 8. Receive the incoming messages and count them to a total sum until all messages are received.
If x ∈ L− and the total sum is equal to (n−β)(n−β−1)2 + (α − β), then x ∈ Tα,β ; otherwise x 6∈ Tα,β .
Next, the validity of Algorithm FINDING Tα,β is demonstrated.
Theorem 5. Algorithm FINDING Tα,β correctly determines Tα,β of
−→
S2n .
Proof. The validity of Stages 1–4 follows directly from Theorem 2 and Lemma 3, and hence Cases β = 1 and
β = α − 1 are verified. Suppose 1 < β < α − 1. By Lemma 4, we immediately want to compute∑w∈I (x) |Iw| for
x ∈ L− where Iw = {u ∈ I (w) | u ∈ L+} for each vertex w ∈ {w ∈ I (x) | w ∈ L+ ∪ Tβ,β−1}. From the algorithm,
each vertex x in Stage 8 must have the inset containing a vertex w which has sent a nonzero message in Stage 7.
Note that w ∈ L+ ∪ Tβ,β−1. Especially, in Stage 6, w gathered all incoming nonzero messages that were sent by the
vertices of I (w) in Stage 5. So, we have
∑
w∈I (x) |Iw|. Therefore, it follows that Lemma 4 leads to the validity of the
algorithm and the final statement of Stage 8. 
The complexity analysis is now given. Since the messages are transferred at most four times, occurring in Stages 1,
3, 5, and 7 of the algorithm, the communication complexity is evidently proportional to the number of directed arcs in
the digraph. As has been shown above, it follows that 8 stages are enough to complete the algorithm. Since assuming
delivery of a message takes at most one time unit, four time units are enough to prove the constant time complexity.
4. Concluding remarks
For algorithmic purposes, a constant time distributed algorithm is presented for finding the specified vertex sets of
directed split-stars and which has a message complexity linear in the number of arcs in the network. The algorithm
is applicable to the applications in interconnection networks. Our algorithm is scalable as the network dimension is
easy determined. It is interesting whether the approach used in this paper can be applied to solve canonical labeling on
other interconnection networks such as star networks and alternating group graphs. Interested readers may consider
this further.
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