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Abstract
We apply two methods to the block diagonalization of the adjacency matrix of the Cayley
graph defined on the affine group. The affine group will be defined over the finite ring Z/pnZ.
The method of irreducible representations will allow us to find nontrivial eigenvalue bounds
for two different graphs. One of these bounds will result in a family of Ramanujan graphs. The
method of covering graphs will be used to block diagonalize the affine graphs using a Galois
group of graph automorphisms. In addition, we will demonstrate the method of covering graphs
on a generalized version of the graphs of Lubotzky et al. [A. Lubotzky, R. Phillips, P. Sarnak,
Ramanujan graphs, Combinatorica 8 (1988) 261–277].
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1. Introduction
We apply two methods to the analysis of the spectra of Cayley graphs attached
to the finite affine group. These two methods will involve the construction of the
irreducible matrix representations of the affine group and the graph coverings provided
by the affine groups. The representations and graph coverings will be used to block
diagonalize the adjacency matrix of our graph. Spectral analysis of the block diagonal
matrices will simplify our work significantly.
If S is a subset of a finite group G, the Cayley graph X(G, S) has as its vextex set
G. Edges connect vertices g ∈ G and gs for all s ∈ S. Usually, we assume S = S−1
and S generates the group G so that X(G, S) is an undirected connected graph. The
set S is referred to as the generating set of the graph. For this paper, the group G that
we will study is the affine group over the ring Z/pnZ, defined as
Aff(Z/pnZ) =
{(
y x
0 1
)
|x, y ∈ Z/pnZ, py
}
,
where p is a prime number and n is an integer greater than or equal to 1. We will
refer to X(Aff(Z/pnZ), S) as an affine graph.
For simplicity, we write
(
y x
0 1
)
as (y x). The eigenvalues of the adjacency
matrix of a graph will be called the eigenvalues of the graph.
In Section 2, we will construct the matrix representations of the affine group using
the theorem of Mackey and Wigner.
In Section 3, we use the representations of Section 2 to block diagonalize the
adjacency matrix of the affine graph for S defined as
S = {(g 0), (g−1 0), (1 1), (1 − 1)},
where g is a primitive root of p. The adjacency matrix will decompose into blocks
of dimensions 1, p − 1, p2 − p, . . . , pn − pn−1. The eigenvalue histograms of the
higher dimensional blocks appear to divide themselves into 2 categories. One category
is for g = 2 and the other is for g /= 2. Empirical data suggest that for g = 2, the
eigenvalues for these blocks distribute themselves throughout the interval [−3, 4].
For g /= 2 the eigenvalues distribute themselves throughout the interval [−4, 4]. For
g = 2 and n = 1, we will prove that a lower bound on the eigenvalues of the (p − 1)-
dimensional blocks is −3.1. This suggests that the distribution of eigenvalues for
g = 2 is a special case. To emphasize this point, we show that a “random” matrix
related to the (p − 1)-dimensional blocks has the property that the expected value of
its largest and smallest eigenvalues tends to 4 and −4, respectively, as p gets larger.
In addition, we show that the characteristic polynomial of our (p − 1)-dimensional
blocks is monic with integer coefficients.
Also in Section 3 we look at X(Aff(Z/pZ), S) with
S = {(md gam), (md − gamd−1)|m = 1, 2, . . . , (p − 1)},
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where gcd(d − 1, p − 1) = 2, d and p − 1 are relatively prime, and a is an integer.
Define λ to be the second largest eigenvalue (in absolute value) of the graph. We
will show that |λ|  2√2p − 3. This says that this family of graphs are Ramanujan
graphs.
Previously, affine groups over the finite field have been used to construct Raman-
ujan graphs (see [8]).
Ramanujan graphs were defined by Lubotzky et al. [4] to be finite connected
k-regular graphs such that the eigenvalues λ of the adjancey matrix, λ /= k, satisfy
|λ|  2√k − 1. Other references on Ramanujan graphs are Diaconis and Saloff-Coste
[3], Terras [9], and Angel et al. [1].
As shown in the last reference, the size of the second largest eigenvalue (in absolute
value) of the adjacency matrix governs the speed of convergence to uniform for the
standard random walk on a connected regular graph. Ramanujan graphs have the best
possible eigenvalue bound for connected regular graphs of fixed degree in an infinite
sequence of graphs with the number of vertices going to infinity. For such a graph, a
random walk on a graph gets lost as quickly as possible. Equivalently, this says that
Ramanujan graphs can be used to build efficient communication networks.
In summary, we will show the following. For the graph X(Aff(Z/pZ), S), S =
{(g±10), (1±1)},
• The characteristic polymonials of the (p − 1)-dimensional blocks are monic and
have integer coefficients.
• If g = 2 the eigenvalues of its (p − 1)-dimensional blocks are contained in
[−3.1, 4].
• A random matrix associated with these (p − 1)-dimensional blocks has the ex-
pected values of its smallest and largest eigenvalues approaching −4 and 4, respec-
tively as p −→ ∞. This result will emphasize the unique eigenvalue distribution
of the g = 2 case.
For
S = {(md gam), (md − gamd−1) | m = 1, 2, . . . , (p − 1)},
where gcd(d − 1, p − 1) = 2, d and p − 1 are relatively prime, and a is an
integer.
• The second largest eigenvalue (in absolute values) of the graph is bounded by
2
√
2p − 3; this says that this graph is a Ramanujan graph.
In Section 4, we introduce the theory of covering graphs as presented in Stark
and Terras [6,7] and DeDeo et al. [2]. Take S to be a subset of Z/pn+1Z. The graph
Y = X(Aff(Z/pn+1Z), S) covers the graph X = X(Aff(Z/pnZ), S) in the usual
sense of covering spaces in topology. The covering is unramified and normal with an
abelian Galois group isomorphic to the subgroup of all (a b) such that p divides
a − 1 and p divides b. This Galois group will be used to block diagonalize Y . The
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blocks will be of the same dimension as the order of X. In fact, one of the blocks
of Y will be the adjacency matrix for X. Thus, the (pn+1 − pn)pn+1 dimensional
adjacency matrix of Y diagonalizes into a collection of very sparse (pn − pn−1)pn
block matrices.
For the case of the affine graph, this method of covering graphs turns out to be less
effective than the method of irreducible representations of Section 3. The strength of
this new method can best be seen if the representations of the graph are not available.
At the end of this paper, we briefly demonstrate this by looking at the spectra of a
graph over PGL(2,Z/pnZ) as studied by Lubotzy et al. [4].
We summarize the results below.
• For Y a covering graph of X, Gal(Y/X) the Galois group of Y over X, we block
diagonalize the adjacency matrix of Y into matrices of dimension |X| using the
irreducible representations of Gal(Y/X).
• We demonstrate the method of covering graphs to block diagonalize
X(Aff(Z/pn+1Z), S) where S = {(g±10), (1±1)}.
• We generalize the graphs of Lubotzy et al. [4] to the group PGL(Z/pnZ). Forp = 5
and n = 2, we use the method of covering graphs to compute its eigenvalues. The
adjacency matrix of this graph decomposes into 125 blocks each of dimension 120.
Interestingly, this new graph for p = 5 and n = 2 remains a Ramanujan graph. At
this time, we do not know if these graphs over PGL(Z/pnZ) satisfy the Ramanujan
bound.
2. The irreducible representations of the affine group
One method used to study the graph spectra comes from the fact that the Fourier
transform on the finite affine group will block diagonalize the adjacency operator of
the graph. This block diagonalization method requires the irreducible matrix repre-
sentations of Aff(Z/pnZ). In this section, we use the theorem of Mackey and Wigner
as stated below to construct our representations. This result will then be used to block
diagonalize our affine graph.
To describe the result of Wigner and Mackey, we begin by taking a group G.
Let A and H be two subgroups of a group G with A normal in G. We assume that
A is an abelian subgroup and G is a semidirect product of H by A. In other words,
G = A · H with A ∩ H = {1}.
Since A is abelian, its irreducible characters are of degree 1 and form a group Aˆ.
Let G act on Aˆ by
(sλ)(a) = λ(s−1as),
where s ∈ G,λ ∈ Aˆ, and a ∈ A.
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This action reduces Aˆ into mutually disjoint orbits. Define Aˆ/H to be the collection
of orbits of Aˆ forH acting on Aˆ. Let (λi)i∈Aˆ/H be a complete system of representations
for the orbits of H in Aˆ. For each i ∈ Aˆ/H , let Hi be the subgroup of H consisting of
those elements h such that hλi = λi . Let Gi = A · Hi be the corresponding subgroup
of G. Extend the function λi to Gi by setting
λi(ah) = λi(a),
where a ∈ A and h ∈ Hi . Using the fact that hλi = λi for all h ∈ H , we see that λi is
a character of degree 1 of Gi . Let ρ be an irreducible representation of Hi . We obtain
an irreducible representation ρ˜ of Gi by writing ρ˜(ah) = ρ(h). Finally, by taking the
tensor product of λi and ρ˜, we obtain an irreducible representation λi ⊗ ρ˜ of Gi . Let
θi,ρ be the corresponding induced representation of G.
Theroem 1 (Wigner and Mackey). Let θi,ρ be defined as above. Then the collection
of θi,ρ’s is a complete set of irreducible representations of G.
Proof. See Serre [5]. 
Theroem 2. Suppose H is a subgroup of a finite group G and σ : H → GL(W) is a
representation of H. Let gb, b = 1, 2, . . . , m, be the complete set of representations
for the cosets G/H. Let eh, h = 1, 2, . . . , k, be the orthonormal basis for W ≈ Ck.
Define
σ˜ (x) =
{
σ(x) if x ∈ H,
0 otherwise.
Then the matrix entries of π = IndGHσ have the form
(π(g))aj,bh = σ˜jh(gagg−1b )
for a, b ∈ {1, 2, . . . , m} and j, h ∈ {1, 2, . . . , k} where m = |G|/|H | and k is the
dimension of W.
Proof. See Terras [9]. 
Theroem 3. Let p be a prime number, n a positive integer, and g a primitive root of
Z/pnZ. The irreducible representations of Aff(Z/pnZ) are as follows:
(1) The 1-dimensional representations are
χt (y x) = exp
(
2π itu
pn − pn−1
)
,
where y = gu and t = 0, 1, . . . , pn − pn−1 − 1.
(2) For (gux) = (1 x)(g 0)u,m = 0, 1, 2, . . . , (n − 1), the entries of the
(pn−m − pn−m−1)-dimensional representations are
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(π
(pm)
t (g 0))a,b =
{
ρt (g
a−b+1) if a − b + 1 ≡ 0 mod (pn−m − pn−m−1),
0 otherwise;
and
(π
(pm)
t (1 x))a,b =
{
λ(gax) if a − b ≡ 0 mod (pn−m − pn−m−1),
0 otherwise
for a, b ∈ {1, 2, . . . , pn−m − pn−m−1}; ρt (gα) = exp
(
2π itα
pm
)
, t = 0, 1, . . . ,
pm − 1; and λ(x) = exp
(
2π ix
pn−m
)
.
Proof. Using the theorem of Wigner and Mackey, we set G = Aff(Z/pnZ) and
A={(1 x) | x ∈ Z/pnZ},
H ={(y 0) | y ∈ (Z/pnZ)∗}.
Thus, G = A · H . Define
Aˆ = {λr : A → C | r = 0, 1, . . . , pn − 1},
where
λr(1 x) = exp(2π irx/pn).
Let G acts on Aˆ. Then the orbits of Aˆ, Aˆ/H , are
Aˆ/H = {λ0}
⋃
{λr | pr}
n−1⋃
i=1
{λr | pi‖r}.
We choose the set {λ0, λ1, λp, λp2 , . . . , λpn−1} to be the set of representatives of these
orbits. For each λi , we create a set of irreducible representations of G. The union of
these sets will make up the entire set of irreducible representations of G.
Consider λ0 = 1 on A. Let
H(λ0) = {h ∈ H | hλ0 = λ0}.
Then H(λ0) = H . Let G(λ0) = A · H(λ0). Then G(λ0) = G. Extend λ0 to G(λ0) =
G by setting λ0(ah) = λ0(a) = 1 for all a ∈ A, h ∈ H . Let ρt , t = 0, 1, . . . , pn −
pn−1 − 1, be the irreducible representations of H(λ0) = H defined as
ρt (y 0) = exp
(
2π itu
pn − pn−1
)
,
where y = gu, g a primitive root of (Z/pnZ)∗. We extend ρt to G(λ0) = G by setting
ρt (a h) = ρt (h) for ah ∈ G, a ∈ A, and h ∈ H . Thus, λ0 ⊗ ρt = ρt and
χt = IndGG(λ0)ρt
are the one-dimensional representations of G. For each (y x) ∈ G,
χt (y x) = exp
(
2π itu
pn − pn−1
)
for y = gu, t = 0, 1, · · · , pn − pn−1 − 1.
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Next consider λpm : A → C defined as
λpm(1 x) = exp
(
2π ix
pn−m
)
,
where m = 0, 1, 2, . . . , n − 1. Then
H(λpm) = {(y 0) | y ≡ 1 mod (pn−m), y ∈ Z/pnZ}
and G(λpm) = A · H(λpm). Extend λpm to G(λpm) by setting λpm(ah) = λpm(a) for
a ∈ A and h ∈ H(λpm). Let ρt , t = 0, 1, . . . , pm − 1, be the irreducible representa-
tions of H(λpm) defined as
ρt (y 0) = exp
(
2π itu
pm
)
.
We extend ρt to G(λpm) by setting ρ(ah) = ρt (h). Thus, we have the irreducible
representations π(p
m)
t : G → GL(V (pm)) defined as
π
(pm)
t = IndGG(λpm)(λpm ⊗ ρt ).
Thus, by Theorem 2, we end up with our matrix entries (π(p
m)
t (g 0))a,b and (π
(pm)
t
(1 x))a,b where a, b ∈ {1, 2, . . . , pn−m − pn−m−1}. 
3. The method of irreducible matrix representations
We block diagonalize two specific affine graphs. In order to do this, we need the
following general theorem.
Theroem 4. Let {π1, π2, . . . , πm} be the complete set of irreducible representations
of a group G. Then the adjacency matrix of the Cayley graph X(G, S) can be block
diagonalized into the form
M˜1
M˜2
.
.
.
M˜m
 ,
where
M˜i =

Mi
Mi
.
.
.
Mi

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and
Mi =
∑
s∈S
πi(s)
for i = 1, 2, . . . , m. Moreover, the number of copies of Mi which appear in M˜i is
the dimension of πi.
Proof. See Terras [9]. 
We begin with the affine graph with generating set
S = {(g 0), (g−1 0), (1 1), (1 − 1)}, (3.1)
where g is a primitive root of p.
For the sake of completeness, we include the following straightforward proposi-
tion.
Proposition 5. Let p be a prime and let S be a set as defined in Eq. (3.1).
Then the graph X(Aff(Z/pnZ), S) is a connected graph.
Proof. We show that S is a generating set of Aff(Z/pnZ). Let α and β be two positive
integers. By induction, we have
(g 0)α = (gα 0)
and
(1 1)β = (1 β)
Let (a b) be an element from the affine group. There exists α such that gα = a.
Define β as β = ba−1. Thus, (g 0)α · (1 1)β = (gα 0) · (1 β) = (a b). 
Theroem 6. Let p be a prime and let S be a set as defined in Eq. (3.1).
Then the adjacency matrix of X(Aff(Z/pnZ), S) has a block diagonal form com-
posed of the following matrices.
(1) The 1-dimensional matrices
2 cos
(
2πt
pn − pn−1
)
+ 2,
where t = 0, 1, . . . , pn − pn−1.
(2) For m = 0, 1, . . . , n − 1, the (pn−m − pn−m−1)-dimensional matrices
a(1) 1 0 · · · α−1m,t
1 a(2) 1 0 · · ·
0 1 a(3) 1
...
...
...
...
.
.
. 1
αm,t 0 · · · 1 a(pn−m − pn−m−1)

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with a(k) = 2 cos
(
2πgk
pn−m
)
and αm,t = exp
(
2π it
(
pn−m−pn−m−1)
pm
)
, t = 0, . . . ,
pm − 1.
Proof. These matrices are a result of Theorem 4 and the representations of Section
2. 
For the graph X(Aff(Z/pZ), S) with S defined above, let
A =

a(1) 1 0 · · · 1
1 a(2) 1 0 · · ·
0 1 a(3) 1
...
...
...
...
.
.
.
...
1 0 · · · 1 a(p − 1)
 , (3.2)
where a(n) = 2 cos(2πgn/p) be its (p − 1)-dimensional block.
Proposition 7. Let p be a prime and let A be the matrix given in Eq. (3.2). Then the
characteristic polynomial of A is monic and in Z[x].
Proof. Let f (x) denote the characteristic polynomial ofA and let g(x) ∈ Z[x] denote
the characteristic polynomial of the adjacency matrix of X(Aff(Z/pZ), S). Then by
Theorem 6, we have
g(x) = f (x)p−1
p−1∏
j=0
(
x − 2 − 2 cos(2πj/(p − 1))).
Let
h(x) =
p−1∏
j=0
(x − 2 − 2 cos(2πj/(p − 1))) ∈ Q[e2π i/(p−1)][x].
Given an automorphism σ of Q[e2π i/(p−1)] which fixes Q, we extend this to
Q[e2π i/(p−1)][x] by declaring that σ(x) = x. Then since σ permutes the roots of
h(x), we have σ(h(x)) = h(x) for all σ in Gal(Q[e2π i/(p−1)],Q). Thus h(x) ∈ Q[x].
It follows that f (x)p−1 ∈ Q[x].
Since every root of f (x) appears with multiplicity that is a multiple of p − 1 and
Q[x] is a UFD, we have
f (x)p−1 = s1(x)p−1 · · · sd(x)p−1
for some irreducible polynomials (not necessarily distinct) s1, . . . , sd in Q[x].
Without loss of generality, s1, . . . , sd are monic.
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Let r(x) = s1(x) · · · sd(x) ∈ Q[x]. Then r(x)p−1 = f (x)p−1. Hence
p−1∏
j=1
(r(x) − e2π ij/(p−1)f (x)) = 0.
Thus f (x) = ωr(x) for some (p − 1)st root of unity ω.
But f (x) and r(x) are both monic and so f (x) = r(x) ∈ Q[x].
Since the roots of f (x) are also roots of g(x) and hence are algebraic integers, we
conclude that f (x) ∈ Q[x]. 
Empirically, we observe that when g = 2 the eigenvalues of the higher dimensional
blocks distribute themselves throughout the interval [−3, 4]. When g /= 2, the eigen-
values distribute themselves throughout [−4, 4]. For example, consider the p − 1
dimensional matrix for X(Aff(Z/pZ), S) with p = 1229 and g = 2. Its eigenvalue
histogram is Fig. 1. In addition to the gap [−4,−3], there appears to be a gap in the
region of x = −1. For p = 1223, g = 5, its eigenvalue histogram is Fig. 2.
We now show that in the g = 2 case, −3.1 is a lower bound on the eigenvalues.
Lemma 8. For 0  θ  2π,
(3.1 + 2 cos(θ))|x|2 + 2(3.1 + 2 cos(2θ))|y|2 + (3.1 + 2 cos(4θ))|z|2
 4Re(xy¯) + 4Re(yz¯)
for x, y, z ∈ C.
–4 –3 –2 –1 0 1 2 3 4
0
5
10
15
20
25
30
35
40
45
50
Fig. 1. p = 1229, g = 2.
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Fig. 2. p = 1223, g = 5.
Proof. This is equivalent to showing that the matrix3.1 + 2 cos(θ) 2 02 6.2 + 4 cos(2θ) 2
0 2 3.1 + 2 cos(4θ)

is positive semidefinite. This matrix will be positive semidefinite if and only if it
has nonnegative determinant, has nonnegative entries along the diagonal, and the
three 2 × 2 principal minors are nonnegative. Clearly the entries along the diagonal
are positive. We have three 2 × 2 principal minors; namely, the determinants of the
matrices(
3.1 + 2 cos(θ) 2
2 6.2 + 4 cos(2θ)
)
,
(6.2 + 4 cos(2θ) 2
2 3.1 + 2 cos(4θ)
)
and (
3.1 + 2 cos(θ) 0
0 3.1 + 2 cos(4θ)
)
.
The last of these 2 × 2 minors has positive determinant.
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The second minor can be obtained from the first minor by switching the two rows
and then the two columns and then applying the substitution θ = φ/2. Thus, to show
the 2 × 2 principal minors are nonnegative, we must show that
2(3.1 + 2 cos(θ))(3.1 + 2 cos(2θ))  4.
Let a = cos(θ). Then 2a2 − 1 = cos(2θ) and so we must show that
(3.1 + 2a)(1.1 + 4a2) = (3.1 + 2a)(1.1 + 4a2)  2
for −1  a  1. Using elementary calculus (or maple), it is easy to verify this claim.
Thus to complete the proof of the claim it is sufficient to show that the determinant
of the above 3 × 3 matrix is positive. Again, letting a = cos(θ) and using the fact
that 2a2 − 1 = cos(2θ) and 4a4 − 4a2 + 1 = cos(4θ), we let a range from −1 to 1
and we see using calculus or Maple that the determinant is nonnegative for a in this
range. 
Theroem 9. For a prime p and g = 2, a primitive pth root of unity, the eigenvalues
of the matrix A given in Eq. (3.2) are all greater than −3.1.
Proof. Consider the matrix
B := (3.1)I + A.
Observe that B is a real symmetric matrix and hence has only real eigenvalues. Thus
to prove the theorem, it is sufficient to show that B is positive semidefinite. Let
v = (v1, . . . , vn)T. Then
v∗Bv =
p−1∑
j=1
(3.1 + 2 cos(2πgj/p))|vj |2 +
p−1∑
j=1
2Re(vivi+1),
where we take vp to be v1. From this we see that it is sufficient to prove the inequality
p−1∑
j=1
(3.1 + 2 cos(2πgj/p))|vj |2 
p−1∑
j=1
2Re(vj vj+1) (3.3)
for any complex numbers v1, . . . , vn.
The proof of inequality (3.3) now follows from the previous theorem. Note that
taking vp = v1 and vp+1 = v2, we have
0
p−1∑
j=1
(3.1 + 2 cos(2πgj/p))|vj |2 + 2(3.1 + 2 cos(2πgj+1/p)|vj+1|2
+ (3.1 + 2 cos(2πgj+2/p))v2j+2 − 4Re(vj vj+1) + 4Re(vj+1vj+2))
= 4
p−1∑
j=1
(3.1 + 2 cos(2πgj/p))v2j − 8
p−1∑
j=1
Re(vj vj+1).
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This establishes the inequality in Eq. (3.3). Therefore, the matrix B is positive semi-
definite and so the smallest eigenvalue of A must be greater than or equal to −3.1. 
We note that since the sum of the absolute values of the entries in each row is less
than or equal to 4, an easy argument shows that the eigenvalues of A must be less
than or equal to 4.
The following theorem emphasizes the unexpected manner that the eigenvalues
of A distribute themselves in [−4, 4], depending on if g = 2 or g /= 2. This theorem
says that if we replace the diagonal entries of A with random variables which take
on values between −2 and 2 with a uniform distribution, the expected values of the
largest and smallest eigenvalues of this new matrix will tend to 4 and −4, respectively
as p −→ ∞. We first prove a useful lemma.
Lemma 10. Let Cd(u1, . . . , ud) be the d × d matrix
u1 1 0 · · · 0
1 u2 1 · · · 0
0 1 u3 1
...
...
...
.
.
.
.
.
. 1
0 · · · 0 1 ud
 .
Then given |β| < 2, there exists some d and some ε > 0 such that if β  ui  β + ε
for 1  i  d, then det(Cd(u1, . . . , ud)) < 0.
Proof. Observe that it is sufficient to show that the matrix Cd(β, β, . . . , β) has
negative determinant for some d . To see this, note that the function
det(Cd(x1, . . . , xd))
is a continuous function in x1, . . . , xd .
If det(Cd(β, . . . , β)) < 0, then there is some basic open neighborhood of
(β, . . . , β) ∈ Rd in which the determinant is negative. It follows that there is some
ε > 0 such
det(Cd(x1, . . . , xd)) < 0
if β  xi  β + ε for 1  i  d . Let
ad = det(Cd(β, . . . , β))
(we take a0 = 1).
By cofactor expansion along the first row of Cd(β, . . . , β) we have
ad = βad−1 − ad−2 for d  2.
Consider the formal power series
F(x) =
∞∑
j=0
ajx
j .
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Then
F(x)(1 − βx + x2) = (a1 − βa0)x + a0 = 1.
Hence ad is the coefficient of xd in the formal power series expansion of (1 − βx +
x2)−1. Since |β| < 2, 1 − βx + x2 has non-real roots, α and α¯.
Hence we have a partial fractions decomposition
(1 − βx + x2)−1 = D
1 − x/α +
D
1 − x/α¯ ,
for some nonzero constant D.
Hence ad = 2Re(Dα−d), which is negative for infinitely many values of d, since
α is non-real. The result now follows. 
Theroem 11. Consider the matrix
B =

X1 1 0 · · · 1
1 X2 1 · · · 0
0 1 X3 1
...
...
...
...
.
.
. 1
1 0 · · · 1 Xp−1
 ,
where the Xi are independent random variables which take on values between 2
and −2 with a uniform distribution. Let λ and µ denote the largest and smallest
eigenvalues of B, respectively.
Then E(λ) and E(µ) approach 4 and −4, respectively, as p −→ ∞.
Proof. Let −4 < β < 0. Suppose that µ > β. Then −βI + B must be positive defi-
nite and hence the determinant of each prinicpal minor must also be positive. Observe
that for each i, −β + Xi is a random variable whose values are uniformly distrib-
uted on [−β − 2,−β + 2]. Since −β + 2 > −2, there exists some d and some ε >
0 such that the matrix Cd(u1, . . . , ud) in our lemma above has negative determi-
nant whenever−β + 2 − ε  u1, . . . , ud  −β + 2 + ε. LetMi denote the principal
minor of B formed by taking the rows and columns of B with the indices di +
1, . . . , d(i + 1). Then M0,M1, . . . ,M(p−1)/d are independent. Moreover, if
−β + 2 − ε  −β + Xj  −β + 2
for di + 1  j  d(i + 1), then Mi < 0. Thus Mi is negative with nonzero prob-
ability a  (ε/4)d . The probability that M0, . . . ,M(p−1)/d are all nonnegative is
(1 − a)(p−1)/d, which goes to 0 as p tends to infinity. Now if one of the Mi is
negative, then µ < β. Thus
E(µ) = E(µ| at least one Mi < 0)Pr(Mi < 0 for some i)
+ E(µ|all Mi  0)Pr(Mi  0 for all i)
β(1 − (1 − a)(p−1)/d) + (−2)(1 − a)(p−1)/d
→ β as p → ∞.
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Thus lim infp→∞ E(µ)  −4. On the other hand, each eigenvalue of B must be less
than 4 in absolute value, as the sum of the absolute values of the entries in each row
is at most 4. Thus E(µ) → −4 as p → ∞. A similar argument shows that E(λ) → 4
as p → ∞. 
Given a prime p, let d be an integer which is relatively prime to p − 1 and satisfies
gcd(d − 1, p − 1) = 2. Let a be any integer.
We look at X(Aff(Z/pZ), Sa,d) where
Sa,d = {(idgai), (id − gaid−1)|i = 1, . . . , p − 1}. (3.4)
Since (1 ga) is in Sa,d , we see that (1 1) is in the subgroup generated by Sa,d .
Hence (1 − ga+d)(gd ga+d) = (gd 0) is in the group generated by Sa,d since
gd is a generator for the multiplicative group of Z/pZ, we see that Sa,d generates
the full group and so we have a connected graph. The adjacency matrix of our graph
decomposes into the following blocks.
Theroem 12. Let p be a prime and let a and d be integers with d relatively prime to
p − 1 and gcd(d − 1, p − 1) = 2. Let Sa,d be the set given in Eq. (3.4).
Then the adjacency matrix of X(Aff(Z/pZ), Sa,d) has a block diagonal form
composed of the following matrices.
(1) The 1-dimensional matrices
p−1∑
i=1
2 cos
(
2πbid
p − 1
)
= 2(p − 1)δb,0,
where b = 0, 1, . . . , p − 1.
(2) The p − 1-dimensional matrices
B =
p−2∑
i=0
(Dg
i+a
Mid + M−idD−gi+a ),
where D is the (p − 1) × (p − 1) diagonal matrix with diagonal terms d(n) =
e2π ig
n/p,M = E1,2 + E2,3 + E3,4 + · · · + Ep−2,p−1 + Ep−1,1, andEi,j is the
(p − 1) × (p − 1) matrix with a 1 in the (i, j)th position and zeros everywhere
else.
Proof. These matrices are a result of Theorem 4 and the affine representations of
Section 2. 
Theroem 13. Let p be a prime and let a and d be integers with gcd(p − 1, d) = 1
and gcd(p − 1, d − 1) = 2. Let Sa,d be defined as in Eq. (3.4) and define λ to be the
largest eigenvalue (in absolute value) of the matrix B.
Then |λ|  2√2p − 3. In particular, the graph X(Aff(Z/pZ), Sa,d) is a Rama-
nujan graph.
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Proof. Given an expressionS, we define χ(S) to be 1 ifS is true and χ(S) to be
0 ifS is false.
Given a matrix T , let T (i, j) denote the (i, j)th entry of T .
Let Y denote the matrix
∑p−1
m=1 Dg
m+a
Mmd . Notice that for 1  i, j  p − 1,
Dg
m+a
Mmd(i, j) is
d(i)g
m+a
χ(j − i ≡ md mod p − 1).
Thus
Y (k, ) = exp
(
2π igk+m+a
p
)
χ( − k ≡ md mod p − 1).
For χ( − k ≡ md mod p − 1) to be nonzero, we must have gm = g(−k)d−1 , where
d−1 is the inverse of d mod p − 1.
Hence
Y (k, ) = exp
(
2π igk+(−k)d−1+a
p
)
.
Recall that gcd(d − 1, p − 1) = 2 and hence
YY ∗(k, ) =
p−1∑
m=1
Y (k,m)Y ∗(m, )
=
p−1∑
m=1
Y (k,m)Y (,m)
=
p−1∑
m=1
exp
(
2π iga(g(d−1)k/d − g(d−1)/d)gm
p
)
= (p − 2)I + A,
where A is a matrix whose entries are all 1 in absolute value (the diagonal entries are
all 1). Let ‖U‖ denote the sup norm of a matrix U . Then since the absolute values
of the entries of A are all 1, we see that ‖A‖  ‖J‖ = p − 1, where J is the matrix
whose entries are all equal to 1. Hence ‖YY ∗‖  (p − 2) + ‖A‖  2p − 3. Since
|Y ∗v|2 = v∗YY ∗v  |v|2‖YY ∗‖  (2p − 3)|v|2,
we see that ‖Y ∗‖  √2p − 3.
Similarly,
Y ∗Y (k, ) =
p−1∑
m=1
Y ∗(k,m)Y (m, )
=
p−1∑
m=1
Y (m, k)Y (m, )
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=
p−1∑
m=1
exp
(
2π iga(gm+(−m)d−1 − gm+(k−m)d−1)
p
)
=
p−1∑
m=1
exp
(
2π iga(gd−1 − gkd−1)gm(1−d−1)
p
)
=
p−1∑
m=1
exp
(
2π iga(gd−1 − gkd−1)g2m
p
)
= (p − 2)I + B,
where is a matrix whose entries are all one in absolute value. Thus we see that
‖Y‖  √2p − 3.
Consequently, the absolute value of the eigenvalues of Y + Y ∗ are at most ‖Y‖ +
‖Y ∗‖  2√2p − 3. 
Here, we compute eigenvalues for several variables with λ the second largest
eigenvalue (in absolute values) for each graph.
p g d a |λ| |λ|2√2p−3
101 2 3 1 25.7433 0.9124
157 6 11 2 32.0962 0.9100
211 2 5 3 35.0685 0.8566
353 3 3 5 50.4239 0.9509
449 3 3 6 57.8911 0.9675
541 2 23 4 59.5802 0.9069
4. The method of covering graphs
Let X and Y be finite, connected, undirected graphs with no loops or multiple
edges. We call Y an unramified finite covering of the base graph X if there exists a
covering map π : Y −→ X which is an onto graph map (i.e., adjacent vertices map
to adjacent vertices) such that for each x ∈ X and for each y ∈ {y|π(y) = x}, the
collection of vertices adjacent to y maps bijectively onto the collection of vertices
adjacent to x ∈ X.
It can be shown that with this map π , the set {y|π(y) = x} has the same number
of elements for any x ∈ X. Let d be the order of {y|π(y) = x}. We can divide the
vertices of Y into discrete sets or sheets S1, S2, . . . , Sd . Each sheet Si is a subgraph
of Y such that (1) Si is connected, (2) π maps Si bijectively onto X, (3) If s ∈ Si and
r ∈ Y (r may or may not be in Si) are connected to each other then π(s) and π(r)
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are connected to each other. With this observation, we call Y a d-sheeted unramified
finite covering of X.
The Galois group of Y over X, Gal(Y/X), is the group of graph automorphisms
of Y such that if σ ∈ Gal(X/Y ) then π(σ(y)) = π(y) for all y ∈ Y . A d-sheeted
coveringY is a normal covering ofX if there ared graph automorphisms in Gal(Y/X).
Our goal is to present a method for block diagonalizing the adjacency matrix of the
affine graph. See DeDeo et al. [2] where they used this method to block diagonalize
the Heisenberg graph over Z/pnZ.
Let the first sheet of Y , S1, have m vertices. Define the m × m matrix A(g),
g ∈ Gal(Y/X), by
(A(g))i,j =
{
1 if i is adjacent to g(j) in Y,
0 otherwise,
where i, j are vertices of S1.
Let A = (ai,j ) and B be matrices. Then the tensor product of A and B, A ⊗ B, is
A ⊗ B =
a1,1B a1,2B · · ·a2,1B a2,2B · · ·
...
...
.
.
.
 .
Theroem 14. Let Y be a normal d-sheeted covering of X with Galois group
Gal(Y/X) = {g1, g2, . . . , gd}. The adjacency matrix of Y can be block-diagonalized
into blocks of the form
Mπ =
∑
g∈Gal(Y/X)
dππ(g) ⊗ A(g),
where π runs over the irreducible representations of Gal(Y/X).
Proof. Let S1 be the first sheet of Y and AY the adjacency matrix of Y . For a, b ∈ S1
and gi, gj ∈ Gal(Y/X), the entries of AY are
(AY )gi(a),gi (b) =
{
1 if a is adjacent to g−1i gj (b),
0 otherwise.
Also, define the |Gal(Y/X)| × |Gal(Y/X)| matrix ρ(gk) as
(ρ(gk))gi ,gj =
{
1 if g−1i gj = gk,
0 otherwise,
where gi, gj , gk ∈ Gal(Y/X). Thus, ρ is the right regular representation of the Galois
group Gal(Y/X) since if δa is a vector with 1 in position a, we have ρ(g)δa = δag−1 .
With these definitions,
AY =
∑
g∈Gal(Y/X)
ρ(g) ⊗ A(g).
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Let {π1, π2, . . . , πn} denote the irreducible representations of Gal(Y/X) and let
d1, . . . , dn denote their respective degrees. Then ρ = d1π1⊕ · · ·⊕ dnπn, as it is the
right regular representation of Gal(Y/X). Hence
AY =
∑
g∈Gal(Y/X)
(d1π1(g) ⊕ · · · ⊕ dnπn(g)) ⊗ A(g)
=
n⊕
i=1
∑
g∈Gal(Y/X)
diπi(g) ⊗ A(g)
=
n⊕
i=1
Mπi . 
Theroem 15. Define Sn+1 ⊂ Aff(Z/pn+1Z) and Sn ⊂ Aff(Z/pnZ) such that
(1)|Sn+1| = |Sn|, (2) For every s ∈ Sn+1 there exists t ∈ Sn such that t ≡ s(mod pn).
LetY = Y (Aff(Z/pn+1Z), Sn+1)andX = X(Aff(Z/pnZ), Sn)be two affine graphs.
Then Y is a normal unramified finite covering of X and Gal(Y/X) is isomorphic to
the group
 = {(a b)|a, b ∈ Z/pn+1Z, pn|(a − 1), pn|b}.
Proof. The projection π : Y −→ X is the reduction of the coordinates modulo pn+1
to modulo pn. This preserves vertex adjacencies. Moreover, given g ∈ X, if we take a
vertex g′ ∈ Y in π−1g, we see that the vertices in Y adjacent to g′ have the form g′s,
for s ∈ Sn+1. The vertices adjacent to g in X are of the same form except computed
modulo pn. Also, π maps these adjacent vertices in Y bijectively onto those in X.
Thus π is a covering map that makes Y an unramified finite covering of X.
If (a b) ∈ , we define the Galois group element
γ(a,b)((x y) mod pn+1) = (a b)(x y) mod pn+1.
It follows that π ◦ γ = π since (a, b) ≡ (1 0)(mod pn) and π reduces everything
mod pn. By definition of π , these γ ’s are the only automorphisms of Y such that
π ◦ γ = π and hence Gal(Y/X) ≈ . 
Theroem 16. For X and Y defined as above,
Gal(Y/X) ≈ Z/pZ ⊕ Z/pZ.
Proof. A typical element of  looks like (αpn + 1βpn), where α and β are integers
between 0 and p − 1. Define f :  −→ Z/pZ ⊕ Z/pZ by
f (αpn + 1βpn) = (α + pZ, β + pZ).
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Then f is a bijection. Let (αpn + 1βpn) and (α′pn + 1β ′pn) be from . Then
f ((αpn + 1βpn)(α′pn + 1β ′pn)) = ((α + α′)pn + 1(β + β ′)pn)
= f (αpn + 1βpn) + f (α′pn + 1β ′pn)
Thus, Gal(Y/X) ≈ Z/pZ ⊕ Z/pZ. 
We demonstrate a practical application of the block diagonalization method on
Y (Aff(Z/p2Z), S). Define
A = {(a b)|a, b ∈ Z/pZ, a /= 0}
and
 = {(a b)|a, b ∈ Z/p2Z, p|(a − 1), p|b}.
Then |A| = p2 − p and || = p2. For each gi ∈ , the sets giA make up the p2
sheets of Y .
Construct the p × p matrix M(i) as follows. Associate an element of A to each
row of M(i). Associate an element of giA to each column of M(i). For each s ∈ S
and aj ∈ A, if aj s = giak for some ak ∈ A then put a 1 in the (j, k) entry of M(i).
Otherwise, the entries of M(i) are 0’s. There are p2 of these matrices M(i).
Define
γα,β,δ,ψ = exp
(
2π iαβ
p
)
· exp
(
2π iδψ
p
)
for α, β, δ, ψ in {1, . . . , p}. These are the irreducible representations of the Galois
group.
Then for each fixed α and δ, the matrices
p∑
β=1
p∑
ψ=1
γα,β,δ,ψM
((β−1)p+ψ)
make up the block diagonalization form of Y .
For an affine graph, block diagonalizing it using the method of matrix represen-
tations is more efficient than using the method of covering graphs. This is because
we are able to construct the representations of the affine group using the theorem of
Mackey and Wigner. On the other hand, consider the following Cayley graph where
its matrix representations are unavailable to us. Its construction is a generalization of
the graphs of Lubotzy et al. [4].
Let q and p be distinct odd prime numbers congruent to 1 (mod 4) and
(
k
p
)
=
−1. Let i be an integer such that i2 ≡ −1(mod pn). There are (q + 1) tuples α =
(a0, a1, a2, a3) with a0  1 and odd and aj even for j = 1, 2, 3 such that a20 + a21 +
a22 + a23 = q. Our search for the aj ’s is done in Z. For each α, create the set S of
matrices in PGL(2,Z/pnZ) of the form(
a0 + ia1 a2 + ia3
−a2 + ia3 a0 − ia1
)
.
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Form the Cayley graph of PGL(2,Z/pnZ) relative to the q + 1 elements of S.
Call this graph Xpn . When n = 1, we have the graphs of Lubotzy et al. which are
Ramanujan graphs. We determine a block diagonal form for Xp2 .
The method of matrix representations cannot be used here since the construction
of the representations of PGL(2,Z/p2Z) is not an easy task. On the other hand, we
can block diagonalize Xp2 as a covering graph of Xp. Set A = A1 ∪ A2 and  as
A1 =
{(
0 1
y z
)
: y, z ∈ Z/pZ;py
}
,
A2 =
{(
1 x
y z
)
: x, y, z ∈ Z/pZ;p(z − xy)
}
,
 =
{(
1 b
c d
)
: b, c, d ∈ Z/p2Z;p|b;p|c;p|(d − 1)
}
.
Then the sheets of Xp2 are g1A, g2A, . . . , gp3A where gi ∈ .
Construct the (p2 − p) × (p2 − p) matrix M(i) as follows. Associate an element
of A to each row of M(i). Associate an element of giA to each column of M(i). For
each s ∈ S and aj ∈ A, if aj s = giak for some ak ∈ A then put a 1 in the (j, k) entry
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Fig. 3. Eigenvalues of X52 .
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of M(i). Otherwise, the entries of M(i) will be 0’s. There are p3 of these matrices
M(i).
Define
γα,β,δ,,η,µ = exp
(
2π iαβ
p
)
· exp
(
2π iδ
p
)
· exp
(
2π iηµ
p
)
for α, β, δ, , η, µ in {1, . . . , p}.
Then for each fixed α, δ, and η the matrices
p∑
β=1
p∑
=1
p∑
µ=1
γα,β,δ,,η,µM
((β−1)p2+(−1)p+µ)
make up the block diagonalization form of Xp2 .
Setp = 5 and q = 13. ThenX52 decomposes into 125 matrices, each of dimension
120. Fig. 3 gives the eigenvalues of X52 . The second largest and second smallest
eigenvalue of X52 are 7.1372 and −7.1372, respectively. Since 2√|S| − 1 = 7.2111,
we find that our graph X52 remains a Ramanujan graph.
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