Abstract| \Matching Pursuits" is a signal expansion technique whose e ciency for video coding has already been largely demonstrated in the MPEG-4 framework. In this paper, our attention focuses on complexity issues. First, the most expensive step of the signal expansion process is signi cantly speeded up by exploiting results achieved in the wavelet and multiresolution theory. A subband dictionary is proposed as an alternative to the Gabor dictionary that has been used up to now. Equivalent l e v els of quality are achieved with both dictionaries but the computational cost is signi cantly reduced when using the subband one. Then, we explain how, with any dictionary, the linearity o f t h e inner product could be exploited to further speed up the process in return for an increased amount of memory.
I. INTRODUCTION
E cient video coders need techniques to deal with the high temporal redundancy of the three dimensional video signal. Motion models allow a compact description of moving imagery and motion prediction permits high compression. In the most commonly used algorithms (MPEG 1], H263 2], ...), a frame is predicted from the previous frame, using local motion information. That is, a particular block of the current frame to be coded is predicted as a displaced block of the previous reconstructed frame 3]. Then, the prediction error, also named Displaced Frame Di erence (DFD), is compressed using techniques involving a number of signal expansion methods. Most of them have been successfully applied for still picture coding 4]. Typically the Discrete Cosine Transform 5] is used but other transforms are possible 6]. This paper focuses on a novel DFD compression technique. It is based on the Matching Pursuits, an algorithm proposed by Mallat 7] that decomposes a signal into a linear expansion of waveforms selected from a redundant dictionary of functions. This is a complete expansion, i.e. any function can be written as a linear combination of the dictionary reference functions.
There are two kinds of complete signal expansion techniques 8], 9] : non-redundant expansions, i.e. the signal is written in terms of a linear combination of independent v ectors forming a base. F or coding purposes, e cient bases are those that allow a compact representation with a low computational complexity. redundant expansions, i.e. the signal is written in terms of a linear combination of an overcomplete set of vectors forming a frame. The vectors are not independent a n ymore. Because of this dependence, the
The research of C. De Vleeschouwer is supported by the Belgian N.F.S. expansion is not a single one. Nevertheless, among all the valid expansions, one may h a ve i n terest in the one that optimizes some criterion, e.g. minimize the norm of the expansion or, under an energy conservation constraint, maximize the energy compacting among all valid expansions. Due to their ability to extract coherent and signi cant structures of the signal, these expansions are often desired for signal analysis and ltering purposes. Tai Sing Lee 10] uses a redundant approximated tight frame to modelize the properties of the visual cortex, including the low-resolution neural response. Xu 11] exploits the correlation across scales of a non orthogonal signal expansion to perform selective ltering. Existing coding algorithms have made a large use of nonredundant expansion. Discrete Cosine Transform and Discrete Wavelet Transform 12], 13], 14] are probably the most studied. In order to reduce the information dilution across the basis and to achieve better energy compaction, a n umb e r o f a t t e m p t s h a ve been made to adapt the base to signal statistics 15], 16], 17]. Nevertheless, this adaptation is performed on the whole picture. As a result, even if it is e cient to represent simple signals that have s t ationary properties, it does not work well for more complex and non-stationary signals. Other works have adapted the base locally 18], 19] but these methods are still complex and their exibility is restricted by the constraint of perfect reconstruction imposed on the lters de ning the adapted bases.
Matching Pursuits 7] can be viewed as another way t o build signal adapted bases. Starting from an overcomplete dictionary, it de nes an adaptive time-frequency transform. When orthogonalization of the signal expansion is performed (see back-projection de nition in 7] and 20]), this transform is non-redundant. The signal is expanded into waveforms called atoms, whose time-frequency properties are adapted to the signal local structures. Moreover, matching pursuits, by progressively isolating the structures of the signal that are coherent with respect to the chosen dictionary, provide an adaptive signal representation in which the more signi cant coe cients are rst extracted. This is a key issue for very low bit rate coding applications. Indeed, other authors have already pointed out the importance of progressive transmission of coe cients at low bitrates. De Vore 21] has proven that the transmission of wavelet coe cients in decreasing order of magnitude reduces the quadratic error and improves the visual quality of the reconstructed picture. The embedded coding algorithm proposed by Shapiro 22] exploits this observation and allows the e cient de nition of the location of the most signi cant transformed coe cients. In the context of prediction error coding, this selective transmission of signi cant coe cients is even more relevant. Indeed, the DFD is a sparse image, containing pieces of information where the motion prediction model is inadequate.
Matching pursuits expansion techniques have already been successfully applied in the framework of DFD coding by Ne and Zakhor 23] and Banham 24] (see section II-B). In their work, a dictionary composed of a set of 2-D Gabor functions has been chosen. The relevance of this choice is discussed in section III. In section IV, as a consequence of this discussion, an alternative to the Gabor dictionary is de ned. A tree-structured subband dictionary permits to reduce the computational cost of the expansion procedure. It is chosen to best match the Gabor dictionary functions. Results achieved using this dictionary are presented in section V, both in terms of complexity and achieved quality. Eventually, section VI discusses a number of consequences of the inner product linearity from a computational point of view. Conclusions can be found in section VII.
II. STATE OF THE QUESTION A. Basic Principle of Matching Pursuits
In this section, in order to simplify notation, we consider the expansion of a one-dimensional signal. The extension of the results to the two-dimensional DFD signal is immediate, as the horizontal and the vertical dimension are treated separately. Note that this separable treatment i s not a theoretical restriction of the algorithm. It has been chosen for the reduction of computational complexity. 
where Rf is the residual vector after approximating f in the direction of g 0 . Clearly, g 0 is orthogonal to Rf, h e n c e kfk 2 = j < f g 0 > j 2 + kRfk 2
To minimize kRfk, w e m ust choose g 0 such t h a t j < f g 0 > j is maximum. This is the rst step of the approximation procedure. It is repeated iteratively on the obtained residue. So, after n step, the nth order residue R n f is subdecomposed into R n f =< R n f g n > g n + R n+1 f
with g n chosen to match R n f, i.e. to maximize j < R n f g n > j. If the decomposition is carried up to order m, f is decomposed into a sum of m atoms < R n f g n > g n and of the mth order residue R m f, i.e. :
The energy conservation equation (2) Convergence of the process is ensured by the energy conservation, i.e. the residue energy is still decreasing.
B. DFD Coding using Matching Pursuits
The extension of the matching pursuit technique to the expansion of two dimensional DFD signals is immediate. The dictionary consists of 2-D basis functions, each w i t h a nite spatial extent to limit the cost of the inner product computation. Using separable basis functions also reduces the search time 23]. So, the 2-D functions dictionary results from the separable product of any 1-D functions of a chosen dictionary. Once the set of 2-D functions withnite extent is xed, the dictionary is extended to the picture domain by allowing the centre of each function to be translated into each pixel position. A direct extension of the MP algorithm requires examining each 2-D dictionary structure at all possible pixel location in the DFD. As stated by N e and Zakhor 23], assuming that the DFD is sparse with pockets of energy where motion prediction was inadequate, we can limit the search around these high-energy pockets.
Actually, the DFD is divided into a set of overlapping blocks (12 12 pixels) located at the center of each block of a grid of 8 8 blocks. For each 1 2 12 block, the sum of the squares of all pixels intensities is computed. This procedure is called \Find Energy". It is performed on each of the three Y , U, V components. The largest energy measured from the colour di erence signals is weighted by a constant v alue before comparison with the largest block energy value found in luminance. So, the \Find Energy" also determines whether a luminance or a colour atom is represented. The inner product search is then performed in an S S search window around the centre of the block with the largest energy value. Each a t o m i d e n ti ed by this procedure is characterized by its shape (speci ed by t h e indices of the chosen function ), its position in the picture, the space it belongs to (Y, U or V) and its amplitude. Entropy coding is required to transmit these parameters e ciently 23].
III. TOWARDS A SUBBAND DICTIONARY
From Mallat and Zhang's description of the algorithm, it appears clearly that any complete subset of 2-D functions may be used as a dictionary. The energy conservation still conveys the convergence of the iterative process. However, this convergence will be increased if the waveforms of the dictionary match the expended signal structures. In a coding context, fast convergence means few signi cant coe cients to transmit. A w ay t o i m p r o ve c o n vergence is to increase the size of the dictionary but, of course, it will also put a strain on the bit budget allocated to the waveforms indices encoding. So, more than a computational complexity constraint, a coding e ciency constraint restricts the size of the dictionary. An optimal dictionary contains a limited number of waveforms that match t h e common prediction error structures well. As prediction error is localized, the waveforms should have a good spatial localization. Bold lines refer to the classical decimatedDiscrete Wavelet Transform structure.
So, it appears that there exist few constraints to x the choice of the dictionary. A good choice could be to use a dictionary that reduces the complexity of the iterative process. The most expensive part of the process is the computation of the inner products between dictionary functions and the signal to decompose (see section V). Each inner product or correlation calculation is equivalent to a ltering procedure. MP should strongly bene t from the choice of a set of dictionary functions whose equivalent lter bank can be described through an e cient computational structure. The large e orts carried out in order to provide efcient implementations of the wavelet transform 25] may be exploited to build computationally e cient dictionaries for MP. The algorithms that are discussed here, i.e. the \ a trous" algorithm 25] and the undecimated version of the multiresolution wavelet representation algorithm 12], are lter bank structures that perform an undecimated discrete wavelet transform. They can be represented by t h e diagram in gure 1. On this gure, bold lines refer to the classical decimated wavelet transform structure. These algorithms take advantage of the fact that the input signal is downsampled at each node of the tree to keep the same lters all along it. In the \ a trous" algorithms, h is a lowpass interpolation lter that satis es h 2k = (k)= p 2. Filter g can be viewed as formed by the samples (n) o f a n y wavelet (t) satisfying some weak admissibility conditions, mainly R (t)dt = 0 . I n t h e m ultiresolution algorithm, h and g have to satisfy much stronger constraints to ensure the orthonormal multiresolution analysis.
IV. DICTIONARY CHOICE In section V, a comparison is made between the \clas-sical" 400 2-D Gabor functions dictionary and a subband dictionary, i.e. a dictionary whose functions result from a tree structured lter bank. Haar functions have been used as h and g lters and the wavelet structure of gure 1 has been generalized to the wavelet packet structure of gure 2.a. The choice of this structure has been motivated by the concern to build a dictionary that is close to the Gabor one. In gure 3, reconstruction functions are compared for both dictionaries. Due to the choice of the wavelet tree structure, each subband function looks like a Gabor one. In gure 2.a, for purposes of clarity, only the structure of the decimated version has been represented. For MP applications, it is generalized to its undecimated version. This is done in the same way the decimated wavelet transform (bold lines of gure 1) is generalized to its undecimated version, i.e. by duplicating branches in order to take i n to account both odd and even samples at each n o d e o f t h e structure. The impulse response at each n o d e o f t h i s t r e e structure has been used as a 1-D dictionary function. These In order to avoid edge e ect due to the sharp nature of Haar analysis functions, once the best matching function has been selected, an atom is built using a smoothed version of this function, it being normalized so that its inner product with the corresponding analysis function is equal to one. This permits slight improvements of visual quality. The 1-D functions used for reconstruction are shown in gure 3.b. Note that there is strong similarity b e t ween these functions and the Gabor ones.
V. COMPLEXITY DISCUSSION AND COMPARISON
The DFD expansion process is an iterative algorithm. Each time an atom is searched for, a number of steps are performed: the \Find Energy" procedure selects the search window the inner products between the dictionary functions and the signal to expand are computed, the atom being de ned by the maximal inner product value the reconstructed DFD and the residual error are updated. The update of the reconstructed DFD and of the residual error requires one multiplication and one addition per pixel covered by the new atom.
The \Find Energy" procedure requires to know the energy of every 12 12 overlapping blocks.
In a DFD, for the rst atom that is searched for, these values have to be computed. On gure 4, one may observe that the superposition of 12 12 overlapping blocks centered on a 8 8 grid de nes a grid of non-overlapped 4 4 blocks. The sum of the squares of the pixel intensities is computed for each 4 4 block. As these blocks do not overlap, this procedure requires one multiplication and one addition per pixel. Once they are available, the sum of the energy values of the nine 4 4 blocks belonging to a 12 12 block provides its energy value.
For the next atoms, only the energy values of the blocks that are covered by the last selected atom have t o b e u pdated. First, the energy value of the 4 4 blocks that are covered by the atom are updated. This update requires two multiplications (the square computation of the old and new pixel intensities) and one subtraction per pixel covered by the atom. Then, the energy value of the 12 12 blocks that contain an updated 4 4 block are computed. So, the number of operations for the energy values update is equal to a little bit more than 3 times the number of pixels covered by the last selected atom.
The \Find Energy" procedure extracts the maximal energy value. As few values are updated when a new atom is subtracted from the residual signal, the dichotomic updating of a sorted list of the energy values permits a fast extraction of the maximal value.
In this section, the number of operations required by the inner products computation is estimated. This number is much larger than the number of operations required by the \Find Energy" procedure. So, the atom search i s the most expensive step of the iterative representation. In 26] , the speed of the encoder has been improved by modifying the atom search procedure. Techniques that have been used to speed up the basic algorithm include reducing the search range and the number of basis functions, and utilizing properties of the basis functions and inner products. In 24] , it has been shown that a suboptimal hierarchical atom search exploiting the basis function properties can reduce the computational requirements of the full search approach roughly by a factor of 16. In section VI, we explain and discuss the speed improvement allowed by the linearity property of the inner product.
All these speed-ups can be generalized to both dictionaries investigated in this paper. Nevertheless, it is worth noting that they are obtained in return for a decrease of the compression performances. Moreover, when lots of atoms have t o b e s e a r c hed for, they are not enough to reduce the MP representation complexity to the motion estimation complexity. As a consequence, MP expansion remains the most expensive step of the coding algorithm.
The Gabor and subband dictionaries complexities will be compared in the next subsection. It will appear that the subband dictionary allows for a signi cant reduction of the computational load to perform the inner products. It permits a fast implementation of residual video coding using MP, without any loss of compression performance.
A. Gabor Dictionary Complexity
With Gabor functions, exploiting the separable nature of the dictionary structures, the amount o f m ultiplications T step for nding a single atom is 23]: With the subband dictionary, w h i c h is also separable, this number is strongly reduced due to the tree structure of the lter bank. Let S be the size of the search window, i.e. S S coe cients have to be computed for each 2 -D dictionary function. For the undecimated version of the transform, L being the length of the h and g lters (here, L = 2), computation of S samples at the i th level of the tree requires the knowledge of S + P i;1 l=j 2 l (L ; 1) j < i samples at the j th level of the tree. This implies that, in order to compute S samples at the 4 th level of the tree, S + 15 samples have t o b e a vailable at the 0 th level, i.e. on the non ltered data.
At each n o d e o f t h e t r e e , f o r e a c h computed sample and in a general framework, L multiplications have t o b e p e rformed, followed by the addition of the resulting coecients, i.e. L ; 1 additions. When using Haar functions, the number of operations is reduced to one addition (or subtraction) followed by a m ultiplication by t h e 1 = p 2 n o rmalization factor. So, from the point of view of complexity only one addition and one multiplication have to be performed for each sample.
Using
with S+ 1 5 = n umberofrows that have to be pre-computed before horizontal ltering, n = indices of the node of the lter in the tree structure (refer to gure 2) and NS n = number of samples computed at node n. Developing this formula, we h a ve V step = ( S+15) Indeed, the number of samples to compute only depends on the depth of the node and the tree structure contains 2 nodes at 1 st level, 4 at 2 nd , 4 at 3 rd and 2 at 4 th .
For each of the 13 sets of S:(S + 15) vertically precomputed data, horizontal ltering is performed. The number of operations is:
At each pixel of the S S search w i n d o w, this ltering produces the correlation of the picture with each o f t h e 2-D dictionary functions. It is worth noting that the procedure also produces correlation values in pixels that are outside the search window but for these ones, correlation is computed only with a subset of the dictionary.
With S = 16, T step = V step + H step results in 143400 operations, i.e. 71700 multiplications and the same number of additions. Nevertheless, for MP expansion purposes, the number of operations can still be reduced. Indeed, with the subband approach and using Haar functions as highpass and lowpass lters, for each function of the dictionary, the normalization factor only depends on the depth of the node in the tree structure. Actually, h and v being the depth of the horizontal and vertical component of the 2-D dictionary function, the normalization factor is C = ( 1 = 2)). Note that these operations are performed on integer numbers. After this, coe cients of nodes with the same v + h are grouped. For each of the 9 groups, the maximum coe cient is extracted. Only these 9 maximum coe cients are normalized to extract the maximum one. As a conclusion, the extraction of an atom only requires 71700 additions (or subtractions) and 9 multiplications.
C. Comparison
The 71700 additions and 9 multiplications of the subband dictionary have to be compared to the 1733312 multiplications and 1733312 additions of the Gabor dictionary. Assuming that additions are as costly as multiplications, this means that the subband dictionary permits a complexity reduction by a factor of nearly 50! This reduction concerns the most expensive part of the MP texture coding. So, it is signi cant. As it appears from table III, this complexity reduction is obtained without PSNR degradation. Visual quality is also preserved ( gures 5, 6, 7 and 8). Note: to produce these results, the MPEG-4 Veri cation Model Software 8.0 has been used as a basic platform and the rate control has been synchronized to DCT run of the MPEG-4 VM (see coding conditions on table I) according to the method described by Ne and Zakhor 23] . It is worth noting that in all cases (both for DCT and MP runs), the rst intra picture has been post-processed in the loop. Atoms parameters have been entropy-coded according to the method described in 27] and 28]. VLCs used to code the index of the subband dictionary functions are provided in table II.
VI. FILTERING LINEARITY CONSEQUENCES
Referring to the notations of section II-A, after n steps, the nth order residue R n f is subdecomposed into R n f =< R n f g n > g n + R n+1 f (9) with g n chosen to maximize j < R n f g n > j. At this step, < R n f g m > is known 8m. T o perform the next step, < R n+1 f g m > needs to be known 8m. T h e s e v alues can be computed straightforward. That is the way i t has been done up to now 23] and it has been assumed to amount to the process complexity in section V. Nevertheless, inner product values could also be deduced from the < R n f g m > values. Indeed, from equation 9, < R n+1 f g m >=< R n f g m > ; < R n f g n > : < g n g m >
In this expression, < R n f g m > and < R n f g n > have been memorized from the previous step while < g n g m > only depends on the chosen dictionary, w h i c h means that they can be computed once and for all. As a conclusion, in return for an increased amount of memory, whatever the dictionary is, computation of an inner product coe cient only requires one multiplication and one addition. This is a little more than the result achieved using the subband dictionary (which is close to one addition per coe cient) but far less than the number of operations required when using a dictionary that cannot be described using an ecient computational structure. Nevertheless, the amount o f memory necessary to implement this method may be large. A v alue has to be memorized for each pixel and for each dictionary function. For a QCIF picture, assuming that atoms may be located anywhere in each of the three YUV components, that means that 144 176 + 2:(72 88) values are memorized for each dictionary function. Assuming the 400 2-D Gabor functions are used, the memory requirement reaches 30 Mbytes (each v alue is memorized on two bytes). Of course, this amount of memory could be reduced, assuming that signi cant residual values only cover a limited area of the picture. Nevertheless, this memory amount remains large and constitutes a major drawback of this implementation. It is not met using the proposed subband dictionary. 
VII. CONCLUSION
On the one hand, this paper has demonstrated that the use of subband dictionaries for Matching Pursuits video coding brings a signi cant reduction of the encoder complexity while preserving quality l e v el. Actually, a dictionary, de ned through a tree structured lter bank, has permitted to reduce the inner product computation load by a factor of about fty. On the other hand, it has been shown that the linearity of the inner product can be exploited to reduce the amount of operations required for any expansion process. Nevertheless, this is only possible in exchange for an increased amount of memory. 
