Abstract
Introduction
Recently, HTTP adaptive streaming is the prevailing technique to stream live and video on demand (VoD) contents as it is used by the solutions from, for example, Apple, Microsoft, and Adobe. Using this new technique, high quality streaming of media contents are delivered over the Internet from conventional web servers. The primary function of a web server is to deal with requests of clients using the HTTP protocol. Therefore, HAS can traverse easily through the network address translation (NAT) routers and firewalls widely deployed in the Internet. Moreover, it uses a flexible rate-adaptation scheme that delivers the highest quality video possible despite changing network conditions dynamically without stops and stutters.
HTTP adaptive streaming partitions the video content, such as a movie, into many small file segments, each segment containing a short interval of playback time. Usually, this short interval is called segment duration. The content is made available at a variety of different bit rates. The clients automatically select from the alternatives the next segment to download and playback based on current network conditions [1] . Segmented transmission and application-layer adaption create a different traffic pattern than traditional progressive video download where the entire video is downloaded with a single request. This characteristic of HAS leads to many successive download-and-wait operations creating an on-off traffic pattern in steady-state [2] .
HTTP adaptive streaming technique enables continuous delivery of live or video on demand (VoD) contents over the Internet. This relies on the client terminals select the segment according to the measured available bandwidth. This works well when just one video service is used. But if two or more video players share the same bottleneck link, and depending on the temporal overlap of their ON-OFF periods, they may overestimate the available bandwidth. This overestimation makes clients oscillate between different quality levels and unfairness between players [7] . On the other hand, limit bandwidth causes more packet loss leading to poor video quality on the client and the bandwidth wastage [8] . Thus, a large scale of on-off traffic pattern HAS streams competing for available bandwidth in the same bottleneck will lead to three performance problems: player instability, unfairness between players, and resource underutilization. These problems affect not only the performance of video application, but also the performance of the Internet as a whole.
In this paper, we propose a method to improve performance: instability and utilization. This shaping method is based on two kinds of QoE guarantees. Therefore, the fairness is not considered in this paper. The shaper limits the throughput for each segment to the target shaping rate. This rate can lengthen the ON period and achieve the goal of QoE optimization. After reaching a steady state, the download duration will be roughly lengthened to the segment duration as long as the available bandwidth is higher than the shaping rate. On the other hand, this method enables the delivery of optimal quality of experience to users. In addition, we assume that a player receives most successive video from the same video server. Finally, our method is server-based, not requiring any cooperation from the client. This makes it particularly beneficial for HAS servers, thus providing motivation for service provider to deploy.
The remainder of this paper is organized as follows. In Section II w e introduce an overview of relevant work in the area of improving the performance of HTTP Adaptive streaming. Section III presents the traffic shaping method. In Section IV the simulation framework and simulation results are provided. Finally, Section V summarizes the main findings and contributions of this article.
Related work
HTTP adaptive streaming has been a hot topic over last few years, most of previous works have focused on the observation and the improvement of a single connection [3 -6] . However, recent studies have identified some performance problems arise in huge multi-user scenarios [9] [10] [11] . Multiple on-off traffics competing for available bandwidth in bottleneck lead to poor fairness, stability and utilization.
To the best of our knowledge, there have only been two prior studies focusing on improving aforementioned three metrics through traffic shaping method. Houdaille and Gouache [12] proposed to implement a dedicated "bandwidth manager" in the residential gateway reducing the instability and unfairness with competing adaptive streaming players. Akhshabi and Begen [13] proposed a server-based traffic shaping method to mitigate the instability problem. Above two literatures did not consider the perceptual video quality and user grade. In this paper, a traffic shaping method is proposed to improve the stability and resource utilization. More importantly, our method is QoE-aware. To our knowledge, the QoE-aware traffic shaping method in this paper is the first one to consider both the quality of experience and the server-side bottleneck.
Optimizing Methods
This section describes how to deal with the competition in a server-side bottleneck by implementing a "bandwidth manager" that can limit the bandwidth for individual clients by means of a traffic shaping method. The shaper has the ability to get knowledge of the server-side bottleneck and the segment quality level requested by clients concurrent. And it can take appropriate actions on them. This paper concentrates on the effect of controlling the bandwidth from the bottleneck on the server-side. The shaper is able to limit the throughput for each segment to a target shaping rate. Firstly, the shaper limits the throughput for each segment to the initial shaping rate. Then the remaining bandwidth is allocated to appropriate clients according to maximization algorithms for different goals. There are two goals in this paper. The one is to maximize the global perceptual video quality on the client in the scenario where users have no grade. Another is to achieve revenue maximization in the scenario where users have grade. As soon as the target shaping rates are obtained, the shaper applies traffic shaping so that the clients get best sustainable quality of experience.
Initial shaping rate selection
To eliminate the effect of on-off pattern and the limit bandwidth on the global performance, the average encoding rate corresponding to the profile requested by client is chosen as initial shaping rate. However, there are two factors to consider. Firstly, client determines the profile in a conservative way. It is actually lower than the estimated available bandwidth. So the initial shaping rate is chosen a little higher than the ave rage encoding rate. For the i-th client, it's average encoding rate corresponding to the current profile is denoted as R c (i). Then, the initial shaping rate is denoted as ⁄ , where is an adjustment parameter. We set = 0.9 in following simulations. Secondly, when the sum of initial shaping rate is higher than the bandwidth on the server -side, bottleneck occurs on server-side. In this case, the shaper sends server a request with one lower profile and limits the initial shaping rate to a little higher than the average encoding rate of that lower profile until the sum of initial shaping rate is no more than the bottleneck bandwidth (when the requested profile is the lowest one, then just ignore it). At this moment, the initial shaping rate is denoted as ⁄ , where is the average encoding rate corresponding to the one lower profile. Although the above traffic shaping method makes the download duration of shaped chunks near to their segment duration, it will cause resource wastage on server-side. The following two parts allocate the remaining bandwidth to certain clients in the form of increasing initial shaping rate according to two different kinds of goals. After a few of segment transfer, the download duration of shaped segments approximately achieve to their segment duration again. The two goals are overall perceptual video quality maximization and revenue maximization.
Global perceptual video quality maximization algorithm

Formulation:
This section assumes that all clients have no grade. Let Ψ= {s 1 , s 2 , …, s i , …} be current clients which request next segments from the server. The bandwidth on server-side is set to C. The remaining bandwidth after initial shaping rate selection is ∑ , denoted as B. Our goal is to allocate the remaining bandwidth to certain clients with bandwidth allocation policy , so as to maximize the global perceptual video quality, subject to the remaining bandwidth constraint R( ) B. is the policy vector, which consists of bandwidth allocation policy for each client. Let { } , where is a bandwidth allocation policy: = 1 indicates that we will allocate bandwidth to the client , while = 0 indicates that we will not. R( ) is the bit-rate function under policy and can be expressed as follow:
where,
Solution:
We now discuss the solution of the optimization problem
Where QoE(π) is the global perceptual video quality on the client under the policy and R(π) is defined in (1) . Amongst the various quality metrics commonly used (PSNR, MSE, VQM, and SSIM), we have chosen the SSIM (structural similarity index measure) to measure the video quality on the client. It was developed by Wang et al. [14] and is considered to correlate relatively well with the quality perception of the human visual system (HVS). To achieve the global perceptual video quality maximization on the client through using remaining bandwidth allocation policy, we first derive the relationship between the SSIM and average encoding rate, and then we use that relationship to establish the remaining bandwidth allocation policy. For a range of predefined bit-rate, the SSIM quality indexes of a video sequence are measured at a various resolutions. Such results are represented in Figure 1 . The average encoding rates vary in the interval of 250 kbps. It can be seen that the curve increases shapely when average encoding rates are below 1000kbps. Then the curve becomes smooth after 1000kbps. It proves that the SSIM increases more when average encoding rate increases to the next one when it is smaller than 1000kbps. Thus, the results imply that client will perceive an obvious improvement in subjective quality of experience when the segment's profile increases to the next from a smaller one. The subjective quality of experience will be improved a little when the current profile is high. Finally, the remaining bandwidth allocation policy is established that it allocate the remaining bandwidth to the clients requesting lower profile. It will allocate or to the l-th client. The value is determined by the relationship between the bandwidth on server-side and the sum of the average encoding rate corresponding to the profile requested by clients. 2 , …}. Let R c (i) is the average encoding rate corresponding to the i-th current client's requesting video profile. The bandwidth on server-side is set to C. The remaining bandwidth after initial shaping rate allocation is ∑ , denoted as B. Our goal is to allocate the remaining bandwidth to current clients with bandwidth allocation policy , so as to maximize the total expected reward, subject to the remaining bandwidth constraint R(π) < B.
is the policy vector, which consists of the remaining bandwidth allocation policy for each current client. Let { } , where is a remaining bandwidth allocation policy:
= 1 indicates that we will allocate bandwidth to the client , while = 0 indicates that we will not. R( ) is the bit-rate function under policy and can be expressed as (1) . And the total expected reward W( ) under the policy is expressed as follow:
where W( ) have been defined in (4) and R( ) is the same with (1). Therefore, the optimization problem in (5) is a 0-1 Knapsack problem. Greedy algorithm, dynamic programming, and genetic algorithm are common algorithms to solve 0-1 Knapsack problem. In terms of computational complexity, the greedy algorithm is chosen to solve this problem in this paper which is described in Algorithm 1 (revenue-based bandwidth allocation algorithm). Therefore, the complexity of this greedy algorithm is , where N is the number of current clients requesting for segments from server. In terms of memory, this algorithm only requires a one dimensional array to record the solution string. 
Traffic shaping on the server
Our idea is leverage shaper to implement a "bandwidth manager" that can allocate the bandwidth for individual sessions by means of a simple traffic shaping mechanism. The shaper has the ability to get appropriate knowledge of the bandwidth capacity on the server and the profile requested by each client. It is able to determine a set of target bit-rate for sharing the bandwidth among the streaming session. According to different kinds of QoE guarantee, the target shaping rate for each client is established, denoted as . It can be expressed as follow:
As soon as target bit-rate for each client is known, the shaper applies traffic shaping so that the available bandwidth perceived by the clients lead them to adopt the optimal bit-rate.
Evaluation
Simulation setup
In the following experiments, we use the ns-2 network simulator [15] to analyze the performance of HAS streams in a multi-user server scenario. The simulation setup is based on the observation that network bottlenecks are close to the server. Figure 2 shows the network used in our simulation. The links between clients and R2 router are provisioned for more than the highest media bit-rate in all media profile. The link between the router R1 and the router R2 is over-provisioned and can support the highest media bit-rate for all clients. The link between the HTTP server and R1 is simulated bottleneck link on the server-side with a capacity of 100Mbps (we have also tested with a 1Gbps bottleneck link, but the trends are the same, i.e., only the total number of clients are scaled up). The delays between the clients and the server are normally distributed with an average of , and a variation of . Distributing the delays prevents phase effects in the simulation, and it also seems to be a reasonable assumption for an ADSL access network [11] . The server router uses a 'tail drop' packet drop policy and a buffer size equals to two times the bandwidth delay product (BDP). Setting the buffer size to 2 BDP ensures that the network throughput is not limited by the size of the buffer. In addition, we model client arrivals as a Poisson process. Finally, each HAS video is encoded at six different quality levels. They are presented in Table 2 . 
Measurement metrics
In this section, to look at the impact of shaping methods on the adaptive HTTP streaming, we choose a classic adaption strategy [11] that is very similar to the strategy used by Adobe's HTTP Dynamic Streaming [16, 2] . The estimated available bandwidth is related with the last estimated bandwidth, the size of current segment and its download time. After the bandwidth is estimated, the strategy finds the size of the next segment using a HTTP HEAD request and chooses to download the segment in the highest bit rate (quality) possible (shown in Table 2 ). In addition, we use two metrics to measure the performance when multiple HAS traffic competing network resource at the server-side bottleneck. The first one is instability metric, which is defined as the aggregate number of quality profile fluctuation divided by the total number of chunk requests. The second one is the utilization metric, which is defined as aggregate throughput divided by the available bandwidth.
Scenario where clients with no grade
The first simulation is the scenario where all clients are with no grade. In order to alleviate the server-side bottleneck effect and achieve the goal of maximizing global perceptual video quality on the client, we use perceptual video quality maximization policy to determine the optimal shaping rate. From experiment results, we analyze the effect of this policy on the network performance and video quality on the client. Figure 3 shows the utilization metric as a function of the number of clients while the perceptual video quality maximization algorithm is used in the shaper. It shows both the shaped case and unshaped case. From the graph, we can see that utilization metrics increase as the number of clients is increased for the shaped case and unshaped case. This is related to the fact that the effect of off period on utilization metric during the transmission of HAS streams decreases as the number of competing clients increase. However, the bottleneck on the server-side occurs when a large number of clients are requesting segment simultaneously. Thus, after traffic shaping, the utilization metric gets an average of 16% improvement compared with the unshaped case. This phenomenon occurs because the effect of server-side bottleneck on performance is relieved in the shaped case. For the shaped case, the off period is greatly reduced in steady state and the dropped packets for the bottleneck become less. Figure 4 shows the instability metric as a function of the number of clients while the perceptual video quality maximization algorithm is used in shaper. It includes shaped and unshaped case. The results in the graph show that the shaped case gets an average of 10% improvement in stability metric compared with the unshaped case. This improvement is obtained because clients with perceptual video quality maximization shaped policy achieve their steady states after several segment transmissions. After this steady state achieved, the client's optimal shaping rate approximately equals to the average encoding rate corresponding to the segment profile requested by client. So the client 's profile will not change unless there are some clients requesting segments join in or leave the network. Figure 5 shows the change of segment quality level with the increasing of the number of clients. From the graph, we can see the decrease in the relative number of lower quality and the increase in the relative number of next higher one. Although the relative number of highest quality segments is a little lower compared with unshaped case, it satisfy the goal of global perceptual video quality maximization on the client. The 4.3 section showed a better system performance when limiting the client's throughput to a certain bit-rate according the perceptual video quality maximization algorithm. The performance improvement is obtained in utilization and stability. In addition, it satisfies the goal of maximizing the global perceptual video quality on the client. 
Scenario where clients with grade
The second simulation is the scenario where clients are classified into three grades according to the profit it makes. They are VVIP, VIP and ordinary clients. The i-th client's grade is denoted as where { } . Assuming the profit gotten from i-th client is . In order to alleviate the server-side bottleneck effect and guarantee better service for higher-grade clients, we use the shaping mechanism according to the revenue maximization algorithm to determine the optimal shaping rate. There are 100 clients in this experiment, 10 clients as VVIP users, 15 clients as VIP users and the remaining ones are ordinary users. Then, we observe the effect of this policy on the network performance and video quality on the client by analyzing simulation results. Figure 6 shows the utilization metric as a function of the number of clients while the revenue maximization algorithm is used in shaper. It includes shaped and unshaped case. From the graph, we can see that, in average, utilization metrics in the shaped case is higher about 17% than the unshaped case. This phenomenon occurs because the effect of server-side bottleneck on performance is relieved and the policy based on revenue maximization algorithm decreases the packet loss during the transmission. In addition, the utilization increases more when the number of clients is low. The degree of improvement in utilization becomes is limited when the number increases. Figure 7 shows the instability metric as a function of the number of clients while the revenue maximization algorithm is used in shaper. The results in the graph show that the shaped case gets an average of 14% improvement in stability metric compared with the unshaped case. This improvement is obtained because clients with shaped policy will achieve their steady states soon after several segment transmissions. After that, the client's optimal shaping rate will not change unless there are clients requesting segments join in or leave the network. So is the client profile. Figure 8 shows the change of segment quality level with the increasing of the number of clients. From the graph, we can see all three kinds of clients have a similar proportion before shaping. After using the revenue maximization algorithm, the proportion of relative higher profile increases for VVIP and VIP clients. It satisfies the goal of revenue maximization on the client.
The 4.4 section showed a better system performance when limiting the client's throughput to a certain shaping rate according to the revenue maximization algorithm. The performance improvement is obtained in utilization and stability. In addition, it satisfies the goal of the revenue maximization on the client.
Conclusion
In this paper, a QoE-aware traffic shaping method is proposed to improve the performance of HTTP adaptive streaming. The two algorithms are described to determining the optimal shaping rate. The method aims to increase the utilization and stability, and guarantee maximization of perceptual video quality on the client. We evaluated the effectiveness of this method in simulation experiments. Simulation results prove that our method improve the performance. Meanwhile, it guarantees the video quality on the client. However, we assume that a player receives most successive video from the same video server. In our future work, we will consider the broader gains of CDNs.
