When randomized ensembles such as bagging or random forests are used for binary classification, the prediction error of the ensemble tends to decrease and stabilize as the number of classifiers increases. However, the precise relationship between prediction error and ensemble size is unknown in practice. In the standard case when classifiers are aggregated by majority vote, the present work offers a way to quantify this convergence in terms of "algorithmic variance," i.e. the variance of prediction error due only to the randomized training algorithm. Specifically, we study a theoretical upper bound on this variance, and show that it is sharp -in the sense that it is attained by a specific family of randomized classifiers. Next, we address the problem of estimating the unknown value of the bound, which leads to a unique twist on the classical problem of non-parametric density estimation. In particular, we develop an estimator for the bound and show that its MSE matches optimal non-parametric rates under certain conditions. (Concurrent with this work, some closely related results have also been considered in Cannings and Samworth [1] and Lopes [2] .)
Introduction
During the past two decades, randomized ensemble methods such as bagging and random forests have become established as some of the most popular prediction methods [3, 4] . Although the literature has thoroughly explored how the prediction error of these methods depends on training sample size (e.g. [5, 6, 7, 8, 9, 10, 11] among others), comparatively little is known about how the prediction error depends on the number of classifiers (ensemble size). In particular, only a handful of works have considered this question from a theoretical standpoint [12, 13, 1, 2] (cf. Section 1.2).
Indeed, it is of basic interest to have some guarantee that an ensemble is large enough so that it has reached "algorithmic convergence" -i.e. when the prediction error is close to the ideal level of an infinite ensemble (on a given dataset). Specifically, this type of guarantee prevents wasteful computation on an excessively large ensemble, and it ensures that any potential gains in accuracy from a larger ensemble are minor.
Background and setup
At a high level, ensemble methods are applied to binary classification in the following way. Given a set of n labeled training samples D := {(X j , Y j )} n j=1 in a generic sample space X × {0, 1}, an algorithm is used to train an ensemble of base classifiers Q i : X → {0, 1}, i = 1, . . . , t. The predictions of the classifiers are then aggregated by a particular rule, with majority vote being the standard choice for bagging and random forests. More precisely, if a random point (X, Y ) is sampled from X × {0, 1}, with the label Y being unknown, then we write the majority vote of the ensemble as a binary indicator function M t (X) := 1{Q t (X) ≥ Randomized ensembles Since bagging and random forests are the motivating examples for our analysis, we now review how randomization arises in these methods. In the case of bagging, the method generates a collection of random sets D * 1 , . . . , D * t , each of size n, by sampling with replacement from D. In turn, for each i = 1, . . . , t, a classifier Q i is trained on D * i , using a "base classification method" (such as a decision tree method). Similarly, random forests may be viewed as an extension of bagging, since it generates the sets {D * i } in the manner above, but adds one extra ingredient: a randomized feature selection rule for training each Q i on D * i . (We refer to the book [14, Ch. 15] for further details.)
An important commonality of bagging and random forests is that the classifiers {Q i } can be represented in the following way. Specifically, there is a deterministic function, say g, and a sequence of i.i.d. "randomizing parameters" ξ 1 , ξ 2 , . . . , independent of D, such that each classifier Q i can be written as Q i (x) = g(x, D, ξ i ), for all x ∈ X .
In addition to making the presence of algorithmic randomness explicit through the variables {ξ i }, this representation also makes it clear that the classifiers {Q i } have the property of being conditionally i.i.d., given D. In the case of bagging, each ξ i plays the role of the random set D * i , whereas in the case of random forests, each ξ i encodes both the set D * i as well as randomly selected sets of features [4, cf. Definition 1.1]. So, as a way of unifying our results, we will consider a general class of ensembles of this form, per the following assumption.
A1. The sequence of randomized classifiers {Q i } can be represented in the form (1) .
In addition to bagging and random forests, this assumption is satisfied by the voting Gibbs classifier [12] , as well as ensembles generated using random projections, e.g. [1] . In the case of the voting Gibbs classifier, a sequence of t i.i.d. binary samples is drawn from a posterior distribution, and then predictions are made with the majority vote of these samples. Alternatively, for methods based on random projections, a sequence of t i.i.d. random matrices are used to create t projected versions of D, and in turn, these different versions of D are used to train an ensemble of classifiers that are aggregated by majority vote. Furthermore, there are several other relatives of bagging and random forests that satisfyA1, including those in [15, 16, 5] . Lastly, it is worth pointing out that boosting methods typically do not satisfy A1, and we refer to the book [17] for an overview of algorithmic convergence in that context.
Error rates
We now define the error rates that will be the focus of our analysis. Letting l ∈ {0, 1} be a placeholder for the class label, we define µ l := L(X|Y = l) as the distribution of the test point X, given that it is drawn from class l. Also let ξ t = (ξ 1 , . . . , ξ t ). Then, for a particular realization of the classifiers {Q i }, trained on a particular set D, the class-wise prediction error rates are defined by
In this definition, it is important to emphasize that Err t,l is a random variable. Specifically, there are two sources of randomness in Err t,l , which are the algorithmic randomness from the variables ξ t , and the randomness from the data D. Since our goal is to quantify algorithmic convergence on a given set D, we will always analyze Err t,l conditionally on D.
To illustrate the randomness of Err t,l when D is held fixed, the left panel of Figure 1 shows how Err t,l fluctuates as an ensemble of 500 decision trees is trained by random forests. (We refer to the curve in the left panel as a "sample path".) If this process is repeated many times, and random forests is used to train 1,000 ensembles (each with t = 500) on the same dataset D, then a pattern emerges: We see 1,000 overlapping sample paths of Err t,l , in the right panel of Figure 1 . Conceptually, the right panel gives some helpful insight into the algorithmic convergence of Err t,l . The main point to notice is that the convergence is well summarized by the mean and variance of Err t,l , conditionally on D. Specifically, the red curve results from averaging the sample paths at each value of t, and hence represents E[Err t,l D], where the expectation is over the variables ξ t = (ξ 1 , . . . , ξ t ). Similarly, the variance of Err t,l among the sample paths represents the algorithmic variance,
which is the variance of Err t,l due only to the training algorithm. In this notation, the blue curves in Figure 1 are obtained by adding and subtracting 3 var(Err t,l |D) from the mean E[Err t,l |D].
Problem formulation As the ensemble size becomes large (t → ∞), the prediction error Err t,l typically converges in probability to a limiting value, denoted err ∞,l . When judging the performance of bagging, random forests, or other methods satisfying A1, the value err ∞,l plays a special role, since it is generally viewed as an ensemble's ideal class-wise error rate. In this way, if Err t,l is sufficiently close to err ∞,l , then the ensemble has reached algorithmic convergence. Likewise, the problem of interest is to find a method for bounding the (unknown) gap Err t,l −err ∞,l as a function of t. Since Err t,l is random, it is natural to measure the gap is in terms of its mean-squared value, which has the following bias-variance decomposition,
When comparing these bias and variance terms, it is important to note from the right panel of Fig. 1 that as long as t is of modest size, then the bias E[Err t,l |D] − err ∞,l is negligible compared to the standard deviation var(Err t,l |D). (Note that the bias is the difference between the red curve and err ∞,l , whereas the standard deviation controls the difference between the blue curves.) Hence, the plot indicates that the size of the gap Err t,l − err ∞,l is primarily governed by the standard deviation, and this is supported more generally by our theoretical results. Indeed, under certain assumptions, Lemma 1 shows that the bias is of order O( 1 t ), whereas Theorem 1 and Theorem 2 show that the standard deviation can be of order O(
). Based on these considerations, the problem of bounding the gap Err t,l − err ∞,l can be reframed as the problem of bounding the variance var(Err t,l |D). However, there is still a significant obstacle, because the variance describes how Err t,l varies over repeated runs of the ensemble method, while the user only has access to information from a single ensemble. As a solution, our work shows that var(Err t,l |D) is asymptotically bounded by a certain parameter that can be estimated effectively with a single ensemble.
Contributions and related work
Results on majority voting Our first main result is an upper bound on the algorithmic variance, which takes the form var(
, where f l is a density function related to the ensemble method. The bound is presented in Theorem 1, and the density f l will be defined there. As a complement to this result, we show in Theorem 2 that the bound is sharp -in the sense that it is attained by a specific family of randomized classifiers. In addition, we show in Corollary 1 that our analysis of Err t,l can be extended to analyze stochastic processes beyond the context of classification. Specifically, our results can describe the running majority vote of general exchangeable Bernoulli sequences.
Methodology
To use the variance bound in practice, it is necessary to estimate the parameter f l ( 1 2 ) from a single run of the ensemble method. For this purpose, we propose two different estimators -one based on a hold-out set, f l,h ( 1 2 ), and another based on "out-of-bag" (OOB) samples, f l,o ( 1 2 ). (See Section 3 for a description of OOB samples.) With regard to finite-sample performance, our experiments show that the resulting estimated bounds are tight enough to be meaningful diagnostics for convergence.
Another important feature of the estimated bounds is that they are very inexpensive to compute. In particular, once an ensemble has been tested with hold-out or OOB samples, each of the quantities f l,h ( 1 2 ) and f l,o ( 1 2 ) can be obtained with a single evaluation of a kernel density estimator. In this way, the bounds are an extra source of information that comes almost "for free" with the ensemble.
MSE bound for the hold-out estimator
To analyze the performance of the hold-out estimator f l,h ( 1 2 ), we derive an upper bound on its mean-squared error (MSE). An interesting aspect of the MSE bound is that it exhibits an "elbow phenomenon," where the rate depends on the relative sizes of the hold-out set and t. Furthermore, when t is sufficiently large, the bound turns out to match optimal non-parametric rates for estimating a density at a point.
Related work
For the most part, the literature on the problem of choosing the size of majority voting ensembles has focused on empirical approaches, e.g. [18, 19, 20, 21] . Nevertheless, there have been a handful of previous works offering theoretical convergence analyses of Err t,l and related quantities, as reviewed below.
The convergence of the expected error rate E[Err t,l D] seems to have been first studied in the paper [12] . Specifically, if the class proportions are denoted by π l = P(Y = l), then the authors show that the total prediction error π 0 E[Err t,0 D] + π 1 E[Err t,1 D] converges to its limit at the rate 1/t, but the limiting constant is left unspecified. The first paper to determine the limiting constant was the 2013 preprint version of the current work [22] , showing that
, as in line (4) of Lemma 1 below. Later on, the 2015 preprint [23] obtained a corresponding formula under somewhat weaker regularity condition on f l , and a relaxed form of the majority voting rule (namely 1{Q t (X) ≥ α}, where α need not be 1/2). Next, the 2016 preprint version of the current work [24] went beyond the expected value to establish an upper bound on var(Err t,l |D), and demonstrated it to be sharp -as in Theorems 1 and 2 below. More recently, the variance bound was cited by the 2017 paper [1] (the journal version of [23] ), and a similar result was included in its supplementary material. However, at a technical level, the variance bounds differ somewhat. For instance, if F l denotes the cdf of f l , then the paper [1] requires F l to be twice differentiable at 1/2, whereas our current result allows f l to be non-differentiable at 1/2, provided that it is Lipschitz near 1/2. On the other hand, the result in [1] allows for the relaxed form of majority voting mentioned earlier. Lastly, in terms of proofs, the result in [1] is derived from extensive calculations based on Edgeworth expansions, whereas the current proof is able to avoid Edgeworth expansions by using empirical process techniques.
In another direction, the paper [13] studied algorithmic convergence in terms of a different criterion, namely the "disagreement probability"
, where M ∞ (X) is the infinite ensemble analogue of the majority vote M t (X). In that work, an informal derivation is given to show that δ t is of order O(
). However, as this relates to the current paper, the analysis of δ t is a distinct problem, insofar as δ t does not seem to provide a way to control the gap Err t,l − err ∞,l , or the variance var(Err t,l |D). Also, estimation guarantees for δ t have not previously been established. Nevertheless, it may be possible to obtain such guarantees using our results, since the leading term in the derivation for δ t depends on the parameters f 0 ( 2 ). Finally, with regard to methods that are supported by theoretical guarantees, an alternative approach to the current one is considered in the paper [2] . In that work, a bootstrap method is proposed to directly estimate var(Err t,l D). Two advantages of that approach are that it avoids the conservativeness of upper bounds, and it applies to the multi-class setting. However, the main advantage of the current method is that it has far lower computational cost. Indeed, if we suppose that an ensemble has already been tested with OOB samples (as is typically done by default), then the cost of the bootstrap method is at least of order B · t · n, where B is the number of bootstrap samples. By contrast, the cost of evaluating the kernel density estimator is only O(n). Hence, if the user has a limited computational budget, then the current method allows the user to devote much more computation to other purposes -such as training more classifiers, or optimizing an ensemble's tuning parameters.
Outline
In Section 2, we state some theoretical results on majority voting, which motivates the estimation method and guarantees given in Section 3. Later on, in Section 4, we present some experiments to evaluate the estimation method. In the supplementary material, we provide proofs for all theoretical results, as well as empirical validation of a technical assumption (A2).
Notation and terminology
If U and V are generic random variables, or sets of random variables, we write L(U |V ) to refer to the conditional distribution of U given V . 
Theoretical results on majority voting
In order to state our theoretical results, define the function θ : X → [0, 1] according to
where x ∈ X and D are held fixed, and the expectation is over the randomizing parameter ξ 1 . When a random test point X is plugged into θ, we obtain a random variable θ(X) in the interval [0,1], and this variable will play an important role in our analysis. In particular, we will use the following technical assumption.
To provide some intuition for this assumption, first note that the majority vote of an infinite ensemble assigns a point x ∈ X to class 1 if and only if θ(x) ≥ 1/2. Consequently, the set of points B := {x ∈ X : θ(x) = 1/2} can be viewed as an "asymptotic decision boundary" in the space X . As this relates to assumption A2, note that if the density f l has a "spike" at 1/2, then this means that a test point X from class l can fall exactly on the boundary B. From an intuitive standpoint, this situation should make it difficult for the ensemble to reach "consensus" on test points, because some fraction of them will be completely ambiguous. On the other hand, if f l is continuous in a neighborhood of 1/2, then a test point will have zero probability of falling exactly on B, which should make it easier for the ensemble to reach consensus. In this way, the regularity of f l near 1/2 is related to the rate of convergence.
With regard to the existence of the density f l in assumption A2, it is possible to show that when the feature space is Euclidean, say X = R p , and when the distribution L(X|Y = l) has a density on R p , then f l will exist as long as the function θ is smooth. (We refer to the books [25, Thm. 10.4, Thm. 10.6] and [26, p.345 ] for details.) Also, in the cases of bagging and random forests, it has been argued that "bootstrap averaging" has a smoothing effect on "rough" functions (such as decision trees), and consequently, the function θ can be smooth in an approximate sense [5, 27, 28] . Moreover, in Appendix B, we provide empirical examples showing that for random forests, the distribution L(θ(X)|D, Y = l) is well approximated by distributions that satisfy A2. (Similar examples involving other datasets have also been given in [2] .)
Variance bound and expectation formula
Before stating the bound on algorithmic variance, we give a second-order formula for E[Err t,l D], where the random variable Err t,l is as defined in (2) . To make the formula easier to interpret, it is convenient to formally define the limiting error rates as err ∞,0 := 1 − F 0 ( Lemma 1. Let l ∈ {0, 1} and suppose A1 and A2 hold. Then, as t → ∞ along odd integers,
Furthermore, if f l is also differentiable at 1/2, then as t → ∞ along odd integers,
Remarks In terms of algorithmic convergence, this formula is useful because it clarifies the relative importance of the bias E[Err t,l |D] − err ∞,l and the standard deviation var(Err t,l |D).
The fact that the standard deviation is at most of order 1/ √ t is the content of the following bound.
Theorem 1. Let l ∈ {0, 1}, and suppose A1 and A2 hold. Then, as t → ∞ along odd integers,
Remarks To interpret the role of f l ( 1 2 ), recall from our earlier discussion that this parameter measures the density of ambiguous test points at the decision boundary. Hence, larger values of f l ( 1 2 ), should make it harder for the ensemble to reach consensus, which intuitively corresponds to higher algorithmic variance.
A priori, one might imagine that the algorithmic variance var(Err t,l |D) could depend on many characteristics of the test point distribution and the ensemble method. From this perspective, the bound (5) has a surprisingly simple form. Even so, our next result shows that the bound cannot be improved in general (with respect to ensemble methods satisfying A1 and A2).
Attaining the variance bound
We now aim to show that the variance bound in Theorem 1 is attained by a specific family of classifiers. A notable feature of this construction is that it does not require "pathological" choices for the ensemble method. In fact, starting from any choice of {Q i } that satisfies the conditions of Theorem 1, it is possible to construct a related ensemble {Q • i } that attains the bound. Furthermore, the ensembles {Q i } and {Q • i } will turn out to have the same class-wise error rates on average. To proceed with the construction, let θ(x) = E[Q 1 (x)|D] as before, and let U 1 , U 2 , . . . be an i.i.d. sequence of Uniform[0,1] variables (independent of D and (X, Y )). Next, for each i = 1, 2, . . . , define the random classifier function Q • i : X → {0, 1}, according to
As a way of making sense of this definition, recall that when t = ∞, the majority vote of the ensemble {Q i } is given by the indicator 1{θ(x) ≥ 1/2}. Hence, the classifier Q • i can be viewed a randomized version of the asymptotic majority vote, since the variable U i plays the role of ξ i , and can be interpreted as a "random threshold" whose expected value is 1/2.
By analogy with the original ensemble, we define the class-wise error rates of the new ensemble as Err
The following theorem shows that the ensemble {Q • i } attains the highest possible algorithmic variance as t → ∞ .
Theorem 2. Let l ∈ {0, 1}, and suppose A1 and A2 hold. Then as t → ∞ along odd integers,
Remarks Regarding the relative performance of the two ensembles {Q i } and {Q • i }, it is interesting to note that their class-wise error rates are equal on average,
Indeed, this can be checked by using the fact that for any fixed x ∈ X , the binary sequences {Q i (x)} and {Q • i (x)} are both i.i.d. Bernoulli(θ(x)), conditionally on D. Using a version of Slepian's lemma, a fairly simple heuristic argument can be given to suggest why the ensemble {Q • i } attains the variance bound. The relevant version of this fact states that if (Z 1 , Z 2 ) is a centered bivariate normal random vector, with var(Z 1 ) = var(Z 2 ) = 1 and cor(Z 1 , Z 2 ) = ρ, then for any numbers a, b ∈ R, the "corner probability" P(Z 1 ≤ a, Z 2 ≤ b) is a non-decreasing function of ρ [29, 30] . To apply this fact, first recall that the error rates Err t,l and Err • t,l are equal on average, and so we may compare their variances by comparing their second moments. Some elementary manipulation of the definition (2) gives the expression
where we define the random variable
and the two-dimensional corner set
As t → ∞, the vector (Z t (x), Z t (x )) approaches a centered bivariate Gaussian distribution. Therefore, Slepian's lemma suggests that the second moment E[Err 
Although this informal reasoning leads to the correct conclusion, the formal proof in the supplement will approach the problem differently in order to avoid some technical complications.
A corollary for exchangeable Bernoulli sequences
Exchangeable stochastic processes are a fundamental topic in probability and statistics, and in this subsection, we take a short sidebar to explain how our formula for E[Err t,l D] can be expressed in the language of exchangeability. The basic link between exchangeability and ensemble methods occurs through de Finetti's theorem [31, Ch. 1.4], which we now briefly review. An infinite sequence of random variables V 1 , V 2 , . . . is said to be exchangeable if the joint distribution of any finite sub-collection is invariant under permutation. That is,
, for all positive integers k, and all permutations τ on k letters. In the special case that each V i is a Bernoulli random variable, de Finetti's theorem states that the sequence If we define the running majority vote of an exchangeable Bernoulli sequence as the indicator
then the following corollary shows that the expectation E[M t ] obeys a second order formula analogous to the one in Lemma 1.
. . be an infinite exchangeable Bernoulli sequence whose mixture distribution function is denoted by F . Suppose the function F has a density f on [0, 1] that is Lipschitz in a neighborhood of 1/2. Then as t → ∞ along odd integers,
Furthermore, if f is also differentiable at 1/2, then
Remarks To see the connection with an ensemble of classifiers, de Finetti's theorem implies that each random variable V i can be considered in terms of a random binary function
, and for a fixed value Θ = ϑ, the random variables
. In other words, the functions {W i } play the role of the classifiers {Q i }, and the mixing variable Θ plays the role of θ(X). Once this translation has been made, the proof of Lemma 1 carries over directly to Corollary 1.
Methodology and guarantees
In this section, we present two methods for estimating the parameter f l ( 1 2 ), as well as a consistency result in Theorem 3.
Estimation with a hold-out set
If it were possible to obtain samples directly from the density f l , say Θ 1 , . . . , Θ m l , then a natural approach to to estimating f l ( 1 2 ) would proceed via a kernel density estimator of the form
where K : R → R is a kernel function satisfying R K(s)ds = 1, and the number h > 0 is a bandwidth parameter. However, the main difficulty we face is that direct samples from f l are unavailable in practice. Instead, we propose to construct "noisy samples" from f l along the following lines.
To proceed, suppose that a set of i.i.d. samplesX 1,l , . . . ,X m l ,l ∼ L(X|Y = l) from class l have been held out. (In particular, these hold-out samples are assumed to be independent of the training set D, the ensemble {Q i }, and the test point (X, Y ).) If the function θ were known exactly, the hold-out samples could be plugged into θ to create i.i.d. samples θ(X 1,l ), . . . , θ(X m l ,l ) from the distribution f l . So, using the fact the averaged classifierQ t approximates the function θ as t → ∞, we may regard the observable valuesQ t (X 1,l ), . . . ,Q t (X m l ,l ) as noisy samples from f l . Next, if we let the random variable ε j,l , for j ∈ {1, . . . , m l } be defined bȳ
then ε j,l can be interpreted as noise with mean zero. From a deconvolution perspective, this model is challenging, since var(ε j,l ) is unknown, and also, ε j,l is not independent of θ(X j,l ). Nevertheless, it is plausible that the estimation of f l ( where the first line follows from the law of total variance. Consequently, we propose to estimate f l ( 1 2 ) by directly applying a kernel density estimator to the valuesQ t (X j,l ), with the hold-out estimator defined as
For theoretical convenience, we will only analyze the "rectangular kernel" K(s) := 1 2 1{−1 ≤ s ≤ 1}, but our method can be applied to any choice of kernel in practice. In the next subsection, we will specify the size of the bandwidth as an explicit function of m l and t.
In terms of computation, the bulk of the cost to calculate f l,h (1/2) comes from obtaining the valuesQ t (X j,l ). Often, these values are computed anyway when estimating the error rate Err t,l from a hold-out set. Hence, the extra information provided by the estimator f l,h (1/2) comes at a very small added cost. Furthermore, the same computational benefit holds for the "OOB estimator" proposed in Section 3.3.
An MSE bound for the hold-out estimator
To measure the accuracy of the hold-out estimator, we consider the mean-squared error,
Here, the expectation is over both the hold-out setX 1,l , . . . ,X m l ,l , and the randomizing variables {ξ i }. Although the conditioning on D may appear unusual in this definition of MSE, it is necessary because the parameter f l (1/2) is specific to the dataset D (since the function θ is). The following result gives a non-asymptotic bound on the MSE, which holds for fixed values of t and m l . Theorem 3. Under A1 and A2, let [1/2 − δ l , 1/2 + δ l ] denote a neighborhood on which f l is Lipschitz, with δ l ∈ (0, 1/2), and l ∈ {0, 1}. Also, suppose f l,h ( 1 2 ) is computed with the rectangular kernel. Under these conditions, there are numbers c 1 , c 2 > 0 not depending on t or m l , such that if the bandwidth is set to h = c 1 (min{m l , √ t}) −1/3 , then the following bound holds as soon as h < δ l ,
Furthermore, if the derivative f l is also Lipschitz on [1/2 − δ l , 1/2 + δ l ], and if the bandwidth is set to h = c 1 (min{m l , √ t}) −1/5 , then the rate −2/3 above may be replaced with −4/5.
Remarks A notable aspect of the result is that the MSE bound has an intertwined dependence on the sample size m l and computational cost t. This connection is also interesting because it presents an "elbow phenomenon", where the bound qualitatively changes, depending on whether
With regard to minimax optimality, it is clear that the bound's dependence on m l cannot be improved -provided that estimation is based on the valuesQ t (X 1,l ), . . . ,Q t (X m l ,l ). To see this, note that when t = ∞, the problem reduces to estimating f l (1/2) with noiseless i.i.d. samples θ(X 1,l ), . . . , θ(X m l ,l ) ∼ f l . In this case, it is well known that if f l is restricted to lie in a class of densities g for which the (β − 1)th derivative g (β−1) is Lipschitz, then the rate m −2β/(2β+1) l is optimal [32] . On this point, it is somewhat surprising that the "noiseless rate" m −2β/(2β+1) l "kicks in" as soon as m l < √ t, because for finite values of t, the estimator f l,h (1/2) is built from noisy samples -and in deconvolution problems, the optimal rates are typically slower [33, Theorem 2.9].
To some extent, this effect of attaining the noiseless rate for sufficiently large t may be explained by the fact that the noise variance scales like 1/t in the model (8) . However, the overall situation is complicated by the fact that the variables ε j,t and θ(X j,l ) are not independent, and the noise variance unknown. In the deconvolution literature, a few other works have reported on a similar phenomenon of attaining "fast" convergence rates when the noise level is "small" in various senses [34, 35, 36, 37] . Nevertheless, the models in these works are not directly comparable with the model (8) . Likewise, we leave a more detailed analysis of the model (8) for future work, since our main focus is on measuring the algorithmic convergence of randomized ensembles.
Estimation with out-of-bag samples
To avoid the need for a hold-out set, the previous estimator can be modified to take advantage of "out-of-bag" (OOB) samples, which are a special feature of bagging and random forests. For a quick description of OOB samples, note that when bagging and random forests are implemented, each classifier Q i is trained on randomly selected set D * i , obtained from D by sampling with replacement. Due to this sampling mechanism, approximately (1 − 1/n) n ≈ 37% of the n training samples in D are likely to be excluded from each D * i -and these excluded (OOB) samples are useful because they serve as "effective test samples" for each classifier.
As a matter of terminology, if a training point X j is not included in D * i , we will say that X j is out-of-bag for the classifier Q i . Likewise, for each index j ∈ {1, . . . , n}, we define the set oob(j) ⊂ {1, . . . , t} to index the classifiers for which X j is out-of-bag. Hence, by fixing attention on a test point X j , and then averaging over the values Q i (X j ) with i ∈ oob(j), we can obtain an approximate sample from the distribution f l .
To finish carrying out this idea, let j ∈ {1, . . . , n}, and let the random functionQ t,j :
where |oob(j)| denotes the cardinality of oob(j), and we putQ t,j (x) = 0 in the rare case that oob(j) is empty. 2 Next, if we let J l ⊂ {1, . . . , n} index the training points from class l, then we define the the OOB estimator for f l (
for a given choice of kernel K and bandwidth h. Lastly, it is worth emphasizing that the values Q t,j (X j ) are often computed by default during a run of bagging or random forests, because these values are used to compute the "out-of-bag error rate", which is a standard alternative to a hold-out error estimate.
Numerical experiments
Design of experiments The goal of the experiments is to look at how close the estimated bounds f l,h (1/2)/(2 √ t) and f l,o (1/2)/(2 √ t) are to the unknown quantity var(Err t,l |D). The experiments were based on classification problems associated with the following datasets from the UCI repository [38] : 'abalone', 'optical recognition of handwritten digits' (abbrev. 'digits'), 'HIV-1 protease cleavage' (abbrev. 'HIV'), 'landsat satellite', 'occupancy detection', and 'spambase'. Additional details regarding data preparation are discussed at the end of the supplement.
Each full dataset of labeled examples was evenly split into a training set D, and a separate "ground truth" set D ground , with nearly matching class proportions in D and D ground . The set D ground was used for approximating the ground truth values of E[Err t,l |D] and var(Err t,l |D), and that is why a substantial amount of data was reserved for D ground . Also, a smaller set D hold ⊂ D ground of size |D hold | ≈ 0.2|D| was used as the "hold-out" set for computing the hold-out estimator f h,l (1/2). (The smaller size of D hold was chosen to illustrate the performance of f h,l (1/2) from a limited hold-out set.)
Using standard settings, the R package 'randomForest' [39] was used to train 5,000 ensembles on D, with each containing t = 500 classifiers (the default size). In turn, each ensemble was tested on D ground , producing 5,000 estimates of Err t,l for each class l ∈ {0, 1}. In the table below, the sample mean and standard deviation of these 5,000 estimates are reported as E[Err t,l |D] and var(Err t,l |D) respectively. These two values are viewed as ground truth, but of course, they are imperfect, since their quality is limited by the size of D ground and monte-carlo error.
To estimate the theoretical bound f l (1/2)/(2 √ t) on var(Err t,l |D), we implemented the hold-out and OOB methods from Section 3. Specifically, the estimators f l,h (1/2)/(2 √ t) and f l,o (1/2)/(2 √ t) were computed for each ensemble, giving 5,000 realizations of each estimator. Also, for each estimator, we used the rectangular kernel, and the R default bandwidth selection rule 'nrd0'. In the table below, the sample average of the 5,000 realizations of f l,h (1/2)/(2 √ t) is referred to as the 'hold-out bound', and the sample standard deviation is listed in parentheses. The results for the OOB estimator are reported similarly, under the name 'OOB bound'. Table 1 : (Numerical results for hold-out and OOB bounds). The quantities Err t,l |D) var(Err t,l |D) refer to the mean and standard deviation of Err t,l , conditionally on a given dataset, over 5,000 repeated runs of the random forests algorithm, as described in the main text. Next, the quantities 'hold-out bound' and 'OOB bound' respectively refer to f l,h (1/2)/(2 √ t) and f l,o (1/2)/(2 √ t), and the corresponding entries in the table refer to the mean and standard deviations (in parentheses) over the 5,000 repeated runs. Lastly, all rows labeled with (%) are reported in percentage values, so that 1 corresponds to .01.
Comments on results
Before discussing the results in detail, it is worth clarifying that even when the random forests method has poor accuracy as a classifier, it is still possible for the estimated bounds to serve their purpose. An example of this occurs in 'occupancy detection', class 1, where the estimated bounds are reasonably tight, even though the expected error rate is almost 30%.
There are several main conclusions we can draw from the table. The first point to note is that in all cases, the estimated bounds are indeed larger than var(Err t,l |D). Although this is what we expect, it is not an entirely trivial property, because this could be violated if the estimators f l,h ( 
. Second, the hold-out and OOB methods have mostly similar performance across the datasets. Consequently, the OOB method is likely to be preferred in practice, since it does not require a hold-out set. Third, even though the bounds are fairly conservative, they can still be tight enough to provide meaningful information about algorithmic convergence. For instance, in 10 of the 12 cases, both bounds are able to confirm that var(Err t,l |D) is less than 1%. Also, the bounds are usually much smaller than E[Err t,l |D], which is a notable point of reference, because it is natural to judge the fluctuations of Err t,l in relation to the size of the error itself. (For instance, when the error rate is high, it may be reasonable to tolerate larger fluctuations.)
Appendices
Appendix A includes all proofs. Appendix B discusses empirical validation of assumption A2. Appendix C discusses details regarding data preparation.
A Proofs
For simplicity, in most of the proofs, we will only treat the case of l = 1, since the proofs for l = 0 are essentially identical. To simplify notation, we will allow κ > 0 to denote a constant not depending on t or m l , whose value may differ from line to line. Another piece of notation is that d − − → refers to convergence in distribution. Recall also that t is always odd.
Results are proven in the same order as they appear in the main text. Specifically, Lemma 1 is proven in A.1, Theorem 1 is proven in A.2, Theorem 2 is proven in A.3, and Theorem 3 is proven in A. 4 
A.1 Proof of Lemma 1 (expectation formula)
We first prove Lemma 1 in the case when f 1 is differentiable at 1/2, and then later in A.1.1, we explain the small modification needed to handle the case when the differentiability condition does not hold.
To begin with some notation, define the random binary function H t : X → {0, 1} according to
which allows us to write
Also, define the function h t : X → [0, 1] by
and then Fubini's theorem gives
A special property of the function h t (x) is that it only depends on x through θ(x). 
for any θ 0 ∈ [0, 1]. Since the sequences {Q i (x)} and 1{U i ≤ θ(x)} are both i.i.d. Bernoulli(θ(x)), conditionally on D, it follows that we have the identity
for all x and t. Consequently, we may change variables from x to θ(x) in line (13), and then integrate over the unit interval to obtain
where, in the second line, we have replaced θ with (1 − θ) over the half interval [1/2, 1]. To simplify things a bit further, note that because F 1 (
Next, we use a special property of the function g t . Specifically, if we let G t,p ( t 2 ) denote the binomial c.d.f. evaluated at t/2 (based on t trials with success probability p), it is simple to check that the relation G t,1−p (
holds for all p ∈ [0, 1] and odd t. In terms of the function g t , this means
for all θ ∈ [0, 1] and odd t. Consequently, the previous integral becomes
The quantity f 1 ( ) by a factor of t, we obtain
where we have defined the function ψ t above. Note also that a factor of √ t is absorbed by the
To finish the proof, we evaluate the pointwise limit of ψ t and apply the dominated convergence theorem. (The task of showing that ψ t (u) is dominated by a suitable sequence of functions will be handled in a separate paragraph at the end of this subsection.) To proceed, we first compute the pointwise limit of ψ t (u). Since f 1 is differentiable at 1/2, it is clear that as
The limit of g t (
) is less obvious, and we compute it by expressing g t in terms of an empirical process. Letting the variables U 1 , . . . , U t be as before, we define the random distribution function
where the second line involves a bit of algebra. In order to evaluate the limit of this expression, we use a consequence of Donsker's Theorem [40, Lemma 19.24] . Namely, if {θ t } ⊂ [0, 1] is a numerical sequence that converges to a constant θ 0 , then the following limit in distribution holds
Next, consider taking θ t = ). Therefore, with u held fixed, the previous limit implies that as t → ∞,
where Φ is the standard normal distribution function. Combining this with line (18) , and the definition of ψ t in line (17), we have the pointwise limit
So, provided that the dominated convergence theorem may be applied to ψ t (u), we conclude that
as needed (where the last line follows from a short integration-by-parts calculation).
Details for showing ψ t (u) is dominated
We use a slightly generalized version of the standard dominated convergence theorem [41, Theorem 1.21] . In particular, it is enough to construct a sequence of non-negative functions b(u), b 1 (u), b 2 (u), . . . that are integrable on [0, ∞), and satisfy the following three conditions
The main idea is now to bound ψ t (u) in two pieces, depending on the size of u. Due to A2, there are constants κ > 0 and δ 1 ∈ (0, 1/2) such that the difference quotient of f 1 satisfies the following bound for every t ≥ 1,
Next, in order to control g t (
, we apply Hoeffding's inequality [42, Theorem 2.8] to the binomial distribution and the definition of g t in line (14) to obtain
for all 0 ≤ u ≤ √ t/2 and every t ≥ 1. Likewise, we define the non-negative function
and the last few steps give
It is also simple to check that if we define
2 ), then we have the pointwise limit,
Finally, to check the third condition (22) , observe that the change of variable θ =
Consequently, integral of b t (u) on the middle interval (δ 1 √ t, √ t/2] does not matter asymptotically, since it is driven to 0 by the factor √ t exp(−2δ 2 1 t). This implies that the condition (22) holds.
A.1.1 Proof of Lemma 1 in the non-differentiable case
When f 1 is not differentiable at 1/2, the proof may be repeated in the same way up to line (17) . At this stage, we then replace ψ t (u) with the bounding function b t (u) to obtain the inequality
for every t ≥ 1. (Note that the properties (20) , (21), and (22) of the function b t (u) only depend on f 1 being Lipschitz in a neighborhood of 1/2.) Next, due to the condition (22) , the sequence of numbers 
A.2 Proof of Theorem 1 (variance bound)
Instead of proving the bound (5) directly, it will be more convenient to bound a related quantity. If we think of the random variable Err t,1 as an "estimator" of the parameter F 1 ( 1 2 ), then the standard decomposition MSE = variance + bias 2 gives the relation
Next, if we multiply through by t, and use Lemma 1 to note that t E[Err t,
Here, the ( * ) symbol is merely a shorthand that will be convenient in the remainder of the proof. Thus, it is enough prove ( * )
To begin with the main portion of the proof, define the complementary sets
Recalling the notation µ 1 = L(X|Y = 1), note that by A2 and the standard change-of-variable rule, we have
Combining this with the representation of Err t,l in line (11) , it follows that
where the inequality comes from dropping the cross-term, since the integral over X + is at most 0, and the integral over X − is at least 0. Next, we write the squared integrals as double integrals and use Fubini's theorem to obtain ( * ) ≤ t
Recall the function h t (x) = E[H t (x)|D] from line (12) . Due to the fact that H t (·) is binary, we clearly have that the product H t (x)H t (x ) is upper-bounded by H t (x) and H t (x ). It follows that the two integrands in the previous line can be bounded using
which leads to the following inequality after expanding the product (
At this point, we make use of the identity h t (x) = g t (θ(x)), derived in line (15) in the proof of Lemma 1. Due to A2, we may use a change of variable to integrate the density f 1 over the unit interval, rather than integrating µ 1 over X . In particular, note that the sets X + and X − correspond to the half intervals [0, 
It turns out that quite a bit of additional simplification is possible. First, note the simple identity
Next, we use the fact that g t (1 − s) = 1 − g t (s) for all s ∈ [0, 1] (as was shown in line (16) ) to conclude
Hence, the previous integrals can be combined as
Now consider the change of variable (θ, θ ) = (
) with u and u ranging over [0, √ t/2], and note that a factor of t is absorbed by the relation t dθ dθ = du du . Likewise, defining the function γt(u, u ) := min gt(
gives
Using the limit (19) from the proof of Lemma 1, and the continuity of f 1 at 1/2, it follows that if we define
then we have the pointwise limit γ t (u, u ) → γ(u, u ). So, provided that this limit is dominated (which will be handled at the end of this subsection), the dominated convergence theorem yields
To compute this integral, let R + denote the set of pairs (u, u ) in the quadrant [0, ∞) 2 such that u ≥ u, and let R − denote the set of pairs where u < u. Then,
as desired, where the last line follows from an integration-by-parts calculation.
Details for showing γ t (u, u ) is dominated To apply the dominated convergence theorem [41, Theorem 1.21], it is enough to construct non-negative functions b(u, u ),
. . that are integrable on the quadrant [0, ∞) 2 , and satisfy the following three conditions,
To construct these functions, recall our assumption that f 1 is Lipschitz in a neighborhood of 1/2, and so there are positive constants δ 1 and κ such that
Also, recall the Hoeffding bound from line (23),
which holds for all 0 ≤ u ≤ √ t/2 and every t ≥ 1. Accordingly, by looking the definition of γ t (u, u ) in line (28) we define the bounding function
It is straightforward to check the bounding condition (30) . Furthermore, if we define
then we have the following pointwise limit for fixed u and u ,
Finally, we check the third condition (32) for dominated convergence. The essential point to notice is that the second and third lines in the definition of b t are asymptotically negligible when integrating over u and u . To see this, consider the second line in the definition of b t , and note that the change of variable θ =
Likewise, by repeating this calculation using the function f 1 (
), as well as by interchanging the roles of u and u , the condition (32) follows.
A.3 Proof of Theorem 2 (attaining the variance bound)
1{U i ≤ ·}, and the variables U 1 , . . . , U t are the same as in the definition of {Q • i (·)}. Due to A2, we may use a change of variable to express Err 
Next, we use the fact that the quantile process F
. Also, when f 1 is Lipschitz in a neighborhood of 1/2, it follows that F 1 is differentiable at 1/2, and then the delta method [40, Theorem 3.1] gives √ t Err
From Lemma 1, we know that
and if we define the zero-mean random variable
, then it follows from Slutsky's lemma [40, Lemma 2.8] that ζ t satisfies the same distributional limit as in line (33), namely
Finally, it is a general fact that if a sequence of zero-mean random variables has a distributional limit ζ t and so combining the last two statements leads to the desired limit.
A.4 Proof of Theorem 3 (MSE bound)
For each j = 1, . . . , m l , define the random variable
(To ease notation, we suppress the fact that ∆ j depends on h, t, l, and m l .) Then,
and since the hold-out pointsX 1,l , . . . ,X m l ,l are i.i.d., we have
The remainder of the proof deals with the task of deriving bounds for
, as addressed below in Lemmas 2 and 3 (respectively). The theorem then follows by choosing the bandwidth h that minimizes the sum of the bounds (in terms of rates), as described in A.4.1 below.
Lemma 2. Suppose the conditions of Theorem 3 hold, and let [1/2 − δ l , 1/2 + δ l ] denote an interval on which f l or f l is Lipschitz, with δ l ∈ (0, 1/2). Then, there is a number κ > 0 not depending on t or m l , such that for any h ∈ (0, δ l ),
Remark To simplify the statement of the following lemma, we will refer to f l and f l as f is Lipschitz, with δ l ∈ (0, 1/2). Then, there is a number κ > 0, not depending on t or m l such that for any h ∈ (0, δ l ),
Remark The proof of Lemmas 2 and 3 are given in A.4.2 and A.4.3 below. The proofs will only be given for the case l = 1, since the proofs for l = 0 are essentially the same.
A.4.1 Explanation of bandwidth choice
To explain our choice of bandwidth, we aim to express h as a function of t and m l so that the sum
decreases at the fastest possible rate as t, m l → ∞ and h → 0. As a first observation, note that the term
can be dropped, because it will always be of smaller order than
, provided that the latter quantity tends to 0. The same reasoning allows the term
to be dropped as well. Hence, it is enough to optimize the rate for the quantity
Another simplification can be made by noting that the sum
will have the same rate as the slower of the two terms, which has the same rate as 1/(h min{ √ t, m l }). Finally, since the quantity 1/(h min{m l , √ t}) increases as h becomes small, and the quantity h 2β decreases as h becomes small, the best choice of h occurs when both quantities have matching rates. This leads to solving the rate equation h
for some constant c 1 > 0, which is the stated bandwidth choice in Theorem 3.
A.4.2 Proof of Lemma 2
For the rectangular kernel K(·) = 1 2 1{−1 ≤ · ≤ 1}, we have the relation (
, and some arithmetic leads to
where the inequality comes from dropping the negative term involving −2f 1 ( 1 2 ). In the rest of the proof, it is enough to show there is a constant κ > 0 not depending on t or m 1 , such that for any h ∈ (0, δ 1 ),
To proceed, let U 1 , . . . , U t be i.i.d. Uniform[0,1] random variables, and for any numbers s ∈ [0, 1], and h ∈ (0, δ 1 ), define the function
It is simple check the relation
for all x ∈ X , and all h > 0. Using A2, and a change of variable from x to θ, we may take the expectation overX 1,1 as
To handle the integral on the right side, define the following upper-bounding function, U t : [0, 1] → R, which acts as an approximate indicator on [1/2 − h, 1/2 + h],
Furthermore, if we apply Hoeffding's inequality to the probability in line (35) , it follows that
for all θ ∈ [0, 1], and all h ∈ (0, δ 1 ). Integrating this bound over [0, 1] gives
For future reference, we define the middle term as the "central difference quotient"
Note that if either f 1 or f l is Lipschitz on [1/2 − δ 1 , 1/2 + δ 1 ], then in particular, the function f 1 is bounded on this interval by a constant κ > 0, and consequently, the mean value theorem implies
when h ∈ (0, δ 1 ). Finally, it remains to handle the two integrals on the right side of line (39) . We only bound the first one, since the second is essentially the same. Noting that h ∈ (0, δ 1 ), we split the integral into two pieces over
. Meanwhile, over the second interval, f 1 is bounded by a constant κ. It follows that,
The first term on the right is clearly at most
for some constant κ. Also, the second term can be calculated exactly as
, where Erf is the error function defined by
which satisfies Erf(r) ≤ 1 for all real numbers r. Hence, the both terms on the right side of line (41) are most κ/h √ t for some constant κ.
A.4.3 Proof of Lemma 3
Note that the quantity
in the statement of the lemma is at most 1 for all m 1 . Expanding the product ∆ 1 ∆ 2 gives
We proceed by analyzing the first two terms on the right side separately. To handle the second term, we will bound it from below, because its negative contribution will be needed to obtain the stated result. Recall the function ϕ t from line (35) in the proof of Lemma 2, which satisfies
Define the following "lower-bounding function", t : [0, 1] → R, which acts an approximate indicator
Then, Hoeffding's inequality implies
for all θ ∈ [0, 1], and all h ∈ (0, δ 1 ). The next step is to integrate this bound over [0, 1] . In doing this, note that the Lipschitz condition on either f 1 or f 1 implies that f 1 is bounded by a constant κ on [1/2 − h, 1/2 + h]. Consequently,
where cdq(h) was defined in line (40) , and the second line follows from an exact calculation using the error function Erf defined in line (42) , which is always bounded in magnitude by 1.
To handle the first term in line (43), note that for the rectangular kernel, we have the inequality
So, using the identity (44) and the bound (38) gives
Let the last integral on the right side be denoted by ( * * ). We will bound this integral by decomposing the unit square [0, 1] 2 into the five regions displayed below in Figure 2 , where θ is measured along the x-axis and θ is measured along the y-axis. The decomposition gives By symmetry, each of the integrals over A, B, C, and D are equal, and so we only bound the one over A. At the end of this subsection, we will give the details for deriving the following bound,
for some constant κ > 0 not depending on t or m 1 . Lastly, it is simple to check that the integral over the square region [1/2 − h, 1/2 + h] 2 is given by
Combining the work from lines (43), (45), (46), (47), and (48) gives
where we have absorbed a factor of f 1 ( 1 2 ) into κ. Regarding the difference quotient, there is a constant κ > 0, such that whenever h ∈ (0, δ 1 ),
Inserting these bounds into line (49) yields the statement of the lemma. Below, we give two paragraphs providing the details for the previous line (50) and the bound (47).
Details for line (50) To give some detail for the bounds in line (50), first note that
When f 1 is Lipschitz on [1/2 − δ 1 , 1/2 + δ 1 ], the integrand above satisfies |f l (θ) − f 1 ( 1 2 )| ≤ κh, which leads to the first bound in line (50). To handle the case when f l is Lipschitz, consider the Taylor expansion
where, for θ ∈ [1/2 − h, 1/2 + h], the remainder is defined by
, there is a constant κ > 0 such that whenever θ ∈ [1/2 − h, 1/2 + h], the remainder will satisfy
Combining the previous step with lines (52) and (51) proves the second case in line (50), since the term (θ − 
Next, because h < δ 1 , we may split the interval [0, 1/2 − h] into the union of I 1 := [0, 1/2 − δ 1 ] and
, it follows in particular that f 1 is bounded by a positive constant κ on I 2 . Similarly, the mean value theorem implies that
Alternatively, on the interval I 1 , we note that e −2t(1/2−h−θ) 2 is at most e −2t(δ 1 −h) 2 , and also the function |F 1 (1 − θ) − F 1 (θ)| is clearly at most 1. Combining these observations, it follows that ( * * * ) ≤ 
where the error function Erf is defined in line (42) , and is always bounded in magnitude by 1. Combining lines (53) and (54) shows that up to a positive constant κ not depending on t or m 1 , we have ( * * * ) ≤ κ
as needed.
B Validation of assumption A2
To validate assumption A2, we carried out the following experiments to see how well the distribution L(θ(X)|D, Y = l) can be approximated by a distribution that is known to satisfy A2. where α, β > 0 are parameters, and B(α, β) is the Beta function. From this formula, it is clear that for any choice the parameters, the function g(·; α, β) is Lipschitz in a neighborhood of 1/2. The first step in these experiments involved generating approximate samples from the distribution L(θ(X)|D, Y = l). For this purpose, we prepared the training set D and ground truth set D ground for both the 'abalone' and 'landsat satellite' data, as described in Section 4 of the main text. To approximate the function θ, we trained a very large ensemble of 10,000 decision trees {Q i } via random forests (abbrev. 'RF') on D, and then used the approximation θ(·) ≈Q t (·). Letting X 1,l , . . . , X n l ,l denote the samples in D ground from class l, we used the valuesQ t (X 1,l ) , . . . ,Q t (X n l ,l ) as approximate samples from L(θ(X)|D, Y = l). (Note that n 0 + n 1 = |D ground |.)
In the case of the 'landsat satellite' data, |D ground | = 3, 217, and in the case of the 'abalone' data, |D ground = 2, 088. Hence, for both datasets, a fairly large number of approximate samples from L(θ(X)|D, Y = l) were available. These approximate samples were then used in conjunction with the method of moments to estimate the parameters α and β. The implementation of the method of moments was done with the "mme" option in the R package 'fitdistrplus', and below, we denote the estimates associated with class l as α l and β l .
To see how well the Beta distributions fit the data, we used quantile-quantile (QQ) plots as a diagonostic. Specifically, we sorted the valuesQ t (X 1,l ) , . . . ,Q t (X n l ,l ) and plotted them against a corresponding set of quantiles from the Beta( α l , β l ) distribution. The results are displayed in purple in the figures below, and we can see that there is a good overall conformity with the diagonal line. We have also marked a horizontal line at 1/2 to clarify that the fit is good in a neighborhood of 1/2 (i.e. the region of interest for A2).
Next, we turn our attention to the small deviations of the purple curves from the diagonal line, which occur mostly in the tails of the distributions. To look at this more carefully, we generated an i.i.d. sample of size n l from the fitted distribution Beta( α l , β l ), and plotted the sorted samples against the same quantiles used previously (but with the results shown in green).
The importance of the green curves is that they show that some deviation can be expected from the diagonal line, even when the samples and quantiles are both obtained from the same distribution (i.e. Beta( α l , β l )). Moreover, the green curves have deviations from the diagonal that resemble the deviations of the purple curves. Consequently, the green curves give further support to the conclusion that L(θ(X)|D, Y = l) is well approximated by a Beta distribution. QQ plots for validating assumption A2 in the case of the 'landsat satellite' and 'abalone' data. Overall, the purple curves align well with the diagonal line, indicating a good fit. Note that even when the purple curves deviate from the diagonal line, the deviations are roughly similar to those of a sample drawn from the corresponding fitted distributions (as shown in green). Hence, the small deviations of the purple curves do not necessarily reflect a poor fit.
C Comments on data preparation
When subsets of a common dataset were partitioned in separate files in the UCI repository, we combined these subsets before further processing. To make the datasets compatible with binary classification, some label classes were pooled in a few cases. For 'abalone', labels 1-8 were set to 0 with others set to 1, for 'digits', labels 0-4 were set to 0 with others set to 1, and for 'landsat satellite', labels 1-3 were set to 0 with others set to 1. Also, in the 'occupancy detection' dataset, 10% of the labels were randomly selected and then flipped, so that the classification problem would lead to non-trivial error rates.
