The Stocking and Lord (1983) Samejima's (1969 Samejima's ( , 1972 Haebara (1980) and further refined by Stocking and Lord (1983). The loss function approach is preferred over the summary statistics approach for two reasons. First, it uses the item parameter estimates for each anchor item in a test rather than their summary statistics.
The task then is to find the equating coefficients that will minimize the quadratic loss function.
Because F is a function of A and K it will be minimized when aFlaA = 0 and aFlaK = 0, but the resulting system of equations does not have a closed form solution. Stocking and Lord (1983) used an iterative multivariate search technique (Davidon, 1959; Fletcher & Powell, 1963) to find the two equating coefficients that will minimize F.
Stocking and Lord (1983) referred to their technique as the characteristic curve method. However, they actually presented two different approaches without clearly differentiating between them. As employed in Equation 4, the quantity (T, -T,*) is computed for each examinee, squared, and then summed over all examinees in the common group. Because of the summation over examinees, the process is one that minimizes the difference between the two distributions of true scores based on the common anchor items of the two tests administered to a common group of examinees. Thus, it would be employed only in horizontal equating situations. Haebara's (1980) Samejima's (1969 Samejima's ( , 1972 (Samejima, 1969) . The boundary curves are characterized by an item discrimination parameter, a., and by the mj -1 location parameters, b,k. The bjk for an item are ordered, typically from low (k = 1) to high (k = /M~). For a given item, a. is the same over all boundary curves. As a result, the probability of selecting a given response category of a target test item is given by the following expressions: Two simulated datasets based on the same anchor items and a common group of 300 examinees were used to illustrate horizontal equating under the true score approach. Both sets were based on a test of 30 items with four response categories. All 30 items were used as the anchor items in the equating. The discrimination parameters of the test were generated from a uniform distribution ranging from 1.34 to 2.65 in a logistic IRF metric. The three difficulty parameters for the boundary curves of an item were generated from a normal distribution (mean = 0, variance = 1). Each set of three ordered boundary curve difficulty parameters of an item was randomly paired with a single discrimination index. The 0 levels of the 300 simulated examinees were sampled from a unit normal distribution over the range -2.8 to + 2.8.
The GENIRV computer program (Baker, 1986) (Thissen, 1988) 
Nonhorizontal Equating
To illustrate a nonhorizontal equating situation, the item parameters of the 30-item test used in the preceding examples were transformed through Equations 2 and 3 using the values A = .9 and K = .5. These values were then used in GENIRV (Baker, 1986) to generate a target test dataset based on 300 examinees whose 0 parameters were normally distributed (mean = 0, variance = 1). The generated examinee item response vectors were then analyzed by MULTILOG to obtain the item parameter estimates for the target test. The means are reported in Table 1 .
The original MULTILOG test results were then equated to the metric of these results by the TCC approach using 21 points equally spaced from -4 to +4 on the 0 scale. The obtained values of the equating coefficients were A = 1.0083 and K = .5432. These agree reasonably well with the underlying values, although the A coefficient is approximately .1 larger. The obtained value of the loss function F was .0756, which indicates that the minimum was approximated. In the present equating situation, the two sets of underlying item parameters differed primarily in terms of the locations of the items. Thus, when the two sets of common items were equated, the change in location was reflected in the mean abilities of the two groups of examinees. The summary statistics in Table 1 With some datasets, a peculiarity of the Davidon-Fletcher-Powell gradient search method was observed that partially accounts for the long computer runs under the true score approach. The gradients typically decreased rapidly from a large initial value to a small value, and the process usually converged in three to four primary iterations. In some cases, after the gradients became quite small (e.g., 10-6), the process required a total of five to ten primary iterations to achieve convergence. In the final three or four primary iterations, the loss function F was essentially 0, yet convergence was not readily achieved. This phenomenon appears to be a characteristic of the convergence criterion employed within the Numerical Recipes subroutines (Press et al., 1986 ) that depends on the relative values of the quadratic loss function in two successive primary iterations rather than on an absolute difference.
