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Abstract. Spin Hurwitz numbers count ramified covers of a spin surface,
weighted by the size of their automorphism group (like ordinary Hurwitz num-
bers), but signed ±1 according to the parity of the covering surface. These num-
bers were first defined by Eskin-Okounkov-Pandharipande in order to study
the moduli of holomorphic differentials on a Riemann surface. They have also
been related to Gromov-Witten invariants of of complex 2-folds by work of
Lee-Parker and Maulik-Pandharipande. In this paper, we construct a (spin)
TQFT which computes these numbers, and deduce a formula for any genus
in terms of the combinatorics of the Sergeev algebra, generalizing the formula
of Eskin-Okounkov-Pandharipande. During the construction, we describe a
procedure for averaging any TQFT over finite covering spaces based on the
finite path integrals of Freed-Hopkins-Lurie-Teleman.
Hurwitz numbers count ramified covers of surfaces weighted by the size of the
automorphism group of the cover. Combinatorial formulas in terms of the represen-
tation theory of the symmetric group go back to Hurwitz [Hur91], Frobenius [Fro96],
and Burnside [Bur11].
Suppose Σ is a closed surface equipped with a spin structure. Associated to Σ is
an element p(Σ) ∈ Z/2Z known as the parity or Atiyah invariant. In this paper, we
study a variant of Hurwitz numbers called spin Hurwitz numbers, where ramified
covers of Σ are counted with a sign according to the parity of the total space of the
cover (equipped with the pullback spin structure). One of the main results is the
following formula for spin Hurwitz numbers as a sum over the set SP(n) of strict
partitions of n (i.e. partitions into distinct parts).
Theorem 0.1. The degree n unramified1 spin Hurwitz numbers of a closed spin
surface Σ are given by:
2−nχ(Σ)/2 ∑
ν∈SP(n)(−1)p(Σ)`(ν) (d(ν)n! )
χ(Σ)
,
where
d(ν) = 2n−`(ν)/2 n!
ν1! . . . ν`!
∏
p<q
νq − νp
νp + νq ,
and `(ν) denotes the length of the partition ν.
Remark 0.2. The numbers d(ν) have a representation theoretic interpretation:
namely they are the dimensions of the simple supermodules of the Sergeev algebra,
up to a factor of
√
2 if `(ν) is odd (see Proposition 1.17).
1See Theorem 1.10 for a more general version involving ramified covers.
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2 SAM GUNNINGHAM
Spin Hurwitz numbers were first introduced by Eskin-Okounkov-Pandharipande
[EOP08], who were interested in the volume of strata in the moduli space of differen-
tials on a Riemann surface with prescribed singularities. Kontsevich-Zorich [KZ03]
and Eskin-Masur [EM01] independently explained how these volumes are related
to the asymptotics of the enumeration of connected branched coverings of a torus,
where the ramification data of the covering matches the singularities of the differen-
tial. Eskin-Okounkov [EO01] were able to use this idea to compute the volumes in
the case when the ramification data contained only partitions into even parts; the
case when the ramification data consisted of partitions into odd parts required the
introduction of spin Hurwitz numbers and was solved in [EOP08]. One of the main
results of their paper was a group theoretic computation of the parity of a ramified
covering of a spin surface. This result was applied in the case of a torus with odd
spin structure to give a formula for the spin Hurwitz numbers in that case. In this
paper, we will generalize the formula of [EOP08] to any genus (Theorem 1.10).
Spin Hurwitz numbers have also appeared in the work of Lee-Parker [LP07] and
Maulik-Pandharipande [MP08] in Gromov-Witten theory. Suppose X is a complex
Ka¨hler 2-fold with a smooth canonical divisor Σ ⊆ X. The normal bundle of Σ
in X defines a spin structure on Σ. It was shown in [LP07] that certain Gromov-
Witten invariants of X can be expressed in terms of spin Hurwitz numbers of Σ.
More recently, Lee and Parker have proved a recursion formula that allows one to
compute higher genus spin Hurwitz numbers in terms of the lower genus numbers
using techniques from analysis and PDE [LP12] [Lee13]. The recursion formulas
of [LP12] also follow from the techniques of this paper (see Section 4.3).
Remark 0.3. There does not appear to be an obvious connection between the
appearance of spin Hurwitz numbers in the Gromov-Witten theory of 2-folds, and
in the volume of the moduli spaces of differentials on a Riemann surface.
The main tool of this paper is topological field theory (TQFT). In the 1990’s,
Dijkgraaf-Witten [DW90] and Freed-Quinn [FQ93] explained how to construct a
topological quantum field theory from a finite gauge group. Hurwitz numbers are
controlled by a 2-dimensional version of Dijkgraaf-Witten theory, with gauge group
Sn). The formulas of Hurwitz, Frobenius, and Burnside can be recovered by ana-
lyzing the structure of this TQFT. To prove Theorem 0.1 we will construct a (spin)
TQFT taking values in the category of superalgebras:
Theorem 0.4. For each positive integer n, there is a fully extended 2d spin TQFT
Zn which assigns the following invariants:● To a point, Zn assigns the Sergeev superalgebra, Yn ∶= C` n ⋊ Sn, where C` n
denotes the nth complex Clifford algebra.● To the anti-periodic spin circle, Zn assigns the even super vector space
generated by odd partitions of n (i.e. partitions into odd parts).● To the periodic spin circle, Zn a assigns the super vector space of strict
partitions (i.e. partitions into distinct parts) where the degree of a partition
µ is its length mod 2.● To a closed spin surface Σ, Zn assigns the spin Hurwitz numbers of Σ.
The spin TQFT Zn is a convenient way to encode all the information about spin
Hurwitz numbers Hn(Σ) for a spin surface Σ. The locality properties of TQFT
mean that Zn is determined by the superalgebra Zn(pt) = Yn, together with a linear
map Z(Yn) → C. In fact, we can recover Zn from the following data: the set of
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simple supermodules S = {V ν ∣ ν ∈ SP(n)} of Yn, the decomposition S = S0 ⊔ S1
into type M and type Q supermodules (see Section 1.4), and complex number t(ν)
for each ν ∈ SP(n).
Statements about spin Hurwitz numbers often reduce to formal properties of
TQFT. For example, the spin Hurwitz formulas in Theorem 0.1 are a special case
of a more general formula for spin TQFT (Proposition 2.13). Recursion formulas,
such as those of Lee and Parker [LP12], follow directly from the existence of the
TQFT Zn (see Section 4.3).
Outline of the paper. Section 1 we introduce some of the necessary preliminaries,
and state the main results in full generality (Theorems 1.10 and 1.23).
In Section 2, we give a general description of spin TQFTs and explain how to
compute the invariants assigned to a closed surface by such a TQFT. The funda-
mental example of a spin TQFT is the parity theory which assigns ±1 to a closed
spin surface according to its parity. The construction of the parity theory is left to
Section 5. In Section 3, we explain how to construct new TQFTs from old ones by
averaging over n-fold covering spaces. The spin Hurwitz theory of Theorem 1.23
is then constructed in Section 4 by averaging the parity theory over n-fold covers.
Theorem 1.10 is proved by applying the computation from Section 2 to the spin
Hurwitz TQFT.
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1. Preliminaries and Main Results
1.1. Ordinary Hurwitz numbers. It will be helpful to recall how ordinary Hur-
witz numbers are defined and computed using TQFT. The results in sections 1.1
and 1.2 are reasonably well known, but we present them here in order make analo-
gies with our own results.
Let P(n) denote the set of partitions of n, i.e. µ = (µ1 ≤ . . . ≤ µ`), where
µ1 + . . . + µ` = n. We write `(µ) = ` for the length of µ. Note that isomorphism
classes of n-fold covering spaces of a circle are in bijection with P(n); we call the
partition corresponding to such a cover, the ramification datum of the cover.
Fix a closed, oriented surface Σ with marked points p1, . . . , pk.
Definition 1.1. An n-fold ramified cover of Σ, with ramification data µ1 . . . ,µk ∈
P(n) at p1, . . . , pk is a surface Σ̃ with a finite, continuous map Σ̃ → Σ which is an
n-fold covering space over Σ− {p1, . . . , pk}, and such that the restriction to a small
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circle around pi has ramification datum µ
i. Define the Hurwitz numbers by
Ĥn(Σ;µ1, . . . ,µk) =∑ 1
#Aut(Σ̃/Σ) ,
where the sum is taken over isomorphism classes of ramified covers Σ̃ → Σ with
the specified ramification data. We will write Ĥn(Σ, k) for the associated linear
functional on C[P(n)]⊗k
Recall that the set P(n) naturally parameterizes both conjugacy classes and
irreducible representations of Sn.
Definition 1.2. Let V̂ ν denote the irreducible representation of Sn corresponding
to ν ∈ P(n). The central characters f̂νµ of Sn are defined to be the constant multiple
of the identity by which the conjugacy class µ acts on the representation V̂ ν .
The following formulas go back to Hurwitz, Frobenius, and Burnside (in various
forms).
Theorem 1.3 ( [Hur91] [Fro96] [Bur11]). The numbers Ĥn(Σ;µ1, . . . ,µk) are given
by the following formula
∑
ν∈P(n)(
k∏
i=1 fˆνµi)(dim V̂
ν
n!
)χ(Σ) .
Moreover, we have the following expressions for the dimensions and central char-
acters of the symmetric group (see e.g. [Ful97]):
dim V̂ ν = n!
L1! . . . L`!
∏
i<j(Li −Lj),
where Li = µi + ` − i. The fˆνµ satisfy
Sν(X) = ∑
µ∈P(n)
dim V̂ ν
n!
fˆνµpµ(X)
where Sν(X) are the Schur functions, pm(X) = ∑j≥1 xmj is a power sum function,
and pµ(X) = pµ1(X) . . . pµ`(X).
1.2. Topological quantum field theory. Let Σ denote a closed, oriented surface
and suppose that Σ can be decomposed as Σ1∪N Σ2 where the Σi are surfaces glued
along a common boundary N . The key observation required to prove Theorem 1.3
is that the Hurwitz numbers of Σ can be computed in terms of the Hurwitz numbers
of the Σi (with extra marked points corresponding to the boundary components
N). One convenient way to organize this relationship is via a topological quantum
field theory (TQFT).
Let CobOr denote the category whose objects are closed, oriented 1-manifolds,
and a morphism N1 → N2 is an oriented surface Σ with an identification ∂Σ ≡
N1 ⊔N2 (up to diffeomorphism). This has a symmetric monoidal structure given
by disjoint union of manifolds. Let Vect denote the category of complex vector
spaces with its symmetric monoidal structure given by tensor product.
Definition 1.4. A TQFT is a symmetric monoidal functor Z ∶ CobOr →Vect.
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Given any TQFT Z, the vector space V = Z(S1) naturally has the structure of
a commutative algebra, where the multiplication is given by applying the functor
Z to the cobordism S1 ⊔ S1 → S1 given by a pair of pants (a sphere with three
discs removed). Moreover, there is a map t ∶ V → C given by applying Z to the
disc, considered as a cobordism S1 → ∅1. The map t makes V into a commutative
Frobenius algebra, i.e. the composite V ⊗ V multÐÐÐ→ V tÐ→ C is a non-degenerate inner
product on V .
If this algebra is semisimple, by Wedderburn’s theorem V has a basis es of
orthogonal idempotents.
Proposition 1.5. Let Z be a TQFT with the algebra V = Z(S1) semisimple, and
let es, s ∈ S, be the basis of orthogonal idempotents of V . Then for any any closed,
oriented surface Σ, we have:
Z(Σ) = ∑
s∈S t(es)χ(Σ)/2.
Proposition 1.5 is proved by decomposing Σ into discs and pairs of pants (see
Proposition 2.13 for more details). The following theorem gives a precise description
of how Hurwitz numbers behave under such decompositions of Σ.
Theorem 1.6. For each positive integer n, there is a TQFT Ẑn so that:● To a circle Ẑn assigns the vector space C[P(n)].● To a surface Σ with k marked points, considered as a cobordism (S1)⊔k →∅1, Ẑn assigns Ĥn(Σ) ∶ C[P(n)]⊗k → C.
Moreover, the commutative Frobenius algebra structure on C[P(n)] is given by iden-
tifying it with the algebra of class functions C[Sn]Sn such that a partition µ maps
to the conjugacy class of Sn with cycle type µ. The map t takes a class function f
to (1/n!)f(1).
The algebra C[Sn]Sn is semisimple; the change of basis matrix between the
conjugacy classes µ and the orthogonal idempotents eν is given by the central
characters fˆνµ , and t(eν) = (dim V̂ νn! )2. Combining Theorem 1.6 with Proposition
1.5, we deduce the formula for Hurwitz numbers in Theorem 1.3.
Remark 1.7. There is a natural analogue of this story, where n-fold covers are
replaced by G-bundles for any finite group G, see [FHLT10].
1.3. Spin Hurwitz numbers. Now suppose Σ is a closed surface equipped with
a spin structure. Such a structure is equivalent to choosing either of the following
pieces of data:● A quadratic form on H1(Σ,Z/2Z) which refines the intersection pairing,● A square root, K1/2 of the canonical bundle (for any complex structure on
Σ).
Definition 1.8. In terms of the descriptions above, the parity of Σ (with its spin
structure) is defined to be● The Arf invariant of the corresponding quadratic form on H1(Σ,Z/2Z) ,● The dimension mod 2 of H0hol(Σ,K1/2) .
(See [Joh80] [Ati71] [Mum71]).
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Recall that there are two spin structures on the circle S1: the anti-periodic (or
Neveu-Schwarz ) circle S1ap which bounds a spin disc, and the periodic (or Ramond)
circle S1per which does not [LM89].
Two subsets of the set P(n) of partitions of n play an important role in this
paper:● The set of odd partitions, OP(n) = {µ ∈ P(n) ∶ µi are all odd}.● The set of strict partitions, SP(n) = {µ ∈ P(n) ∶ µi are all distinct}.
We will see that these are analogues of the dual roles played by P(n) for ordinary
Hurwitz numbers: indexing conjugacy classes and representations of the symmetric
group.2
Suppose we have a cover Σ̃→ Σ ramified at p1, . . . , pk. We can canonically lift the
spin structure on Σ to Σ̃ precisely when the ramification data are all odd partitions
(in that case, every component of the covering space over each boundary circle is
anti-periodic, thus the spin structure extends over the disc it bounds).
Definition 1.9. The spin Hurwitz numbers are defined by:
Hn(Σ;µ1, . . . ,µk) =∑ (−1)p(Σ̃)
#Aut(Σ̃/Σ) ,
where the sum is taken over isomorphism classes of branched covers Σ̃ of Σ with
ramification data µ1, . . . ,µk ∈ OP(n) at p1, . . . pk. We will write Hn(Σ, k) for the
associated functional on the vector space C[OP(n)]⊗k.
One of the main results of this paper is a combinatorial expression for the spin
Hurwitz numbers. The unramified case was Theorem 0.1; this involved the numbers
d(ν), for ν ∈ SP(n). To state the general case we will need to introduce the matrix
fνµ , for µ ∈ OP(n) and ν ∈ SP(n). This matrix has a combinatorial definition in
terms of the Schur Q-functions, a certain family of symmetric polynomials Qν(X) =
Qν(x1, x2, . . .) which were introduced by Schur [Sch11] in his study of the spin
representations of the symmetric group (the representation theoretic meaning of
fνµ will be explained in Section 1.6).
The Q-functions were defined by Schur as follows (see also [Jo´z00]). First con-
sider
Q(t) = ∑
n≥0Qn(X)tn ∶=∏j≥0 1 + xjt1 − xjt .
Now we define Qpq(X) by
Q(r, s) = ∑
p,q≥0Qpq(X)rpsq ∶= (Q(r)Q(s) − 1)r − sr + s .
Finally, for ν ∈ SP(n), we set Qν(X) = Pf(Qνiνj(X)) (if `(ν) is odd, we set
ν`(ν)+1 = 0 so that (Qνiνj(X))ij is an even order antisymmetric matrix and its
Pfaffian is well defined).
Theorem 1.10 (The spin Hurwitz formula). The spin Hurwitz numbers Hn(Σ,µ1, . . . ,µk)
are given by:
2(∑i(`(µi)−n)−nχ(Σ))/2 ∑
ν∈SP(n)(−1)p(Σ)`(ν) (∏i fνµi)(d(ν)n! )
χ(Σ)
,
2It was shown by Euler that the cardinalities of SP(n) and OP(n) are equal.
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where:
d(ν) = 2n−`(ν)/2 n!
ν1! . . . ν`!
∏
p<q
νq − νp
νp + νq ,
and the numbers fνµ satisfy
Qν(X) = 2`(ν)/2 ∑
µ∈OP(n)
d(ν)
n!
fνµpµ(X),
(pm(X) = ∑j≥1 xmj is a power sum function, and pµ(X) = pµ1(X) . . . pµ`(X)).
1.4. Semisimple superalgebras. In this section we will recall the basic theory
of semisimple superalgebras, after Jo´zefiak [Jo´z].
We will use the term super vector space to denote a Z/2Z graded complex vector
space. Let SVect denote the category of super vector spaces and (degree preserv-
ing) linear maps. This has a natural symmetric monoidal structure, where the
symmetric structure incorporates the sign rule: the isomorphism V ⊗W →W ⊗ V
is given by v ⊗ w ↦ (−1)∣v∣∣w∣w ⊗ v where v and w are homogeneous elements of
degree ∣v∣ and ∣w∣.
A superalgebra is an algebra object in SVect. The notions of supercommuta-
tive, opposite superalgebra Aop, supercentre Z(A) and superabelianization Ab(A)
of a superalgebra A in this paper are all defined following the sign rule. A super-
module for a superalgebra is just a module with a compatible Z/2Z grading. Two
superalgebras A and B are Morita equivalent if there are superbimodules MA B and
NB A such that M ⊗B N ≃ A and N ⊗AM ≃ B. Given a superalgebra A, and two
supermodules M and N , we denote by HomA(M,N) the space of degree preserv-
ing A-linear maps, and by HOMA(M,N) the space of all A-linear maps with its
natural Z/2Z-grading.
A superalgebra is called semisimple if every supermodule is a direct sum of
simple supermodules. Wedderburn theory for semisimple superalgebras states that
every simple superalgebra is isomorphic to one of the following:● M(r, s) = End(Cr ⊕ Cs[1]), the superalgebra of (non degree preserving)
endomorphisms.● Q(d), the subalgebra of M(d, d)), consisting of matrices of block form( C D
D C
).
Every semisimple superalgebra is isomorphic to a product of such simple superal-
gebras, with one simple factor for each simple module.
The superalgebras M(r, s) are all Morita equivalent to the trivial algebra C =
M(1,0), and the superalgebra Q(d) are Morita equivalent to Q(1) = C[η] where
η has degree 1 and η2 = 1. Simple supermodules for a semisimple algebra will be
referred to as type M or type Q depending on which factor they correspond to.
Remark 1.11. The supercentre Z(A) of every semisimple superalgebra A is in
purely even degree, and this has a basis of orthogonal idempotents corresponding
to simple supermodules. The superabelianization Ab(A) (the quotient of A by the
subspace of all supercommutators) is a vector space of the same dimension, however
the summands corresponding to supermodules of type M are in even degree and
the those corresponding to supermodules of type Q are in odd degree (to verify this
claim, it is enough to check for the superalgebras C and Q(1)).
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The nth Clifford algebra C` n is defined as the tensor product Q(1)⊗n. Explicitly,C` n is generated by odd elements η1, . . . , ηn where η2i = 1, and ηiηj = −ηjηi whenever
i ≠ j. The Clifford algebra C` n is a simple superalgebra. When n is even, C` n is
Morita equivalent to C. When n is odd, C` n is Morita equivalent to C` 1.
Definition 1.12. The symmetric group Sn acts on C` n by permuting the generators
ηi. The Sergeev superalgebra Yn is defined to be the semidirect product C` n ⋊ Sn.
1.5. Spin representations and twisted group superalgebras. Suppose G is
a finite group, together with a central extension
⟨ε⟩↪ G̃ piÐ→ G.
where ε2 = 1. A spin representation of G is defined to be a representation of G̃ in
which ε acts by −1. Spin representations of G are the same thing as modules for
the twisted group algebra T (G) = C[G̃]/(ε + 1).
(we suppress the data of the central extension from the notation).
Suppose in addition that G is equipped with a Z/2Z-grading determined by an
index 2 subgroup G0 of G. Then G̃ acquires a grading via G̃0 is the preimage of G0,
and the twisted group algebra is endowed with the structure of a superalgebra. For
each supermodule V of T (G), let ∣V ∣ denote the spin representation of G obtained
by forgetting the grading.
Proposition 1.13 ( [Jo´z]). The superalgebra T (G) is a semisimple superalgebra.
For each simple supermodule V of T (G) ,● if V is of type M , ∣V ∣ is also simple, and● if V is of type Q, ∣V ∣ splits as a direct sum of two non-isomorphic simple
modules ∣V ∣+ and ∣V ∣−.
Every simple spin representation of G arises as ∣V ∣, ∣V ∣+, or ∣V ∣− for a unique
simple supermodule V .
Thus the representation theory of the superalgebra T (G) encodes the spin rep-
resentations of G. Here are the main examples that we will consider in this paper:
(1) Let Rn denote the group (Z/2Z)n, and label the generators η1, . . . , ηn. This
group has a grading in which each ηi has degree 1, and a central extension
R̃n where the central element ε satisfies ηiηj = εηjηi when i ≠ j. The twisted
group superalgebra T (Rn) is isomorphic to C` n.
(2) Let Bn denote the hyperoctahedral group Rn ⋊ Sn with a grading induced
from the grading on Rn. The group B̃n = R̃n ⋊ Sn defines a central exten-
sion of Bn called the Sergeev group. The twisted group algebra T (Bn) is
canonically identified with the Sergeev algebra Yn = C` n ⋊ Sn.
(3) The symmetric group Sn also has a central extension S̃n. To define S̃n,
let t1, . . . , tn−1 denote the standard Coxeter generators of Sn. Then S̃n is
generated by the ti together with the central involution ε, subject to the
usual relations t2i = 1 and titi+1ti = ti+1titi+1, but now we have titj = εtjti
when ∣i − j∣ > 1. The symmetric group has a grading given by the parity.
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1.6. Central characters of spin representations. Recall that for a finite group
H, each conjugacy class C determines a central element in the group algebra.
This acts on a simple representation M by a scalar multiple fMC of the identity
(equivalently, fMC is the change of basis matrix between the basis of conjugacy
classes and the basis of orthogonal idempotents in the centre of the group algebra
of H). For a given simple representation M , the number fMC is called the central
character of M ; it is related to the character (trace) χM by the equation
χM(C) = dim(M)
#C
fMC .
Now let us define the central characters of spin representations of a group G
(with a grading and central extension as in Section 1.5). Let C be a conjugacy
class in G, and consider the preimage pi−1(C) of C in G̃. There are two possibilities:
either pi−1(C) is a conjugacy class in G̃, or pi−1(C) splits as a disjoint union of two
conjugacy classes. We will say that the class C splits in G̃ if the second case occurs.
If C splits in G̃, choose a conjugacy class D in G̃ such that pi−1(C) = D ⊔ εD.
Then the image of D in T (G) is in the supercentre of T (G), and the collection
of such elements (as C varies over the conjugacy classes in G of the second type)
forms a basis for Z(T (G)). If C does not split in G̃, then the image of pi−1(C) inT (G) is zero, as εpi−1(C) = pi−1(C). Such conjugacy classes do not contribute to
the character, and we will disregard them.
Remark 1.14. This basis is canonical only up to sign as we could have chosen the
image of the class εD instead of D. However, in the cases of interest, there will
always be a preferred choice of lift D.
Definition 1.15. Given a simple supermodule V of T (G) its central character fVC
is the scalar multiple of the idenitity on which the image of the (chosen) lift D of
C acts on V .
Proposition 1.16 ( [Ser85] [Jo´z00]). There is a bijection between the set of strict
partitions λ ∈ SP(n) and supermodules V λ of Yn such that Vλ is of type M if `(λ)
is odd, and of type Q is `(λ) is even.
Recall that Yn is canonically identified with the twisted group algebra T (Bn)
of the hyperoctahedral group. Conjugacy classes Cµ in the hyperoctahedral group
which split in the Sergeev group B̃n are indexed by odd partitions µ ∈ OP(n).
They are precisely the conjugacy classes generated by a permutation of cycle type
µ under the embedding Sn ↪ Bn. We also have an embedding Sn ↪ B̃n and the
conjugacy class Dµ of a permuation of cycle type µ in B̃n defines a lift of Cµ.
Thus we can define the central characters fV
ν
Cµ
of the Sergeev algebra Yn. Recall
that we defined numbers fµν in Section 1.3 in terms of the Schur Q-function.
Proposition 1.17 ( [Ser85] [Jo´z00]). We have fV
ν
Cµ
= fνµ . Moreover, the numbers
d(ν) are equal to dimV ν if `(ν) is even, and (1/√2)dimV ν if `(ν) is odd.
Let ∆µ denote the image of the conjugacy class Dµ in Z(Yn), where µ ∈ OP(n).
It will be useful to have an explicit description of the elements ∆µ. Given an
m-cycle σ = (a1 . . . am) in Sn where m is odd, define the element ∆σ ∈ Yn by∑(ηc1a1 . . . ηcmam)⊗ σ,
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where the sum is over m-tuples (c1, . . . , cm) ∈ (Z/2Z)m such that c1 + . . . cm = 0 ∈
Z/2Z. Now, given any element σ ∈ Sn whose cycle type is an odd partition of n,
define ∆σ by ∆σ1 . . .∆σ` where σ1 . . . σ` is a factorization of σ into disjoint cycles.
Proposition 1.18. The element ∆µ ∈ Z(Yn) is given by ∑∆σ, where the sum is
over σ ∈ Sn with cycle type µ.
For example ∆(3) ∈ Z(Y3) is given by
1⊗ (123) + η1η2 ⊗ (123) + η2η3 ⊗ (123) + η3η1 ⊗ (123)
1⊗ (132) + η1η3 ⊗ (132) + η3η2 ⊗ (132) + η2η1 ⊗ (132).
Remark 1.19. Proposition 1.17 above gives a combinatorial description of the spin
characters of the hyperoctahedral group in terms of Schur Q-functions. However,
Schur’s original use of the Q-functions was to describe the spin characters of the
symmetric group. The relationship between the spin characters of Sn and Bn is
characterized by an isomorphism of superalgebras (see [Yam99] [Kle05]):Yn ∶= C` n ⋊ Sn ≅ C` n ⊗ T (Sn).
1.7. Extended TQFT and 2-categories. The definition of TFQT given in Sec-
tion 1.2 assigns a vector space to a closed 1-manifold and a linear map to a 2-
dimensional cobordism. A closed 2-manifold is thus assigned a number, thought
of as a linear map C → C. There is a natural way to extend this definition which
assigns an algebra (or alternatively, a linear category) to a 0-manifold, and a bimod-
ule to a 1-dimensional cobordism. The vector space assigned to a closed 1-manifold
in this setting can be thought of as a C − C-bimodule. To properly formulate the
definition of extended TQFT, we will need to work with 2-categories.
Throughout this paper, the term 2-category will mean a weak 2-category, (or
bicategory). We refer the reader to [Be`n67] [Sch09] for a more detailed discussion
of 2-categories, but briefly a 2-category C consists of the following data:● A set, C0 of objects;● A 1-category HomC(x, y) of 1-morphisms for each x, y ∈ C0 (the morphisms
in these 1-categories are called 2-morphisms and composition is referred to
as vertical composition);● A functor ○ ∶ HomC(x, y)×HomC(y, z)→ HomC(x, z) called horizontal com-
position;● Identity 1-morphisms 1x ∈ Hom(x,x) for each object x;● Natural isomorphisms called left and right unitors for each pair of ob-
jects, establishing the expected properties of the identity 1-morphism, and
a natural transformation called an associator, establishing the associativity
property of horizontal composition. These satisfy some natural coherence
axioms.
A symmetric monoidal structure on a 2-category C is a functor ⊗ ∶ C × C → C with
fixed isomorphisms x⊗ y ≅ y ⊗ x, together with a unit object 1C , and various other
natural transformations relating these objects (see [Sch09], Section 2.2). There
is a notion of a symmetric monoidal functor between two symmetric monoidal 2-
categories.
Our primary examples of symmetric monoidal 2-categories are 2- categories of
cobordisms. For example, the 2-category Bordor of oriented cobordisms can be
described as follows (see [Sch09] for a more careful definition).
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● Objects of BordOr are oriented 0-manifolds, i.e. disjoint unions of points
equipped with an orientation.● A 1-morphism between objects N0 and N1 is a cobordism between N0 and
N1, i.e. an oriented 1-manifold with boundary, M together with an oriented
diffeomorphism ∂M ≅ N0 ⊔N1, where N denotes the opposite orientation
on N .● IfM0 andM1 are both 1-cobordisms betweenN0 andN1, then a 2-morphism
between M0 and M1 is a cobordism Σ between M0 and M1 which is trivial
on the boundary; more precisely, Σ is an oriented 2-manifold with corners
together with an isomorphism
∂Σ ≃M0 ⊔N0⊔N1 ((N0 ⊔N1) × [0,1]) ⊔N0⊔N1 M1.● The horizontal and vertical compositions are both described by gluing
cobordisms along the relevant parts of the boundary (this requires some
care to make precise).● The symmetric monoidal structure is given by disjoint union of manifolds.
Note that the 1-category HomBordOr(∅0,∅0) is equivalent to CobOr. We would
to extend the notion of TQFT from Section 1.2 to a symmetric monoidal func-
tor from BordOr2 to a suitable target symmetric monoidal 2-category C, with the
property that HomC(1C ,1C) is equivalent to Vect. A common choice for C is the
2-category Alg which can be described as follows.● Objects of Alg are C-algebras,● A 1-morphism between objects A and B is an A −B-bimodule, M .● If M and M ′ are both A − B-bimodules, then a 2-morphism between M
and M ′ is a homomorphism of bimodules.● Horizontal composition is given by relative tensor product, and vertical
composition is given by composition of homomorphisms.● The symmetric monoidal structure is given by tensor product of algebras.
Definition 1.20. A fully extended, oriented, 2d TQFT is a symmetric monoidal
functor BordOr →Alg.
Example 1.21. The Hurwitz TQFT from Theorem 1.6, extends to a fully extended
TQFT which assigns the group algebra C[Sn] to a point.
1.8. Spin TQFT. Just as ordinary Hurwitz numbers are controlled by a TQFT,
spin Hutrwitz numbers are controlled by a spin TQFT. The 2-category BordSpin
is defined similarly to BordOr, but all manifolds are now endowed with a spin
structure (see [Sch09], Section 3.4 for more details). To allow for interesting spin
TQFTs, we will also change the target 2-category from Alg to SAlg, whose objects
the algebras and bimodules come with a Z/2Z-grading, and morphisms of bimodules
are compatible with that grading.
Definition 1.22. A 2d spin Topological Quantum Field Theory (or TQFT) is a
symmetric monoidal functor Bordspin → SAlg.
The following theorem is analogous to Theorem 1.6 for ordinary Hurwitz num-
bers.
Theorem 1.23 (The spin Hurwitz theory). For each positive integer n, there is a
fully extended 2d spin TQFT Zn which assigns the following invariants:
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● To a point, Zn assigns the Sergeev algebra, Yn.● To the anti-periodic spin circle, Zn assigns the even super vector space
C[OP(n)]. This can be identified with the supercentre Z(Yn).● To the periodic spin circle, Zn a assigns the super vector space C[SP(n)]
where the degree of µ ∈ SP(n) is `(µ) mod 2. This can be identified with
the superabelianization Ab(Yn).● To a closed spin surface Σ with k punctures, considered as a cobordism(S1ap)⊔k → ∅1, Zn assigns Hn(Σ, k) ∶ C[OP(n)]⊗k → C.
Remark 1.24. Our construction gives a canonical basis for Zn(S1ap) indexed by
OP(n), which is necessary to identify the value of Zn on a punctured surface with
spin Hurwitz numbers. Strictly speaking, this basis is not an invariant of the functor
Zn (it is not a Morita invariant of Yn), rather it is a feature of our construction of
it. It is also important to note that the basis of Zn(S1per) given above is actually
only well defined up to sign.
2. 2d spin TQFTs
2.1. Dualizable and full dualizable objects. Here we recall the notion of du-
alizability and full dualizability (see [Lur09] and Section 2 of [BZN09] for more
details).
Definition 2.1. Let (C,⊗) be a symmetric monoidal 2-category. An object x inC is dualizable if there is another object x∨ and morphisms ev ∶ x ⊗ x∨ → 1C and
coev ∶ 1C → x∨ ⊗ x, such that:
x
1x⊗coevÐÐÐÐ→ x⊗ x∨ ⊗ x ev⊗1xÐÐÐ→ x
is isomorphic to 1x , and
x∨ coev⊗1x∨ÐÐÐÐÐ→ x∨ ⊗ x⊗ x∨ 1x∨⊗evÐÐÐÐ→ x∨,
is isomorphic to 1x∨ .
Example 2.2. ● An object V in Vect (considered as a 2-category with only
identity 2-morphisms) is dualizable if and only if it is finite dimensional.● Every object A in Alg is dualizable. The dual is given by the opposite
algebra Aop. The 1-morphisms ev ∶ C→ A⊗Aop and coev ∶ Aop ⊗A→ C in
Alg are both given by the bimodule A.
Definition 2.3. An object x of C is fully dualizable if it is dualizable, and the
morphism ev admits a left and a right adjoint (i.e. we have morphisms evL, evR ∶
1C Ð→ x⊗ x∨, satisfying the usual adjunction properties).
Definition 2.4. Given a fully dualizable object in C, there are canonical maps
S,T ∶ x→ x, such that
evR ≃ (S ⊗ idx∨) ○ coev,
and
evL ≃ (T ⊗ idx∨) ○ coev,
(here, and for the remainder of the paper we freely use the symmetric structure to
identify x⊗ x∨ with x∨ ⊗ x). The map S is called the Serre automorphism, and T
is inverse to S.
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Example 2.5 ( [FHLT10] Example 2.8, [Sch09] A.3). Suppose A is an object of
Alg; we denote by Ae the algebra A ⊗ Aop (which can be canonically identified
with Aop ⊗A using the symmetric monoidal structure). We will denote by A∗, the
linear dual HomC(A,C), and by A!, the bimodule dual HomAe(A,Ae). These are
both A − A bimodules. An object A of Alg is fully dualizable if and only if it
is finite dimensional and semisimple. If this case, evL is given by A! and evR is
given by A∗ (both considered as C−Ae-bimodules). The analogous statement also
holds for SAlg. Alternatively, one can view A∗ (respectively, A!) as morphisms
A → A; as such they are identified with the Serre automorphism S (respectively,
inverse Serre automorphism T ) from Definition 2.4. An analogous statement holds
for superalgebras: we write A∗ ∶= HOMC(A,C), and A! ∶= HOMAe(A,Ae).
2.2. Oriented TQFTs and Frobenius algebras. The following result indicates
a fundamental relationship between TQFT and full dualizability.
Proposition 2.6. The object pt+ represented by a single point in the oriented
bordism category BordOr is fully dualizable with dual pt−.
Proof (sketch). The evaluation map ev ∶ pt− ⊔ pt+ → ∅0, and coevaluation map
coev ∶ ∅0 → pt+ ⊔ pt−, are both represented by the line interval [0,1]. The proof of
the duality statement is sometimes referred to as Zorro’s Lemma; see Figure 1.
The morphism coev can be identified with the left and right adjoint to ev in
BordOr. The 2-dimensional disc, when considered as a cobordism Cap ∶ ev○coev →∅1 is the counit, and the when considered as a cobordism Saddle ∶ pt+ ⊔ pt− →
coev ○ ev is the unit in the adjunction realizing coev as right adjoint to ev (reading
these cobordisms the other way gives the unit and counit of the other adjunction);
see Figure 2.

It follows from Proposition 2.6 that if Z ∶ BordOr is an oriented TQFT, then
the object A = Z(pt+) ∈ Alg is fully dualizable, and thus is finite dimensional and
semisimple. The vector space Z(S1) can be identified with the abelianizationAb(A) = A⊗A⊗Aop A = A/[A,A].
Moreover, as coev is both left and right adjoint to ev in BordOr, there is an
isomorphism of bimodules A∗ ≃ A; this isomorphism can be encoded by a non-
degenerate inner product on A, which factors as
A⊗A→ A→ A/[A,A] tÐ→ C,
where t is the linear map given by applying Z to the disc cobordism S1 → ∅1. Thus
A has the structure of a Frobenius algebra, and we have isomorphisms
Z(S1) ≃ Ab(A) ≃ Z(A)
giving Z(S1) the structure of a commutative Frobenius algebra. In fact, more is
true:
Theorem 2.7 (The Cobordism Hypothesis). [Sch09] [Lur09] Given a finite di-
mensional, semisimple Frobenius algebra A, there is a unique oriented TQFT
ZA ∶ BordOr →Alg
with Z(pt+) = A, and trace map Z(Cap) ∶ Ab(A)→ C.
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Figure 1. Duality data for pt+ in BordOr
ev ∶ pt− ⊔ pt+ → ∅0−
+
coev ∶ ∅0 → pt+ ⊔ pt−+
−
idpt+ ∶ pt+ → pt++ +
idpt− ∶ pt− → pt−− −
pt+ coev⊔idpt+ÐÐÐÐÐÐ→ pt+ ⊔ pt− ⊔ pt+ idpt+⊔evÐÐÐÐÐ→ pt++
−
+ +
+
≃
idpt+ ∶ pt+ → pt+
+ +
pt− idpt+⊔coevÐÐÐÐÐÐ→ pt− ⊔ pt+ ⊔ pt− ev⊔idpt−ÐÐÐÐÐ→ pt−−
+
−
− −
≃
idpt− ∶ pt− → pt−
− −
2.3. 1-dimensional spin cobordisms. Just as in the oriented case, the 0-manifold
given by a single point has two non-equivalent spin structures. We shall denote these
two objects of BordSpin by pt+ and pt− as before.
Note that there is a canonical involution αM of every spin manifold M , which
fixes each point of M but switches the sheets of the spin structure. We can consider
this as a spin cobordism with total space M×[0,1], by using idM to identify {0}×M
with M , but αM to identify {1} ×M with M .
Thus we have 1-dimensional cobordisms:● idpt± ∶ pt± → pt±,● αpt± ∶ pt± → pt±.
Unlike in the oriented case, there is no canonical spin cobordism pt− ⊔ pt+ → ∅0
which is the evaluation morphism for a duality; rather, there are two choices which
can be interchanged by precomposing with αpt− ⊔idpt+ . However, we will arbitrarily
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Figure 2. Full dualizability data for pt+ in BordOr
ev ○ coev = S1
Cap
∅1
−
+
idpt+ ⊔ idpt−
Saddle
coev ○ ev −+
−
+
−
+
−
+
ev ○ (idpt+⊔pt−)
idev ○ Saddle
ev ○ coev ○ ev
Cap ○ idev
id∅0 ○ ev
−
+
−
+
−
+
−
+
−
+
≃
ev
idev
ev
+
−
+
−
pick one such cobordism:
ev ∶ pt− ⊔ pt+ → ∅0.
Then the cobordism
coev ∶ ∅0 → pt+ ⊔ pt−,
is defined so that (ev, coev) identify pt− as dual to pt+ in BordSpin. We will denote
ev ∶= ev ○ (idpt− ⊔ αpt+) ≃ ev ○ (αpt− ⊔ idpt+).
and
coev ∶= (idpt+ ⊔ αpt−) ○ coev ≃ (αpt+ ⊔ idpt−) ○ coev.
We have identifications of closed 1-manifolds:
ev ○ coev ≃ ev ○ coev ≃ S1per
and
ev ○ coev ≃ ev ○ coev ≃ S1ap.
Figure 3 illustrates the various one dimensional spin cobordisms and their interac-
tions.
The following result can be seen in the same way as Proposition 2.6, noting that
ev ○ coev = S1ap is the boundary of a spin disc.
Proposition 2.8. The object pt+ is fully dualizable in BordSpin. The morphism
coev is both left and right adjoint to ev.
Proposition 2.9. Let Z ∶ BordSpin → SAlg be a spin TQFT, and let A = Z(pt+).
Then
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Figure 3. One dimensional spin cobordisms. The spin structures
are inherited from the immersion in the plane as illustrated.
idpt±± ±
αpt±± ±
ev−
+
coev+
−
σ+ −
− +
αpt±± ± αpt± ±
≃
idpt±± ±
ev
+
− coev+
−
ev ○ coev+
−
−
+
≃
ev ○ coev+
−
−
+
≃
S1per
ev ○ coev+
−
−
+
≃
ev ○ coev+
−
−
+
≃
S1ap
● Z(S1per) = Ab(A),● Z(S1ap) = Z(A).
Proof. Note that the Serre automorphism αpt+ in BordSpin is equivalent to its
inverse. This defines an isomorphism of bimodules Z(αpt+) ≃ A! ≃ A∗ in SAlg (see
Example 2.5). We have
Z(S1per) = Z(ev ○ coev) = A⊗Ae A = Ab(A),
Z(S1ap) = Z(ev ○ coev) = A! ⊗Ae A = Z(A),
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as required. 
2.4. 2-dimensional spin cobordisms. The 2-disc carries a unique spin structure
with gives rise to cobordisms
Cap ∶ S1ap → ∅1,
and
Cup ∶ ∅1 → S1ap.
Recall that the surface S2 carries a unique (even) spin structure. Removing 3
discs from S2, we obtain spin cobordisms:
ap,apPantsap ∶ S1ap ⊔ S1ap Ð→ S1ap
and
apPantsap,ap ∶ S1ap ⊔ S1ap Ð→ S1ap.
We can now build higher genus cobordisms by gluing copies of ap,apPantsap,
apPantsap,ap, Cup, and Cap. The punctured spin surfaces obtained in this way
will always have even parity.
There are two non-isomorphic spin cobordisms:
idS1per , αS1per ∶ S1per → S1per,
(note that the involution αS1ap is isotopic to the identity). Now let us remove a disc
from the cylinder idS1per . If we consider the resulting boundary circle as incoming,
we obtain a cobordism:
per,apPantsper ∶ S1per ⊔ S1ap Ð→ S1per.
If we consider the resulting boundary circle as outgoing, we obtain a cobordism:
perPantsap,perS
1
per Ð→ S1ap ⊔ S1per.
Similarly, we can remove a disc from the cylinder αS1per to obtain cobordisms
per,apPantsper and perPantsper,ap.
The two cylinders idS1per and αS1per can also be considered as cobordisms
evS1per , evS1per ∶ S1per ⊔ S1per → ∅1,
and
coevS1per , coevS1per ∶ ∅1 → S1per ⊔ S1per.
As in Section 2.3, neither one of evS1per or evS1per is distinguished – they are ex-
changed by precomposing with αS1per ⊔ idS1per . An analogous statement holds for
coevS1per . By removing a disc from evS1per we obtain a cobordism
per,perPantsapS
1
per ⊔ S1per Ð→ S1ap.
We define cobordisms per,perPantsap, apPantsper,per, and apPantsper,per similarly.
The notation is chosen such that the pairs (evS1per , coevS1per) and (evS1per , coevS1per)
both define evaluation and coevalution maps which exhibit S1per as its own dual.
Let
Eeven ∶ S1ap → S1ap
denote the cobordism obtained by removing two discs from a surface of genus 1
with an even spin structure. Similarly, let Eodd denote the analogous cobordism
where the genus 1 surface has an odd spin structure. The following lemmas may
easily be checked using (for example) Johnson’s computation of the parity [Joh80].
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Lemma 2.10. We have:
per,perPantsap ○ apPantsper,per ≃per,per Pantsap ○ apPantsper,per ≃ Eeven
per,perPantsap ○ apPantsper,per ≃per,per Pantsap ○ apPantsper,per ≃ Eodd
Lemma 2.11. The composite
Cap ○E○geven ○Cup
is an even spin surface of genus g. The composite
Cap ○Eodd ○E○(g−1)even ○Cup,
is an odd spin surface of genus g.
2.5. Computing invariants of spin TQFT. Let Z ∶ BordSpin → SAlg be a
spin TQFT and denote the superalgebra Z(pt+) by A. By Wedderburn theory (see
Section 1.4), we may assume that A takes the form:
A =∏
S0
C ×∏
S1
C` 1,
where S = S0 ⊔ S1 is the set of simple supermodules of A decomposed into type M
and type Q parts. Write deg(s) = i whenever s ∈ Si. Combining Proposition 2.9
with the results of Section 1.4, we obtain:
Proposition 2.12. A spin TQFT Z as above assigns the following invariants to
a spin circle:● Z(S1ap) = Z(A) ≅ C∣S∣ which has a basis of orthogonal idempotents es, (all
in degree 0).● Z(S1per) = Ab(A) ≅ C∣S0∣ ⊕C∣S1∣[1].
Consider the linear map
t ∶= Z(Cap) ∶ Z(S1ap)→ C,
and write t(s) = t(es) ∈ C for each s ∈ S. The goal of this section is to derive a
formula for the value of Z on surfaces in terms of the data of S = S0 ⊔ S1 and the
numbers t(s).
Proposition 2.13. Let Σ be a closed spin surface with k marked points considered
as a cobordism (S1ap)⊔k → ∅1. Then we have
Z(Σ) ∶ es1 ⊗ . . .⊗ esk ↦ ⎧⎪⎪⎨⎪⎪⎩(−1)
deg(s1)p(Σ)t(s1)χ(Σ)/2 if s1 = . . . = sk
0 otherwise.
In particular, Z assigns ∑s∈S(−1)deg(s)p(Σ)t(s)χ(Σ)/2 to a closed spin surface.
Proof. The result for even surfaces follows from the usual techniques of oriented
2d TQFT. Explicitly, the map Z(ap,apPantsap) recovers the multiplication map
on Z(S1ap) = Z(A). The cobordism Cap defines a non-degenerate trace, givingZ(A) the structure of a commutative Frobenius algebra (in degree 0). It is an easy
exercise in the theory of semisimple Frobenius algebras that the comultiplication
map Z(apPantsap,ap) is given by es ↦ t(s)−1es ⊗ es. It follows that
Z(Eeven) = Z(ap,apPantsap) ○ap Pantsap,ap ∶ es ↦ t(s)−1es.
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The even spin surface of genus g with k punctures can be factorized as Cap ○
Egeven○apkPantsap, where apkPantsap is the pair of pants with k incoming boundary
circles. This gives the result in the even case.
In order to complete the computation for odd surfaces, it remains to compute
Z(Eodd). First we observe the following:
Lemma 2.14. The linear map Z(αS1per) ∶ Ab(A) → Ab(A) is given by the grading
involution.
Proof. It is sufficient to prove the lemma in the cases A = C and A = C` 1. Note
that the cylinder αS1per can be thought of as a product S
1
per × αpt+ . Thus the map
Z(αS1per) is given by the automorphism of Ab(A) induced from the A−A bimodule
Z(αpt+) (in general, any Morita equivalence of algebras induces a trace map on
abelianizations). This bimodule is necessarily the Serre automorphism of A. In the
case A = C, the Serre automorphism and grading involution are trivial. In the case
A = C` 1, the Serre automorphism is the Shift bimodule A[1]; the trace of the shift
bimodule is precisely the grading automorphism, as required. 
Remark 2.15. Often it is included in the axioms of spin TQFT that the canonical
spin automorphism of a 1-manifold gives rise to the grading automorphism on the
corresponding super vector space. For us this follows from the fact that the spin
automorphism of a point is also the Serre automorphism in Bordspin as shown in
Lemma 2.14.
The map
Z(per,apPantsper) ∶ Z(S1ap)⊗Z(S1per)→ Z(S1per)
recovers the action canonical action of Z(A) on Ab(A). The elements es ∈ Z(A)
give a family of orthogonal idempotent operators on Ab(A). The eigenspaces Is of
the operators es are one dimensional and generate Ab(A).
The super vector space Ab(A) can be equipped with the inner product given
byZ(evS1per). The eigenspaces Is are mutually orthogonal with respect to this inner
product, and we can choose a basis fs of Ab(A) which is orthonormal with respect
to the inner product (such a basis is only canonical up to sign, as we could have
picked the inner product Z(evS1per). Note that deg(fs) = deg(s).
Now, by construction,
Z(per,perPantsap) ∶ fs1 ⊗ fs2 ↦ ⎧⎪⎪⎨⎪⎪⎩es if s1 = s2 = s,0 if s1 ≠ s2.
and
Z(apPantsper,per) ∶ es ↦ fs ⊗ fs.
As per,perPantsap is given by the composition per,perPantsap ○ (idS1per ⊔ αS1per),
we also have
per,perPantsap ∶ fs ⊗ fs ↦ (−1)deg(s)es.
Finally, Eodd is given by the composition
Z(per,perPantsap) ○Z(apPantsper,per),
and thus Z(Eodd) maps es to (−1)deg(s)es. This completes the proof of Proposition
2.13.

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2.6. Classification of 2d spin TQFTs. Proposition 2.13 computes the invariants
of a TQFT Z such that Z(pt) is a finite dimensional semisimple algebra A, starting
from the linear map t ∶ Z(A) → C given by applying Z to a spin disc. In fact, the
cobordism hypothesis [Lur09] implies that any TQFT is completely determined by
such data, and that, given the data of a semisimple algebra A and a map t satisfying
certain conditions, there is a TQFT which assigns those data to a point and a disc.
3
Proposition 2.16. A 2d spin TQFT is given by a semisimple superalgebra A,
together with a linear map t ∶ Z(A)→ C such that the composite
A! ⊗A→ A! ⊗Ae A = Z(A) tÐ→ C
identifies A! with the linear dual of A. This is equivalent to the following data:
a finite set S = S0 ⊔ S1 (the spectrum of Z(A) decomposed into type M and Q),
together with a function t ∶ S = S0 ⊔ S1 → C× (the trace map on Z(A) restricted to
the orthogonal idempotents).
Proof (sketch). According to the cobordism hypothesis, a spin TQFT should be
given by a fully dualizable object of SAlg, equipped with the structure of a Spin(2)
homotopy fixed point. The fully dualizable object determines a framed theory, and
the fixed point data allows an extension to spin manifolds.
An algebra A is fully dualizable if and only if it is finite dimensional and semisim-
ple (see Example 2.5), so by Wedderburn theory A is Morita equivalent to a product∏S0 C ×∏S1 C` 1.
The action of SO(2) on the space of fully dualizable objects gives an automor-
phism of each object (the Serre automorphism), which in the case of algebras is the
bimodule dual A! of A (or it’s inverse A∗). Similarly, the action of Spin(2) on this
space gives the bimodule A! ⊗A A!.
Let us first identify the space of SO(2) fixed points (corresponding to oriented
TQFTs). Giving the structure of a homotopy fixed point for SO(2) is to give an
isomorphism of bimodules A ≅ A!. Unwinding the definitions of dual bimodule give
that this is the same as a linear map Ab(A) = A ⊗A⊗Aop A → C such that the
composite
A⊗A mÐ→ A⊗Ae A trÐ→ C
identifies A with its linear dual A∗. This is the structure of a symmetric Frobenius
algebra on A [Lur09], [Sch09]. The centre and abelianization of A are both identified
with the vector space with basis es, s ∈ S. A map tr as above is exactly given by a
function t ∶ S → C∗.
Now, to give a Spin(2) fixed point is to give a bimodule isomorphism A! ≅ A∗.
Again, unwinding the dualities gives us a map Z(A) = A!⊗Ae A→ C, such that the
composite A! ⊗A → A! ⊗Ae A → C identifies A! with the linear dual of A. This is
equivalent to a function S → C∗ as required. 
Remark 2.17. If the 2-category SAlg was replaced by an (∞,2) category with
non-trivial higher morphisms (for example, the category of differential graded alge-
bra, bimodules, maps of bimodules, homotopies between maps etc...), there would
be higher coherence data to consider. In particular, specifying a SO(2) or Spin(2)
(homotopy) fixed point would involve more data.
3A classification of Spin (2,1) TQFTs (i.e. non-extended TQFTs) was described in [ABC+09].
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Remark 2.18. If A contains only factors of type M (i.e. S1 = ∅), then the
corresponding TQFT cannot distinguish spin structures. It follows that a spin
TQFT valued in ordinary (ungraded) algebras necessarily comes from an oriented
theory.
Example 2.19 (The Parity TQFT). Consider the spin TQFT Z1 for which S0 = ∅
and S1 = {∗} and t(∗) = 1. This assigns C` 1 to a point, the vector space C to
S1per, C[1] to S1per, and the number (−1)p(Σ) to every spin surface Σ. A direct
construction of Z1 is given in Section 5.
3. Averaging TQFTs over finite covers
The aim of this section is to give a procedure for taking a TQFT Z1 and pro-
ducing a new TQFT Zn for each positive integer n which averages Z1 over n-fold
covers. This procedure is based on the machinery of finite path integrals as defined
in [FHLT10] (based on ideas from [Fre94]). See also the recent paper [Mor10] 4
For example, applying this procedure to the trivial TQFT recovers the theory
which assigns the ordinary Hurwitz numbers to a closed 2-manifold. Applying this
to the parity theory (see Example 2.19) will produce the spin Hurwitz theory of
Theorem 1.23.
Notation 3.1. In this section, we will write Bord instead of BordSpin, Alg
instead of SAlg and Vect instead of SVect. The results of this section apply
much more generally. For example Bord could be the oriented or framed bordism
category (or (∞,2)-category), and Alg could be the Morita category of ordinary
algebras, or the (∞,2)-category of dg-algebras.
If C is a symmetric monoidal 2-category, write ΩC for the symmetric monoidal
1-category of endomorphisms of the identity object 1C . Similarly, write Ω2C for the
monoid of endomorphisms of 1ΩC . We call objects of C 0-objects, objects of ΩC
1-objects and elements of Ω2C 2-objects. For example, if C = Bord then n-objects
are closed n-manifolds.
3.1. The averaging theory Zn. . Let Z1 ∶ Bord→Alg be a TQFT. The goal of
this section is to prove the following
Proposition 3.2. Given Z1 as above, there is a family of TQFTs Zn ∶ Bord→Alg
for n = 2,3, . . ., such that● Zn(pt) = Z1(pt)⊗n ⋊ Sn.● If N is a closed 1-manifold, Zn(N) = ⊕Z1(Ñ)Aut(Ñ/N), where the sum is
over isomorphism classes of n-fold covers Ñ of N .● If Σ is a cobordism between closed 1-manifolds N0 and N1, Zn(Σ) is given
by the following linear map:⊕Z1(Ñ0)Aut(Ñ0/N0) Ð→ ⊕Z1(Ñ1)Aut(Ñ1/N1)
u = (uÑ0)↦ v = (vÑ1)
where
vÑ1 =∑ Z1(Σ̃)(u)#Aut(Σ̃/Σ)
and the sum is over isomorphism classes of covers Σ̃/Σ.
4See also the entry for [FHLT10] at ncatlab.org, written by Urs Schreiber, as well as [Lur09].
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The field theory Zn will be defined as a composite
Bord
CovnÐÐÐ→ Fam2(Bord) Fam2(Z)ÐÐÐÐÐ→ Fam2(Alg) Sum2ÐÐÐ→Alg.
Very loosely, the map Covn takes a manifold to its groupoid of n-fold covers
(whilst remembering the spin structure on the total space of each cover), the func-
tor Fam2(Z) applies the TQFT Z1 to the total space of the cover, and then Sum2
takes the average. Most of the categories and functors appearing above are defined
in section 3 of [FHLT10] (see also [Lur09]). Here, we will briefly review the def-
initions (note that we only need the case of 2-categories, rather than the general
m-categories discussed in [FHLT10]).
3.2. Toy example: 1d TQFTs. Before we delve into the details of the construc-
tion, let us examine what it gives us in the case of a 1d TQFT. Recall that a 1d
(say, oriented) TFT Z valued in vector spaces is determined by a finite dimensional
vector space V which is the value at a (positively oriented) point. The linear maps
C → V ⊗ V ∗ and V ∗ ⊗ V → C which Z assigns to semicircles are necessarily the
unit and trace maps which identify V ∗ as the dual of V . Hence the value of Z on
a circle is given by the integer d ∶= dimV = tr(1V ).
The analogue of Proposition 3.2 says that we can define a new TFT Zn whose
value at a point is (V ⊗n)Sn and whose value on a circle is ∑µ d`(µ)∣C(µ)∣ . Here, the sum
is taken over partitions µ which index pi0(Cov(S1)), and C(µ) is the centralizer of
the corresponding conjugacy class in Sn.
By comparing the results from Propositions 3.2 with what we know by duality,
we recover the formula:
dim(V ⊗n)Sn =∑
µ
d`(µ)
#C(µ) .
The formulas in Theorem 1.10 will be proved using a very similar idea.
3.3. The category Fam2(C). Suppose C is a symmetric monoidal 2-category. The
symmetric monoidal 2-category Fam2(C) has objects essentially finite groupoids X
(i.e. pi0(X) and pi1(X) are finite) with a functor f ∶ X → C. The 1-morphisms are
spans of groupoids over C, i.e. a groupoid W , with maps p1, p2 to X and Y and a
natural transformation α ∶ f1 ○ p1 ⇒ f2 ○ p2:
(1) W
p1
~~
p2
  
X
f1
  
α +3 Y
f2
~~C
Composition of morphisms is given by the homotopy fibre product of groupoids.
Similarly, the 2-morphisms are given by spans of such diagrams (up to equivalence),
and the symmetric monoidal structure is given by products of groupoids. The
details of how 2-morphisms compose etc. quickly become quite complicated and
we will not attempt to flesh them out here.We refer the reader to [Mor10] for more
details.
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Remark 3.3. Note that the 2-category of 2-vector spaces defined in [Mor10] is
equivalent to the full subcategory of Alg given by finite dimensional semisimple al-
gebras: to such an algebra A, one assigns its category of finite dimensional modules
which is a 2-vector space.
However, the category ΩFam2(C) = Fam1(ΩC) is easier to describe: it’s objects
are essentially finite groupoids X with a map f ∶ X → ΩC. Morphisms are spans
of groupoids as in the diagram 1, except that C is replaced by ΩC. Similarly,
Ω2Fam2(C) = Fam0(Ω2C) is the monoid of equivalence classes of groupoids X
with a map pi0(X)→ Ω2C.
Note that if we have a symmetric monoidal functor of 2-categories F ∶ C → D,
then we get a symmetric monoidal functor Fam2(F ) ∶ Fam2(C) → Fam2(D) by
composing all the maps with F .
3.4. The functor Covn. If M is a topological space, let Covn(M) denote the
groupoid whose objects are n-fold covers of M , and morphisms are deck transfor-
mations. The functor Covn ∶ Bord → Fam2(Bord) takes a closed manifold M toCovn(M) equipped with the map Covn(M) → Bord which takes a covering space
to the its total space thought of as an object of Bord. To a cobordism M0
NÐ→M1
between closed manifolds, we associate the spanCovn(M0)←Ð Covn(N)Ð→ Covn(M1)
equipped with the maps Covn(Mi)→ Bord.
3.5. The functor Sum2. Let us first describe what Sum2 ∶ Fam2(Alg) → Alg
does on i-objects, i = 0,1,2:● To a 2-object (X,f ∶ pi0(X)→ C) of Fam2(Alg), Sum2 assigns the number
∑
x∈pi0(X)
f(x)
#Aut(x) .
● To a 1-object (X,f ∶ X →Vect) of Fam2(Alg), Sum2 assigns the limit of
the diagram f which can be identified with⊕
x∈pi0(X) f(x)Aut(x).● To a 0-object (X,f ∶ X →Alg), Sum2 assigns the (homotopy) limit of the
diagram f which can be identified with5⊕
x∈pi0(X) f(x) ⋊Aut(x).
We would like to describe how Sum2 acts on more general morphisms in Fam2(Alg).
This will be given by an integral transform formula as follows, which we will describe
in the case of a morphism in ΩFam2(Alg) = Fam1(Vect).
First let us note that if (X,f ∶X →Vect) is a 1-object, then the natural map
lim f = ⊕
x∈pi0 f(x)Aut(x) Ð→ ⊕x∈pi0 f(x)Aut(x) = colimf
5The computation of this limit is given in [Mor10] in the context of 2-Vector spaces (see Remark
3.3.
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is an isomorphism (where the subscript denote coinvariants). The inverse is given
by lifting v ∈ f(x)Aut(x) to ṽ ∈ f(x) and then mapping to∑
g∈Aut(x) g.ṽ ∈ f(x)Aut(x).
Now, given a sequence W
p→ X f→ Vect, as well as the natural pullback map
f∗ ∶ lim(f) → lim(fp) we have the pushforward f∗ ∶ lim(fp) → lim(f), defined by
first identifying limits with colimits, then using the natural pushforward map for
colimits.
Recall that a morphism of 1-objects is given by a span of groupoids as in diagram
1 (where C = Vect). In particular, for each w ∈ pi0(W ), we have a linear map α(w) ∶
f1(p1(w)) → f2(p2(w)) which is Aut(w) equivariant. Then Sum2(W,p1, p2, α) is
given by the integral transform formula:
limp1
p∗1Ð→ lim f1p1 αÐ→ lim f2p2 p1∗ÐÐ→ limp2.
Explicitly, this is given by the linear map⊕
x∈pi0X f1(x)Autx Ð→ ⊕y∈pi0Y f2(y)Aut(y)
where u = (ux) gets mapped to v = (vy) and
vy = ∑
w∈pi0Wy
α(w)(u)∣Aut(w)∣ .
The fact that this construction is functorial follows from a base change formula
for the pullback and pushforward: p∗2p1∗ ≅ p̃1∗p̃∗2 whenever p1, p2, p̃1, p̃2 form a
cartesian square.
The same integral transform idea allows us to define Sum2 on 1-morphisms;
the description for general 2-morphisms is somewhat more complicated (again, see
[Mor10] for a careful construction of the functor Sum2).
Proposition 3.2 now follows from the desription of the functor Sum2 in Section
3.5.
4. Spin Hurwitz Numbers
In this section we will combine the results from Sections 2 and 3 to construct
the spin Hurwitz theory of Theorem 1.23 and prove the spin Hurwitz formula of
Theorem 1.10.
4.1. The spin Hurwitz theory. The TQFT Zn is obtained by applying Propo-
sition 3.2 in the case when Z1 is the parity theory (see Example 2.19). It is clear
from the proposition that the value of Zn on a closed spin surface Σ is the spin
Hurwitz number Hn(Σ).
To complete the proof of Theorem 1.23 we should also identify Zn(S1ap) with
C[OP(n)]. Here we want more than just an identification as abstract vector spaces,
rather, we want to identify a particular basis δµ, µ ∈ OP(n) such that
(2) Hn(Σ,µ1, . . . ,µk) = Zn(Σ∗)(δµ1 ⊗ . . .⊗ δµk),
where Σ∗ is the cobordism from (S1ap)⊔k to ∅1 obtained by puncturing Σ at k
points.
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Let µ ∈ P(n) be a partition corresponding to a covering ⊔i Sµi → S1ap (so eachSµi → S1 is a connected cover of degree µi); the automorphism group of this covering
is the centralizer C(µ) in Sn.
If one of the µi is even, then the corresponding component of the cover will be
periodic. There is a unique non-trivial order 2 automorphism of the cover, fixing
all the components except Sµi on which it acts by switching the sheets of the
spin structure. Thus it acts by −1 on the odd vector space Z1(Sµi), so that the
invariants of the action of C(µ) on Z1(Sµ) vanish. On the other hand, if µ is an
odd partition, then the action on Z1(Sµ) is trivial. Thus
Zn(S1ap) = ⊕
µ∈OP(n)Z1(Sµ1)⊗ . . .⊗Z1(Sµ`(µ)).(3)
As Sµi ≃ S1ap, there is spin disc bounding Sµi , and thus Z1(Sµi) contains a canonical
element, 1µi . The element δµ is defined to be
1µ1 ⊗ . . .⊗ 1µ`(µ) ∈ Z1(Sµ1)⊗ . . .⊗Z1(Sµ`(µ)) = Z1(Sµ) ⊆ Zn(S1ap).
The property in Equation 2 follows from Proposition 3.2.
Remark 4.1. The statement that only odd partitions appear as boundary con-
ditions in out TQFT can be thought of more concretely. Suppose you have a
decomposition of a spin surface Σ into two halves along a boundary circle. We wish
to construct covers of the surface by gluing together covers along the two halves. If
we have a cover on one of the halves with non-odd ramification data at the bound-
ary, one of the components of the boundary of the cover will be periodic. There
are always two ways to glue this circle to a corresponding one over the other half,
which lead to spin surfaces covering our original surface which have opposite parity.
Thus, when we sum over all covers, these will cancel and will not contribute to the
sum.
Now let us investigate Zn(S1per) (this will not be necessary for the spin Hurwitz
formulas). In this case, all components of the covering Sµ are periodic. Given a
partition µ for which µi = µj , we have an automorphism which switches the two
components. As in the anti-periodic case, this acts by −1 on Z1(Sµ) so is killed in
the space of invariants. On the other hand if µ is a strict partition, then Z1(Sµ) is
given by
Z1(Sµ1)⊗ . . .⊗Z1(Sµ`(µ))
which is a super vector space of degree `(µ) mod 2. This completes the proof of
Theorem 1.23.
Remark 4.2. The TQFT point of view allows us to generalize the notion of spin
Hurwitz number to allow periodic boundary components. One has to be careful
though, as the odd line L = Z1(S1per) is not trivialized; rather, it has a canonical
element defined up to sign. This means that we should interpret such invariants as
linear maps between linear combinations of copies of L rather than numbers.
4.2. The spin Hurwitz formulas. Theorem 1.23 states that the spin Hurwitz
numbers Hn(Σ,µ1, . . . ,µk) are given by evaluating Zn(Σ∗) on the element δµ1 ⊗
. . . ⊗ δµk ∈ Z(Yn). On the other hand, Proposition 2.13 computes the invariant
obtained by evaluating Z(Σ∗) on the elements of the form eν1 ⊗ . . .⊗ eνk in terms
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of the numbers tν = Zn(Cap)(eν). Note that
(4) Zn(Cap)(δµ) = ⎧⎪⎪⎨⎪⎪⎩1/n! if µ = 1
n
0 otherwise
Thus, to prove Theorem 1.10 (the spin Hurwitz formulas), it remains to identify the
change of basis matrix between the bases {δµ ∣ µ ∈ OP(n)} and {eν ∣ ν ∈ SP(n)}.
Recall that Yn is canonically identified with the twisted group algebra of the
hyperoctahedral group Bn. Thus there is another basis {∆µ ∣ µ ∈ OP(n)} given
by the conjugacy classes in Bn (see Section 1.6). The following lemma is the final
technical step needed to prove Theorems 0.1 and 1.10. Its proof will be left to
Section 4.6.
Lemma 4.3.
δµ = 2(`(µ−n))/2∆µ.
Assuming Lemma 4.3, let us complete the proof of Theorem 1.10 (and thus also
Theorem 0.1 which is a special case). According to Proposition 1.17, the change
of basis matrix between {∆µ ∣ µ ∈ OP(n)} and {eν ∣ ν ∈ SP(n)} is fνµ (indeed, the
central characters of a group may be defined as the change of basis matrix between
the orthogonal idempotents and the conjugacy classes).
Lemma 4.4.
t(ν) = (d(ν)/n!)2
Proof. The linear map t ∶ Z(Yn) → C takes the value 1/n! on δ1n = ∆1n and zero
on all other ∆µ. Thus to prove the lemma we should express the idempotents eν
in terms of the basis of conjugacy classes {∆µ}. This is a straightforward exercise
in the representation theory of finite groups, complicated only slightly by the fact
that we are dealing with spin representations rather than linear representations (see
Section 1.6 for details). The result follows by noting the interpretation of d(ν) in
terms of the dimension of the module V ν in Proposition 1.17. 
The spin Hurwitz formulas of Theorem 1.10 now follow from Proposition 2.13.
4.3. Recursion formulas of Lee-Parker. Let Σpg denote a closed spin surface of
genus g and parity p ∈ Z/2Z. The following theorem was proved by Lee and Parker
in [LP12]. Let C(µ) denote the centralizer of the conjugacy class µ in Sn. Note
that #C(µ) =∏i µi(µi!).
Theorem 4.5. Let µ1, . . . ,µk ∈ OP(n).
(1) If g = g1 + g2, and p = p1 + p2, then for 0 ≤ k0 ≤ k,H(Σg,µ1, . . . ,µk) = ∑
µ∈OP(n)#C(µ)H(Σg1 ,µ1,µk0 ,µ)H(Σg2 ,µ,µk0+1, . . . ,µk).
(2) If g ≥ 2, or if (g, p) = (1,0), thenHn(Σpg,µ1, . . . ,µk) = ∑
µ∈OP(n)#C(µ)Hn(Σpg−1,µ,µ,µ1, . . . ,µk).
Proof. Considered as a linear map C→ C, the number Zn(Σpg) factors as
C
Zn(Σ∗p1g1 )ÐÐÐÐÐ→ Zn(S1ap) Zn(∗Σp2g2 )ÐÐÐÐÐ→ C,
SPIN HURWITZ NUMBERS AND TOPOLOGICAL QUANTUM FIELD THEORY 27
where Σ∗p1g1 means Σp1g1 punctured at one point, considered as a cobordism ∅1 → S1ap,
and ∗Σp2g2 means Σp2g2 punctured at one point, considered as a cobordism S1ap → ∅1.
Let us expand the element
Zn(Σ∗p1g1 )(1) ∈ Zn(S1ap)
in the δµ basis. As ⟨Z(Σ∗p1g1 )(1), δµ⟩ = H(Σp1g1 ,µ), the coefficient of δµ in this
expansion is H(Σp1g1 ,µ)⟨δµ, δµ⟩−1.
The number ⟨δµ, δµ⟩ is a genus zero spin Hurwitz number with two ramification
points; it is easy to compute that this is equal to #C(µ)−1. Thus
Hn(Σ) = Zn(Σ∗p2g2 )⎛⎝ ∑µ∈OP(n)Hn(Σp1g1 ,µ)#C(µ)δµ⎞⎠= ∑
µ∈OP(n)#C(µ)Hn(Σp1g1 ,µ)Hn(Σp2g2 ,µ).
This proves part (1) in the case k = 0. The ramified case is proved similarly. To
prove part (2), note that we can factor Zn(Σpg) as
C
Zn(Σ∗∗pg−1)ÐÐÐÐÐ→ Zn(S1ap)⊗Zn(S1ap) ⟨−,−⟩ÐÐÐ→ C,
where Σ∗∗pg−1 is Σpg−1 with two punctures, considered as a cobordism ∅1 → S1ap ⊔S1ap.
Note that the inner product ⟨−,−⟩ the value of Zn on a 2-sphere with two punctures,
considered as a cobordism S1ap ⊔ S1ap → ∅1. The proof now proceeds in the same
way as part (1). 
4.4. Boundary conditions for extended TQFT. To prove Lemma 4.3, we need
to compare the element δµ ∈ Zn(S1ap) with ∆µ ∈ Z(Yn). To describe the embedding
Zn(S1ap)↪ Yn explicitly, it is necessary to make use of a cobordism which is does not
appear naturally in the category BordSpin, namely, the whistle or closed-to-open
string transition. We will briefly explain what this means below.
Let us first describe the category BordOr,oc of oriented cobordisms with bound-
ary condition (the theory of cobordism categories with boundary conditions is de-
scribed in Section 4.3.22 of [Lur09]; we will need only a small part of the theory).
In general, the 2-category BordOr,oc is defined in the same way as BordOr, ex-
cept that the word “manifold” is replaced by “manifold with (marked) boundary”.
Thus, 0-objects of BordOr,oc are the same as in BordOr, but there is an additional
1-object, given by the line interval I = [0,1], where the boundary {0,1} is consid-
ered “marked” (thus I is a morphism ∅0 → ∅0 rather than pt+ → pt+, say). If M0
and M1 are both 1-objects in Bord
Or,oc (thus, a disjoint union of copies of S1 and
I), then a 2-morphism between M0 and M1 is a 2-manifold with corners Σ, where
∂Σ is equipped with a isomorphism
∂Σ ≃M0 ⊔∂markedM0 ⊔∂markedM1M1.
Remark 4.6. The 1-category ΩBordOr,oc = HomBordOr,oc(∅0,∅0) is equivalent to
the category of open-closed cobordisms as described e.g. in [MS06].
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Given an oriented 2d TQFT Z ∶ BordOr →Alg with Z(pt+) = A, an extension of
Z to a symmetric monoidal functor Z̃ ∶ BordOr,oc →Alg is called a boundary con-
dition for Z. Boundary conditions for Z are in one-to-one correspondence with A-
modules; given an A-module M , there is an extension Z̃M with Z̃M(I) = End(M).
(More generally, we could consider categories of cobordisms where we allow marked
boundary of various colours. An extension of Z to such a category corresponds to
a choice of A-module Mi for each colour i. Such an extension assigns the vector
space HomA(Mi,Mj) to the line interval in which one endpoint has colour i and
the other has colour j.)
Thus, any oriented TQFT Z as above, has a canonical boundary condition Z̃
given by the A-module A itself. Thus Z̃(I) = A. There are various 2-morphisms
given by marking intervals along the boundary of a disc. For example, marking 3
intervals along the boundary of a disc defines the pair of chaps cobordism
Chaps ∶ I ⊔ I → I.
Applying Z̃ to Chaps recovers the multiplication map for the algebra A (respec-
tively, comultiplication if read in the other direction). Similarly, marking one inter-
val on the boundary of the disc gives the trace map defining the Frobenius algebra
structure on A (or the unit map, if read in the other direction).
The main example that we will need is the whistle cobordism (also known as the
closed-to-open string transition),
Whistle ∶ S1 → I
The whistle has a cylinder S1 × [0,1] as its underlying manifold, where the marked
portion of the boundary is a line segment embedded in S1×{1}. Applying Z̃ to the
whistle cobordism recovers the inclusion of the centre Z(A)↪ A (or the projection
A→ Ab(A) if read in the other direction).
Figure 4. The chaps and whistle cobordisms. The marked por-
tion of the boundary is shown in bold.
I ⊔ I
I
Chaps
S1
I
Whistle
The theory of boundary conditions for TQFTs carries over to the spin setting:
there is a 2-category BordSpin,oc, with the property that extensions Z̃ of a TQFT
Z ∶ BordSpin → SAlg correspond to supermodules for the superalgebra A = Z(pt+).
Naturally, there are some new features in the spin case: there are now two 1-objects
I and I whose underlying manifold is the interval [0,1]. The canonical boundary
condition Z̃ for Z assigns Z̃(I) = A and Z̃(I) = A!, and the various spin structures
on the pair of chaps cobordisms recover the multiplication on A, the A-module
structure on A!, and the map A! ⊗ A! → A expressing the triviality of the square
of the Serre automorphism. We will only require the use of a single cobordism in
BordSpin,oc, namely the whistle cobordism S1ap → I.
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4.5. The map Z̃n(Whistle). Consider the parity theory Z1 with its canonical
boundary condition Z̃1 and let A denote C` 1 = Z1(pt+). The construction of the
covering theories Zn as in Section 3 can be extended to cobordisms with boundary
conditions. For example, to compute Z̃n(I), we look at the groupoid Covn(I).
Note that the boundary of I is marked, and thus we should consider n-fold covers
of I equipped with trivializations at ∂I = {0,1}. Thus Covn(I) is isomorphic to
the discrete groupoid Sn, and Z̃n(I) =⊕Sn A⊗n. Applying Z̃n to the pair of chaps
cobordism identifies the algebra structure on ⊕Sn A⊗n as the semidirect product
A⊗n ⋊ Sn.
Now let us apply the covering theory construction of Section 3 to the whistle
cobordism. Consider the following correspondence of groupoids:
(5) Covn(S1ap)←Ð Covn(Whistle)Ð→ Covn(I).
Objects of the groupoid Covn(S1ap) are given by covers of the circle S1ap. Equiv-
alence classes of such covers are indexed by P(n). For each µ ∈ P(n), we have a
cover Sµ which is a disjoint union of circles Sµi each of which are connected covers
of S1ap of degree µi.
Objects of Covn(Whistle) are given by covers of (S1ap, p) where p is a choice of
basepoint on S1ap, together with a framing of the cover at p (i.e. an identification
between the fibre over p and the set {1, . . . , n}). Such covers are indexed by Sn.
For each σ ∈ Sn, we have such a cover Sσ which is a disjoint union of circles Sσi
where σ = σ1 . . . σ` is a disjoint cycle decomposition.
Finally, objects of Covn(I) are covers of (I = [0,1],{0,1}) with framings at{0,1}. Such covers are indexed by Sn. For each σ ∈ Sn, we have Iσ which is a
disjoint union of n line intervals.
Following the construction of Section 3, Z̃n assigns to the whistle cobordism
a linear map, obtained by averaging the theory Z1 over the correspondence of
groupoids 5:
Z̃n(S1ap) = ⊕
µ∈P(n)Z1(Sµ)C(µ) Z̃n(Whistle)ÐÐÐÐÐÐÐ→ ⊕σ∈SnZ1(Iσ) = Zn(S1ap)(6)
4.6. Proof of Lemma 4.3. Let us describe Z̃n(Whistle) more explicitly. To
begin with we have the natural inclusion:
⊕
µ∈P(n)Z1(Sµ)C(µ) ≃ ( ⊕σ∈SnZ1(Sσ))
Sn ↪ ⊕
σ∈SnZ1(Sσ).
As explained in Section 4.1, the action of C(µ) on the one dimensional super vector
space Z1(Sµ) is trivial if µ ∈ OP(n) and non-trivial otherwise. Thus we need only
consider µ ∈ OP(n).
Fix an element σ ∈ Sn of cycle type µ ∈ OP(n), with a corresponding disjoint
cycle decomposition σ = σ1 . . . σ`. We have Z1(Sσ) = Z1(Sσ1)⊗ . . .⊗Z1(Sσ`). EachSσi is a µi-fold cover of the base S1ap, thus we compute Z1(Sµi) as a tensor product
µi copies of A
! over A, arranged in a circle (see Figure 5). We can write this circular
tensor product linearly as:
(7) Z1(Sσi) = (A! ⊗A . . .⊗A A!)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
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⊗AeA.
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To describe the map Z1(Sσi) → Z1(Iσi), note that each factor A! canonically em-
beds in Ae. Replacing each instance of A! by Ae in the tensor product 7, we arrive
at A⊗µi which is precisely Z1(Iσi).
Figure 5. Computing Z̃n(Whistle).
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⊗A
⊗A
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⋯
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A!
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⊗A ⊗A
⋯
Ae
Ae
Ae
AeAe
A⊗ . . .⊗A↪ ≃
. . .
Sσi
↓
. . .
Iσi
↓
. . .← ≃
On the other hand, Sσi is isomorphic to S1ap, and thus Z1(Sµ) ≃ C. To go be-
tween the two descriptions of Z1(Sσi), we can use the trivialization of the Serre
automorphism A! ⊗A A! ≃ A to contract pairs of A!’s in the tensor product, even-
tually arriving at A! ⊗Ae A ≃ C.
Lemma 4.7. Under the map C ≃ Z1(Sσi) → Z1(Iσi) ≃ A⊗µi , the element 1 maps
to ∑2−(µi−1)/2ηc1 ⊗ . . .⊗ ηcµi
where the sum is over (c1, . . . , cµi) ∈ (Z/2Z)µi such that ∑j cj = 0 ∈ Z/2Z.
Proof. Note that A! can be identified with the sub-bimodule of Ae generated by
the element ε = 1 ⊗ 1 + η ⊗ η. Unwinding the duality data for A!, we obtain that
under the trivialization of the square of the Serre automorphism, the element 1 ∈ A
corresponds to the tensor (1/2)ε⊗ε in A!⊗AA!. Also, the element 1 ∈ C corresponds
to (1/2)ε⊗ 1 in A! ⊗Ae A.
It follows that the element 1 ∈ C maps to (2−(µi+1)/2 ⊗ . . . ⊗ ⊗ in the tensor
product 7. Lemma 4.7 follows by taking canonical embedding A! ↪ Ae for each A!
in the tensor product, and simplifying to A⊗µi . 
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Now let us complete the proof of Lemma 4.3. Consider the tensor product over
i = 1, . . . , ` of the maps Z1(Sσi)→ Z1(Iσi). By Lemma 4.7,the element δµ ∈ Z1(Sσ)
maps to
`⊗
i=1 (∑2−(µi−1)/2ηc1 ⊗ . . .⊗ ηcµi ) = 2(`−n)/2∆σ ∈ A⊗n,
where the sum is over (c1, . . . , cµi) ∈ (Z/2Z)µi such that ∑j cj = 0 + 2Z. Here⊗`i=1Aµi = A⊗n is identified with the subspace A⊗n⊗σ of Yn, and ∆σ is defined as
in Proposition 1.18. Thus Z̃n(Whistle) maps δµ to 2(`−n)/2∆µ as required.
5. The Parity TQFT
In this section, we explain how the parity of a closed spin surface Σ can be
upgraded to a TQFT
Zp ∶ BordSpin → SAlg,
such that Zp(Σ) = (−1)p(Σ). We will give a direct, but somewhat ad-hoc construc-
tion, then in Subsection 5.3 we explain how this theory can be constructed via
homotopical methods using the spin orientation of KO.
Remark 5.1. The TQFT Zp is invertible in the sense that for each object N ,
Zp(N) is (weakly) invertible for the monoidal structure, and for each 1 or 2-
morphism M , Zp(M) is a (weakly) invertible 1 or 2-morphism. The parity TQFT
and more general invertible TQFTs are discussed in [Fre14].
5.1. An aside on conformal spin structures and metrics. For the construc-
tion of the TQFT, it will be helpful to make use of metrics on the various vector
bundles associated to the spin structure. Rather than making choices and then
proving the invariance of those choices it will be more convenient to work with a
particular model of the Spin bordism category for which canonical metrics are built
in. The definitions and conventions in this subsection are drawn from [ST04].
Let V be a finite dimensional (real or complex) vector space with a quadratic
form q. The Clifford algebra C` (V ) is the quotient of the tensor algebra on V by
the relation v2 = −q(v).1. We write C` d(R) for the Clifford algebra of Rd with its
canonical positive definite quadratic form and C` −d(R) for the Clifford algebra of Rd
with its negative definite form. We can extend the involution v ↦ −v on V uniquely
to an algebra involution α on C` (V ). This gives it the structure of a superalgebra
(i.e. Z/2Z-graded algebra), and we can speak of a supermodules, etc. Note that
the Clifford algebra C` (V ) inherits an inner product from that on V .
A spin structure on V is a choice of an irreducible C` (V )− C` d(R) superbimodule
SV with a compatible inner product (i.e. multipliction by elements of unit length
in V and Rn are isometries). Given two spin vector spaces V and W , the space
Spin(V,W ) of spin isometries consists of an isometry f ∶ V →W , together with a
homomorphism of bimodules φ ∶ f∗SW → SV which is additionally an isometry. The
map (f, φ)↦ f exhibits Spin(V,W ) as a double cover of SO(V,W ) (the connected
component of O(V,W ) for which there exists such a φ).
If E → X is a real vector bundle with a positive definite metric, let C` (E) → X
denote the bundle of algebras whose fibre over x ∈X is the Clifford algebra C` (Ex).
A spin structure on E is a bundle SE of irreducible C` (E)− C` d(R) superbimodules
(i.e. a compatible family of spin structure on the quadratic vector spaces Ex).
Given a smooth manifold M of dimension d, we write Lk for the (trivializable)
line bundle of k-densities on M (in our convention a d-density can be integrated
32 SAM GUNNINGHAM
over M to get a real number). The weightless cotangent bundle T ∗0 M is defined to
be L−1 ⊗ T ∗M . A conformal spin structure on a conformal manifold M is defined
to be a spin structure on T ∗0 M .
Note that a choice of conformal structure equips the weightless cotangent bundle
with a canonical metric, and thus the Clifford bundles, spinor bundles, etc. all
come equipped with canonical metrics. Moreover, if M has boundary ∂M , then
T ∗0 M ∣∂M is canonically equivalent to T ∗0 ∂M ⊕ R, thus a conformal spin structure
on M canonically defines a conformal spin structure on the boundary.
We can define a 2-category of (topological) conformal spin cobordisms cBordSpin
in a similar way to Subsection 1.7. Note that 0 and 1-dimensional manifolds carry
a unique conformal structure. Moreover, we will consider two conformal spin 2-
cobordisms to give rise to the same 2-morphism if there is a spin diffeomorphism
between them, fixing the given isomorphisms on the boundary (such a diffeomor-
phism is not required to preserve the conformal structure).
One can check that the symmetric monoidal 2-category cBordSpin is equivalent
to BordSpin as defined, for example in [Sch09]. We will not attempt to give a
rigorous proof of this statement6, but intuitively this should be clear: a choice of
Riemannian metric on a conformal spin manifold trivializes the density bundle and
defines a spin structure in the usual sense. Moreover, the space of such Riemannian
metrics is contractible.
5.2. The direct construction. The construction of the 0,1-dimensional part of
the theory is taken from [ST04], Section 2.3. Given a (conformal) spin 0-manifold
N , S(N) is a finite dimensional super vector space equipped with an inner product.
We define a symmetric bilinear form bN by bN(v,w) = ⟨v, i(w)⟩, where i is the
grading involution and ⟨−,−⟩ is the inner product. We set
Zp(N) = C` (S(N), bN).
Given a spin 1-cobordism M with ∂N = N0 ⊔N1, the even spinor bundle SM on
M is a metric line bundle and thus is equipped with a canonical flat connection.
The space of flat sections Sh(M) of SM over M is called the space of harmonic
spinors. The space Sh0 (M) of even harmonic spinors is finite dimensional, and
comes equipped with a map
L ∶ Sh0 (M)→ S(∂N),
given by restriction to the boundary. The morphism L is a generalized Lagrangian
in the sense of [ST04], Definition 2.2.9. As explained in [ST04], Definition 2.2.4,
the Fock module of L is defined to be
F (L) ∶= ker(L)∗ ⊗Λ∗(Im(L)),
which carries a canonical action of C` (S(∂N)), or equivalently, is a C` (S(N0)) −C` (S(N1))-bimodule. We set Zp(M) = F (L). Note that if M is closed, then
F (L) = ⋀top(Sh(M)) is the Pfaffian line of the Dirac operator on T ∗0 M . For
example, if M ≃ S1ap, there are no harmonic spinors and thus Zp(S1ap) is canonically
isometric to R. On the other hand, if M ≃ S1per the space of harmonic spinors is
one dimensional and thus Zp(M) is a one dimensional odd metric line.
6Indeed to give such a rigorous proof, we would first need to give a more rigorous definition of
the bordism bicategory, taking care of gluing using collars e.g. as in [Sch09].
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Lemma 5.2 ( [ST04], Gluing Lemma 2.2.8). 7 Given conformal spin 1-cobordisms
N0
MÐ→ N1 and N1 M ′ÐÐ→ N2 there is a canonical isomorphism Zp(M ⊔N1 M ′) ≃
Zp(M)⊗Zp(N1) Zp(M ′).
It remains to explain what Zp assigns to a 2-morphism in Bord
Spin. Let us
first consider the case of a spin surface Σ with boundary M ∶= ∂Σ. We would like
to define an element Zp(Σ) ∈ Zp(M). There are various approaches to this; for
example one could use a refinement of the mod 2 index of the Dirac operator to a
spin conformal 2-manifold with boundary which takes values in the Pfaffian line of
the boundary. However, we will just pursue a more down to earth method in terms
of the parity of closed spin manifolds obtained by gluing in discs and cylinders to
Σ.
Let D be the unit disc in R2 equipped with its canonical conformal spin structure,
and C = S1per × [0,1] similarly equipped.
Definition 5.3. Suppose that M is a closed conformal spin 1-manifold with nD
antiperiodic components and 2nC antiperiodic components (where nD, nC ∈ Z≥0).
A capping of M is defined to be a spin isomorphism
c ∶M ≃ ∂(nD⊔
n=1D ⊔ nC⊔n=1C).
The set of cappings of M is denoted Cappings(M).
Note that a capping of M only exists if M has an even number of periodic
components. This condition is satisfied if M is the boundary of a spin surface.
Lemma 5.4. Each capping of M canonically determines an element of Zp(M) of
unit length.
Proof. First consider the case where M has only anti-periodic components; the
space of harmonic spinors is 0, and thus its determinant line Zp(M) is canonically
trivial. In particular Zp(M) carries the canonical element 1. Now let us consider
the case when M has precisely two periodic components M0 and M1. A choice
of capping allows us to define a parallel transport isometry φ ∶ Sh(M0) ≃ Sh(M1)
which in turn defines an element det(φ) ∈ Zp(M). The general case follows. 
Given a spin surface Σ with boundary ∂Σ = M , a capping c of M canonically
determines a closed spin surface Σc. by gluing along the map c.
Lemma 5.5. The assignment
Cappings(M)→ {±1} ⊆ R
c↦ (−1)p(Σc).
factors through the map Cappings(M)→ Zp(M) given by Lemma 5.4, defining an
isometry of graded metric lines
Zp(Σ) ∶ Zp(M)→ R.
Proof. We prove this using the definition of parity via the Arf invariant of the
quadratic form ϕ ∶H1(Σc;F2)→ F2 associated to the spin structure. Recall that if
M is a closed loop in Σ, then ϕ([M]) = 0 (respectively, 1) if M has a antiperiodic
(respectively, periodic) spin structure.
7Note that in this case, all Hilbert spaces and Clifford algebras are finite dimensional.
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Changing the choice of capping on antiperiodic components does not affect
the corresponding quadratic form, as one can choose representatives of cycles in
H1(Σc;F2) which do not intersect the antiperiodic components. Thus we may as-
sume M has only periodic components. Consider a particular component M0 of M ;
recall that there are two choices of spin isomorphism S1per ≃M0 (up to spin isotopy).
Given a capping c, we can modify c by changing the choice of S1per ≃M0 to obtain
a new capping c′. The effect of changing c to c′ has presicely the effect of changing
the value of the quadratic form on the Poincare´ dual cycle to M0, which in turn
changes the value of the Arf invariant; simultaniously, the corresponding value of
Zp(M) gets multiplied by −1. The result follows readily from this observation. 
Finally, given an arbitrary 2-morphism Σ ∶M0 →M1, where M0,M1 ∶ N0 → N1
are 1-cobordisms, we can now define a map
Zp(Σ) ∶ Zp(M0)→ Zp(M1),
of Zp(N0) − Zp(N1)-bimodules as follows. Note that, topologically, the manifold
with corners underlying Σ may be thought of as a spin manifold Σ′ with closed
boundary M ′ (i.e. we can smooth the corners of Σ). To identify the spin structure
on the boundary M ′, let us consider the underlying spin 1-manifold with boundary
of M0, as a cobordism
M ′0 ∶ N0 ⊔N1 → ∅0.
Taking the opposite spin structure, we have
M
′
0 ∶ N0 ⊔N1 → ∅0.
Similarly, we can consider
M ′1 ∶ ∅0 → N0 ⊔N1.
Thus, we can compose M
′
0 and M
′
1 in the bordism category to obtain the closed spin
1-manifold M ′. The general principles of preservations of duality under symmetric
monoidal functors tell us that:
Zp(M ′) ≃ HomZp(N0)op⊗Zp(N1)(Zp(M ′0), Zp(M ′1)).
We define Zp(Σ) ∈ HomZ(N0)op⊗Z(N1)(Z(M0), Z(M1)) to correspond to Zp(Σ′) ∈
Zp(M ′) under the above isomorphism.
It remains to check that Zp as defined above, defines a TQFT, i.e. a symmetric
monoidal functor
Zp ∶ BordSpin → SAlg×R,m,
where SAlg×R,m is the 2-category whose objects are Clifford algebras of quadratic
vector spaces, morphisms are Fock modules associated to Lagrangian subspaces,
and 2-morphisms are isomorphisms of bimodules which are also isometries for the
given inner products (see [ST04], Definition 2.2.4). (We obtain a TQFT with target
SAlg by just applying ⊗RC and forgetting the inner products.) This amounts to
checking the compatibility of the above definition under various kinds of gluing.
We will not spell out all the necessary compatibilities here; rather, we will prove
the following gluing law from which all necessary compatibilities may be deduced.
Proposition 5.6. Let Σ be a closed spin surface, and M an embedded disjoint
union of circles in Σ with an even number of periodic components. Define Σcut,M
by cutting along M to obtain a surface with boundary M ⊔M . Choose a capping
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c of M , and let c denote the corresponding capping of M . We define the closed
surface Σc⊔c,M by capping the boundary of Σcut,M according to c ⊔ c. Then,
p(Σ) = p(Σc⊔c,M).
Proof. We use the definition of parity via the Arf invariant of the quadratic form
on H1. The proof is an elementary check based on the properties of embedded spin
circles under cutting and gluing. We will give the argument in the case where M
has two periodic components (the case when M has a single antiperiodic component
is proved similarly, and all other cases can be proved by indection from these). For
simplicity, we assume further that Σ is connected.
Note that the genus of Σc⊔c,M is always one greater than the genus of Σ. One can
choose a symplectic basis for H1(Σ;F2) which contains the class κ of either com-
ponent of M (the two components necessarily define the same class in H1(Σ,F2))
and its Poncare´ dual κ∨. The F2-vector space H1(Σc⊔c;F2) has a similar basis but
with two copies of κ, κ1 and κ2 and their respective Poncare´ duals. Here, there are
two possible cases: either κ∨ is periodic or anti-periodic. In the first case, precisely
one of κ∨1 or κ∨2 will be periodic (which one depends on the choice of c). In the
second case, either both κ∨1 and κ∨2 will be periodic, or both anti-periodic. Thus in
all cases, the Arf invariant is unchanged as required. 
Remark 5.7. One could also prove proposition 5.6 by noting that the surfaces Σ
and Σc⊔c,M are spin cobordant, and the parity is a spin cobordism invariant [Ati71].
5.3. Homotopical construction. One way of thinking of the parity of a closed
spin surface is in terms of the Gysin map in KO-theory afforded by the Spin
structure. Namely, we have a map
∫
Σ
∶KO(Σ)→KO−2(pt) ≃ Z/2Z,
and ∫Σ 1 = p(Σ).
Similarly, one has invariants ∫M 1 ∈ KO−1(pt) ≃ Z/2Z, and ∫N 1 ∈ KO(pt) = Z
given a spin 1-manifold M and a spin 0-manifold. There is a very general procedure
by which one can upgrade the assignment Σ↦ ∫Σ 1 to a TQFT.
First note that the Spin orientation of KO may be thought of as a map of
E∞-ring spectra
ABS ∶MSpin→ ko.
Here, MSpin is the spectrum representing spin cobordism, and ko represents con-
nective KO. Thus a closed spin d-manifold M represents a class [M] ∈ ΩSpind =
pid(MSpin) and the element ∫M 1 is equal to the image of [M] in pid(KO) =
KO−d(pt) under the map ABS. Given a connective spectrum E (or equivalently
and infinite loop space), its fundamental 2-groupoid pi≤2(E) is naturally symmet-
ric monoidal. The morphism ABS induces a functor of symmetric monoidal 2-
groupoids on the level of fundamental 2-groupoids.
pi≤2(MSpin)→ pi≤2(ko).
It remains to describe the 2-groupoids pi≤2(MSpin) and pi≤2(ko) in terms of bordism
categories and superalgebras respectively.
Let us define a 2-category Bordspin∞ as follows: the objects and morphisms
of Bordspin∞ are the same as those of BordSpin, but the 2-morphisms are given
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by 2-cobordisms up to cobordism (recall that in the 2-category BordSpin, the 2-
morphisms are 2-cobordisms up to diffeomorphism). Note that there is a canonical
quotient functor BordSpin → BordSpin∞ . The following proposition is surely known,
but I have been unable to track down a precise reference; it should follow from an
appropriate version of the results of [GTMW09].
Proposition 5.8. The fundamental 2-groupoid of MSpin is equivalent as symmet-
ric monoidal 2-categories to BordSpin∞ .
On the other hand, we have the groupoid SAlg×R,m of invertible real metric super-
algebras, invertible metric superbimodules, and invertible isometries of bimodules.
Again, the following result is surely known; we give a proof below.
Lemma 5.9. There is a canonical symmetric monoidal functor
Cliff ∶ pi≤2ko→ SAlg×R,m.
Remark 5.10. The functor Cliff is not quite an equivalence: it induces an iso-
morphism on pi1 and pi2, but on pi0 it induces the quotient map Z→ Z/8Z.
Finally, the TQFT Zp is given by the composite:
BordSpin → BordSpin∞ ≃ pi≤2MSpin pi≤2ABSÐÐÐÐ→ pi≤2(ko) CliffÐÐÐ→ SAlgR,m.
Proof of Lemma 5.9. Let VectR,m be the topological category of real vector spaces
equipped with an inner product, with isometries as morphisms. Recall that the
space ko is obtained by taking the group completion of this category. We will define
a symmetric monoidal functor from VectR,m (with symmetric monoidal structure
given by orthogonal direct sum) to the 2-category SAlgR,m, which by the universal
property of group completion must factor through ko. To define such a functor, we
must assign a superalgebra to each quadratic vector space V , a bimodule to each
isometry f ∶ V → W , and a map of bimodules to each homotopy class of paths of
isometries ft ∶ V →W .
The map Cliff is defined by taking a vector space V as above to its Clifford
algebra C` (V ). An isometry f ∶ V →W naturally defines an invertible C` (V )−C` (W )
bimodule Mf . Recall that a spin structure on W means a choice of an irreducibleC` (W ) − C` d(R) bimodule. Note that for any choice of spin structure SW on W ,
Mf can be identified with f
∗SW ⊗C` d(R) S∗W , where S∗W = HomR(SW ,R) is theC` d(R)−C` (W )-bimodule dual to SW . Moreover, picking a compatible spin structure
SV on V and a lift of f to a spin isometry (f, φ), induces an isomorphism of
bimodules φ̂ ∶Mf → SV ⊗C` d(R) SW .
A path in O(V,W ) is given by a family ft of isometries where t ∈ [0,1]. As the
map Spin(V,W )→ SO(V,W ) is a covering map, if we pick a lift φ0 of f0 as above,
then we obtain a lift φt of ft (depending only on the homotopy class of the path).
This gives the required isomorphism of bimodules
φ̂−11 ○ φ̂0 ∶Mf0 →Mf1
which doesn’t depend on the choices of lift above. 
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