Abstract This paper formalizes an open semantics for a calculus featuring thread classes, where the environment, consisting in particular of an overapproximation of the heap topology, is abstractly represented. From an observational point of view, considering classes as part of a component makes instantiation a possible interaction between component and environment or observer. For thread classes it means that a component may create external activity, which influences what can be observed. The fact that cross-border instantiation is possible requires that the connectivity of the objects needs to be incorporated into the semantics. We extend our prior work not only by adding thread classes, but also in that thread names may be communicated, which means that the semantics needs to account explicitly for the possible acquaintance of objects with threads. We show soundness of the abstraction.
Introduction
An open system is a program fragment or component interacting with its environment or context. This corresponds to an observational point of view where the only thing that counts is the interaction with the environment (also called observer) and whether this interaction leads to observable reaction in the environment. Thus, the component can be considered as a black box, where the internals are hidden from outside observation. Such a separation of internal behavior from externally relevant interface behavior is crucial for a compositional account of the semantics of open systems. Consequently, a formal account of such an interface behavior is the key to formal verification of open programs as well as a formal foundation for black-box testing. If done properly, it ultimately allows to reason compositionally, i.e., to infer properties of a composed system from the interface properties of its subconstituents without referring to further internal details of the sub-constituents. A representation-independent, abstract account of the behavior of open programs is also necessary for compositional optimization of components: only if the the two programs show the same external behavior it is guaranteed that one can replace one for the other without changing the interaction with any client code.
In a message-passing setting, the behavior of the component can be understood to consist of message traces, i.e., sequences of component-environment interactions at the interface. Using some standard notation, this may be written as
where t denotes the trace of interface actions by which C evolves intoĆ, potentially executing internal steps, as well, which are not recorded in t. However, as said above, we think of the open program C not to act in isolation, it rather interacts with its environment. So consider C E, where E is C's environment, i.e., both together C E form a closed program. Rather than considering the behavior as sketched in Eq. (1), we are interested in traces t where there exists an environment E such that
by which we mean: component C produces the trace t and E produces the dual tracet, both together canceling out to internal steps. In other words, our goal is to formulate the external or open semantics with the environment existentially abstracted away. There are, of course, countably infinite many possible environments E, and the challenge is to capture in the formulation of the semantics of the open system what is common to all those environments. To do so, one needs an abstract of all potential E of Eq. (2), which will be done in form of assumptions about the environment. This means, instead of providing an operational semantics formalizing reductions in the style of Eq. (1), the semantics specifies the behavior of C under certain assumptions Ξ E about the environment, where Ξ E can also be understood as an abstract representation of the environment. Following standard notation from logics, we do not write Ξ E C, but rather Ξ E C, such that the reductions will look like 1
It should come as no surprise that an operational semantics in the style of (3) is (quite) more complex than one which ignores the environments, as in Eq. (1), as one must find an appropriate abstract characterization of the absent environment. Indeed, we take the characterization of the interface behavior one step further still: In the same way as we represent the environments abstractly as Ξ E in (3), we abstract away (in a second step) from the component C existentially, as well. This yields a formalization
which describes the traces t which are possible at all at the interface between an arbitrary component and an arbitrary environment. We call such traces legal. The Ξ in Eq. (4) represents now both the existentially abstracted environment E and the component C of Eq. (2).
Such a characterization of the abstract interface behavior is relevant and useful for the following reasons. First, the set of traces according to Eq. (3) is in general more restricted than the one obtained when ignoring the environments altogether. This means, when reasoning about the behavior of C based on the traces, for instance for the purpose of verification, the more precise knowledge of the possible traces allows to carry out stronger arguments about C. Second, an application for a trace description is black-box testing, in that one describes the behavior of a component in terms of the interface traces and then synthesize appropriate test drivers from it. Obviously it makes no sense to specify interface behavior which is not possible, at all, since in this case one could not generate a corresponding tester. Currently we are developing a corresponding test language and tool [11] . Finally, and not as the least gain, the formulation gives insight into the inherent semantical nature of the language, as the assumptions Ξ and the semantics captures the existentially abstracted environment behavior. For instance, one insight to be learned from [2, 4] and also from this paper is, that the presence of classes in the language necessitates an abstract representation of the heap as part of Ξ .
One main result of the paper, namely that the abstract trace semantics appropriately abstracts from the concrete, internal semantics, is formulated as a soundness result (cf. Lemma 9) : If a component actually exhibits a trace according to Eq. (1), then the abstract trace characterization of Eq. (4) accepts the trace as possible.
With these goals in mind, we deal primarily with the following three features, which correspond to those of modern class-based object-oriented languages like Java [20] or C # [17] :
-Types and classes: the languages are statically typed and only well-typed programs are considered. For class-based languages, complications arise as classes play the role of types and additionally act as generators of objects. -Concurrency: the languages feature concurrency based on threads and thread classes (as opposed to processes or active objects [10] ). -References: each object carries a unique identity. New objects are dynamically allocated on the heap as instances of classes.
We investigate the issues in a class-based multi-threaded calculus with, as said, in particular, thread classes. The interface behavior is phrased in an assumption-commitment framework and is based on three independent abstractions: -a static abstraction, i.e., the type system; -an abstraction of the stacks of recursive method invocations, representing the recursive and reentrant nature of method calls in a multi-threaded setting;
-an abstraction of the heap topology, approximating potential connectivity of objects and threads. The heap topology is dynamic in that new objects may be created due to object creation and tree-structured in that previously separate object groups may merge.
In previous work [2, 4] , we showed that the need to represent the heap topology is a direct consequence of considering classes as a language concept. Their foremost role in object-oriented languages is to act as "generators of state". With thread classes, there is also a mechanism for "generating new activity", i.e., for creating new threads. This extension makes cross-border activity generation a possible component-environment interaction, i.e., the component may create threads in the environment and vice versa. This means, the main specific contribution of this work is to extend the framework to deal with thread classes as composition units.
We concentrate in this informal overview on the third point, the abstraction of the heap topology. In an observational framework, and distinguishing between the component under observation and an observing environment, the presence of classes makes object instantiation a possible component-environment interaction. As a consequence, a faithful representation of the observational behavior of classstructured components requires to represent the connectivity among objects in Ξ of Eq. (3), where the connectivity can be seen as a worst-case approximation of the heap's reference structure [2, 4] .
The general idea is sketched in Fig. 1 . The vertical dotted line in each of the sub-figures represents the border between the component and the environment; in the pictures, we chose the component to be on the right and the environment on the left, but since the situation is symmetric, this choice is not important. Figure 1a shows a number of objects, the small circles, where the arrows indicate the tree of creation, i.e., which object has created which others. The root of the tree is indicated by , which represents the initial object. 2 Since a component can instantiate environment classes and thus create environment objects (and vice versa), the picture contains arrows crossing the interface; for instance the has created two environment objects in Fig. 1a , one of which has created in turn a component object plus an object of the environment. If we assume that the mentioned instantiations, illustrated by the arrows, are the only interactions that happen between objects (but no method calls), then the shown tree reflects which object may have hold of the reference to other objects.
This way every object is connected with the objects it has created (in the sense that the creator can keep a reference to the created object). Since in principle the creator can inform its son of his, the creator's, identity, by method calls, also the created object can learn about the identity of his father; thus, in principle, all objects of Fig. 1a may know each other and contact each other, as they all belong to the same global heap.
If we consider, however, the heap conceptually split into a part belonging to the component, i.e., containing the component objects, and a part belonging to the environment, the picture changes. Communication from environment to the component and vice versa is part of the official interface behavior. Therefore, if at the interface, the only crossborder interaction are the four instantiation arrows of Fig. 1a (three instantiations from the component to the environment and one back), then it is assured that, for instance, is not connected to any of the two other component objects, as this would have been visible at the interface (and we assumed in this illustration, that the instantiation is the only cross-border communication between objects so far).
However, internally, the objects may exchange information, without their message exchange recorded at the interface. In that way, the heap falls into groups of potentially connected objects, indicated by the dotted blobs of Fig. 1b . So these equivalence classes of objects, the blobs of the picture, are the core of the abstract heap representation at the interface description in our semantics. We call such equivalence classes cliques of object, and Fig. 1b contains five such cliques, three cliques of environment objects and two cliques of component objects, including the clique of the initial object , which forms the root of the tree.
As the heap may evolve during execution of the program, so does the clique structure as the abstraction of the heap. New cliques can be created in that the component creates new environment objects as instances from environment classes, or vice versa, that the environment instantiates component classes. Furthermore, cliques may merge, as sketched in Fig. 1c and d . In Fig. 1c , the environment object o 1 cannot directly access the environment object o 2 , as they live in different parts of the environment heap. It can do so only by communication via the component object o 3 , indicated by the bended arrow connecting o 1 and o 2 and passing via o 3 . As a result, the two corresponding environment cliques are merged, which is indicated in Fig. 1d by the larger blob. The communication, however, which brings the two previously separate cliques into contact, crosses the border between component and environment and is thus recorded in the interface behavior, and such merges will be part of the formalization of reductions sketched in Eq. (3) .
In languages like Java [20] and C # [17] , objects are passive entities; the active part of the program is represented by threads. Indeed, in a multi-threaded setting, there is also a 
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mechanism for "generating new activity", i.e., for creating new threads. In this paper we extend our previous work by thread instantiation from classes. In [2] , we concentrated on a single-threaded fragment, while [4] was multi-threaded, but without thread classes, i.e., new activities could be dynamically spawned but not from "templates". Without thread classes, only cross-border generation of objects was possible. This generalization makes the semantics account more resembling the situation as for instance in Java, it complicates the semantics, however, since now also the connectivity of threads has to be taken into account.
Thus, the technical contribution of this paper is threefold. (1) We extend the class-based calculus and its semantics of [2, 4] to include thread classes and furthermore allow the communication of thread names. This requires to consider cross-border activity generation as well as to incorporate the connectivity of objects and threads. (2) Second, we characterize the potential traces of any component in an assumption-commitment framework in a novel derivation system, where the branching nature of the heap abstractionconnected groups of objects can merge by communicationis reflected in the branching structure of the derivation system. (3) Finally, we show the soundness of the mentioned abstractions.
Overview
The paper is organized as follows. Section 2 contains syntax and operational semantics of the calculus we use, formalizing the notion of thread classes. Section 3 contains an independent characterization of the observable behavior of an open system and the soundness results of the abstractions. Section 4 concludes with related and future work. For a full account of the operational semantics and the type system, we refer to the technical report [6] .
A multi-threaded calculus with thread classes
Next we present the calculus in three stages. We start with the abstract syntax in Sect. 2.1. After the context-free syntactical aspects, the type system of Sect. 2.2 deals with the contextsensitive but static aspects of the language. Finally, small-step structural operational semantics from Sect. 2.3 captures the dynamics of the calculus, i.e., its evaluation or reduction.
Conceptually, and especially for the purpose of this work, one can think of the syntax, as well as the type system and the operational semantics as layered. The global level deals with the constructs of the language we chose to consider in composition, i.e., those constructs of a program we will consider to be composed with an environment to yield a closed program. It is only at the interface on this level of composition that we are interested in the interface behavior. In first approximation, the language entities at that level will be classes, especially thread classes, as well as objects and threads.
Below that level, one might say, at the local level, is the syntactic material (and their typing and operational rules) which internally builds up the classes and threads, such as methods and fields, variables, and control-flow constructs such as conditionals and the like. We do not consider the programs open at that level, i.e., we are not addressing the question, what, e.g., is observable considering a single method or a single if-then-else construct in isolation as unit of composition. This does not mean, the question is theoretically uninteresting (or not challenging), but from a pragmatic point of view, it seems justified to concentrate on classes as units of composition: When replacing one program with another one, a first step is to do the replacement on the level of classes, which are considered as a black box, and not single methods or even simpler constructs.
The mentioned layering will be explicitely visible in the typing rules and the design of the operational semantics: both corresponding derivation system will be split into a global level and a local part; for the abstract syntax, we do not bother to make this layering explicit by splitting the table of the abstract syntax.
We use the mentioned calculus as the mathematical vehicle to investigate the observable behavior at the interface of classes (and threads). The calculus itself is quite similar to the multi-threaded object calculus known from the literature, similar to the one presented in [18] and in particular to the one from [23] . Actually, the only significant addition is to incorporate classes. Compared to our previous work, for instance in [3] , we added thread classes as generators of activity.
Syntax
The abstract syntax is given in Table 1 . Concerning the mentioned conceptual split into a global and a local level, the first line of the grammar deals with the global level, i.e., the level at which we will compose component and environment and for which we are interested in the interface behavior.
A component C consists of a finite number of classes n[(O)], objects n 1 [n 2 , F], named threads n t , and thread classes n (t a ) , all written as "in parallel", using theconstruct. The mentioned n and its alphabetic variants stand for the syntactic category of names and belongs to the values of the language. To facilitate reading, we adopt the following convention concerning names. We will generally use o and its syntactic variants as names for objects, c when the name refers to a class (in particular c t refers to thread classes), and we use n when referring to thread names and when being unspecific like in Table 1 . Even if we distinguish by convention n, o, and c, however, they strictly speaking belong to the same syntactic category of (non-descript) names and the type system presented later is able to determine whether a given name used in a program serves as the name of an object, i.e., a reference to an object, or the name of a class, etc. The last construct on the level of components is the hiding or restriction operator. In the component ν(n:T ).C, the name n is hidden and not visible to the outside, indicated by the ν-construct. The role of the ν-construct is similar to the corresponding construct in the π -calculus [30, 36] , where it was first introduced (and identical to the role in the concurrent object calculus, for that matter). In ν(n:T ).C, the ν-binder introduces a scope for the name n, making it local to C, i.e., the name is considered "new" compared to the outside. 3 As in the π -calculus, the scoping will be dynamic, i.e., the scope of a name may enlarge due to communication. Since the language does not allow to communicate names of classes but only names of objects, i.e., references to objects, and names of threads, this dynamic aspect applies only to bindings of the form ν(o:c) or ν(n:thread), where thread denotes the type of thread names.
More specifically to the different constructs of a component: A class c[(O)] carries a name c and defines the implementation O of its methods M and fields F. Methods and fields are considered as a "record" of the corresponding method bodies, resp., of the field values-see the clauses of the grammar for method suites M and fields F-where the l's are the labels of the records and the right-hand sides contain the implementations (referred to as m, resp., f in the grammar). As usual, we assume all mentioned labels in a class to be distinct, and that the order in which they appear in writing is irrelevant. An object o [c, F] contains as instance state a number of fields, but needs no copy of the methods; instead it contains a reference to the class, where the method implementation can be looked up when needed. The o is the "name" of the object, which corresponds to the references or pointer, or heap location, under which the object is accessible. Note, however, that, as Java, the language does not support any low-level pointer arithmetic. The only operations doable with references is creating them, when instantiating new objects, referring to them, when invoking methods or accessing fields of the reference object, and comparing them. Additionally, there is a test for nil pointers.
The component n t stands for a thread named n, where t is a sequential piece of code (that's the general meaning of the word "thread", anyhow, a sequential series of steps). Since we are working in a multi-threaded setting, there can be many threads running in parallel, and the name n is needed, to differentiate between them and to uniquely identify them. Besides the empty component 0, which is inert and does nothing, the last basic components are thread classes of the form c t (t a ) , where c t is the name of the thread class, and where the code that starts running after instantiation is kept in t a . The code t a in a thread class is a thread, abstracted over a number of arguments, which are needed to hand over values to a newly created thread instance. So unlike the situation for ordinary classes, the thread classes have a mechanism to pass values during instantiation. The reason is that for threads, this is the only moment in their lifetime where this is possible, whereas for objects, information can later be passed via method calls, so non-trivial constructors are unnecessary and hence we left them out.
As mentioned shortly above, a component consists of an arbitrary number of basic components, namely the empty component, classes, thread classes, threads, and objects, all written as parallel composition (plus the binding operator for scoping). The -construct should not be interpreted as to mean, that classes or objects are "running" concurrently in a literal sense; the only active entities are the threads, which carry the activity. Classes and also objects are passive entities, containing the data, especially the objects constitute the heap, where the names of the objects represent the heap locations and where the (updateable) state is kept in the fields, in particular references to other objects. Now to the lower level constructs. As mentioned above, the methods M and fields F can be thought of as records of method bodies, resp. field values. A method ς(n:T ).t a provides the method body abstracted over the ς -bound "self" parameter n and the λ-bound formal parameters of the method. Thus, a method can be seen as a procedure, where uniformly the first parameter is bound to the object identity itself. Often we write more suggestively ς(self :c).t a , i.e., Table 1 Abstract syntax
T ).λ().⊥ c | ς(n:T ).λ().⊥ thread | fv Field fv ::= ς(n:T ).λ().v
Defined field t a ::= λ(x:T, . . . , x:T ).t Parameter abstraction
we use the more telling name self for the nondescript n (and specialize T to c, as the self-parameter must be typed by a class, as will be assured by the type system). Java uses the keyword this when referring within a method to the host instance.
To make the special role of the self-variable visible and to distinguish them from the "real", λ-bound variables of the method, it is customary to write ς in the binder-notation and not λ for the self parameter. Technically speaking, in our setting, the distinction between the ς -binder for the selfparameter and the λ-binder for the official arguments is not that crucial; the difference becomes important only in the presence of subtyping and late binding of methods (which we do not investigate in this paper), where the self-parameter is bound lately and the λ-bound arguments are not. Nonetheless, we use the ς -notation, as is standard for object calculi [1] and their derivatives.
Fields f can be seen as a specific form of methods, namely with empty parameter list, the ς -bound self-parameter not counted. We use ς(self :c).⊥ c for an undefined value of a field of type c , resp. ς(self :c).⊥ thread for an undefined value of a field type thread.
As mentioned, the active entities in a program configuration are the named threads n t . Thus, a thread t in a basic component n t is one piece of sequential code being executed. Note that the syntactic category t of threads serves also as method body (as part of t a ). This is no coincidence, as a running thread n t basically consists of a stack of method bodies or stack frames, where (at most) the top-most frame is active and the lower ones are blocked; see the operational semantics later.
Threads t and expressions e constitute the sequential core language of the calculus. A thread is basically a value, it may be stopped, i.e., deadlocked, written stop, or it consists of a sequence of expressions, where the let-construct is used to denote sequencing (combined with a scoping construct, the let-binding). That is, let x:T = e in t reads as "first evaluate e, executing potential side effects; if that terminates, bind the resulting value to x and continue by executing t" (see Sect. 2.3 for the operational rules, especially the reduction strategy that enforces that sequencing). In case, the let-bound variable x does not occur freely in t, we write e; t, resp. t ; t as for let x:T = e in t, resp., let x:T = t in t.
Besides sequencing (and local variable declaration), the language features two conditional expressions as basic control constructs: the first branches depending on the comparison of two values, the second one tests a field for being defined or else carrying ⊥ c or ⊥ thread as value.
Method calls are written
; in case of field look-up, the parameter list is empty i.e., the expression specializes to v.l(). Note that the ς -bound selfparameter is not provided by the caller as actual parameter; the callee identity will be appropriately bound to the self-parameter in the operational semantics. As mentioned, one can understand fields syntactically as a special form of methods. An important distinction, however, between methods and fields is the one between "code" and "data", i.e., fields do not have side-effects. Furthermore, an operation available for fields, only, is imperative field update v.l := fv; we do not allow general method update v.l ⇐ ς(o:T ).λ (v) .t, as often featured by object-based calculi. 4 Note that it is not possible to set a field back to undefined, using, for instance,
The creation of new instances of a class c is written as new c, and thread instantiation as spawn c t (v) . The constant currentthread, finally, allows to refer to the name of the thread executing the expression. 
The language is typed and in the semantical treatment, we will only consider well-typed programs, resp. program fragments. In the abstract syntax, types T occur at the formal parameters of the method and field (including the selfparameter) and in the ν construct for dynamic scoping. The available types are given in the grammar of Table 2 . Later we will use Unit → T for
Besides 
. . T k are the types of the λ-bound arguments of the respective method, i.e., the self-argument is not mentioned in the type. As for objects and classes, we assume that for each type of the forms
the labels l i are all distinct and that their order is irrelevant.
Type system
The type system or static semantics presented next characterizes the well-typed programs. As mentioned at the beginning of this section, we can consider the language to consist of two levels, a global one, at which we compose program fragments with a closing environment, and a local, internal level. The separation is visible in the typing system as it is split in derivation rules on the level of components in Table 3 and in rules dealing with the lower level constructs in Table 4 .
We proceed top-down and start with the typing on the level of global configurations, i.e., on "sets" of objects, classes, and threads (plus scoping information). On this level, the typing judgments are of the form
where ∆ and Θ, called name contexts, are finite mappings from names to types. The judgment from Eq. (5) reads: "component C is well-typed exporting names with their respective types as mentioned in Θ and assuming names in the environment as typed according to ∆." Thus, ∆ plays the role of the typing assumptions about the environment, and Θ the commitments of the configuration, i.e., the names offered to the environment. Sometimes, the words required and provided interface are used to describe the dual roles. The name contexts ∆ and Θ contain type bindings for names, i.e., they are of the form n 1 :T 1 , . . . , n k :T k , where we always assume that the n j are all different. Thus one can consider name contexts as partial functions with finite domains from names to types. Consequently, we write ∆(n) for the value, i.e., the type of n in ∆, dom(∆) for the domain of ∆. Furthermore, we use the notation ∆ n if n is defined in ∆ and ∆ n : T , if n is defined in ∆ and bound to T . The same conventions apply to Θ as well, of course. The assumption context ∆ must contain at least all external names referenced by C and, dually, Θ mentions at most the names offered by C. For a pair ∆ and Θ of assumption and commitment context to be well-formed, we furthermore require that the domains of ∆ and Θ are disjoint except for Table 3 Static semantics (components) 
T-Name Γ ; ∆ n : T thread names. We silently assume all such pairs to be wellformed. Now, the empty configuration, denoted by 0, is well-typed in any assumed context and exports no names, using () for the empty commitment context (cf. rule T-Empty). Two components in parallel can refer mutually to each other's commitments, and together offer the union of their names (cf. rule T-Par). It will be an invariant of the operational semantics that the identities of parallel entities are disjoint. Therefore, Θ 1 and Θ 2 in the rule for parallel composition are merged disjointly, which is indicated by writing Θ 1 + Θ 2 . For the assumption contexts, ∆, Θ 1 , respectively, ∆, Θ 2 is meant to denote disjoint union except thread names.
The ν-binder hides names inside the component; cf. rule T-Nu i for the references to component-internal entities, i.e., those which are part of the component, and rule T-Nu e for the external ones, i.e., those which are assumed to be present in the environment and consequently are not part of the component. All names can be hidden, i.e., class names, in particular names of (thread) classes, as well as object and thread references. Since class names are never transmitted, the ν-binder acts statically for those names, i.e., a class name under a binder remains permanently hidden.
The two T-Nu-rules distinguish basically the situation of hiding for object names of instances of external classes (rule T-Nu e ) from all other forms of hiding. More straightforward is the rule dealing with internal names: to check the component ν(n:T ).C, one has to check in the premise the inner C, where the commitment context Θ is appropriately extended to Θ, n:T , as, without the hiding by the ν-binder, the name n mentioned in C is exposed to the outside. We have, however, to make sure that the entity named n actually belongs to the component, and not to the environment. This is assured in the negative premise ∆ T : [(. . .)], With T being the type of name n, and [(. . .)] an arbitrary interface type for a class (see rules T-NClass together with T-Class of Table 4 below; the . . . mean that we do not care about the actual labels), the mentioned negative premise excludes one situation, namely the case that n is an object name whose type T (which must more specifically be a class name c) is assumed to be present in the environment and not the component. This alternative is checked in T-Nu e , with the corresponding
The reason for this distinction is as follows: in the semantics, the instance of a class always belongs to the part of the system, where its class resides, i.e., an object instantiating a component class will be part of the component and the instance of an environment class will be part of the environment. However, the step that the component instantiates an environment class is not immediately visible at the interface; it is only the first interaction with the object that has a visible effect. This circumstance, which we call lazy instantiation, is a consequence of the fact, that in our language we do not support constructor methods, and the effect here is that the ν-binder can hide references to objects, which belong to the environment. In other words, the typing rule T-Nu e is the static equivalent to the mentioned lazy instantiation mechanism. The important difference in that rule, compared to T-Nu i , is that the ν-bound name is added to the environment context ∆ in the premise, not the commitment context Θ.
Note that there is no corresponding distinction in the treatment of thread names, when the component instantiates from a new thread class of the environment, in a rule similar to T-Nu e . The reason is that threads are not instantiated lazily.
For both T-Nu-rules, the ν-construct does not only introduce a local scope for its bound name but asserts something stronger, namely the existence of a likewise named entity. This highlights one difference of let-bindings for variables and the introduction of names via the ν-operator: the language construct to introduce names is the new-operator, resp., the spawn-operator for new threads, which opens a new local and dynamic scope and creates a correspondingly named component "running in parallel". Let-bound variables (dealt with later) are stack allocated and checked in a stackorganized variable context Γ (see the rules of Table 4 ). Names created by new are heap allocated and thus checked in a "parallel" context (cf. again the assumption-commitment rule T-Par).
The rules for named classes introduce the name of the class and its type into the commitment context (cf. T-NClass for class names and T-NTClass for thread class names). The code of the class [(O)], respectively, the code of the thread class (t a ) in the premise is checked in an assumption name context of the form ∆, c:T , resp., of the form ∆, c t :T , where the name c or c t of the class is available, since that class name may be mentioned in the types of the methods of the class, resp., in the code of the thread class. Note further that the premise of the form ; ∆, c:
T is a judgment belonging to the system of Table 4 below, where in particular the variable context Γ is empty, which we indicate by omitting it left of the ";"-separator in the premise. The same remark applies to the rules T-NTClass, T-NThread, T-NObj, and T-NThread.
The name of an instantiated object o[c, F] will be available in the exported context Θ by rule T-NObj, by exporting the binding o:c. Running threads n t are treated similarly in rule T-NThread, except that they possess as type not the name of their thread class, but the type None, which expresses that they do not return with a value. For the thread in T-NThread, the type None can be generated by the atomic thread stop, denoting the termination of the thread. In principle, a variable could have the type None, as well, but there are no values except variables of this type. Furthermore, the fact that thread names are typed only with some trivial type, here None, indicates that the user cannot interact with threads (other than reading and comparing thread identities). In other words, threads do not communicate, at least not via message passing, but objects communicate via message passing, where the available methods and their types are announced in the corresponding interface types. Threads do not communicate by method calls, they are stacks of method calls, and they communicate by accessing the shared instance states of the objects.
Subsumption from the last rule T-Sub of that table expresses a simple form of subtyping: we allow that an object, respectively, class contains at least the members that the interface requires. This corresponds to width subtyping. Note, however, that each object has exactly one type, namely its class. Besides hiding methods in an object/class, the ≤ relation on contexts allow to hide names.
Definition 1 (Subtyping) The relation ≤ on types is defined as identity for all types except for class interfaces where we have:
For well-formed contexts ∆ 1 and ∆ 2 , we write in abuse of notation ∆ 1 ≤ ∆ 2 , if the following holds. For all names n, if ∆ 2 n, then ∆ 1 n, and furthermore, if ∆ 2 n, then
The relations ≤ are obviously reflexive, transitive, and antisymmetric. We use ∆ 1 and ∆ 2 to refer to name contexts, but the definition applies not just for assumption contexts, but for commitment contexts, as well.
Next to the typing rules for threads, objects, and their syntactic sub-constituents constructs from Table 4 . Besides assumptions about the names of the environment kept in ∆ as before, the typing is done relative to assumptions about occurring free variables. They are kept separately in a variable context Γ , a finite mapping from variables to types.
The typing rules are rather straightforward and in many cases identical to the ones from [23] and [3] . We allow ourselves to write T and v for T 1 × · · · × T k and v 1 , . . . , v k and similar abbreviations, where we assume that the number of arguments match in the rules. Different from the objectbased setting are the ones dealing with objects and classes. Rule T-Class is the introduction rule for class types: for a class
] to be well-typed with class type c, the premise of the rule consults the interface type of c and checks for all methods m i against the required types U i . It is furthermore required that the self-parameter s i of each method m i is of type c (we assume here that the m i cover proper methods as well as fields). Rule T-Obj treats (unnamed) objects [l 1 = f 1 , . . . , l k = f k ] and works similarly as the rule for classes just discussed, but checking only fields this time, not proper methods. In the premise of the rule, v ⊥ stands for either a value or an undefined reference ⊥ c , resp., ⊥ thread . A thread class (λ(x : T).t) is typed as a function yielding a thread name as result of type thread. The body t of the thread is checked in the premise in the appropriately enlarged variable context Γ, x 1 :T 1 , . . . , x k :T k . Note that the type of t itself is None, as the spawner of the thread does not expect a "return value", should t terminate; a spawning of a new thread is asynchronous, in that the spawner continues executing.
Fields with a defined value and proper methods are typed with rule T-Memb. In the conclusion of the rule, the metanotation T.l denotes the selection of the type of the "entry" labeled l from the type T = [(. . . , l:T → T , . . .)], i.e., it stands for the type T → T . The body of the method (or the "body" of the field) is checked against the expected return type T in the context extended by the typing assumptions for the formal parameters x 1 , . . . , x k , and additionally in the name context ∆ extended by the typing c for the self parameter. For fields with an undefined value the two rules T-Undef class and T-Undef thread are used to check the corresponding undefined symbols against the return type. A method call v.l(v) (and likewise a field lookup) is well-typed, provided the value v is indeed a reference to an object which supports the required label l (as is checked in the premise using the interface type of the corresponding class c) and where additionally the actual parameters v have the expected types (cf. rule T-Call). The result type T of the call, if the premises are all satisfied, is given by the result type of the corresponding member as declared in the interface type of the class. Field updates (cf. rule T-Fupdate) leave the type of the value being updated unchanged, where the premises of the rule assure that the value being updated is an object reference, supporting the label whose value is being updated. The meta-mathematical notation T.l in the last premise again acts as a selector, as in rule T-Memb.
The next two rules deal with creation of new objects, resp., the spawning of new threads. For the instantiation from a class, rule T-NewC requires a reference to a class name, as is expressed in the premise. Similarly for thread classes, which are typed as functions from the domain of their constructor to the domain of threads in rule T-TClass. Consequently, the spawning of a new thread yields an element of thread, if the types of the actual parameters match with the required ones. The expression currentthread refers to the name of a thread, as expressed in rule T-CurrT.
The rules for let-bindings and for the two forms of conditionals work as expected: The let-binding opens a new (static) scope for the let-bound variable, and the whole let-expression is well-typed, if t type-checks in the appropriately extended variable context Γ, x:T 1 , and if the expression e is well-typed with the type T 1 , as announced in the let-expression. For the conditional comparing two expressions from rule T-Cond, both expressions being compared must carry the same type and furthermore, both branches of the conditional must be well-typed with the same type, which then also yields the result type of the whole expression. The test for definedness of a field treated in rule T-Cond ⊥ works similarly, where the first two premises assure that the mentioned value v actually refers to an object and the field being tested is available in that object. Note that the deadlocking expression stop has every type (cf. rule Stop), reflecting the fact that control never reaches the point after the stop. The remaining two rules T-Var and T-Name work similarly: the type of a variable, resp., of a name, is determined by its declaration stored in the corresponding context, i.e., in the name context Γ for variables and in the name context ∆ for names.
Operational semantics

Overview
As mentioned, the operational semantics is given in two stages. Section 2.3.2 starts with component-internal steps, i.e., those defined without reference to the environment. In particular, there will be neither calls from the component to objects of the environment nor calls originating from environment objects, nor also instantiation requests crossing the component-environment boundary. Thus, the steps have no observable external effect and are therefore of less direct interest of us, but of course are the fundament upon which the externally visible semantics rests. The semantics is formulated by straightforward small-step reduction rules.
The external steps, presented in Sect. 2.3.3 afterwards, define the interface interaction between component and environment. Their formulation is more complex than that of the internal semantics. Conceptually, however, the external steps are simple, as well, recording basically the sequences of calls and returns and the thread instantiation requests at the component interface.
The complication arises from the intention that the reduction semantics produces not just arbitrary sequences, but only those which are actually possible at the interface of the (given) component and an environment, whose code is not given. An environment C for a given component C closes C, i.e., C C yields a closed program or component. We are thus interested in traces t such that
by which we mean: being a closed system, C C does not interact with the outside, and evolves by internal steps, only, where at the interface between C and C , component C produces the trace or sequence of actions t and C produces the dual tracet. For the interaction at the interface, we will distinguish between input and output actions, more precisely, incoming and outgoing calls and likewise incoming and outgoing returns. C and C in their common reduction of Eq. (6) perform dual actions as, e.g., a call from C to C is an outgoing call from the perspective of C and an incoming one from the perspective of the environment C .
The notation from Eq. (6) is informal in the sense that we will not formalize the reduction relation mentioned in that equation (it would not be too hard, though). What we will formalize in Sect. 2.3.3 is the external reduction relation for C in isolation, i.e., for
without mentioning any environment or context C . We insist, however, that the interface trace given as in Eq. (7) corresponds to a possible interaction in the style of Eq. (6) for some environment C . In other words, the goal is to formulate the external or open semantics as in Eq. (7), with the environment existentially abstracted away. There are, of course, countably infinite many possible environments C , and the challenge is to capture in the formulation of the operational semantics of the open system what is common to all those environments.
At first sight, one could suspect that the assumption, that C is executed in the context of an abstracted environment does not impose any restrictions on the operational behavior (beyond those imposed by the available code of C itself, of course), since the absent program is arbitrary. However, it is not completely arbitrary, as it is at least programmed in the given language, i.e., it adheres to the context-free restrictions of the abstract syntax: C C must be well-typed, and C C evolve according to the given (internal) reduction steps.
To formulate the open semantics, approximate information about the absent environment or program context must be taken into account in the form of an assumption context. So the reduction will not work on plain components, as indicated in Eq. (7) simplifying the actual situation, but works on judgments similar to the ones we use for typing on the level of components in Table 3 , whose form was given in Eq. (5). To make the situation symmetric, not only the absent environment is abstracted by an abstract environment context, but also the concrete and present component is presented abstractly by a commitment context.
As for the data to be kept as abstract interface information in the assumption and the commitment contexts: one ingredient is static type information. This can be used to make sure, that only those environments are considered which engage in type-correct communication. For instance, excluding environments that attempt to call objects of the component which are not actually present, invoke methods on objects, which are not supported by the callee, or hand over inappropriately typed arguments.
In a class based setting, this is not enough. To characterize the interface behavior exactly, one needs additionally an abstract representation of the heap as interface information (see, e.g., [4] or [40] ). Roughly speaking, to exclude communication steps at the interface, which are impossible by the fact that the environment has no access to parts of the heap, one needs information about the potential connectivity of the heap. The heap consists of the objects plus their interconnection, i.e., which objects refer to which others in their fields. In the open program, also the heap is divided into a component part, consisting of component objects, and an environment part, consisting of environment objects. Only the component objects are concretely given, and the abstract assumption context keeps track, which objects in the environment are potentially connected with each other, representing a worst-case approximation of the connectivity of all potential environments in the sense of the existential abstraction: if there exists an environment where an object refers to another one, then the two objects are considered as potentially connected and this information is kept in the assumption context. The exact representation of the contexts will be given in Sect. 2.3.4. 
Internal steps
For the internal steps of Table 5 , we distinguish between confluent steps, written , and other internal transitions, written τ − →. Both are steps invisible at the interface. The -steps, on the one hand, do not access the instance state of the objects. They are free of imperative side effects and thus confluent. The τ − →-steps, in contrast, access the instance state, either by reading or by writing to it, and thus may lead to race conditions, in other words, this part of the reduction relation is in general not confluent.
The first seven rules deal with the basic sequential constructs, all as -steps. The basic evaluation mechanism is substitution (cf. rule Red). Note that the rule requires that the leading let-bound variable of a thread can be replaced only by values v. This means the redex (if any) of a given thread is uniquely determined within the thread, which renders the reduction strategy deterministic per thread. It furthermore assures that a let-expression let x:T = e in t evaluates as sequential composition in that it first evaluates e and only if that has reduced to a value v, reduction continues with the rest t [v/x] . Of course, in the presence of multiple threads, the redex is not determined uniquely.
The operational behavior of the two forms of conditionals are axiomatized by the four Cond-rules. Depending on the result of the comparison in the first pair of rules, resp., the result of checking for definedness in the second pair, either the then-or the else-branch is taken. In Cond 2 , we assume that v 1 does not equal v 2 , as side condition.
Evaluating stop terminates the thread for good, i.e., the rest of the thread will never be executed as there is no reduction rule for the thread n stop (cf. rule Stop). Evaluating the expression currentthread yields, not surprisingly, as value the name of the thread which executes that expression.
The step NewO i describes the creation of an instance of a component internal class c[(F, M)], i.e., a class whose name is contained in the configuration. Note that instantiation is a confluent step, as it touches no instance state. The fields F of the class are taken as template for the created object. Furthermore, the identity of the object is new and local-for the time being-to the instantiating thread; the new named object and the thread are thus enclosed in a ν-binding. Similarly, rule 
Spawn i specifies internal thread class instantiation, where the body t 2 of the new thread is taken from the class definition, and starts executing with the handed-over values v replacing the formal parameters x.
Rule Call i treats an internal method call, i.e., a call to an object contained in the configuration. In the step, the meta- 
Note further that instances of a component class invariantly belong to the component and not to the environment. That is, an instance of a component class resides in the component, as well, and named objects are never exported from the component to the environment or vice versa; of course, names of objects may well be exported. The rule FLookup deals with field look-up and works similar as the rule for method calls with the difference that it does not refer to the class, but to the fields of the object to extract the value. In the rule, F .l(o)() stands, in analogy to the method look-up in
. Unlike the situation for Call i , there will be no external variant of the rule for field look-up later in the semantics of open systems, since we do not allow field access across component boundaries. The same restriction will hold for field update in rule FUpdate for field update.
The reduction relations are used modulo structural congruence ≡, which captures the algebraic properties of parallel composition and hiding. For instance, is commutative and associative, with the empty component 0 as neutral element. The basic axioms for ≡ are shown in Table 6 where in the fourth axiom, n does not occur free in C 1 . The congruence relation is imported into the reduction relations in Table 7 . Note that all syntactic entities are always tacitly understood modulo α-conversion.
External steps
A component exchanges information with the environment via call, return, and spawn labels (cf. Table 8 ). In call and return labels, n is the active thread that issues the call or returns from the call. For thread instantiation, n is the new thread; the spawning thread is not part of the label. Note that there are no labels for object creation: externally instantiated objects are created only at the point when they are accessed for the first time, which we call "lazy instantiation". For a label ν(Φ).γ ? or ν(Φ).γ ! where Φ is a name context, i.e., ν(Φ) is a sequence of single ν(n:T ) bindings (whose names are assumed all disjoint, as usual) and where γ does not contain any binders, we call γ the core of the label. The core of label a we denote by a . We write fn(γ ) and bn(γ ) for the free, resp., the bound (object and thread) names of γ , and names(γ ) refers to all object and thread names. Note that class names, which occur in the label as the types of object names, are not counted among the names carried by a label; we are interested only in the names carried as argument in the label, not their types (and the calculus does not allow to communicate class names). The definitions of (free and bound) names are used analogously for send and receive labels. A call label is abbreviated by γ c , a return label by γ r , and a spawn label by γ s .
Connectivity contexts
As mentioned in the introductory Sect. 2.3.1, the semantics must contain a representation of the connectivity, which is formalized by a relation on the names of the calculus and which can be seen as an abstraction of the program's heap; see Eqs. (9) and (10) below for the exact definition. The external semantics is formalized as labeled transitions between judgments of the form
where ∆, Σ; E ∆ are the assumptions about the environment of the component C and Θ, Σ; E Θ the commitments; alternative names are the required and the provided interface of the component. The assumptions consist of a part ∆, Σ concerning the existence (plus static typing information) of named entities in the environment. By convention, the contexts Σ (and their alphabetic variants) contain exactly all bindings for thread names. The semantics maintains as invariant that the assumption and commitment contexts are disjoint concerning object and class names, whereas a thread name occurs as assumption iff it is mentioned in the commitments. This means, as invariant of the reduction relation we maintain for all judgments ∆, Σ; E ∆ C : Θ, Σ; E Θ that ∆, Σ, and Θ are pairwise disjoint.
So, compared to the judgment from Eq. (5) used in the typing system, the one of Eq. (8) differs in two respects: it contains E ∆ and E Θ as additional assertions about the connectivity of objects (see below). The second change serves just the readability, in that by convention we write the part Table 7 Reduction modulo congruence The semantics must book-keep which objects of the environment have been told which identities: It takes into account the relation of objects from the assumption context ∆ amongst each other, and the knowledge of objects from ∆ about thread names and names exported by the component. In analogy to the name contexts ∆ and Θ, the connectivity context E ∆ expresses assumptions about the environment, and E Θ commitments of the component: 5
Since thread names may be communicated, we include pairs from ∆ × Σ (resp. Θ × Σ) into the connectivity relation. We write o → n ("o may know n") for pairs from the relations E ∆ and E Θ . Without full information about the complete system, the component must make worst-case assumptions concerning the proliferation of knowledge, which are represented as the reflexive, transitive, and symmetric closure of the →-pairs of objects from ∆. Given ∆, Θ, and E ∆ , we write for this closure [as in Eq. (9), we abbreviate dom(∆) by ∆, as we will do below, as well]:
where →↓ ∆ is the projection of → to ∆. Note that we close → only w.r.t. environment objects, but not w.r.t. objects at the interface nor w.r.t. thread names, i.e., the part of → ⊆ ∆×(Θ+Σ). The intuitive reason is that the closure expresses the worst-case assumptions about the environment behavior. The objects from Θ, however, are not under control of the environment. That the closure does not concern thread names reflects the fact that threads "themselves" cannot distribute information except by method calls, i.e., via objects. Threads do not communicate and exchange information, it's rather the objects that exchange information via method calls, which constitute the threads. We also need the union ∪ ; → ⊆ ∆ × (∆ + Σ + Θ), where the semicolon denotes relational 5 In the Eq. (9), we write shorter ∆, Θ, and Σ for dom(∆), dom(Θ), and dom(Σ).
composition. We write → for that union. As judgments, we use
For Θ, Σ, E Θ , and ∆, Σ, the definitions are dual. The relation partitions the objects from ∆ (resp. from Θ) into equivalence classes. We call a set of object names from ∆ (or dually from Θ) such that for all objects o 1 and o 2 from that set, ∆, Σ; E ∆ o 1 o 2 : Θ, Σ, a clique, and if we speak of the clique of an object we mean the equivalence class.
As for the relationship of communicated values, incoming and outgoing communication play dual roles: E Θ overapproximates the actual connectivity of the component and is updated in incoming communications, while the assumption context E ∆ is consulted to exclude impossible incoming values, and is updated in outgoing communications. Incoming new names, exchanged boundedly, however, update both commitments and assumptions.
Augmentation
To formulate the external communication properly, we augment the syntax by two additional expressions We also omit the typing rules for the augmentation.
Use and change of contexts
As mentioned, the semantics for open systems is formulated as transitions between judgments of the form of Eq. (8), where the information contained in the assumption and commitment contexts influences which transitions can be taken and dynamically changes during reduction. This section is concerned with the formalization of those changes to the context and with the checks, consulting the contexts. 
The assumption context ∆, Σ; E ∆ is an abstraction of the (not-present) environment, representing the potential behavior of all possible environments. The check whether the current assumptions are met in an incoming communication step is given in Definition 2. Note that for an incoming call label, fn(a), the free names in a, includes the receiver o r and the thread name. Note that the sender o s in the definition is an argument to the definition; it is not determined or calculated by the judgment. The receiver of the communication is not needed, which is indicated by the wildcard symbol _. The definition mentions as contextΞ, resp.∆,Σ;É ∆ , andΘ,Σ. This is meant as indication, how the definitions are applied in the rules later, namely for contexts of a post-configuration of a step: in general, given a context Ξ before a step,Ξ denotes the context after a step. We will use the same convention also for other syntactic categories. In the definition, we could use Ξ , ∆, Σ; E ∆ , and Θ, Σ, equally well, as they are arguments to the definition.
Besides checking the connectivity assumptions before a transition, the contexts are updated by a step, reflecting the change of knowledge. In first approximation, an incoming communication updates the commitment contexts, but not the assumption context, and dually for outgoing communication.
More precisely, however, incoming communication, for instance, updates both contexts, namely in connection with references exchanged boundedly. For the binding part Φ = ∆ , Σ , Θ of a label ν(Φ ).γ , we distinguish references to existing objects whose scope extrudes across the border, object names which are lazily instantiated in the step, and references to threads whose scope extrudes. In the case of a spawn-label, also the name of the new thread is transmitted boundedly, of course.
For incoming communication, with the binding part Φ = ∆ , Σ , Θ , the bindings ∆ are object references transmitted by scope extrusion, Θ the reference to the lazily instantiated objects, and Σ contains new thread names. For object references, the distinction is based on the class types which are never transmitted. In the incoming step, ∆ extends the assumption context ∆, whereas Θ extends Θ, and Σ extends the assumption and the commitment context. For outgoing communication, the situation is dual.
Definition 3 (Name context update)
The updateΦ of an assumption-commitment context Φ by an incoming label a = ν(Φ ). a ? is defined as follows.
where n is the name of the spawned thread. 2.∆ = ∆ + ( Σ , ∆ ). In case of a spawn label, Σ \ n is used instead of Σ , where n is the name of the spawned thread.
We write Φ + a for the update. The notation Σ abbreviates n for all thread names of Σ . The update for outgoing communication is defined dually:
n of a spawn label is added to ∆ instead of Θ, and the Σ resp. Σ \ n are added to Θ, instead of ∆. Now the update of connectivity, concentrating again on incoming steps; the situation for outgoing communication is dual. Incoming communication may bring entities in connection which had been separate before, in particular it may merge object cliques. For the commitment context, this is formulated by adding the fact that the receiver of the communication now is acquainted with all transmitted arguments. See part (1) of Definition 4 below. For the update of assumption connectivity context E ∆ , we add that the sender knows all of the names which are transmitted boundedly, i.e., which are generated new [cf. part (2)]. No update occurs w.r.t. names already known.
Note that the sender of a communication may itself not be contained in ∆ before the communication: This situation occurs only for call and spawn steps, more precisely for incoming spawn steps and incoming calls, where the calling thread enters the component for the first time; for incoming returns, the sender is already known (and determined). Indeed, for an incoming call or spawn, the sender may not only be unknown, i.e., not mentioned in ∆ before the step, it may remain anonymous also afterwards, as well. Furthermore, even if it's clear that the communication must originate from the environment, there can be more than one possible environment clique as source, when the thread is new. In the operational rules, the update of Definition 4 is used where the sender is appropriately guessed under those circumstances.
Remains the treatment of thread names transmitted boundedly. Assume first that they do not include the name of the thread performing the current step. As mentioned, for each thread n , the contexts remember where the thread starts its life, using the symbol n to denote the "initial clique" of thread n . The initial clique may not contain real objects, namely if the thread is instantiated without handing over object identities via the thread constructor. The semantics maintains as invariant that for each thread name n mentioned in the Σ-context, either ∆ n or Θ n : a thread known both at the environment and the component started on exactly one side. The threads exchanged boundedly in Σ have not yet crossed the border actively (indeed their names have not even passed the border in argument position, for that matter). It it clear, however, that if they start being active at the interface, if ever, their first interaction will be an incoming communication, a call, in fact. To remember this circumstance, the symbol n for all thread identities from Σ (abbreviated Σ ) is added to the environment context. Furthermore we can assume that they belong to the clique of the sender, which we fix by adding o s → Σ to the connectivity assumptions.
Definition 4 (Connectivity context update) The update (É ∆ ,É Θ ) of an assumption-commitment context (E ∆ , E Θ ) w.r.t. an incoming label a = ν(Φ )
. a ? with sender o s and receiver o r is given by: Σ . In case of a spawn label, Σ \ n is used instead of Σ , where n is the name of the spawned thread.
We write (E ∆ , E Θ ) + o s a
→ o r for the update.
Similar as in Definition 3, the sender o s and the receiver o r are arguments to the definition, and not determined by the definition.
Combining the two update Definitions 3 and 4, we writé Ξ = Ξ +o s a → o r when updating the names and the connectivity at the same time.
Besides the connectivity check of Definition 2, we check the static assumptions, i.e., whether the transmitted values are of the correct types.
Definition 5 (Well-formedness and well-typedness of a label) We call a label a = ν(Φ ). a well-formed, written a, if dom(Φ ) ⊆ fn( a ) and if Φ is a well-formed namecontext for (object and thread) names, i.e., no name bound in Φ occurs twice. The assertioń
("an incoming call of the method labeled l in object o expects arguments of type T and gives back a result of type T ") is given by the following rule, i.e., implication:
Note that the receiver o of the call is checked in the commitment contextΘ, only, to assure that o is a component object. Note further that to check the interface type of the class c, bothΘ and∆ are consulted, since the argument types T or the result type T may refer to both component and environment classes. For outgoing calls,∆,Θ o.l! : T → T is defined dually. In particular, in the first premise,Θ is replaced by∆. Well-typedness of an incoming core label a with expected type T, resp., T , resp. T → thread, and relative to the name contextΦ is asserted bý Φ a : T → _ resp.,Φ a : _ → T resp.,
(for calls, returns, and spawns, respectively), as given by Table 9 . We use Φ a : wt as notation to assert welltypedness. We writé
to combine the connectivity check from Definition 2 with asserting well-typedness.
Operational rules
General structure of the rules. The reduction rules for the external behavior of an open system are given in Table 10 . They specify, as mentioned, transitions between assumptioncommitment judgments (cf. Eq. 13). The operational rules, complex as they look, are all similar in their structure (with exception of NewO lazy ). The rules distinguish according to the form of the label, i.e., whether it is a call, a return, or a spawn label, and furthermore distinguishing input from output labels. 
The premises of each rule consult and update the assumption and commitment contexts appropriately, using the definitions from Sect. 2.3.6. Concerning those premises, the input and the output rules are handled slightly differently, namely w.r.t. the checks. The difference comes from the fact that the code of the component is available-we are formulating its external behavior, after all-whereas the code of the environment is not, resp., it is only abstractly available in the form of the assumption contexts. So for incoming communication, it is checked, consulting the assumption contexts, whether the incoming communication is possible, i.e., whether there exists an environment which could issue that communication. The component, on the other hand, is input-enabled and cannot refuse an incoming communication. For outgoing communication, the checks are not needed, as the code of a concrete component is available.
As for the context updates, the treatment of incoming and outgoing communication is symmetric, i.e., also for outgoing communication, we update the contexts and thus keep the context information up to date. Technically, we could formulate the semantics even without maintaining the commitment contexts, as the interface information from the commitments could be reconstructed from the code of the component or, to say it differently, the evolution of the commitments maintains as invariant, that they are a safe abstraction of the code, i.e., assert correct facts about the code (see also Lemma 7 later, which formalizes this intuition). For two reasons, we included this information. First, it makes the definition more symmetric and stresses the dual roles of the assumption and the commitment context. In particular, when abstracting away from the component C, as well, to provide an independent characterization of when a trace is possible at all, the connection with the operational semantics may be more transparent. Second, with the commitment contexts available, the formalization of the operational semantics is slightly easier, as for the premises, relevant interface information about the component is readily available in the commitment contexts, and needs not to be reconstructed from the code.
Operational rules. Now to the rules of Table 10 themselves. Three CallI-rules deal with three different situations for incoming calls: a call of a thread new to the component, a call reentering the component, and a call of a thread whose name is already known by the component. For all three cases, the contexts are updated toΞ to include the information concerning new object and new thread names transmitted in that step, and the connectivity. Furthermore, it is checked whether the label type-checks and that the step is possible according to the (updated) connectivity assumptions.
To deal with component entities (threads and objects) being created during the call (and later also during the incoming spawn step), C(Θ , Σ ) stands for C(Θ ) C(Σ ), where C(Θ ) are the lazily instantiated objects mentioned in Θ . Furthermore, for each thread name n in Σ , a new component n stop is included, written as C(Σ ). Note that the type check from Definition 5 by the premiseΞ o r .l? : T → T not only assures correct typing of the arguments, the premise also makes sure that o r is a name of a component object. More precisely, the premise impliesΘ o r (but not necessarily Θ o r ), for the receiver object o r .
The first rule CallI 0 of the three rules dealing with incoming communication covers the situation, that a thread n enters the component for the first time, as assured by the premise Σ n (Σ contains the thread names transmitted boundedly in the interaction). Since the corresponding thread is new and since the caller is not part of the transmitted label, we have no indication from which environment clique the call originates. What is assured is that the new thread has been created at some point before as instance of some environment thread class by some environment clique; if the thread had been created as instance of a component thread class, the corresponding cross-border instantiation would have been observed and the thread name n would not be fresh now. Any existing environment clique is a candidate that might have created the thread n. So the update toΞ non-deterministically guesses to which environment clique the thread's origin n belongs to. This guess is asserted by the premise ∆ o (and not by∆ o), where o is an arbitrary object from the environment present already before the step. Note that the set Σ contains n since Σ n, which means∆ n after the call.
For reentrant method calls in rule CallI 1 , the thread is blocked, i.e., it has left the component previously via an outgoing call. The object o s that had been the target of the call is remembered as part of the augmented block syntax and is used now to represent the sender's clique for the current incoming call. Two points are worth mentioning: first, o s needs not be the actual caller, which remains anonymous, since the callee cannot observe who really calls. The reference o s , however, can be taken as representative of the environment clique from which the call is being issued:
the call must originate from the clique where it has previously left into since it cannot enter a disjoint environment clique, at least not without detour via the component which would have been observable and recorded in the connectivity contexts. Second, note that the object o s stored in the block-syntax is not necessarily the callee of the call, the thread did immediately prior to this incoming call. In the history of the thread, there might have been message exchange in-between the blocked outgoing call and the current incoming call, whose code has been popped off the stack.
Nonetheless, o s must (still) be in the clique which sends the current call. In CallI 2 , the thread is not blocked in the component, but the thread's name is already known. As a consequence, the component contains the entity n stop . Unlike in CallI 1 , but as in Call 0 , the program code contains no indication as to the origin of the call. Since the thread name n must have crossed the border before, the marker for its initial clique n must be contained in either ∆ or in Θ. The premise ∆ n assures that n had started its life on the environment side. This bit of information is important as otherwise one could mistake the code n stop for the code of a (deadlocked) incoming call, which got stuck. If ∆ n and n stop is part of the component code, it is assured that the thread either has never actively entered the component before (and does so right now) or has left the component to the environment by some last outgoing return, thereby emptying the call stack. In either case, the incoming call is possible now, and in both cases we can use n as representative of the caller's identity.
For incoming thread creation in SpawnI, we need again to know the origin of the communication, i.e., the spawning clique. The situation is similar to the one for CallI 0 , in that the origin needs to be guessed. In CallI 0 , we use n covering the situation where no actual calling object may be the source. Different from the situation of unknown caller is that here we obviously can not use n ; that identity is incorporated into the component after the call. Clear is that the spawner must be part of the environment prior to the call, i.e., ∆ o, where o might be some n , i.e., a virtual clique of objects from which no actually existing objects have yet escaped to the component. Note that if o = n for some n , ∆ o assures that n = n . Note further that the name of the spawned thread is treated specifically in the definition of context update (cf. Definition 3 and 4) to cater for cross-border instantiation of the new thread.
Outgoing calls are dealt with in rule CallO. To distinguish the situation from component-internal calls (cf. rule Call i from Table 5 ), the receiver must be part of the environment, which is expressed by∆ o r . Note that the identity o r may be contained in the bound names ∆ of the label, i.e., the callee o r may be lazily instantiated by the outgoing call. The connectivity assumption contexts are updated by the information that the callee may now know the thread name and all arguments. For the commitment context, we must add connectivity information concerning the names whose scope now extrudes to the environment. The sender o s is contained in the code as part of the augmentation, so no guessing is involved this time. Outgoing communication is simpler also w.r.t. type checking: starting with a well-typed component, there is no need in re-checking now that only values of appropriate types are handed out, since the operational steps preserve well-typedness ("subject reduction").
The boundedly transmitted thread names Σ now contain the threads instantiated from component thread classes and whose life starts at the component side. We simply extend the commitments by the additional information that they belong to the sender's clique by adding o s → Σ .
For outgoing thread creation (cf. rule SpawnO), the action updates the assumption context in the following manner. The name context ∆ is extended by the environment names transmitted boundedly, which in particular includes the name of the new thread. In addition we must remember which references are handed over to the new thread to detect situations, when the thread later calls back with references it cannot know. As before, n denotes the initial clique of environment objects the thread starts in, which is in acquaintance with the arguments v after the step. The thread names transmitted in subject position in Σ , which refer to threads that start in the component, are treated as in CallO, where o s in the augmented code represents the spawning clique. Unlike the treatment of the outgoing call, o s needs not be remembered in the code, as the thread never returns.
The remaining rules deal with returns and lazy instantiation of objects. The return steps work similarly as the calls. They are simpler, however, since the element of guessing is not present: when a thread returns, the callee as well as the thread are already known. Returns are simpler than calls also in that only one value is communicated, not a tuple (and we do not have compound types). To avoid case distinctions, we denote the binding part of the label by ν(Φ ) as before, even if at least two of the name contexts are guaranteed to be empty. Rule NewO lazy deals with lazy instantiation and describes the local instantiation of an external class. Instead of exporting the newly created name of the object plus the object itself immediately to the environment, the name is kept local until, if ever, it gets into contact with the environment. When this happens, the new instance will not only become known to the environment, but the object will also be instantiated in the environment. Note that the instantiation is a confluent step. Nevertheless, it is part of the external semantics in that it references the assumption context.
Finally, we need to characterize the initial situation. Initially, we assume that the component contains at most one thread and no objects. More precisely, assume that Ξ 0 C 0 is the initial judgment. Then C 0 contains no objects. Concerning threads: if ∆ 0 , then C neither contains a thread. If otherwise, Θ 0 , C contains exactly one thread and is of the form C ≡ ν(n:thread).C . In particular, for the context Ξ 0 it means, that it contains only class names (including names for thread classes), but neither thread names nor object names. Consequently, also the connectivity part of Ξ 0 is empty.
These conditions imply, that initially only calls or spawn steps are possible, but no returns. If initially, ∆ 0 , i.e., the initial thread starts in the environment, then CallI 0 is applicable (specializing the premise ∆ o to ∆ ), and analogously SpawnI 0 . If initially Θ 0 , then only CallO and SpawnO are applicable.
Legal traces
In this section we present an independent characterization of the possible interface behavior. "Half" of the work has been done already by the careful design of the open semantics of Sects. 2.3.3-2.3.7, where the absent environment is represented abstractly by the name and connectivity contexts. Now, considering the interface behavior as sketched in Eq. (6), we not only abstract away from the component C, but from the environment, as well. We call the resulting traces legal. Abstracting away from both environment and component gives a completely symmetric situation. Remember that the assumption and commitment contexts in the operational semantics are used asymmetrically insofar, as the commitments are updated as over-approximation of the actual component, but not used in checking whether a component step, i.e., an outgoing communication, is possible as next interaction.
This section presents two equivalent formalizations of legality of a trace. The first one, the linear one, is a predicate over traces, i.e., over linear sequences of labels, and corresponds to a formalization, which complements the rules of the external steps of the operational semantics into a symmetric system.
As stressed in the presentation of the operational semantics, a key ingredient of the interface behavior is the fact that, in the presence of classes, it needs an abstract representation of the dynamic heap structure. This was done in the form of the connectivity contexts E ∆ and E Θ , specifying equivalence classes of potentially connected objects, the cliques. As the program heap may evolve during program execution, so does its abstract interface representation, the connectivity contexts, in that new cliques can be created by instantiation, and existing cliques may be merged by communication (cf. Definition 4).
Since cliques merge, but never split, as the connectivity information grows monotonely during execution, the interaction at the interface can be considered better as a tree-like structure (as opposed to a linear trace). The branching corresponds to the merge of the cliques, i.e., the tree branches "backwards", "into-the-past", and the leaves are the newly created cliques. The structure corresponds not directly to a tree, but to a forest, as at the end of the interaction, there might be more than one separate clique, i.e., more than one root. Besides that, both from the perspective of the component as well as from the environment, the interaction is tree-structured, reflecting the evolving E ∆ , resp., the E Θ contexts. Section 3.2 formalizes a derivation system which directly reflects this tree-like structure of the semantics. Whereas the linear system checks legality from a global perspective, from the perspective of all of the heap, the branching system, working on a tree-like structure, takes a local perspective, namely checking the interactions as seen from a single clique. Effectively, the proof system consists of two parts, one from the perspective of the component cliques and one from the perspective of the environment cliques; both together characterize legality.
Linear representation
As said, we characterize which traces can occur at all and we do it first from a global perspective. The legal traces are specified by a system of judgments of the form Ξ r s : trace (17) stipulating that under the type and relational assumptions ∆, Σ, and E ∆ and with the commitments Θ, Σ, and E Θ (remember Notation 1), the future trace s with history r is legal. The conditions, as to when a trace is legal, can be roughly grouped into three constituents. The labels in the trace must be well-typed according to the typing assumptions and second, in a class-based setting, the connectivity must be respected. Third, we need to capture the fact that the concurrent execution model is based on multithreading, distinguishing between calls and returns (as opposed to, e.g., general message passing). In particular, the calls and returns of the thread must be "parenthetic", i.e., each return must have a matching call prior in the trace and we must take into account whether the thread is resident inside the component or outside.
The first two points have been dealt with already in the definition of the external steps in Table 10 : for incoming communication, for which the environment is responsible, we took care that only those steps are possible which may come from a realizable environment. As far as the reaction of the component was concerned, the code of the program is given; so the reaction of the component is not only realizable, but a fortiori "realized". To characterize when a given trace is legal, we need to require that the behavior of the component side, i.e., the outgoing communication, adheres to the dual discipline we imposed on the environment in the semantics.
Here, without the code of the program, we need an additional assertion concerning the balance of calls and returns ("enabledness"). In the operational semantics, such an assertion was not even needed for the behavior of the environment, since, for instance, an incoming return step of a thread is possible only when the thread is blocked. Thus the program syntax takes care that calls and returns happen only in a well-balanced manner. Without the code now, we need an independent characterization.
Balance conditions
It is easy to see that, starting from an initial configuration, the operational semantics from Sect. 2.3.3 assures strict alternation of incoming and outgoing communication per thread and additionally that there is no return without a preceding matching call. Furthermore, for each thread, there can be at most one spawn-label in the trace, which must precede all other interaction of the chosen thread. Definition 6 (Balance) Let s ↓ n denote the projection of trace s onto a thread name n, i.e., the sequence of all interactions executed by n, omitting all others. The result of the projection is a single-threaded trace.
Whether a single-threaded trace s is balanced is given by the rules of Table 11 The definitions are lifted to multi-threaded traces as follows: We write t : balanced + n ("thread n is balanced in t"), if s : balanced + and where s = t ↓ n . Analogously for the predicates balanced − n , balanced n , and the corresponding predicates for weak balance, as well as for pop n .
The rules of Table 11 are grouped into the ones dealing with the spawn labels (the last four rules), and the rest, ensuring proper nesting of calls and returns. The polarities + and − in the assertions balanced + and balanced − , resp. in B + and B − indicate whether the the last interaction of the thread has been outgoing, such that the activity of the thread is in the environment afterwards ("−") or whether it has been incoming ("+"); a special case is the one for the empty trace (cf. the two B-Empty-rules), where, without any last previous interaction, both − and + are possible. Rule B-IO captures the nested nature of incoming calls and outgoing returns, where the polarity premise s : B − assures that the balanced subtrace s is properly oriented. Rule B-II states that the concatenation of two balanced traces yields a balanced one, under preservation of polarity. The two rules B-OI and B-OO are dual to B-IO, resp. to B-II. The four Spawn-rules make sure, that there is at most one occurrence of a spawn label, which then must be the first label. Next we define the sender and the receiver of a label in a trace, using Definition 6. The source and the target of a communication step are needed for two reasons. First, to appropriately update the connectivity in a communication step. In the operational semantics we "augmented" the syntax of the call-, blocked-, and return-statements such that the information was readily available which, for the legal traces, is no longer the case. Second, when defining the projection of a given trace to a clique of objects, we need to know which steps are interacting with the chosen clique and which not. In that case, we need the identity of the communication partners, without referring to the syntax of the program, but based on the sequence of interactions alone. The projections will play a role later when characterizing the legal traces in the branching system from the local perspectives of the single cliques.
Note that the communication labels alone do not contain enough information to determine their source and target. For call labels ν(Φ).n call o.l(v) , only the target or the receiver of the communication, the callee o, is mentioned, the caller remains anonymous. This is justified by the fact that the callee does not get hold of the identity of the caller. The identity of the caller can therefore not be observed and should thus not be mentioned in the interface behavior. Return labels ν(Φ).n return(v) do not mention any communication partner. However, the communication partners are determined by the communication history. For instance, the source of a return is target of the matching call. For a call it is assured that it leaves the same clique that the previous communication, call or return, has entered. For spawn-labels, the sender is undefined in Definition 7. 6 Based on a weakly balanced past, the following definition formalizes the notion of source and target of a communication event with the help of the function pop. 7 Definition 7 (Sender and receiver) Let r a be the projection of a weakly balanced trace onto the thread n. Sender and receiver of a after history r are defined by mutual recursion and pattern matching over the following cases:
For a being an incoming label, the definition is dual.
Note that source and target of call and return labels are welldefined as is the target of a spawn label (the source of a spawn label is, however, undefined), provided that the projection to the thread is weakly balanced. In particular, the recursive definition terminates. Furthermore, the weak balance of the argument assures that the call of pop yields a well-defined result and guarantees that the case distinction is exhaustive.
The system for legal traces presented in Sect. 3.1.2 works off the trace step by step, checking thereby for legality. One s : balanced
s : balanced − of the conditions to check is to assure that weak balance for all threads is preserved by the step. We call the corresponding condition "enabledness": the judgment Ξ r a asserts that after r , the action a is enabled. Input enabledness checks whether an incoming communication is possible in the next step, based not on the values transmitted or their types, but on the past sequence of calls, returns, and spawn labels of the thread that carries the next step; analogously for output enabledness. To be input enabled, one checks against the last matching communication. If there is no such label, enabledness depends on where the thread started: For outgoing return labels γ r !, the assertion Φ r γ r ! abbreviates pop n r = r γ c ?, and dually for incoming returns γ r ?. A spawn label ν(n:thread, Φ ). spawn n of c(v) (incoming or outgoing) is enabled, if n does not occur in r .
We also say that the thread is input-call enabled after r if Φ r γ c ? for some incoming call label, respectively, input-return enabled in case of an incoming return label. The definitions are used dually for output-call enabledness and output-return enabledness. When leaving the kind of communication unspecified we just speak of input-enabledness or output-enabledness. Note that return-enabledness implies call-enabledness, but not vice versa.
We further combine enabledness and determining sender and receiver (cf. Definitions 7 and 8) into the following notation: Table 12 specifies legality of traces, combining all mentioned conditions, basically type checking, connectivity, and balance. We use the same conventions and notations as for the operational semantics (cf. Notation 1). The rules can be understood to specify an abstract interpreter of traces, working them off step by step and updating the assumption and commitment contexts in the process. As stated in Eq. (17) at the beginning of Sect. 3.1, it uses judgments of the form Ξ r s : trace. A trace t is legal in context Ξ 0 , if there is a derivation of Ξ 0 t. Considering the rules in a goal-directed manner, i.e., the premise constitutes a recursive call to check the conclusion, a trace is worked off from left to right, accumulating in Ξ the growing knowledge about names and their connectivity, and the axiom L-Empty specifies the acceptance condition of the "automaton", namely when the sequence of labels has been worked off.
Legal traces system
Before we come to the rules themselves, we need an additional definition to extract the expected type for the transmitted values of a label. To do so, in the case of return labels, it needs to look up the matching call from the history (for calls, all information is already contained locally in the call label). In the operational semantics, the function of Definition 9 is not needed, since the expected return type is stored as part of the block-syntax let x : T = o 1 blocks for o 2 in t.
Definition 9 (Expected typing) Assume a weakly balanced trace r and a label a. The expected type for the transmitted values of a after r , asserted by Ξ r a : T → T is given as follows: 
In the rules, Φ(r a) refers to the name context consisting of all the bindings mentioned in trace r a. Note that o r in the first rule is the receiver of the call label a, whereas in the second rule, it is the sender of the return label a.
In general, we do not need the type T of the arguments and the return type T at the same time. That is, we use the definition in most cases in the form of Ξ 0 r γ c ? : T → _ for calls and Ξ 0 r γ r ? : _ → T for returns. The definition is applied analogously for outgoing calls and returns.
Cf. also Definition 5, and in particular equation (14), checking well-typedness when given the expected type. We furthermore combine the enabledness check (Definition 8), the calculation of the sender and receiver cliques from Definition 7), and the determination of the expected type as follows: Now to the rules. As base case, the empty future is always legal (cf. rule L-Empty), and distinguishing according to the nature of the first action a of the trace, the rules check whether a is possible, i.e., whether it is enabled, well-typed and adheres to the restrictions imposed by the connectivity contexts. Furthermore, the contexts are updated appropriately and the rules recursively check the tail of the trace. The rules are symmetric w.r.t. incoming and outgoing communication.
The L-CallI-rules work analogously to the three CallIrules in the semantics. A difference is that sender and receiver are now not taken from the code, but determined from the past interaction. The premise Ξ r o s a → o r checks whether the incoming call a is enabled and determines sender and receiver. The receiver o r , of course, is mentioned directly, but o s is calculated from the history r . Note especially that if the call is the first activity of a thread, i.e., the name of the thread is transmitted boundedly, o s equals n , which corresponds to the situation of CallI 0 . Similarly, when thread n is balanced in r , the sender is determined as n , as well, and the treatment corresponds to CallI 2 .
For incoming spawn labels (cf. rule L-SpawnI), connectivity requires that there exists an environment clique (possibly represented by a n symbol) as spawner. This is directly required in the premise ∆ o s . Note also that there is no premise requiring enabledness; for a new thread, it makes no sense to require "balance" nor to determine the spawner by consulting the past.
Branching system
The legal traces and also the operational semantics represent the worst-case assumptions about the object connectivity. Since we can pass thread names in argument position, also the connectivity w.r.t. those names has to be considered. However, more important is the connectivity of objects: only for object identities, the transitive and symmetric closure of the relation is considered. To put it differently: cliques are equivalence classes of objects, but not of threads. The cliques of objects are not only relevant to characterize the legal traces, they indeed lie at the heart of the semantics: actions concerning two separate component cliques can occur in either order, and traces belonging to different environment cliques can be swapped without observable difference.
Since new cliques can be created and especially existing cliques can merge by communication, it means that the semantics is tree structured, as discussed already at the beginning of Sect. 3. Note that the tree branches "into the past". In particular, the branching structure of the semantics has nothing to do with branching due to non-determinism. For instance, the work [2] investigates the connectivity-based semantics in a single-threaded and thus deterministic setting.
This section characterizes the possible interface behavior where the derivation itself represents the branching nature of the semantics.
Unlike before, the connectivity of objects is no longer explicitly represented by connectivity contexts; instead, the tree structure of the derivation itself represents the connectivity and its change. There are two variants of the derivation system, one from the perspective of the component and one from the perspective of the environment. Each derivation corresponds to a forest, with each root representing a component, resp. environment clique at the end.
In judgments of the form
r represents the history, and s the future interaction. Compared to the judgments in the linear legal trace system from Eq. (17) [and also in comparison to the judgments for the operational semantics from Eq. (8)], the connectivity contexts E ∆ and E Θ are missing in Eq. (23) . We write Θ in (23) to indicate that legality is checked from the perspective of the component, and ∆ if checked from the perspective of the environment. The subscripts ∆ and Θ are not meant as arguments to , just as binary "flag". From the perspective of the component, we maintain as invariant that the name context Θ represents one single clique. Thus the connectivity among objects of Θ needs no longer be remembered. What needs to be remembered still are the thread names known by Θ and the cross-border connectivity, i.e., the acquaintance of the clique represented by Θ with objects of the environment. This is kept in ∆ resp. Σ. Note that this knowledge corresponds to the environmental objects mentioned in E Θ ⊆ Θ ×(Θ +∆+Σ), projected onto the component clique under consideration, in the linear system. The connectivity of the environment is ignored which means that the system of Table 13 below cannot assure that the environment behaves according to a possible connectivity. On the other hand, dualizing the rules checks whether the environment adheres to possible connectivity (plus typing etc.).
Definition 10 (Join of contexts) Given a pair of contexts
We define the join of Φ 1 and Φ 2 from the perspective of the component as follows:
As for Θ , the index Θ of ⊕ Θ is not meant as argument, but indicates that the sum is interpreted from the perspective of the component. From that perspective, the commitment contexts Θ 1 and Θ 2 are merged disjointly, while the thread names from Σ 1 and Σ 2 , and the references from the environment, i.e., from ∆ 1 and ∆ 2 , not necessarily so, but by ordinary union. 9 Note that ⊕ Θ is a partial operation; it is undefined if the join Θ 1 + Θ 2 or ∆ 1 ∪ ∆ 2 or Σ 1 ∪ Σ 2 fails. The operation clearly is symmetric and associative. We abbreviate the join of a finite number of contexts by Θ Φ i . The empty sum corresponds to the empty context. 
Now to Table 13 . The derivation ends at the root of a tree, when the future trace is empty (cf. rule L-Empty), as in the linear system. Rule L-CallI deals with incoming calls. The call is possible only when the thread is input call enabled after the current history, stipulated by Φ r o s a → o r , as was done in the linear system. Besides enabledness, the premise determines sender and receiver of the call, but unlike the corresponding premise in the L-CallI-rules of Table 12 , no typing information is determined: as the shown rule is responsible for legality from the perspective of the component, it does not check well-typedness of incoming communication, this is the task of the dual version of the proof system, responsible for the environment. For the same reason, connectivity for incoming communication is not checked in the rules of Table 13 , dealing with Θ .
Incoming communication may update the component connectivity, in that new cliques may be created or existing cliques may merge. As said, the merging of component cliques is now represented by a branching of the proof system. Leaves of the resulting forest correspond to freshly created cliques. In L-CallI, the context Θ in the premise corresponds to the merged clique, the Θ i below the line to the still split cliques before the merge. The Θ i 's form a partitioning of the component objects before communication and Θ is the disjoint combination of the Θ i 's plus the lazily instantiated objects from Θ . For the cross-border connectivity, i.e., concerning references to objects from the environment, the different component cliques Θ i may of course share acquaintance; thus, the parts ∆ i and Σ i are not merged disjointly, but by ordinary "set" union. These restrictions are covered by the definition of the (partial) operation Φ i (remember Definition 10). In the premise a j =↓ Θ j of the rule, the a ↓ Θ j denotes the projection of the label a onto the component clique Θ j . This means, a j interprets the new names, i.e., the binding part of the label, locally from the perspective of Φ j . The condition Θ j a requires that there exists a name in a contained in Θ j . The negative assertion Θ a (in L-SkipI) is meant as: no name from a is contained in Θ.
For outgoing communication, no branching occurs for component cliques. For example, in the L-CallO-rules, the contexts Θ, Σ and ∆, Σ are updated appropriately with the object references transmitted boundedly. From the component's perspective, the contexts are needed to check whether the call is possible, especially concerning connectivity, for instance whether the caller knows the callee and all of the arguments. In the linear system, this was done by consulting E Θ , as specified in Definition 2. These checks are now covered by the static typing premises, which assure that the receiver o r is contained in∆, and the arguments v iń ∆,Σ,Θ(=Φ). Otherwise,Φ a : T → _ would fail. The return rules work similarly. They are formulated again a bit more general than necessary to stress the similarity between calls and returns as far as the information flow is concerned. Note in particular the condition Θ j a , o r in L-RetI: the receiver, determined in the first premise, is mentioned in addition to the references occurring in a to merge also the clique of o r , even if it is not mentioned in the label. The initial rules start 10 from an empty history and in static contexts, i.e., contexts without mentioning objects nor thread names.
The skip-rules allow actions a not belonging to the component clique under consideration to be omitted from the component's "future" (interpreting the rule from bottom to top). The distinction is made according to the sender resp. the receiver of the communication (cf. rule L-SkipO resp. L-SkipI).
Definition 11 (Legal traces, tree system) We write Φ 0 Θ t : trace, if there exists a derivation forest using the rules of Table 13 with roots ∆ i , Σ i t : trace Θ i , Σ i and one leaf satisfying the following initial condition: the corresponding context Φ 0 contains only classes, but no object and thread names. Additionally, Θ 0 . Using the dual rules, we write ∆ instead of Θ . In the dual system, in particular, ∆ 0 instead of Θ 0 . We write ∆ 0 ∆∧Θ t : trace Θ 0 , if there is a pair of derivations in the ∆ -and the Θ -system with a consistent pair of root judgments (cf. Definition 12 below). We refer with f ∆ to the derivation forest for ∆, and dually for f Θ .
Equivalence of the legal traces representations
Next we show equivalence of the two representations of the interface behavior. To distinguish the rules for the different derivation systems, we write L-CallI ∆ to denote the L-CallI-rule in the branching system from the perspective of the environment; dually by superscripting Θ for rules from the perspective of the component. Rules from the linear system are used without superscript.
Definition 12 (Consistent contexts and judgments) Assume sets of triples of contexts (∆ i , Σ i , Θ i ) with the usual convention that the Σ's contain the bindings for thread names and the ∆'s and Θ's those for environment resp. component names other than thread names. We call the set of contexts
Dually the notion of Θ-consistency for a set of contexts
In the rest of the paper, we leave the index sets I over which i ranges, implicit, i.e., we omit stating i ∈ I . By convention, we use i ∈ I when describing contexts from the perspective of ∆, and j ∈ J from the perspective of Θ. In a similar spirit we allow ourselves to write shorter {Φ i } for sets of contexts {Φ i | i ∈ I }, etc.
A pair of sets of contexts
. Θ-consistent, and additionally
3.
∆
A pair of sets of judgments 
The definition of L Θ ({Φ j }) for a Θ-consistent set {Φ j } is defined dually. Given a consistent pair of contexts 
Note that the update in the branching system (the up-arrow on the left of the diagram) unlike the name context update in the linear system (the arrow on the right) needs the sender resp. the receiver of a (cf. Definition 14(1a) resp. (1b) ) since the partitioning in {Φ i } resp. {Φ j } contains also connectivity information. For outgoing communication, the lemma holds dually.
Proof By straightforward calculation.
Lemma 2 (Connectivity update) Let
The next lemma states that at each level of a derivation in the branching system, the contexts are consistent. Proof By straightforward induction on the length k of the pair of derivations (cf. Table 13 , resp. its dual variant for the derivation f ∆ ). Initially, for k = 0 (at the bottom-most leaf), the context Φ 0 (either for f ∆ or f Θ depending on whether ∆ 0 or Θ 0 ) is consistent, as it contains no object or thread references except .
For an induction step, we take an incoming call as example. For ∆ , the relevant rules are the L-CallI ∆ -rules and L-SkipI ∆ , which are the duals of the L-CallO Θ -rules and L-SkipO Θ from Table 13 , i.e., for f ∆ from the perspective of the environment, no branching occurs. We treat both rules for incoming calls L-CallI ∆ 0 and L-CallI ∆ 1,2 at the same time, writing L-CallI ∆ for them both (and the same later for L-CallI Θ ). Now, let Φ i be the context changed by L-CallI ∆ , and Φ i those (if any) which are left unchanged by L-SkipI ∆ . Note that there can be at most one instance of L-CallI ∆ at that step-all other trees must be handled by the skip rule-since by induction the contexts before the step are ∆-consistent. This implies, that the sender of the call, a component clique, is contained in at most one of the environment cliques. ∆-consistency, however, is potentially violated by the updaté Φ i = Φ i +a, in particular, the update from ∆ i to∆ i by scope extrusion may violate the disjointness-requirement for∆ i and∆ i . The type-checking premiseΦ i o a → o r : T → _ assures that all names of environment objects mentioned in a are either already covered in ∆ i (no scope extrusion), and hence by induction not in conflict with any∆ i , or are transmitted under a ν-binder (scope extrusion) and hence by renaming are different from those from any∆ i .
For Θ and Θ-consistency, the relevant rules are the L-CallI Θ -rules and L-Skip Θ . Let Φ j be the context updated by L-CallI Θ and Φ j the contexts (if any) left unchanged by the skip rule. Note that there can be at most one instance of L-CallI Θ since by induction, the contexts before the step are Θ-consistent. In particular, the corresponding Θ k and Θ j contexts are disjoint, and hence, the premise Θ j a applies at most once. So the only update which potentially violates Θ-consistency is the one from the Φ 1 j …Φ m j in the branches toΦ j = ⊕Φ k j + a in the premise of L-Call Θ . In particular, the partΘ j fromΦ j must be disjoint from all otheŕ Θ j = Θ j . This is assured since no object reference from any Θ j is added by the "+a" to ⊕Φ k j , which is enforced by the premises Θ j a resp. Θ k j a , which distinguishes between L-CallI Θ and L-Skip Θ .
For consistency, the argument works similarly.
The next lemma provides an auxiliary property of the branching system, which is needed in proving equivalence of the linear and the branching representation in Lemma 5, stating that in treating one incoming label, there is exactly one branch of the derivation from the perspective of the environment affected, all other branches are not affected and deal with by L-Skip ∆ . For outgoing communication, the situation is dual. Given the two forests, we construct inductively the corresponding linear derivation for Φ 0 ∆,Θ t : trace, by considering both forests at the same time. The construction proceeds "from bottom to top", i.e., it begins with the leaves of f ∆ and f Θ in the initial, static contexts. For the induction step, we show incoming calls as one typical example, namely L-Call ∆ 1,2 in the critical case (i.e., the non-skip case) in f ∆ . Subcase: L-CallI o s by the premise of the only instance of L-CallI ∆ 1,2 in the branching system in that step. By the typing premise in the same rule instance, we knowΦ i a :wt. To be well-typed, all names of a , the (free) core of a, must be covered byΦ i . In the linear system with its explicit representation of connectivity this is interpreted as∆ i ,Σ i ;É 
Soundness of the abstractions
The section contains the basic soundness results of the abstractions.
With E ∆ and E Θ as part of the judgment, we must still clarify what it "means", i.e., when does ∆, Σ; E ∆ C : Θ, Σ; E Θ hold? Besides the typing part, which remains unchanged, this concerns the commitment part E Θ . The relation E Θ asserts about the component C that the connectivity of the objects from the component is not larger than the connectivity entailed by E Θ . Given a component C and two names o from Θ and n from Θ+∆+Σ, we write C o → n, if C ≡ ν(Φ). (C o[. . . , f = n, . . .]) where o and n are not bound by Φ, i.e., o contains in one of its fields a reference to n. We can thus define:
Definition 15
The judgment Ξ C holds, if ∆, Σ C : Θ, Σ, and if C n 1 → n 2 , then Ξ n 1 → n 2 .
We simply write Ξ C to assert that the judgment is satisfied. Note that references mentioned in threads do not "count" as acquaintance.
The pairs listed in a commitment context E Θ do not require the existence of connections in the components, it is rather the contrapositive situation: If E Θ does not imply that two entities are in connection, either directly or indirectly, then they must not be in connection in C. Thus, a larger E Θ means a weaker specification. To make this precise, let us define what it means for one context to be stronger than another: ∆ 2 , Σ 2 ; E ∆ 2 Definition 16 (Entailment) ∆ 1 , Σ 1 ; E ∆ 1 ; Θ 1 ∆ 2 , Σ 2 ; E ∆ 2 ; Θ 2 iff. for all names n and n with ∆ 2 n and ∆ 2 + Σ 2 + Θ 2 n we have: if ∆ 2 , Σ 2 ; E ∆ 2 n → n : Θ 2 , then ∆ 1 , Σ 1 ; E ∆ 1 n → n : Θ 1 .
Note that since is reflexive on ∆ 2 , the above definition implies ∆ 1 ≥ ∆ 2 , by which we mean that the binding context ∆ 1 is an extension of ∆ 2 w.r.t. object names (analogously we write ∆ 2 ≤ ∆ 1 when ∆ 2 is extended by ∆ 1 , and say that ∆ 2 is a sub-context of ∆ 1 ). Proof By induction on the number of reduction steps. That each internal step, structural congruence, and the external steps preserve well-typedness is shown by straightforward inspection of the rules, resp. induction.
Lemma 6 (Subject reduction)
Besides the static abstraction of the type system, also the assertions about the heap topology (cf. Definition 15) are preserved. Proof By definition of the incoming steps from Table 10 , using the context update from Definitions 3 and 4. Proof The legal trace system of Table 13 (resp. its dual variant for ∆) can be re-formulated into an equivalent linear representation with connectivity contexts E ∆ and E Θ as in the semantics (Lemma 5). The checks and updates of the assumption contexts then match exactly the checks and updates of the external steps. The only additional provisos of the legal traces stipulate that the calls and returns are parenthetic (i.e., each thread must be "balanced"). It is straightforward to check, that the operational semantics allows only prefixes of balanced traces.
Conclusion
In this paper we presented a formal account of the open semantics for a class-based, Java-like object-oriented language featuring especially thread classes. The semantics describes the interface behavior of a set of classes, abstracting away from the program internals and thus giving a black-box account of the external behavior of a component given as a set of classes. Such a representation-independent semantics is crucial for compositional reasoning, semantics-preserving program transformations and optimizations, and black-box testing. The trace semantics is an appropriate abstraction of the internal behavior, which is shown in the soundness of the developed semantics (Lemma 9). A key semantical impact of considering classes (not only thread classes) as units of composition is the necessity to take the heap and the connectivity of the objects into account, which leads to a branching structure of the considered traces. As a second contribution, we develop a proof system characterizing the allowed interface behavior in a local, branching manner, directly reflecting the underlying semantics, and we prove the equivalence of the global ("linear") description of the interface behavior and the local ("branching") one (Lemma 5).
Related work
In [38] a fully abstract model for Object-Z, an object-oriented extension of the Z [34, 39] specification language is presented. It is based on a refinement of the simple trace semantics called the complete-readiness model, which is related to the readiness model of Olderog and Hoare [32] . In [41] , full abstraction in an object calculus with subtyping is investigated. The setting is slightly different from the one here, as the paper does not compare a contextual semantics with a denotational one, but a semantics by translation with a direct one. The paper considers neither concurrency nor aliasing. Recently, Jeffrey and Rathke [24] extended their work [23] on trace-based semantics from an object-based setting to a core of Java, called JavaJr, including classes and subtyping. However, their semantics avoids object connectivity by using a notion of package. [12] tackles full abstraction and observable component behavior and connectivity in a UMLsetting. With similar motivation as in this paper, PoetzschHeffter and Schäfer [33] investigate a representationindependent behavioral semantics, as they call it, for object-oriented components. This semantics corresponds to a formalization of the interface behavior of open programs. This comparatively recent work differs from the results presented here in that the language features subclassing and inheritance and especially the notion of an ownershipstructured heap. The paper [29] highlights the problem from a different view and reports on a game semantics for sequential object-oriented languages. A denotation of an object is a strategy specifying the externally observable behavior of the object. The work covers sequential languages without cyclic heaps. Koutsavas and Wand [27] present a sound and complete method for reasoning about contextual equivalence for a Java-like, class-based language, including inheritance, and based on bisimulation. The work is an extension of earlier, similar results for a λ-calculus with a store [26] and for imperative objects [25] .
Future work
We plan to extend the language with further features to make it more resembling Java or C # . Concerning the concurrency model, objects should be extended by lock-synchronization as provided by Java's synchronized methods, and by wait-and signal-methods. A preliminary study in this direction is [5] , but without treating cross-border instantiation.
Another interesting extension concerns the type system, in particular to include subtyping and inheritance. This is challenging especially if the component may inherit from environment classes and vice versa. For a first step in this direction we will concentrate on subtyping alone, i.e., relax the type discipline of the calculus to subtype polymorphism, but without inheritance. Another direction is to extend the semantics to a compositional one; currently, the semantics is open in that it is defined in the context of an environment. However, general composition of open program fragments is not defined. Finally, we work on adapting the full abstraction proof of [4] to the new setting, i.e., to deal with thread classes. The results of Sect. 3.4 are covering the soundness-part of the full-abstraction result. More practically, we are currently working on a tool for generating black-box tests for Javaprograms [11] , where the specification language for the tests is based on the behavioral, open semantics of the program fragment under test, i.e., based on a trace semantics as presented in Sects. 2.3.7 and 3. Another direction is to abandon Java's built-in concurrency model with passive objects and multi-threading, and investigate an open, behavioral semantics for an object-oriented language whose concurrent execution model has asynchronous method calls, futures, and active object. Concretely, we are developing such an open semantics for the Creol-language [13, 16] , but concurrency based on active objects is also otherwise a well-established paradigm, amongst others, there are many variations of the Actor model [8, 9] .
