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Weights of Cyclic Codes 
HARALD NIEDERREITER 
Department of Mathematics, University of Illinois, Urbana, Illinois 61801 
Recent results of the author  on linear recurr ing sequences are used to obtain 
estimates for the weights of code words in general cyclic codes. I f  the parity-check 
polynomial of  the code has no mult iple roots, a refined estimate can be estab- 
l ished that contains previous results on irreducible cyclic codes. For certain 
binary cyclic codes,  the exact weight distributions can be determined by the 
methods of  this paper. 
1. INTRODUCTION 
The weight distribution of an irreducible cyclic code, i.e., of a cyclic code with 
irreducible parity-check polynomial, has been the subject of a number of papers 
recently (Baumert and McEliece 1972; McEliece, 1975, and the literature cited 
there). In a different context, the author has achieved significant progress on the 
related problem of the distribution of elements in linear recurring sequences 
(Niederreiter, 1976a). We shall point out the implications of this latter develop- 
ment on cyclic codes, thereby arriving at a result on weight distributions of 
general cyclic codes (see Corollary 1). The main part of the paper is devoted to 
the case that is of greatest importance in practice, namely where the parity- 
check polynomial has no multiple roots. Here, a known method based on 
Gaussian sums can be combined with character theory to produce results con- 
taining those for irreducible cyclic codes in McEIiece (1975). I am grateful to 
Dr. R. J. McEliece for bringing his paper NIcEliece (1975) closer to my 
attention. 
For the general theory of cyclic codes, we refer to Berlekamp (1968), Peterson 
and Weldon (1972), and van Lint (1971). The facts about linear recurring 
sequences that we shall use can be found in Birkhoff and Bartee (1970) and 
Zierler (1959). 
Let F be a finite field with q elements, and let h(x) = a o + a lx  4- "" 4- aT~x k 
be a polynomial with coefficients in F for which k >~ t and aoak =/: O. I f  
n is the order of k(x), i.e., if n is the least positive integer such that k(x)  divides 
x n - -  1, then h(x) is the par i ty -check  po lynomia l  of an (n, k) cyclic code over F. 
The code words of this code are precisely all n-tuples c = (c o , q ..... c~ ~) of 
elements of F with 
aoc~ -}- alcj+l -Jr- "'" + a~c~+7~ = 0 for j  = 0, 1,..., n - -  k - -  1. 
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Therefore, the symbols c o , c 1 .... , On_ 1 of each code word run through a complete 
cycle, or repetitions of a complete cycle, of a linear recurring sequence with 
characteristic polynomial h(x). The periodic sequence co , c 1 ..... c~_ 1 , c o , q .... 
will be called the linear recurring sequence associated with the code word c. The 
weight of the code word c is given by n - -  Z(c), where Z(c) is the number of 
symbols of c that are equal to 0. The relation between distribution problems for 
linear recurring sequences and weights of cyclic codes is now obvious. Hence- 
forth, we shall exclude the zero code word (0, 0,..., 0) from consideration. 
We state our results in Section 2. The proof of Theorem 2 is presented in 
Section 4, with Section 3 containing further notation and preliminaries needed for 
that proof. 
2. STATEMENT OF RESULTS 
Let Y0, Yl ,-.. be a nonzero linear recurring sequence in F with minimal 
polynomial f(x), i.e., f(x) is the unique manic polynomial over F of minimal 
positive degree that can serve as a characteristic polynomial of the sequence. 
I f  f (0)  =~ 0, then Y0, Yl .... is purely periodic with least period r, where r can be 
described also as the least positive integer such that f(x) divides x r -  1 (in 
other words, r is the order of f(x)). For a eF ,  let N(a) be the number of m, 
0 ~< m ~< r - -  1, with y~ =- a; thus, N(a) is the number of occurrences of the 
element a in a complete cycle of the sequence. On the basis of estimates for 
exponential sums shown by Niederreiter (1976b), the following result has been 
established. 
THEOREM 1. (Niederreiter, 1976a). Let Yo, Yl . . . .  be a nonzero linear recurring 
sequence in F having a minimal polynomial f(x) with f(O) C- O, degree d ~ 1, 
and order r. Then,for any a ~ F we have 
I N (a )  - -  (r/q)i ~ (~ - (1/q)) q~/~. 
One should note that in Niederreiter (1976a) this result is not stated explicitly 
in this form, but that it follows immediately from Corollary 4.2 of that paper by 
observing that the parameters  and/z occurring there are both equal to the order 
r off(x) in the case considered in Theorem 1 above. 
For  a cyclic code with an arbitrary parity-check polynomial h(x) of degree 
k /> 1 and satisfying h(0) :/= 0, the linear recurring sequence associated with a 
nonzero code word c has a minimal polynomialf(x) which is a divisor of h(x) of 
positive degree. The symbols co , q ,..., c~_ 1 of c run through exactly n/r complete 
cycles of the linear recurring sequence, where r is the order of f (x) .  Therefore, 
we obtain the following result as a consequence of Theorem 1. 
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COROLLARY 1. For every nonzero code word c of an (n, k) cyclic code over F 
with parity-check polynomial h(x), we have 
n 
ql  r ~ ' (1) 
where d is the degree and r is the order of the minimal polynomial of the linear 
recurring sequence associated with c. 
We remark that if c runs through all nonzero code words o f  the cyclic code, 
then the minimal polynomial f (x)  runs through all monic divisors of h(x) of 
positive degree. 
In the case where the parity-check polynomial h(x) is irreducible over F, the 
minimal polynomial f (x)  is always given by f (x)  = a~.lh(x), no matter which 
nonzero code word we consider. For this case of an irreducible cyclic code, 
McEliece (1975) improved on a classical inequality of Hall (1938) and obtained 
qk/~ (2) 
- -  1 q q 1 q~ 1 J 
for every nonzero code word c, where g = gcd (n, q --  1). This is better than the 
result that would be implied by the general inequality (1). 
We consider now cyclic codes that are more general than irreducible cyclic 
codes, namely those for which the parity-check polynomial h(x) has no mukiple 
roots. Then h(x) can be factorized in the form h(x) = hl(x ) .." hs(x) with non- 
associated irreducible polynomials hi(x) overF satisfying hi(0) =A 0 for 1 ~<j ~ s. 
I f  c is a nonzero code word of such a cyclic code, then the minimal polynomial 
f (x)  of the linear recurring sequence associated with c must be a monic divisor 
of h(x) of positive degree, and so factorizes into a product of distinct monic 
irreducible polynomials over F. Therefore, a result on weights of such cyclic 
codes will be implied by the subsequent theorem concerning linear recurring 
sequences. We define u to be the least positive integer such that f (x)  divides 
x ~ --  b for some b eF  and set v =- r/u, where r is the order off(x).  It  will follow 
from the proof of Theorem 2 that v is an integer dividing both r and q --  1. 
TI-IEO•EM 2. Let Yo , Yl ,... be a nonzero linear recurring sequence in F having a 
minimal polynomial f (x)  with f(O) :/= 0 and degree d >/ 1. Suppose that f(x)  can 
be factorized in the form f(x) ~ f l(x)".f~(x),  where fl(x) ..... f~(x) are distinct 
monic irreducible polynomials over F of degrees dl ..... d, , respectively. Let r be the 
order off(x) and let v be as defined above. Then we have 
IN(0) r (--1)'(q -- 1)r 
q q(qd;~-~):::-(q~-~ 1) 
( , ) (v  ~ )qd/L 
< 1- -q  q - - l - -  (qa~_ 1) (qa,_  1) (3) 
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and for a ~A O, 
r ( - - l y r  I N(a) 
-~ + q(qa 1 _ ~Y.-.-(qa,_ 1) I 
- I (q~l - 1) ... (q~, - 1) + q _ ~ ql/.~ C/.~-1. (4) 
COROLLARY 2. For every nonzero c de word c of an (n, k) cyclic code whose 
parity-check polynomial h(x) has no multiple roots, the minimal polynomial f(x) 
of the linear recurring sequence associated with c is of the type considered in Theorem 
2, and with the notation of this theorem we have 
z (~)  n ( -1 )~(q-  1)n 
q q(qa~) . .7~q~-_  1) 
( 1-  (q--1)r (qa~_ 1) (qa~_ 1) qa/2. (5) 
By the remark preceding Theorem 2, we get v ~< gcd (r, q - -  1) ~ g = 
gcd (n, q -  1). I f  h(x) is irreducible over F, then f(x) = a~lh(x) is irreducible 
over F and r - -  n. Furthermore,  if ~ is a root of f(x) in a suitable extension 
field of F, then f(x) divides the polynomial x~/g -- an/g whose coefficients are 
inF ,  and so u ~ n/g and v >~ g, which implies v = g. It is then easily seen that 
(5) includes the inequality (2) as a special case. Similarly, one checks that (4) 
includes the inequality (2.12) in McEliece (1975) for i r reduciblef(x)  as a special 
case .  
For certain binary cyclic codes, the exact weight distr ibution can be deter- 
mined on the basis of (5). Let e I ~ e~ ~ -'- ~ e s be positive integers that are 
pairwise relatively prime, and for each j,  1 ~ j ~ s, let hs(x ) be a primitive 
polynomial of degree j over the field F.2 of two elements. Consider the binary 
cyclic code with parky-check polynomial h(x) = hl(x ) ' "  hs(x ). Clearly, h(x) has 
no mult iple roots. Since the integers 2 e~ - -  1 ,..., 2 e~ - -  l are pairwise relatively 
prime, we have n = (2  e '  - -  1) "" (2 ~ - -  1). A monic divisor f(x) of h(x) of 
positive degree can be specified by choosing a nonempty subset {d 1 ..... dx} of 
{el .... , e~}. For  the same reason as above, the order  of f(x) is given by r = 
(2 a~ - -  1) "" (2 a* - -  1). Since q = 2, we have automatically v = 1, and so the 
upper bound in (5) vanishes. Consequently, for each code word c having f(x) 
as the minimal  polynomial of the linear recurring sequence associated with c, 
we have 
n ( - -  1)*n 
Z(c) = ~ + 2(2a ~ _ 1) . . . (2d * -  1) ' 
and so the weight of c is 
( -  1 )~+~n 
2(2~ - 1) --. (2~, -  1 )  
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Since there exist (2 el - -  1) --' (2 at - -  1) linear recurring sequences in F 2 with 
minimal polynomial f(x), there are that many code words e having the above 
weight. The weight distribution of the code is now described completely. For 
s = 1, the minimum distance of the code is (n + 1)/2, and for s >/2  the mini- 
mum distance is easily seen to be 
n 1 
A well-known example of a binary cyclic code of the above type is the (7, 4) 
Hamming code with parity-check polynomial (x + 1)(x 3 + x 2 -t- 1). Having 
found the exact weight distribution of such a binary cyclic code, the weight 
distribution of the dual cyclic code with generator polynomial h(x) can be deter- 
mined by using the MacWilliams identity (Peterson and Weldon, 1972, pp. 
64-65). 
3. CHARACTERS AND GAUSSIAN SUMS 
For a finite extension field E of F, let E* be the multiplicative group of all 
nonzero elements of E. Furthermore, let Trelv denote the trace function from E 
onto/7. I fp  is the characteristic ofF, then the elements of the prime field con- 
tained inF  can be identified with integers modulop. Let Tre be the absolute race 
function from E to the prime field o f f  (which is, of course, also the prime field 
of E). We note that the trace is transitive, in the sense that 
Tre(fl) = TrF(TrelF(fi)) for all f ie  E. 
An additive character of E is a character of the additive group of E. Writing 
e(w) =- e 2~i~ for real w, we define the canonical additive character of E by 
)~(t~) = e((l lp) Tre([3)) for /3~E. 
The character A is a nontrivial additive character since Tr  e maps E onto the 
prime field of F. I f  A' denotes the canonical additive character of F, then the 
transitivity of the trace implies immediately that 
A'(Tr./F(~)) = A(fl) for all fl ~ n. (6) 
By a multiplicative character of E, we mean a character of the multiplicative 
group E* of E. I f  X is an additive or multiplicative character of E, then ~ denotes 
the conjugate character, obtained by complex conjugation of X. I f  X is additive, 
then 2(fl) = X(--fl) for/7 c E, and if X is multiplicative, then )~(fl) = X(f1-1) for 
f leE* .  
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Let ¢ be a multiplicative and ix an additive character of E. Then the Gaussian 
sum G@, ix) is defined by 
a(¢, ix) = E ¢(~) ix(~). 
BeE* 
The following is easily verified: 
G(~, ix) = card(E) -- 1 for ~ trivial, ix trivial, 
--1 for ~b trivial, ix nontrivial, 
= 0 for ~ nontrivial, ix trivial. (7) 
In the remaining case, we have 
I G(¢, ~)1 = (card(E)) 1/2 for ~b nontrivial,/z nontrivial, (8) 
as is well known (Lang, 1970, p. 92). 
For the facts about characters of finite abelian groups that we shall use, we 
refer to Lang (1965, pp. 50-53) and van der Waerden (1950, pp. 175-178). 
4. PROOF OF THEOREM 2 
Let Yo, Yl ,.-- be a linear recurring sequence in F satisfying all the conditions 
of Theorem 2. For 1 ~<j ~ t, let Ej be the splitting field offj(x) overF  and let 
~j be a fixed root offj(x) in Ej ; sincefj(0) @ 0, we have a~ @ 0. According to a 
result on linear recurring sequences (Birkhoff and Bartee, 1970, p. 386), we can 
write 
y,~ /X) + y~) + ... + y}1) for m = O, 1,..., 
where y(0 ~1, y~l,..., -,,~'(J~,-" is a linear recurring sequence in F with characteristic 
polynomial f~(x). Since fj(x) is irreducible over F, there exists an element 0j ~ Ej 
such that 
y(3) ~ = TrE/~(0~aj ~) for m ~ 0, 1,..., 
as can be inferred from the discussion in van Lint (1971, pp. 56-58). Therefore, 
we get the representation 
y~,~ TrE1/F(OF~I" 0 4- Tre~/p(0z%~0 4- --. 4- Tret/F(Otoq ~'~) for m = 0, 1, .... 
(9) 
~:e note that 0¢ v~ 0 for 1 ~< j -~ t, for otherwise the sequence Y0, Yi ,... would 
have a proper divisor off(x) as a characteristic polynomial. 
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Let ,V be the canonical additive character of F. Then for given a eF,  the 
orthogonality relations for characters yield 
(I/q) ~ a ' (b (a -  y~)) = 1 if y~ = a, 
bEF 
= 0 i f  Yr~ 5 g= a, 
and so, together with (9), 
1 r--1 
N(a)  = - ~. ~ A'(b(a --  Tr~/F(O~% ~) . . . . .  Trg,/r(Otat'*))) 
q m~O b~F 
m~O bEF 
For 1 ~ j ~ t, let A: denote the canonical additive character of E: .  By using 
(6), we can then write the above identity in the form 
N(a) = 1 ~ A'(ab) ~ A~(bO~%m) "'" A,(bO,%") 
q b~F m=O 
r--1 
= _r + 1 2 A'(ab) ~ Al(b0~c~).--~,(bOt%m). 
q q ~eF* m=O 
(lo) 
Since card(Ej*) = qa: _ 1, we obtain for 5, Y e Ej*, 
1 
qa, _ 1 ~ ~bJ(fiY-1) = 1 if ;. = fi, 
=0  if y~f i ,  
where the sum is extended over all multiplicative characters gi: of E j .  Therefore, 
using the definition of Gaussian sums, 
I 1 
_ I 
It  follows that for b ~F* we have 
(qa~ _ 1)" -  (qa, _ 1) ~...~..,, 
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where ~ ..... ~b~ run independently through all multiplicative characters of 
El ,..., E t , respectively. Hence, we obtain 
¢--1 
1 
= (qd l -  1)""  (q dt - -  1) E ~1(no1) 
r--1 
""~lt(bO,) G(( f i l ,  i l )  "'" G( l /~t , /~t )  ~ (~rl(~Xl) " ' '  $t(o~t)) m'. 
m=o 
The inner sum is a finite geometric series which vanishes if ~b1(%) -" $~(cq) @ 1, 
because of ~bj(~J) = Sj(1) : -  1 for 1 ~ j  ~< t, which follows in turn from the 
fact that each f~(x) divides x ~ - -  1. Therefore, we only have to sum over the set 
H of those t-tuples (~b 1 .... , ~b~) for which ~bl(~) "- ~bt(~) = 1, and so 
r--1 
i1(b01~1~) ... i,(b0~') 
Y 
(qa~ _ 1) ... (qa, _ 1) ~ 4~(bO~) ... ~,(bO~) G(~,  A~) ... G(~b~, ~) .  
(~1' "" ,qJ~)aH 
Together with (10) we obtain 
N(~) ~ + " 2 ,~1(o~)...~,(o,) a (~,  ,~1) 
q(qa~ __ 1) "'" (qa ,_  1) (®~ ..... ~,,)~,/ 
• "" G(~t ,  ~,) E ~h~(b) ... ~bt(b) A'(ab). 
b~F* 
If, for 1 ~< j ~ t, we consider the restriction ~bj' of ~j to F*, then the inner sum 
I may be viewed as a Gaussian sum in F with an additive character A(~) given by 
¢ 
A(a)(b ) = h'(ab) for b eF .  Thus,  
N(a)  = r_ + r v 
q q(q~ - 1 ) . . .  (q~ - 1) (4~ ..... ~)~H 
• .. c( ,~,  X~) c(4~; .--~;, A'(o,). 
~1(01) "'" ~t(0~) G(~I ,  "~1) 
(11) 
! 
Now let a = 0. Then  h(~) is a trivial additive character. I f  ej denotes the trivial 
multiplicative character of Ej*, then the t-tuple (e~ .... ,e,) contributes 
(- -  1)*(q - -  ]) to the sum in (l 1), because of (7). Furthermore, the Gaussian sum 
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G(~b~' ," ~bt, ' " ' "'" trivial, in which case it has the value ' h(~)) vamshes unless ~b~ 4',' is 
q - -  1, again according to (7). Therefore, 
r ( - -1 )* (q -  1)r (q -  1)r 
N(O) = ~ + q(qa~_ 1) ' "  (qa,_  1) + q(qa~ _ 1) ' "  (qa, _ l) 
× Z* ¢~(0~) ... ¢,(o,) e (~,  A~) ... e (~, ,  L), 
(~1 . . . . .  ~t )~g 
where J is the set of those t-tuples (~b 1 .... , ~bt) for which ~bx(~l) ..- ~bt(at) = 1 and 
~b 1' "-- ~b t' is trivial, and where the asterisk indicates that (e 1 ,..., et) is deleted from 
the range of summation. Since each )b is nontrivial, it follows from (7) and (8) 
that 
and so 
Now let 
[ G(~I ,  A~) "" G(~t ,  A,)] ~< qal/2.., qa,/~ = qa/Z, (12) 
IN(O) 
~< 
r (--1)'(q-- 1)r I 
q q(qa~_ 1)... (q~,- 1)[ 
(q - -  1)r (card( J ) - -  1)q a/~. 
q(qal-- 1) ' "  (qa~_ 1) (13) 
P = El* X "" × Et* 
be the direct product of the groups El*,... , E**. By character theory, each charac- 
ter X of P can be identified with a unique t-tuple (~b x ..... ~b~), in the sense that X 
satisfies X((fil ,..., fit)) = ~b1(/31) "'" ~b,(/3t) for all (/31 ,...,/3t) E P, and every t-tuple 
(~b 1.... , ~b,) occurs in this identification. Let  A be the cyclic subgroup of P 
generated by (o~ 1 .... , at) ~ P, and let D be the subgroup of P given by D = 
{(b,..., b) ~ P: b EF*}. Then we note that $1(al) ... ~bt(~t) = 1 if and only if the 
character @1 ,..., ~bt) of P annihilates A, and that ~b~ . . . .  ~bt' is trivial if and only if 
(~b 1 ,..., ~bt) annihilates D. Therefore, (~b I .... , ~bt) ~ J if and only if the character 
(~b 1 ..... ~bt) of P annihilates AD, so that J may be viewed as the annihilator of AD. 
Consequently, we get by character theory that 
card(J) = card(P)/card(AD). 
Furthermore, we have 
card(AO) = card(A) eard(D)/card(A (~ D). 
Clearly, card(D) = q - -  1, and card(A) is the least common multiple of the 
orders of the ~ in Ej*; but the order of each ~j in Ej* is equal to the order of 
f /x ) ,  and so card(A) = r. Recalling the definition of u in the paragraph preceding 
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Theorem 2, we observe that (e@,..., %~) = (% ,..., eq) ~ is an element of A c~ D 
and that u is the least positive integer for which this holds. Therefore, 
card(-//~ D)= f lu  = v. We note in passing that the remark immediately 
preceding Theorem 2 is now justified. By combining the above information, 
we obtain 
card(AD) = --(q --  1)r , 
g3 
and so 
card(J) = (qa ,_  1)--" (qa,_ 1)v (14) 
(q --  1)," 
Inequality (3) follows now from (13) and (14). 
For a @ 0, we go back to ( l l )  and note first that the additive character Aim )
is then nontrivial. Because of (7), the t-tuple (q ,..., e~) contributes (--1) t+* to 
the sum in (11), and so 
r ( - -  1)~r r 
N(a)  - -  q q(qa, _ 1) "" (qe~ _ 1) 47 q(qa, _ 1) "" (qet _ 1) 
X Z* ¢,(0~)-.. ¢~(0,) a((,~, ~,)... a((,,, L) a(¢~' ... ¢,', ai~,). 
From (7) and (8), it follows that G(¢ 1 .. . .  ~t', A{~I) -- --1 if ¢~ .. . .  ~bt' is trivial 
and ! G(¢ 1 . . . .  Ct', A'(~))[ = ql/2 if ¢1' "'" ¢ (  is nontrivial. Therefore, taking into 
account (12), we get 
r (--1)tr 
N(a)  - -  ~ 47 q(qal _ 1) ... (qa ,_  1) 
r 
~< (q'~ --  1) "- (qa, _ 1) (card(J) --  1 q- (card(H) --  card(J))q~/~)q a/z-1. 
By what we have seen above, the set H of t-tuples (¢1 ..... V}t) with ¢1(%) "'" 
Ct(c~t) = 1 may be viewed as the annihilator of A, hence 
card(P) 
card(H) -- card(A) 
(qel-- 1) . . . (qe~_ 1) 
This is combined with (14) to complete the proof of inequality (4). 
We remark that (12) may be improved in case some of the Cj are trivial 
This, however, leads only to more complicated upper bounds in Theorem 2, 
but to no significant gain. 
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