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ABSTRACT 
 
Forecasting is a calculation analysis technique carried out with qualitative and 
quantitative approaches to estimate future events using reference data in the past. In 
this study the authors used the ARIMA method to predict the average price of 
Indonesian rice at the level of large trade or wholesale. The ARIMA method is time 
series-based forecasting, using historical data patterns in generating forecasting. This 
method produces the AIC, MAPE, and RMSE values in forecasting which are used as 
determining the best model with the smallest value. The data taken is real data from 
Badan Pusat Statistik Nasional. 
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ABSTRAK 
 
Peramalan adalah suatu teknik analisa perhitungan yang dilakukan dengan pendekatan 
kualitatif maupun kuantitatif untuk memperkirakan kejadian dimasa depan dengan 
menggunakan referensi data-data di masa lalu. Di penelitian ini penulis menggunakan 
metode ARIMA untuk meramalkan rata-rata harga beras Indonesia di tingkat 
perdagangan besar atau grosir. Metode ARIMA merupakan peramalan berbasih time 
series,menggunaka pola data data historis dalam menghasilkan peramalan. Metode ini 
menghasilkan nilai AIC, MAPE, dan RMSE dalam melakukan peramalan yang 
digunakan sebagai penentuan model terbaik dengan nilai yang terkecil. Data yang 
diambil merupakan data real dari Badan Pusat Statistik Nasional. 
 
Kata Kunci : ARIMA, Peramalan, Harga Beras, AIC, MAPE, RMSE.  
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BAB 1 
PENDAHULUAN 
 
1.1 Latar Belakang Masalah 
Makanan pokok orang indonesia adalah nasi, yang mana sebelum menjadi nasi 
adalah beras. Beras di Indonesia adalah salah satu bahan pokok yang sangat 
berpengaruh untuk masyarakat. Konsumsi beras di Indonesia semakin meningkat 
setiap tahunnya dengan seiring meningkatnya jumlah penduduk Indonesia. 
Masyarakat Indonesia sangat bergantung terhadap beras, akan sangat bermasalah jika 
ketersediaan beras di Indonesia sudah tidak dapat tercukupi. 
Ketergantungan masyarakat Indonesia terhadap beras sangat lah tinggi, 
dikarenakan beras adalah makanan pokok masyarakat Indonesia. Sekalipun negara 
Indonesia adalah salah satu negara penghasil beras, tetapi Indonesia masih mengimpor 
beras dari negara lain untuk memenuhi kebutuhan makanan pokok yaitu beras. 
Pemerintah juga berupaya untuk mengurangi ketergantungan masyarakat Indonesia 
terhadap konsumsi beras. Salah satunya adalah dengan mengajak masyarakat untuk 
mengkonsumsi bahan pangan alternatif. Beras sendiri mengandung karbohidrat yang 
sering dikonsumsi dan dipilih masyarakat, alternatif lain di Indonesia bahan pokok 
yang mengandung karbohidrat adalah singkong, jagung, sagu, talas, dan lain – lain. 
Indonesia merupakan negara yang memiliki potensi yang sangat baik di 
pertanian, sehingga negara Indonesia merupakan salah satu produsen dan juga 
konsumen terbesar dunia dibawah negara Cina. Dengan kondisi seperti ini menuntut 
kreativitas masyarakatnya Indonesia untuk mengeluarkan kreasi mereka agar produksi 
padi di Indonesia meningkat atau minimal stabil. Jika kestabilan produksi dapat 
menjaga ketahanan pangan Indonesia, maka kestabilan harga pun dapat terjaga. 
Ketersediaan beras di Indonesia merupakan salah satu faktor yang 
mempengaruhi harga beras di Indonesia. Jika ketersidiaan beras di Indonesia sedikit, 
maka harga beras akan melonjak tinggi. Dan jika ketersediaan beras di Indonesia 
tinggi, maka harga beras pun akan turun atau akan selalu stabil. Untuk menjaga 
ketersediaan beras tersebut, perlu di tingkatkan peran masyarakat dan pemerintah 
untuk menjaga ketersediaan beras di Indonesia. Salah satu peran masyarakat untuk 
menjaga ketersediaan beras adalah dengan tetap menanam padi dan meningkatkan 
produksinya. Peran pemerintah untuk menjaga ketersediaan beras tersebut adalah 
  
dengan menjaga ketersediaan bahan – bahan pendukung untuk melakukan produksi 
beras.  
Salah satu faktor yang mempengaruhi harga beras ini adalah musim, musim ini 
juga berpengaruh signifikan terhadap harga beras. Karena jika musim sedang kemarau, 
maka hasil beras akan sangat baik jika dibandingkan dengan musim hujan. Faktor lain 
di tingkat daerah yang mempengaruhi harga beras adalah persediaan beras di tingkat 
pengepul. Harga beras memiliki keunikan dalam penentuan harganya dan perlu kehati 
– hatian dan juga perlu di fikirkan dengan matang. Harga beras dapat dikatakan 
memiliki keuinikan karena beras adalah makanan pokok bagi masyarakat Indonesia. 
Contoh unik disini adalah untuk meningkatkan kesejahteraan petani, maka harga beras 
perlu dinaikkan. Tetapi jika harga beras di naikkan, maka penduduk miskin akan 
meningkat pula. Karena itu pemerintah harus melakukan tindakan yang tepat untuk 
menentukan harga beras di indonesia. 
Untuk melakukan prediksi harga rata – rata beras diperlukan metode yang 
tepat, maka dari itu peneliti menggunakan metode Autoregressive Integrated Moving 
Average (ARIMA) untuk memprediksi hasil dari rata – rata harga beras Indonesia di 
tingkat perdagangan besar atau grosir. Metode ARIMA adalah salah satu peramalan 
yang berbasis time series, yang mana menggunakan data yang polanya secara historis 
untuk mendapatkan hasil peramalannya. 
Penelitian terdahulu yang menggunakan metode ARIMA pernah dilakukan 
oleh Hartati (2017) yang melakukan analisis menggunakan metode ARIMA untuk 
meramalkan pergerakan inflasi. Penelitian tentang harga beras pernah dilakukan oleh 
Desmayanti Jusar, Djaimi Bakce, dan Eliza (2017) melakukan analisis variasi harga 
beras di provinsi Riau dan daerah pemasok. 
Penelitian ini bertujuan untuk membantu pemerintah dalam melakukan 
tindakan – tindakan apa yang tepat untuk mengontrol harga beras. Jika pemerintah 
dapat mengetahui peramalan harga beras kedepannya, maka pemerintah dapat 
melakukan tindakan yang tepat untuk megkontrol harga beras kedepannya. 
Penelitian ini pun akan diimplementasikan dalam sistem aplikasi berbasis web. 
Aplikasi ini sangat diharapkan setidaknya membantu pemerintah dalam melakukan 
peramalan harga beras kedepannya. Dan juga diharapkan dengan aplikasi ini 
pemerintah dapat mengatasi masalah – masalah kedepannya, sehingga pemerintah 
dapat mengontrol harga beras di Indonesia. 
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1.2 Perumusan Masalah 
Dari latar belakang yang telah diuraikan sebelumnya, maka peneliti 
merumuskan masalah dalam penelitian ini, yaitu: 
1. Bagaimana Model Peramalan rata – rata harga beras di Indonesia dengan 
ARIMA ? 
2. Bagaimana hasil Peramalan rata – rata harga beras di Indonesia 
berdasarkan model yang terbaik ? 
 
1.3 Ruang Lingkup 
Penelitian ini dibatasai oleh beberapa ruang lingkup. Adapun ruang lingkup 
dari penelitian ini adalah sebagai berikut : 
a. Data yang digunakan adalah data rata – rata harga beras di Indonesia. 
b. Data yang digunakan merupakan data bulanan dari bulan Januari 2010 
sampai dengan bulan November 2018. 
c. Menggunakan metode ARIMA dalam melakukan peramalan data. 
1.4 Tujuan dan Manfaat 
Tujuan dan manfaat dari penelitian ini adalah : 
1.4.1 Tujuan Penelitian 
         Tujuan dari penelitian ini adalah : 
a. Memodelkan rata – rata harga beras dengan metode ARIMA. 
b. Menentukan peramalan dengan model terbaik dari model. 
 
1.4.2 Manfaat penelitian 
Manfaat dari penelitian ini adalah : 
a. Bagi Pemerintah 
Hasil dari penelitian ini diharapkan dapat membantu pemerintah 
dalam mengambil keputusan yang tepat untuk mengkontrol harga 
beras di Indonesia. Langkah ini dilakukan peneliti agar pemerintah 
dapat dengan mudah dalam mengontrol harga beras di Indonesia. 
Selain dari itu  pemerintah dapat mencegah kenaikan harga beras, 
misalnya dengan menurunkan kuota import beras dari luar negri.  
Yang mana biasanya kenaikan harga beras terjadi karena tingginya 
import beras dari luar negri.  
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BAB 2 
LANDASAN TEORI 
 
2.1 Beras 
Beras adalah biji – bijian (serealia) dari famili rumput – rumputan (gramine) 
yang kaya karbohidrat sehingga menjadi makanan pokok manusia, pakan ternak dan 
industri yang mempergunakan karbohidrat sebagai bahan baku. (Dianti, 2010). 
Beras Pecah Kulit (Brown Rice) merupakan beras yang hanya dihilangkan 
sekamnya, tetapi tidak dipoles menjadi beras putih. Beras coklat atau putih memiliki 
kandungan protein, lemak, dan kalori yang sama. Yang beda hanyalah proses 
penggilingannya saja.(Dianti, 2010). 
Beras Giling (Milled Rice) adalah proses pengelupasan kulit ari sehingga dapat 
biji beras yang putih dan bersih. Proses penyosohan beras pecah kulit ini menghasilkan 
yang namanya beras giling, dedak dan bekatul. Sebagian lemak,protein, mineral dan 
vitamin akan terbawa dalam dedak, sehingga kadar komponen – kompenen tersebut 
dalam beras giling menurun. (Dianti, 2010). 
 
2.2 Peramalan (Forecasting) 
Peramalan adalah suatu situasi atau kondisi yang diperkirakan akan terjadi di 
masa mendatang. Peramalan menjadikan pengelolaan dari suatu variabel dimasa 
mendatang akan terlihat, sehingga dapat memudahkan dalam perencanaan-
perencanaan untuk periode yang akan datang. 
Metode permalan adalah cara memperkirakan secara kuantitatif apa yang akan 
terjadi di masa mendatang, berdasarkan pada data yang relevan pada masa lalu. Oleh 
karena metode peramalan didasarkan atas data yang relevan pada masa lampau, maka 
metode peramalan ini di pergunakan dalam peramalan yang objektif (Suriyawati Said, 
2011). 
Menurut (Hadijah, 2013) kebutuhan peramalan semakin bertambah sejalan 
dengan keinginan manajemen untuk memberikan respon yang cepat dan tepat terhadap 
kesempatan dimasa mendatang, serta menjadi lebih ilmiah di dalam menghadapi 
lingkungan. Dengan peramalan yang baik diharapkan pemborosan akan bisa 
dikurangi, dan juga dapat membuat perusahaan lebih terkonsentrasi pada sasaran 
tertentu agar perencanaan yang dihasilkan lebih baik sehingga dapat menjadi 
kenyataan. 
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2.3 Time Series 
Time series adalah metode peramalan kuantitatif untuk menentukan pola data 
di masa lampau yang dikumpulkan berdasarkan urutan waktu, yang disebut data time 
series (Astin Nurhayati Munawaroh, 2010). Menurut (Suriyawati Said, 2011) time 
series merupakan sekumpulan data yang dicatat selama periode tertentu, umumnya 
berupa data mingguan, bulanan atau tahunan. Data Time Series dikumpulkan dari 
waktu ke waktu untuk melihat perkembangan dari suatu kegiatan (misalnya 
perkembangan penjualan, harga, dan lain sebagainya). 
Hal terpenting dalam menentukan model runtun waktu yang harus dipenuhi 
adalah kestasioneran dari sebuah data, yang artinya sifat – sifat yang mendasari proses 
tidak dipengaruhi oleh waktu atau proses berada dalam keseimbangan. Jika hal dalam 
kestasioneran data tidak terpenuhi atau belum terpenuhi maka suatu deret tidak dapat  
atau belum dapat ditentukan model runtun waktunya. Tetapi suatu deret yang 
nonstasioner atau tidak stasioner dapat menjadi stasioner yaitu dengan cara 
mentransformasikan datanya (Dimas Setyo Dwitanto, 2011). 
 
2.4 ARIMA (Autoregressive Integrated Moving Average) 
 ARIMA adalah adalah salah satu  teknik peramalan dengan pendekatan deret 
waktu yang menggunakan teknik-teknik korelasi antar suatu deret waktu (Nurulita, 
2010).  ARIMA adalah suatu metode yang menghasilkan ramalan-ramalan 
berdasarkan sintesis dari pola data secara historis. Kelompok model time series linier 
yang termasuk dalam metode ini antara lain: autoregressive, moving average, 
autoregressive-moving average, dan autoregressive integrated moving average 
(Administrator, 2009).  
ARIMA ini sama sekali mengabaikan variabel independen karena model ini 
menggunakan nilai saat ini dan nilai masa lampau dari variabel dependen untuk 
menghasilkan peramalan jangka pendek yang akurat (Bambang Hendrawan, 2013). 
 
2.5 Model ARIMA 
Secara umum model Box – Jenkins (ARIMA) dapat dirumuskan 
dengan notasi ARIMA (p,d,q). 
Dimana dalam hal ini: 
p = orde atau derajat autoregressive (AR) 
d = orde atau derajat differencing 
  
q = orde atau derajat moving average (MA) 
 
Hubungan antara metode ARIMA dengan model ARIMA adalah model 
ARIMA merupakan bagian dari metode ARIMA (Sugiarto dan 
Harijono,2000:177). Menurut model Box – Jenkins secara umum model 
ARIMA terdiri dari :  
1. Model Autoregressive (AR) 
Model AR adalah model yang menerangkan bahwa variabel dependent 
dipengaruhi oleh variabel dependent itu sendiri (Sugiarto dan 
Harijono,2000:177). 
 
Bentuk umum dari model autoregressive (AR) adalah sebagai berikut: 
𝒀𝒕 = ∅𝟎 + ∅𝟏𝒀𝒕−𝟏 + ⋯ + ∅𝒑𝒀𝒕−𝒑 + 𝜺𝒕 (2.1) 
 
Dimana: 
𝒀𝒕  : Variabel dependent pada waktu t. 
∅𝟎 : Intersep. 
Yt-p : nilai variabel dependent pada waktu t. 
Ø : parameter autoregressive. 
et : nilai kesalahan/residual pada waktu t. 
2. Model Moving Average (MA) 
Perbedaan model AR dengan MA ada apada jenis variabel independentnya. 
Bila variabel model MA yang menjadi variabel independent adalah residual 
pada periode sebelumnya,sedangkan pada variabel model AR adalah nilai 
dari variabel independentnya. 
Menurut Sugiarto dan Harijono (2000: 179), bentuk umum dari model 
moving average (MA) adalah sebagai berikut: 
𝒀𝒕 = 𝑾𝟎 + 𝓔𝒕 − 𝑾𝟏𝓔𝒕−𝟏 − 𝑾𝟐𝓔𝒕−𝟐−… − 𝑾𝒒𝓔𝒕−𝒑 (2.2) 
 
Dimana: 
  𝒀𝒕    :Variabel dependent pada waktu t. 
  𝓔𝒕−𝟏 ,𝓔𝒕−𝟐 ,𝓔𝒕−𝒑  : Residual sebelumnya (lag). 
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𝑾𝟎 ,𝑾𝟏 ,𝑾𝒒   : Koefisien model MA yang menunjukkan bobot 
𝜀𝑡   : Error/residual pada waktu t. 
 
 
 
3. Model Autoregressive Integrated Moving Average (ARIMA) 
Model AR dan MA digabungkan untuk memperoleh model  ARIMA. 
Secara umu model ARIMA mempunai bentuk persamaan sebagai berikut :  
𝒀𝒕 = ∅𝟎 + ∅𝟏𝒀𝒕−𝟏 + ⋯ + ∅𝒑𝒀𝒕−𝒑 + 𝑾𝟏𝜺𝒕−𝟏 − ⋯ − 𝑾𝒑𝜺𝒕−𝒑 +  𝜺𝒕  (2.3) 
 
2.6 Uji Stasioner 
Stasioneritas berarti bahwa tidak terdapat perubahan yang drastis pada data. 
Fluktuasi data berada di sekitar suatu nilai rata-rata yang konstan, tidak tergantung 
pada waktu dan variansi dari fluktuasi tersebut. (Makridakis, 1999). Sekumpulan data 
dinyatakan stasioner jika nilai rata-rata dan variansnya konstan. Kestasioneran data ini 
berkaitan dengan metode estimasi yang digunakan. Tidak stasionernya data akan 
mengakibatkan kurang baiknya model yang diestimasi. Selain itu apabila data yang 
digunakan dalam model ada yang tidak stasioner, maka data tersebut dipertimbangkan 
kembali validitas dan kestabilannya. Salah satu penyebab tidak stasionernya sebuah 
data adalah adanya autokorelasi. Bila data distasionerkan maka autokorelasi akan 
hilang dengan sendirinya, karena itu transformasi data untuk membuat data yang tidak 
stasioner menjadi stasioner sama dengan transformasi data untuk menghilangkan 
autokorelasi.  
Stasioneritas dibagi menjadi 2 yaitu : 
a. Stasioner dalam Rata-Rata (mean) 
Stasioner dalam mean adalah fluktuasi data berada disekitar suatu nilai rata-
rata yang konstan, tidak terhantung pada waktu dan vaiansi dari fluktuasi 
tersebut. Dari benyuk plot data seringkali dapat diketahui bahwa data tersebut 
stasioner atau tidak stasioner. Apabila dilihat dari plot ACF, maka nilai-nilai 
autokorelasi dari data stasioner akan turun menuju nol sesudah time lag 
(selisih waktu) kedua atau ketiga (Wei, 2006). 
 
 
  
b. Stasioner dalam Varians 
Suatu data time series diakatakan stasioner dalam varians apabila struktur 
data dari waktu ke waktu mempunyai fluktuasi data yang tetap atau konstan 
dan tidak berubah-ubah. Secara visual untuk melihat hal tersebut dapat 
dibantu dengan menggunakan plot time series, yaitu dnegan melihat fluktuasi 
data dari waktu ke waktu (Wei, 2006). 
Tabel 1.1 Jenis transformasi dan nilai λ 
Lambda Jenis Transformasi 
-1 1/𝛾𝑡  
-0.5 1/sqrt (𝛾𝑡 ) 
0 Ln (𝛾𝑡 ) 
0.5 Sqrt (𝛾𝑡 ) 
1 Tak ada transformasi (tetap 𝛾𝑡 ) 
(Mohammad As’ad, Sigit Setyo Wibowo, Evy Sophia. 2017) 
2.7 Fungsi Autokorelasi (ACF) dan Autokorelasi Parsial (PACF) 
 Dalam metode time series, alat utama untuk mengidentifikasi model dari data 
yang akan diramalkan adalah dengan menggunakan funsi 
Autokorelasi/Autocorrelation Function (ACF) dan fungsi Autokorelasi Parsial/Partial 
Autocorrelation Function (PACF). 
 Menurut (Wei, 2006: 10) dari proses stasioner suatu data time series (𝑋𝑡) 
diperoleh E 𝑋𝑡 = 𝜇 dan varians Var 𝑋𝑡 = E(𝑋𝑡  −  𝜇 )
2 = 𝜎 2, yang konstan dan 
kovarians Cov(𝑋𝑡 , 𝑋𝑡+𝑘), yang fungsinya hanya pada perbedaan waktu |𝑡 − (𝑡 + 𝑘)|. 
Maka darinitu, hasil tersebut dapat ditulis sebagai kovarians antara 𝑋𝑡 dan 𝑋𝑡+𝑘  
sebagai berikut: 
𝛾𝑘 = 𝐶𝑜𝑣 𝑋𝑡 ,𝑋𝑡+𝑘 = 𝐸 𝑋𝑡 − 𝜇      𝑋𝑡+𝑘 − 𝜇   (2.4) 
dan korelaso antara 𝑋𝑡 , 𝑋𝑡+𝑘  sebagai 
𝜌𝑘 =
𝐶𝑜𝑣 (𝑋𝑡,𝑋𝑡+𝑘)
𝑉𝑎𝑟 (𝑋𝑡)̅̅ ̅̅̅ ̅̅ ̅̅ ̅̅    𝑉𝑎𝑟 (𝑋𝑡+𝑘)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅̅ ̅̅  
=
𝛾𝑘
𝛾0
   (2.5) 
Dimana notasi Var 𝑋𝑡 = Var 𝑋𝑡+𝑘  = 𝛾0 . Sebagai fungsi dari k, 𝛾𝑘  disebut fungsi 
autokovarians dan 𝜌𝑘 disebut fungsi autokorelasi(ACF), dalam analisis time series 𝛾𝑘  
dan 𝜌𝑘 menggambarkan kovarian dan korelasi antara 𝑋𝑡  dan 𝑋𝑡+𝑘 dari proses yang 
sama, hanya dipisahkan oleh lag ke-k. 
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 Fungsi autokovarians sampel dan fungsi autokorelasi sampel dapat ditulis 
sebagai berikut: 
𝛾𝑘 =
1
𝑡
   𝑋𝑡 − 𝑋    𝑋𝑡+𝑘 − 𝑋𝑡=1
𝑇−𝑘   (2.6) 
dan  
𝜌𝑘 =
𝛾𝑘
𝛾0
=
 𝑋𝑡−𝑋    𝑋𝑡+𝑘 −𝑋𝑡 =1
𝑇−𝑘
  𝑋𝑡−𝑋
2
𝑡=1
𝑇 , 𝑘 = 0,1,2, …    (2.7) 
dengan 
𝑋 =
1
𝑇
   𝑋𝑡𝑡=1
𝑇  
 Fungsi autokovarians 𝛾𝑘  dan fungsi 𝜌𝑘 memiliki sifat-sifat sebagai berikut: 
1. 𝛾0 = 𝑉𝑎𝑟  𝑋𝑡  ; 𝜌0 = 1. 
2. |𝛾𝑘 ≤  𝛾0 ; |𝜌𝑘|  ≤ 1. 
3. 𝛾𝑘 = 𝛾−𝑘  dan 𝜌𝑘 = 𝜌−𝑘  untuk semua k, 𝛾𝑘  dan 𝜌𝑘 adalah fungsi yang sama 
dan simetrik lag k = 0. Sifat tersebut diperoleh dari perbedaan waktu antara 
𝑋𝑡  dan 𝑋𝑡+𝑘. Oleh sebab itu, dungsi autokorelasi sering hanya diplotkan 
untuk lag nonnegatif. Plot tersebut terkadang disebut Korrelogram. 
 
 Plot ACF dan grafik PACF, dapat digunakan untuk menentukan orde model 
ARIMA. Secara umum, dapat digunakan untuk mengidentifikasi tingkat p dan q dari 
suatu data deret waktu berdasarkan bentuk ACF dan PACF taksirannya. Menentukan 
nilai p dan q melalui plot ditentukan oleh : 
Tabel 2.2 Penentuan order AR(p), MA(q) atau ARMA(p,q) 
Proses 
Autocorrelation 
Function 
(ACF) 
Partial 
Autocorrelation 
Function 
(PACF) 
AR (p) 
Turun menuju 
nol (secara 
exponensial) 
atau mengikuti 
pola gelombang 
sinus (dies 
down) 
Terputus 
seketika menuju 
nol setelah lag p 
(cuts off after 
lag p). 
MA 
(q) 
Terputus 
seketika menuju 
nol setelah lag q 
(cuts off after 
lag q). 
Turun menuju 
nol (secara 
exponensial) 
atau mengikuti 
pola gelombang 
sinus (dies 
down). 
ARMA 
(p,q) 
Turun menuju 
nol 
Turun menuju 
nol 
(Mohammad As’ad, Sigit Setyo Wibowo, Evy Sophia. 2017) 
  
 
2.8 Estimasi Parameter Model 
Setelah dilakukan identifikasi model, maka parameter-parameter model harus 
diduga melalui data yang ada. Semua model ARIMA dapat dikembalikan ke betuk 
ARMA (p,q). Bentuk peramalannya adalah:  
𝑋𝑡 =  𝜙0 + 𝜙1 𝑋𝑡−1 + 𝑒𝑡 − 𝜃1𝑒𝑡−1     (2.8) 
𝑋 = 𝜙0 + 𝜙1 𝑋𝑡−1 − 𝜃1 𝑒𝑡−1 
 
2.9 Uji Signifikansi Parameter Model 
Menurut Nuri Wahyuningsih, Sri Suprapti, Sinar Dwi Amutu (2017), 
Prosedur model ARIMA Box-Jenkins meliputi tiga tahapan yaitu identifikasi, 
estimasi dan pengujian parameter model, dan pemeriksaan diagnostik. Pada tahap 
identifikasi dilakukan plot time series, uji stasioneritas terhadap mean dan variansi, 
plot ACF dan plot PACF. Hasil dari tahapan ini adalah penetapan model sementara. 
Untuk pengujian signifikansi paramter model, adalah sebagai berikut:  
Hipotesis: 
H0 : Estimasi Parameter = 0 (parameter model tidak signifikan) 
H1 : Estimasi Parameter ≠ 0 (parameter model signifikan) 
Statistik uji :  
𝑡ℎ𝑖𝑡𝑢𝑛𝑔  = 
𝐸𝑠𝑡𝑖𝑚𝑎𝑠𝑖  𝑃𝑎𝑟𝑎𝑚𝑡𝑒𝑟
𝑠𝑡 .𝑑𝑒𝑣𝑖𝑎𝑠𝑖  𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟
; 𝑠𝑡. 𝑑𝑒𝑣𝑖𝑎𝑠𝑖 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 ≠ 0 (2.9) 
 
Kriteria pengujian : 
Dengan 𝛼 = 0.05 jika |𝑡ℎ𝑖𝑡𝑢𝑛𝑔 | > 𝑡𝛼
2
;𝑛−𝑝−1 ,maka 𝐻0 ditolak yang artinya 
parameter model signifikan. Atau jika p-value < 𝛼 maka 𝐻0 ditolak yang 
artinya parameter model signifikan.  
 
2.11 Kriteria Kebaikan Model 
  Dalam menentukan kebaikan model, dapat menggunakan metode untuk 
mengevaluasi peramalan. Di penelitian ini menggunakan metode AIC,BIC, dan 
RMSE. 
 
a. AIC (Akaike Information Criterion) 
Menurut Ratih Nurmalasari,Dwi Ispriyanti, Sudarno (2017) pemilihan 
model terbaik berdasarkan kriteria AIC dilakukan dengan memilih model 
yang memiliki nilai AIC terkecil. Rumus AIC yaitu sebagai berikut: 
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𝐴𝐼𝐶(𝑃∗) =
−2 ln 𝐿(𝑃∗)
𝑛
+
2𝑝∗
𝑛
   (2.12) 
 
Dimana: 
 
ln L(𝑃∗) : Nilai maksimum likelihood yang mengandung 𝑃∗ variabel 
prediktor 
 𝑃∗  : jumlah parameter 𝛽 dimana 𝑃∗ = 0,1,2, ... ,p  
n  : adalah ukuran sampel. 
 
b. BIC (Bayesian Information Criterion) 
BIC (Bayesian Information Criterion) merupakan salah satu kriteria 
informasi. Pada pemilihan model ekonomi, BIC adalah kriteria pemilihan 
yang digunakan. BIC umumnya digunakan sebagai salah satu kriteria 
pemilihan model terbaik pada kasus time series atau multivariate. Kriteria 
informasi dibangun dari log maximum likelihood dan dimensi mdoel. BIC 
melengkapi kriteria informasi untuk kasus dengan jumlah data sampel yang 
besar(Rifdatun Ni’mah dan Nur Irawan, 2013). 
 
 
c. RMSE (Root Mean Square Root) 
Menurut Alda Raharja, Wiwik Anggraeni, S.Si,M.Kom, Retno Aulia 
Vinarti, S.Kom (2013) cara yang cukup sering digunakan dalam 
mengevaluasi hasil peramalan yaitu Mean Squared Error (MSE). Dengan 
menggunakan MSE, Error yang ada menunjukkan seberapa besar 
perbedaan hasil estimasi dengan hasil yang akan diestimasi. Hal yang 
membuat berbeda karena adanya keacakan pada data atau karena tidak 
mengandung estimasi yang lebih akurat. 
 
𝑀𝑆𝐸 =
1
𝑛
 ∑ (𝑦𝑡 − ?̂?𝑡)
2𝑁
𝑡=ℎ   (2.13) 
 
Dimana :  
 
MSE : Mean Square Error. 
N  : Jumlah Sampel. 
𝑦𝑡  : Nilai Aktual Indeks. 
?̂?𝑡  : Nilai Prediksi Indeks. 
 
RMSE merupakan mengakarkan nilai dari MSE yang sudah dicari 
sebelumnya. RMSE digunakan untuk mencari keakuratan hasil peramalan 
dengan data history dengan rumus. Semakin kecil nilai yang dihasilkan 
semakin bagus pula hasil peramalan yang dilakukan. 
 
𝑅𝑀𝑆𝐸 = √
∑(𝑦𝑡−𝑦𝑡)
2
𝑛
   (2.14)    
 
d. MAPE (Mean Absolute Percentage Error) 
MAPE merupakan ukuran kesalahan relativ. MAPE menyatakan 
persentase hasil permalan terhadap permintaan aktual selama periode 
tertentu yang akan memberikan informasi persentase kesalahan terlalu 
  
tinggi atau terlalu rendah. Secara matematis, MAPE dinyatakan sebagai 
berikut(Ni Luh Ayu Kartika Yunitasari, 2014):  
 
𝑀𝐴𝑃𝐸 = (
100
𝑛
)Σ |𝐴𝑡 −
𝐹𝑡
𝐴𝑡
|    (2.15) 
 
 
Dimana : 
At : Permintaan aktual pada periode –t. 
Ft : Peramalan permintaan (Forecast) pada periode –t 
N : Jumlah periode peramalan yang terlibat. 
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BAB 3 
METODOLOGI PENELITIAN 
 
3.1 Wilayah dan Jadwal Penelitian 
Penelitian ini dilakukan di Jakarta.Penelitian dilaksanakan sejak bulan Oktober 
2018 sampai dengan bulan Januari 2019. Data yang digunakan dari website resmi 
Badan Pusat Statistik (BPS). 
 
3.2 Populasi dan Sampel 
Populasi pada penelitian ini adalah seluruh rata – rata harga beras di tingkat 
perdangan besar/grosir Indonesia. Sampel yang digunakan dalam penelitian ini adalah 
data dari bulan Januari tahun 2010 sampai dengan bulan November tahun 2018. 
 
3.3 Sumber Data 
Sumber data pada penelitian ini adalah data sekunder. Sumber data didapat dari 
website resmi Badan Pusat Statistik (BPS). 
 
3.4 Variabel Penelitian 
Variabel yang digunakan dalam penelitian ini adalah rata – rata harga beras di 
tingkat perdangan besar/grosir Indonesia. Data yang digunakan adalah data rata – rata 
harga beras di tingkat perdangan besar/grosir Indonesia dari bulan Januari tahun 2010 
sampai dengan bulan November tahun 2018 
 
3.5 Metode Analisis Data 
Sebelum diolah ke permodelan dan peramalan data rata – rata harga beras 
Indonesia dilakukan analisis yaitu plot time series, boxplot, dan perhitungan analisis 
deskriptif. Teknik atau metode yang digunakan dalam penelitian ini adalah ARIMA 
(Autoregressive Integrated Moving Average)  
 
 
 
 
 
  
3.6 Langkah – Langkah Penelitian 
Langkah – langkah penelitian dalam analisis ini sebagai berikut :  
a. Langkah pertama adalah membuat plot time series dari data. 
b. Langkah kedua adalah lakukan uji stasioner terhadap variance dengan 
menggunakan Power Transform. Jika setelah diuji data belum 
stasioner, maka perlu melakukan transformasi. 
c. Langkah ketiga adalah lakukan uji stasioner terhadap mean (rata-rata) 
dengan Adf Test (Augmented Dickey – Fuller Test). Jika setelah diuji 
data belum stasioner, perlu melakukan differencing atau pembedaan. 
d. Langkah keempat adalah membuat plot ACF dan PACF dari data yang 
sudah stasioner dalam variance dan mean (rata-rata). 
e. Langkah kelima adalah estimasi parameter dari model yang sudah 
didapat. 
f. Langkah keenam adalah uji signifikansi parameter pada model yang 
sudah didapat. 
g. Langkah ketujuh adalah lakukan pengujian asumsi residual White 
Noise dan asumsi residual normal. 
h. Langkah kedelapan adalah menentukan model terbaik dengan kriteria 
kebaikan model. 
i. Langkah kesembilan adalah lakukan peramalan dengan model terbaik. 
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3.7 Kerangka Berpikir 
 
Gambar 3.1 Kerangka Berpikir 
 
Kerangka berpikir merupakan tahapan logis dalam penelitian yang dibuat 
dalam bentuk diagram pada Gambar 3.1 Memiliki tujuan untuk memberikan 
penjelasan secara garis besar tahapan penelitian yang akan dilakukan. Berikut adalah 
tahapan dalam kerangka berpikir : 
a. Identifikasi Masalah 
Identifikasi masalah dengan mengumpulkan informasi yang dibutuhkan 
dalam penelitian berdasarkan latar belakang. Merumuskan masalah yang 
timbul dan menentukan batasan masalah. 
b. Studi Literatur 
Studi literatur dengan melakukan pengumpulan informasi dari jurnal, 
artikel, buku secara fisik maupun non fisik yang berkaitan dengan ARIMA, 
,R Language, dan R shiny.  
 
 
  
c. Permodelan Statistik dan Uji Model 
Data yang telah diambil dilakukan analisis dengan menggunakan program 
R, tahapan yang pertama dilakukan adalah melakukan uji deskriptif, 
melukan uji kestasioneritas dalam varian dan rata-rata, jika tidak 
memenuhi uji stasioner dalam varian maka harus dilakukan transformasi 
terhadap data, jika data tidak stsioner dalam rata-rata maka harus dilakukan 
pembedaan atau differencing terhadap data, menampilkan plot ACF dan 
PACF dengan menggunakan data yang sudah stasioner, menentukan 
beberapa kemungkinan model, melakukan uji signifikansi parameter, 
melakukan uji asumsi whitenoise dan normal, melakukan uji krieria 
kebaikan model untuk menentukan model yang terbaik untuk bahan 
peramalan. Menentukan nilai alpha, membuat forecast dari data, 
menghitung nilai eror, menentukan model terbaik dengan kriteria kebaikan 
model. 
a. Perancangan Perangkat Lunak 
Pada tahap ini setelah melakukan analisis data menggunakan program 
R, selanjutnya membuat system berbasis web untuk mempermudah 
dalam melakukan peramalan. Dalam perancangan ini peneliti 
menggunakan R shiny. 
b. Pengujian dan Evaluasi 
Pengujian dilakukan dengan menggunakan data harga beras Indonesia 
di tingkat perdagangan besar/grosir3ee. Setelah melakukan pengujian 
hasil output R, melakukan penentuan model terbaik dan interpretasi 
hasil analisis, kemudian melakukan peramalan.  
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BAB 4 
HASIL ANALISIS DAN PEMBAHASAN 
 
 
4.1 Analisis ARIMA  
 Di bagian ini akan ditampilkan mengenai data penelitian ini untuk 
memberikan gambaran, data yang diteliti apakah memiliki pola seasonal atau tidak 
dengan melihat pada gambar plot time series berikut ini : 
 
Gambar 4.1 Plot Time Series 
 
Dari hasil diatas, maka didapat hasil bahwa data cenderung terus naik setiap 
tahunnya, data tidak ada pola seasonal. 
 
Selanjutnya peneliti melakukan analisis pada data ini apakah ada outlier atau 
tidak dengan Boxplot. 
 
Gambar 4.2 Boxplot Data 
 
Gambar diatas menjelaskan bahwa tidak ada outlier pada data rata – rata harga 
beras Indonesia di tingkat perdagangan besar/grosir.  
  
Arima memiliki beberapa tahap pengujian sebagai Berikut :  
4.1.1 Uji Stasioner 
a. Uji Stasioner secara Variance 
Pengujian pertama adalah menguji data secara variance dan di 
analisis menggunakan PowerTransform dengan hipotesis sebagai 
berikut: 
H0: λ = 1,  
Data bersifat stasioner terhadap variance. 
H1: λ ≠ 1,  
Data tidak berifat stasioner terhadap variance. 
Tolak H0 , jika p-value < α . 
 
Dari hasil perhitungan yang telah didapat oleh peneliti dengan 
menggunakan power transform adalah data bersifat stasioner 
terhadap variance. 
Peneliti menggunakan α = 0,05 dan didapat p-value sebesar 0.6047, 
yang mana dapat disimpulkan bahwa p-value(0.6047) > α(0.05) 
yaitu Gagal Tolak H0 artinya data bersifat stasioner terhadap 
variance. Dan hasil nilai lambda adalah 1.327432.  
 
b. Uji Stasioner secara mean  
Pengujian selanjutnya adalah pengujian data stasioner secara mean, 
pengujian  ini menggunakan ADF-test(Augmented Dickey-Fuller 
test) dengan hipotesis sebagai berikut : 
 
H0: P-value > α  
Data tidak stasioner terhadap mean  
H1: P-value < α 
Data stasioner terhadap mean 
Tolak H0, jika p-value < α. 
 
Setelah dilakukan perhitungan, peneliti mendapatkan hasil dengan 
perhitungan menggunakan ADF-test(Augmented Dickey-Fuller 
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test) yaitu 0.635. Peneliti menggunakan α = 0,05 dan dapat 
disimpulkan bahwa p-value > 0.05 yang artinya adalah gagal tolak 
H0 atau data tidak stasioner terhadap mean. 
c. Proses Differencing 
Pada proses di point b didapat bahwa data tidak stasioner, dengan 
ini maka harus dilanjutkan ke tahap berikutnya yaitu proses 
differencing. Proses differencing ini dilakukan karena jika data 
tidak stasioner terhadap mean maka wajib dilakukan proses 
differencing agar data menjadi bersifat stasioner terhadap mean. 
 
Setelah peneliti melakukan differencing, peneliti melakukan 
kembali analisis menggunakan ADF-test(Augmented Dickey-
Fuller test) dan didapat p-value 0.01. Hasil dari p-value tersebut di 
bandingkan kembali dengan hipotesis sebagai berikut :  
 
H0: P-value > α  
Data tidak stasioner terhadap mean  
H1: P-value < α 
Data stasioner terhadap mean 
Tolak H0, jika p-value < α. 
 
Peneliti menggunakan α = 0.05 dan dapat disimpulkan bahwa p-
value(0.01) < 0.05 yang artinya adalah tolak H0 atau data stasioner 
terhadap mean. 
 
4.1.2 Pemodelan ARIMA 
 Data yang sudah stasioner maka dibuat plot ACF dan PACF. Untuk 
mengetahui orde (p,d,q) pada ARIMA. Berikut ini gambar plot ACF dan PACF 
dari data yang sudah di-differencing : 
 Sebelumnya peneliti sudah melakukan uji stasioner dan data sudah 
stasioner di pengujian stasioner. Pengujian stasioner pertama yang dilakukan 
adalah pengujian stasioner secara variance dan didapat data bersifat stasioner 
secara variance. Pengujian stasioner selanjutnya adalah pengujian stasioner 
secara mean dan didapat data tidak stasioner terhadap mean, selanjutnya 
  
peneliti melakukan proses differencing  sebesar 1 agar menjadi stasioner. 
setelah di uji kembali dan didapat data stasioner terhadap mean. Selanjutnya 
setelah data sudah stasioner,  buat plot ACF dan PACF. Gambar plot ACF dan 
PACF sebagai berikut :  
 
Gambar 4.3 Plot ACF 
 
 
Gambar 4.4 Plot PACF 
 
Plot ACF dan PACF di atas adalah hasil dari differencing data terlihat bahwa 
ACF signifikan pada time lag ke-4 dan dari plot PACF dapat dilihat bahwa nilai PACF 
atau autokorelasi parsial signifikan pada time lag ke-4. Sehingga diperoleh orde p = 4, 
d = 1, dan q = 4. Dari orde yang telah didapat, terdapat pula model lain yang terbentuk. 
 
Model  ARIMA yang terbentuk 24 kombinasi, yaitu :  
• ARIMA (4,1,4) 
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• ARIMA (3,1,4) 
• ARIMA (3,1,3) 
Setelah menentukan model lain yang terbentuk, selanjutnya adalah 
memodelkan ARIMA dari setiap model.  
 
4.1.3 Model ARIMA 
Hasil analisisnya adalah sebagai berikut : 
Tahap ini dilakukan estimasi parameter dan melakukan uji signifikansi 
parameter. Selanjutnya dilakukan uji asumsi residual White Noise dan residual 
normal. Hasil analisisnya adalah sebagai berikut : 
a. Estimasi Parameter dan Uji Signifikansi 
Uji signifikansi memiliki hipotesis sebagai berikut : 
H0 : θ = 0 Variabel tidak signifikan 
H1 : θ ≠ 0 Variabel signifikan 
Tolak H0, jika thitung <= -𝑡𝛼
2
;𝑛−𝑝 atau thitung > 𝑡𝛼
2
;𝑛−𝑝 . 
• ARIMA (0,1,4) 
Tabel 4.1 Estimasi Paremeter dan Uji Signifikansi ARIMA (0,1,4) 
 Coefficient 
Standard 
Error 
Thitung 𝑡𝛼
2
;𝑛−𝑝
 Kesimpulan 
Ma (1) 0.3729 0.0952 3.917016807 1.98260 Tolak H0 
Ma (2) 0.2534 0.0979 2.588355465 1.98260 Tolak H0 
Ma (3) 0.0955 0.1034 0.923597679 1.98260 
Gagal 
Tolak H0 
Ma (4) -0.2649 0.0889 2.979752531 1.98260 Tolak H0 
 
Dari hasil analisis pada Tabel 4.1 maka dapat disimpulkan untuk 
ARIMA (0,1,4) memiliki koefisien Ma (1) dengan nilai 0.3729 dan 
nilai standart error 0.0952, dapat dihitung untuk nilai Ttabel 
dengan membagi koefisien dan standart error yang didapat adalah 
3.917016807. Mencari nilai Ttabel dengan rumus 𝑡𝛼
2
;𝑛−𝑝 
menghasilkan nilai yaitu 1.98260 dan jika di bandingkan dengan 
Thitung maka memiliki kesimpulan Tolak H0 atau variable 
signifikan. 
Ma (2) dengan nilai 0.2534 dan nilai standart error 0.0979, dapat 
dihitung untuk nilai Ttabel dengan membagi koefisien dan standart 
error yang didapat adalah 2.588355465. Mencari nilai Ttabel 
  
dengan rumus 𝑡𝛼
2
;𝑛−𝑝 menghasilkan nilai yaitu 1.98260 dan jika di 
bandingkan dengan Thitung maka memiliki kesimpulan Tolak H0 
atau variable signifikan. 
Ma (3) dengan nilai 0.0955 dan nilai standart error 0.1034, dapat 
dihitung untuk nilai Ttabel dengan membagi koefisien dan standart 
error yang didapat adalah 0.923597679. Mencari nilai Ttabel 
dengan rumus 𝑡𝛼
2
;𝑛−𝑝 menghasilkan nilai yaitu 1.98260 dan jika di 
bandingkan dengan Thitung maka memiliki kesimpulan Gagal 
Tolak H0 atau variable tidak signifikan. 
Ma (4) dengan nilai -0.2649 dan nilai standart error 0.0889, dapat 
dihitung untuk nilai Ttabel dengan membagi koefisien dan standart 
error yang didapat adalah -2.979752531 dan dapat di absolut 
menjadi 2.979752531. Mencari nilai Ttabel dengan rumus 𝑡𝛼
2
;𝑛−𝑝 
menghasilkan nilai yaitu 1.98260 dan jika di bandingkan dengan 
Thitung maka memiliki kesimpulan Tolak H0 atau variable 
signifikan. 
 
• ARIMA (4,1,3) 
Tabel 4.2 Estimasi Paremeter dan Uji Signifikansi ARIMA (4,1,3) 
 Coefficient 
Standard 
Error 
Thitung 𝑡𝛼
2
;𝑛−𝑝
 Kesimpulan 
Ar (1) -0.2945 0.3242 0.908389883 1.98326 
Gagal 
Tolak H0 
Ar (2) -0.3216 0.1864 1.725321888 1.98326 
Gagal 
Tolak H0 
Ar (3) 0.1475 0.2340 0.63034188 1.98326 
Gagal 
Tolak H0 
Ar (4) -0.2174 0.1474 1.474898236 1.98326 
Gagal 
Tolak H0 
Ma(1) 0.6624 0.3272 2.024449878 1.98326 Tolak H0 
Ma(2) 0.6860 0.2463 2.785221275 1.98326 Tolak H0 
Ma(3) 0.1137 0.3041 0.373890168 1.98326 
Gagal 
Tolak H0 
 
Dari hasil analisis pada Tabel 4.2 maka dapat disimpulkan untuk 
ARIMA (4,1,3) memiliki koefisien Ar (1) dengan nilai -0.2945 dan 
nilai standart error 0.3242, dapat dihitung untuk nilai Ttabel 
dengan membagi koefisien dan standart error yang didapat adalah 
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-0.908389883. Mencari nilai Ttabel dengan rumus 𝑡𝛼
2
;𝑛−𝑝 
menghasilkan nilai yaitu 1.98326 dan jika di bandingkan dengan 
Thitung maka memiliki kesimpulan Gagal Tolak H0 atau variable 
tidak signifikan. 
Ar (2) dengan nilai -0.3216 dan nilai standart error 0.1864, dapat 
dihitung untuk nilai Ttabel dengan membagi koefisien dan standart 
error yang didapat adalah -1.725321888 dan di absolut menjadi 
1.725321888. Mencari nilai Ttabel dengan rumus 𝑡𝛼
2
;𝑛−𝑝 
menghasilkan nilai yaitu 1.98326 dan jika di bandingkan dengan 
Thitung maka memiliki kesimpulan Gagal Tolak H0 atau variable 
tidak signifikan. 
Ar (3) dengan nilai 0.1475 dan nilai standart error 0.2340, dapat 
dihitung untuk nilai Ttabel dengan membagi koefisien dan standart 
error yang didapat adalah 0.63034188. Mencari nilai Ttabel dengan 
rumus 𝑡𝛼
2
;𝑛−𝑝 menghasilkan nilai yaitu 1.98326 dan jika di 
bandingkan dengan Thitung maka memiliki kesimpulan Gagal 
Tolak H0 atau variable tidak signifikan. 
Ar (4) dengan nilai -0.2174 dan nilai standart error 0.1474, dapat 
dihitung untuk nilai Ttabel dengan membagi koefisien dan standart 
error yang didapat adalah -1.474898236 dan di absolut menjadi 
1.474898236. Mencari nilai Ttabel dengan rumus 𝑡𝛼
2
;𝑛−𝑝 
menghasilkan nilai yaitu 1.98326 dan jika di bandingkan dengan 
Thitung maka memiliki kesimpulan Gagal Tolak H0 atau variable 
tidak signifikan. 
Ma (1) dengan nilai 0.6624 dan nilai standart error 0.3272, dapat 
dihitung untuk nilai Ttabel dengan membagi koefisien dan standart 
error yang didapat adalah 2.024449878. Mencari nilai Ttabel 
dengan rumus 𝑡𝛼
2
;𝑛−𝑝 menghasilkan nilai yaitu 1.98326 dan jika di 
bandingkan dengan Thitung maka memiliki kesimpulan Tolak H0 
atau variable signifikan. 
Ma (2) dengan nilai 0.6860 dan nilai standart error 0.2463, dapat 
dihitung untuk nilai Ttabel dengan membagi koefisien dan standart 
  
error yang didapat adalah 2.785221275. Mencari nilai Ttabel 
dengan rumus 𝑡𝛼
2
;𝑛−𝑝 menghasilkan nilai yaitu 1.98326 dan jika di 
bandingkan dengan Thitung maka memiliki kesimpulan Tolak H0 
atau variable signifikan. 
Ma (3) dengan nilai 0.1137 dan nilai standart error 0.3041, dapat 
dihitung untuk nilai Ttabel dengan membagi koefisien dan standart 
error yang didapat adalah 0.373890168. Mencari nilai Ttabel 
dengan rumus 𝑡𝛼
2
;𝑛−𝑝 menghasilkan nilai yaitu 1.98326 dan jika di 
bandingkan dengan Thitung maka memiliki kesimpulan Gagal 
Tolak H0 atau variable tidak signifikan. 
 
 
 
 
• ARIMA (3,1,3) 
Tabel 4.3 Estimasi Paremeter dan Uji Signifikansi ARIMA (3,1,3) 
 Coefficient 
Standard 
Error 
Thitung 𝑡𝛼
2
;𝑛−𝑝
 Kesimpulan 
Ar (1) -0.3192 0.0921 3.465798046 1.98304 Tolak H0 
Ar (2) -0.3392 0.0830 4.086746988 1.98304  Tolak H0  
Ar (3) -0.6194 0.0912 6.791666667 1.98304 Tolak H0 
Ma(1) 0.6604 0.0481 13.72972973 1.98304 Tolak H0 
Ma(2) 0.6914 0.0531 13.02071563 1.98304 Tolak H0 
Ma(3) 0.9764 0.0624 15.6474359 1.98304 Tolak H0 
 
Dari hasil analisis pada Tabel 4.3 maka dapat disimpulkan untuk 
ARIMA (3,1,3) memiliki koefisien Ar (1) dengan nilai -0.3192 dan 
nilai standart error 0.0921, dapat dihitung untuk nilai Ttabel 
dengan membagi koefisien dan standart error yang didapat adalah 
-3.465798046 dan di absolut menjadi 3.465798046. Mencari nilai 
Ttabel dengan rumus 𝑡𝛼
2
;𝑛−𝑝 menghasilkan nilai yaitu 1.98304 dan 
jika di bandingkan dengan Thitung maka memiliki kesimpulan 
Tolak H0 atau variable signifikan. 
Ar (2) dengan nilai -0.3392 dan nilai standart error 0.0830, dapat 
dihitung untuk nilai Ttabel dengan membagi koefisien dan standart 
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error yang didapat adalah -4.086746988 dan di absolut menjadi 
4.086746988. Mencari nilai Ttabel dengan rumus 𝑡𝛼
2
;𝑛−𝑝 
menghasilkan nilai yaitu 1.98304 dan jika di bandingkan dengan 
Thitung maka memiliki kesimpulan Tolak H0 atau variable 
signifikan. 
Ar (3) dengan nilai -0.6194 dan nilai standart error 0.0912, dapat 
dihitung untuk nilai Ttabel dengan membagi koefisien dan standart 
error yang didapat adalah -6.791666667 dan di absolut menjadi 
6.791666667. Mencari nilai Ttabel dengan rumus 𝑡𝛼
2
;𝑛−𝑝 
menghasilkan nilai yaitu 1.98304 dan jika di bandingkan dengan 
Thitung maka memiliki kesimpulan Tolak H0 atau variable 
signifikan. 
Ma (1) dengan nilai 0.6604 dan nilai standart error 0.0481, dapat 
dihitung untuk nilai Ttabel dengan membagi koefisien dan standart 
error yang didapat adalah 13.72972973. Mencari nilai Ttabel 
dengan rumus 𝑡𝛼
2
;𝑛−𝑝 menghasilkan nilai yaitu 1.98304 dan jika di 
bandingkan dengan Thitung maka memiliki kesimpulan Tolak H0 
atau variable signifikan. 
Ma (2) dengan nilai 0.6914 dan nilai standart error 0.0531, dapat 
dihitung untuk nilai Ttabel dengan membagi koefisien dan standart 
error yang didapat adalah 13.02071563. Mencari nilai Ttabel 
dengan rumus 𝑡𝛼
2
;𝑛−𝑝 menghasilkan nilai yaitu 1.98304 dan jika di 
bandingkan dengan Thitung maka memiliki kesimpulan Tolak H0 
atau variable signifikan. 
Ma (3) dengan nilai 0.9764 dan nilai standart error 0.0624, dapat 
dihitung untuk nilai Ttabel dengan membagi koefisien dan standart 
error yang didapat adalah 15.6474359. Mencari nilai Ttabel dengan 
rumus 𝑡𝛼
2
;𝑛−𝑝 menghasilkan nilai yaitu 1.98304 dan jika di 
bandingkan dengan Thitung maka memiliki kesimpulan Tolak H0 
atau variable signifikan. 
 
 
  
• ARIMA (2,1,3) 
Tabel 4.4 Estimasi Paremeter dan Uji Signifikansi ARIMA (2,1,3) 
 Coefficient 
Standard 
Error 
Thitung 𝑡𝛼
2
;𝑛−𝑝
 Kesimpulan 
Ar (1) -0.7217 0.2391 3.018402342 1.98282 Tolak H0 
Ar (2) -0.4653 0.2436 1.910098522 1.98282 
Gagal 
Tolak H0 
Ma(1) 1.0877 0.2238 4.860142985 1.98282 Tolak H0 
Ma(2) 0.9899 0.2290 4.322707424 1.98282 Tolak H0 
Ma(3) 0.4708 0.0954 4.935010482 1.98282 Tolak H0 
 
Dari hasil analisis pada Tabel 4.4 maka dapat disimpulkan untuk 
ARIMA (2,1,3) memiliki koefisien Ar (1) dengan nilai -0.7217 dan 
nilai standart error 0.2391, dapat dihitung untuk nilai Ttabel 
dengan membagi koefisien dan standart error yang didapat adalah 
-3.018402342 dan di absolut menjadi 3.018402342. Mencari nilai 
Ttabel dengan rumus 𝑡𝛼
2
;𝑛−𝑝 menghasilkan nilai yaitu 1.98282 dan 
jika di bandingkan dengan Thitung maka memiliki kesimpulan 
Tolak H0 atau variable signifikan. 
Ar (2) dengan nilai -0.4653 dan nilai standart error 0.2436, dapat 
dihitung untuk nilai Ttabel dengan membagi koefisien dan standart 
error yang didapat adalah -1.910098522 dan di absolut menjadi 
1.910098522. Mencari nilai Ttabel dengan rumus 𝑡𝛼
2
;𝑛−𝑝 
menghasilkan nilai yaitu 1.98282 dan jika di bandingkan dengan 
Thitung maka memiliki kesimpulan Gagal Tolak H0 atau variable 
tidak signifikan. 
Ma (1) dengan nilai 1.0877 dan nilai standart error 0.2238, dapat 
dihitung untuk nilai Ttabel dengan membagi koefisien dan standart 
error yang didapat adalah 4.86014298.  Mencari nilai Ttabel 
dengan rumus 𝑡𝛼
2
;𝑛−𝑝 menghasilkan nilai yaitu 1.98282 dan jika di 
bandingkan dengan Thitung maka memiliki kesimpulan Tolak H0 
atau variable signifikan. 
Ma (2) dengan nilai 0.9899 dan nilai standart error 0.2290, dapat 
dihitung untuk nilai Ttabel dengan membagi koefisien dan standart 
error yang didapat adalah 4.322707424. Mencari nilai Ttabel 
dengan rumus 𝑡𝛼
2
;𝑛−𝑝 menghasilkan nilai yaitu 1.98282 dan jika di 
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bandingkan dengan Thitung maka memiliki kesimpulan Tolak H0 
atau variable signifikan. 
Ma (3) dengan nilai 0.4708 dan nilai standart error 0.0954, dapat 
dihitung untuk nilai Ttabel dengan membagi koefisien dan standart 
error yang didapat adalah 4.935010482. Mencari nilai Ttabel 
dengan rumus 𝑡𝛼
2
;𝑛−𝑝 menghasilkan nilai yaitu 1.98282 dan jika di 
bandingkan dengan Thitung maka memiliki kesimpulan Tolak H0 
atau variable signifikan. 
 
• ARIMA (1,1,3) 
Tabel 4.5 Estimasi Paremeter dan Uji Signifikansi ARIMA (1,1,3) 
 Coefficient 
Standard 
Error 
Thitung 𝑡𝛼
2
;𝑛−𝑝
 Kesimpulan 
Ar (1) -0.7069 0.1101 6.420526794 1.98260 Tolak H0 
Ma(1) 1.1244 0.1098 10.24243716 1.98260 Tolak H0 
Ma(2) 0.62332 0.1406 4.433285917 1.98260 Tolak H0 
Ma(3) 0.4611 0.1115 4.135426009 1.98260 Tolak H0 
 
Dari hasil analisis pada Tabel 4.5 maka dapat disimpulkan untuk 
ARIMA (1,1,3) memiliki koefisien Ar (1) dengan nilai -0.7069 dan 
nilai standart error 0.1101, dapat dihitung untuk nilai Ttabel 
dengan membagi koefisien dan standart error yang didapat adalah 
-6.420526794 dan di absolut menjadi 6.420526794. Mencari nilai 
Ttabel dengan rumus 𝑡𝛼
2
;𝑛−𝑝 menghasilkan nilai yaitu 1.98260 dan 
jika di bandingkan dengan Thitung maka memiliki kesimpulan 
Tolak H0 atau variable signifikan. 
Ma (1) dengan nilai 1.1244 dan nilai standart error 0.1098, dapat 
dihitung untuk nilai Ttabel dengan membagi koefisien dan standart 
error yang didapat adalah 10.24243716. Mencari nilai Ttabel 
dengan rumus 𝑡𝛼
2
;𝑛−𝑝 menghasilkan nilai yaitu 1.98260 dan jika di 
bandingkan dengan Thitung maka memiliki kesimpulan Tolak H0 
atau variable signifikan. 
Ma (2) dengan nilai 0.62332 dan nilai standart error 0.1406, dapat 
dihitung untuk nilai Ttabel dengan membagi koefisien dan standart 
error yang didapat adalah 4.433285917. Mencari nilai Ttabel 
  
dengan rumus 𝑡𝛼
2
;𝑛−𝑝 menghasilkan nilai yaitu 1.98260 dan jika di 
bandingkan dengan Thitung maka memiliki kesimpulan Tolak H0 
atau variable signifikan. 
Ma (3) dengan nilai 0.4611 dan nilai standart error 0.1115, dapat 
dihitung untuk nilai Ttabel dengan membagi koefisien dan standart 
error yang didapat adalah 4.135426009. Mencari nilai Ttabel 
dengan rumus 𝑡𝛼
2
;𝑛−𝑝 menghasilkan nilai yaitu 1.98260 dan jika di 
bandingkan dengan Thitung maka memiliki kesimpulan Tolak H0 
atau variable signifikan. 
 
 
• ARIMA (2,1,0) 
Tabel 4.19 Estimasi Paremeter dan Uji Signifikansi ARIMA (2,1,0) 
 Coefficient 
Standard 
Error 
Thitung 𝑡𝛼
2
;𝑛−𝑝
 Kesimpulan 
Ar 
(1) 
0.3288 0.0974 3.375770021 1.98282 Tolak H0 
Ar 
(2) 
0.0403 0.0971 0.415036045 1.98282 
Gagal 
Tolak H0 
 
Dari hasil analisis pada Tabel 4.19 maka dapat disimpulkan untuk 
ARIMA (2,1,0) memiliki koefisien Ar (1) dengan nilai 0.3288 dan 
nilai standart error 0.0974, dapat dihitung untuk nilai Ttabel 
dengan membagi koefisien dan standart error yang didapat adalah 
3.375770021. Mencari nilai Ttabel dengan rumus 𝑡𝛼
2
;𝑛−𝑝 
menghasilkan nilai yaitu 1.98282 dan jika di bandingkan dengan 
Thitung maka memiliki kesimpulan Tolak H0 atau variable 
signifikan. 
Ar (2) dengan nilai 0.0403 dan nilai standart error 0.0971, dapat 
dihitung untuk nilai Ttabel dengan membagi koefisien dan standart 
error yang didapat adalah 0.415036045. Mencari nilai Ttabel 
dengan rumus 𝑡𝛼
2
;𝑛−𝑝 menghasilkan nilai yaitu 1.98282 dan jika di 
bandingkan dengan Thitung maka memiliki kesimpulan Gagal 
Tolak H0 atau variable tidak signifikan. 
b. Uji Asumsi Residual White Noise dan Residual Normal 
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Pada tahap ini model yang sudah melewati uji signifikansi parameter 
dilanjutkan uji asumsi residual White Noise dan residual berdistribusi 
normal. Peneliti menggunkan Box-Ljung test untuk residual White Noise 
dan Shapiro Wilk normality test untuk uji asumsi residual normal. Kedua 
uji asumsi ini memiliki hipotesis sebagai berikut : 
Asumsi Residual White Noise : 
H0 : Residual White Noise 
H1 : Residual tidak White Noise 
Asumsi Residual Normal : 
H0 : Residual berdistribusi normal 
H1 : Residual tidak berdistribusi normal 
 
• ARIMA (0,1,4) 
Tabel 4.21 Uji Asumsi ARIMA (0,1,4) 
 Box-Ljung test Shapiro-Wilk normality test 
ARIMA (0,1,4) 0.4179 0.0003027 
 
Berdasarkan hasil analisis diatas menunjukkan bahwa dengan menggunakan p-
value 0,05 untuk uji asumsi residual Box-Ljung test memiliki nilai 0.4179 dan 
dibandingkan dengan p-value maka hasilnya adalah gagal tolak H0, maka model ini 
memenuhi uji asumsi residual White Noise. Untuk uji residual normal dengan 
menggunakan Shapiro-Wilk normality test menghasilkan p-value 0.0003027, 
dibandingkan dengan p-value maka kesimpulanya adalah tolak H0, yang artinya model 
residual tidak berdistribusi normal.  
 
• ARIMA (4,1,3) 
Tabel 4.22 Uji Asumsi ARIMA (4,1,3) 
 Box-Ljung test Shapiro-Wilk normality test 
ARIMA (4,1,3) 0.4832 0.0008897 
 
Berdasarkan hasil analisis diatas menunjukkan bahwa dengan menggunakan p-
value 0,05 untuk uji asumsi residual Box-Ljung test memiliki nilai 0.4832 dan 
  
dibandingkan dengan p-value maka hasilnya adalah gagal tolak H0, maka model ini 
memenuhi uji asumsi residual White Noise. Untuk uji residual normal dengan 
menggunakan Shapiro-Wilk normality test menghasilkan p-value 0.0008897, 
dibandingkan dengan p-value maka kesimpulanya adalah tolak H0, yang artinya model 
residual tidak berdistribusi normal.  
• ARIMA (3,1,3) 
Tabel 4.23 Uji Asumsi ARIMA (3,1,3) 
 Box-Ljung test Shapiro-Wilk normality test 
ARIMA (3,1,3) 0.6092 0.005339 
 
Berdasarkan hasil analisis diatas menunjukkan bahwa dengan menggunakan p-
value 0,05 untuk uji asumsi residual Box-Ljung test memiliki nilai 0.6092 dan 
dibandingkan dengan p-value maka hasilnya adalah gagal tolak H0, maka model ini 
memenuhi uji asumsi residual White Noise. Untuk uji residual normal dengan 
menggunakan Shapiro-Wilk normality test menghasilkan p-value 0.005339, 
dibandingkan dengan p-value maka kesimpulanya adalah tolak H0, yang artinya model 
residual tidak berdistribusi normal.  
 
Kriteria Kebaikan Model  
 
Dari hasil analisis yang sudah didapat, akan dilakukan proses menentukan 
model terbaik yang digunakan untuk dijadikan bahan peramalan. Peneliti 
menggunakan kriteria kebaikan model yang terdiri dari AIC, MAPE, dan RMSE. 
Dengan menggunakan kriteria kebaikan model ini digunakan untuk memilih model 
mana yang memiliki tingkat kegagalan terendah agar menghasilkan peramalan yang 
akurat. Hasil analisis dan model yang memenuhi adalah sebagai berikut :  
 
Tabel 4.41 Pemilihan Model Terbaik 
Model AIC 
ARIMA 
(0,1,4) 1356,14 
ARIMA 
(4,1,3) 1360,73 
ARIMA 
(3,1,3) 1354,29 
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 Dapa dilihat dari tabel  4.41  bahwa model ARIMA (3,1,3) memiliki 
nilai AIC yang lebih kecil dari model ARIMA lainnya. Suatu kebaikan model 
biasanya dapat dilihat melalui nilai-nilai tersebut, semakin kecil maka semakin baik. 
Maka didapat model terbaik adalah ARIMA (3,1,3) dengan nilai AIC yang lebih 
kecil dibandingkan dengan model ARIMA lainnya. 
 
 Pemodelan ARIMA (3,1,3) sebagai berikut :  
𝑌?̂? =  𝑌𝑡−1 + 0,3192 𝑒𝑡−1 + 0,3392 𝑒𝑡−2 + 0,6194 𝑒𝑡−3 −
0,6624𝑒𝑡−4 − 0,6860 𝑒𝑡−5 − 0.1137𝑒𝑡−6 + 𝑒𝑡  
4.3 Forecasting 
 Setelah didapat model ARIMA yang terbaik, maka model tersebut dapat dijadikan 
bahan dalam permalan untuk periode kedepan. Berdasarkan hasil yang didapat oleh peneliti, 
peneliti mendapatkan model terbaiknya adalah model ARIMA (3,1,3). Maka hasil peramalan 
dengan periode 12 bulan kedepan adalah sebagai berikut: 
Tabel 4.42 Hasil Peramalan Data 
periode Forecast 
1 12209 
2 12218 
3 12170 
4 12061 
5 12106 
6 12159 
7 12194 
8 12137 
9 12111 
10 12117 
11 12159 
12 12160 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
BAB 5 
KESIMPULAN DAN SARAN 
 
5.1 Kesimpulan  
Kesimpulan yang dapat di ambil dari hasil penelitian  ini sebagai berikut: 
1. Hasil pemodelan ARIMA untuk memprediksi rata-rata harga beras 
Indonesia di tingkat perdagangan besar atau grosir diperoleh model 
terbaik yaitu ARIMA (0,1,4) untuk memprediksi rata-rata harga beras 
Indonesia pada periode selanjutnya. Model ARIMA yang terbentuk adalah  
 
𝑌?̂? = 𝑌𝑡−1 − 0,3729 𝑒𝑡−1 − 0,2534 𝑒𝑡−2 − 0,0955 𝑒𝑡−3
+ 0,2649𝑒𝑡−4 + 𝑒𝑡  
 
    
 
2. Dari hasil analisis membandingkan nilai AIC, MAPE dan RMSE dari 
setiap model, nilai terkecil terdapat di model (3,1,3). Akan tetapi model 
tersebut tidak memiliki signifikansi, terdapat model terbaik yaitu ARIMA 
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(0,1,4) yang terkecil kedua dari nilai AIC, MAPE, dan RMSE dan model 
tersebut signifikan. 
 
5.2 Saran 
Berdasarkan kesimpulan diatas, penulis memberikan saran untuk 
pengembangan program aplikasi lebih lanjut atau di masa yang akan datang sebagai 
berikut: 
1. Menambahkan saran model terbaik di program ini, agar user dapat lebih 
cepat menganalisis di program aplikasi ini (contohnya dengan 
menambahkan fungsi auto arima didalam program). 
2. Menambahkan metode analisis lain agar aplikasi ini dapat menganalisis 
data lebih luas. 
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