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ABSTRACT
Airborne remote sensing using imaging spectroscopy and LiDAR (Light Detection and Ranging)
measurements enable us to quantify ecosystem and land surface attributes. In this study we
use high resolution airborne remote sensing to characterize soil attributes and the structure of
vegetation canopy. Soil texture, organic matter, and chemical constituents are critical to ecosystem
functioning, plant growth, and food security. However, most of the soil data available globally are
of coarse resolutions at scales of 1:5 million and lack quantitative information for modeling and
land management decisions at field or catchment scales. Thus the need for a spatially contiguous
quantitative soil information is of immense scientific merit which can be obtained using airborne
and space-borne imaging spectroscopy. Towards this goal we systematically explore the feasibility
of characterizing soil properties from imaging spectroscopy using data driven modeling approaches.
We have developed a modeling framework for quantitative prediction of different soil attributes
using airborne imaging spectroscopy and limited field soil grab sample datasets. The results of our
analysis using fine resolution (7.6m) Airborne Visible/Infrared Imaging Spectrometer (AVIRIS)
data collected over midwestern United States immediately after the large 2011 Mississippi River
flood indicate the feasibility of using the developed models for quantitative spatial prediction of
soil attributes over large areas (> 700 km2) of the landscape. The quantitative predictions reveal
coherent spatial correlations of the difference in constituent concentrations with legacy landscape
features, and immediate disturbances on the landscape due to extreme events. Further for model
validation using independent test data, we demonstrate that the results are better represented as
a probability density function compared to a single validation subset.
We have simulated up-scaled datasets at multiple spatial resolutions ranging from 10m to 90m
from the AVIRIS data, including future space based Hyperspectral Infrared Imager (HyspIRI) like
observations. These datasets are used to investigate the applicability of the developed modeling
framework over increasing spatial resolutions on the characterization of soil constituents. We
ii
have outlined an evaluation framework with a set of metrics that considers the point-scale model
performance as well as the consistency of cross-scale spatial predictions. The results indicate that
the ensemble quantification method is scalable over the entire range of airborne to space-borne
spatial resolutions and establishes the feasibility of quantification of soil constituents from space-
based observations.
Further, we develop a retrieval framework from satellites, which combines the developed mod-
eling framework and spectral similarity measures for global scale characterization of soils using a
weighted constrained optimization framework. The retrieval algorithm takes advantage of the po-
tential of repeat temporal satellite measurements to evolve a dynamic spectral library and improve
soil characterization.
Finally, we demonstrate that in addition to soil constituents, hyperspectral data can add value to
characterizations of leaf area density (LAD) estimations for dense overlapping canopies. We develop
a method for the estimation of the vertical distribution of foliage or LAD using a combination of
airborne LiDAR and hyperspectral data using a feature based data fusion approach. Tree species
classification from hyperspectral data is used to develop a novel ellipsoidal ‘tree shaped’ voxel
approach for characterizing the LAD of individual trees in a riparian forest setting. We found that
the tree shaped voxels represents a more realistic characterization of the upper and middle parts
of the tree canopy in terms of higher LAD values, for trees of different heights in a forest stand.
iii
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CHAPTER 1
INTRODUCTION
1.1 Motivation and Challenges
Soil is the basic natural resource and it plays a fundamental role in ecosystem functioning [1, 2].
The shallow topsoil horizon is the most fertile and the major source of organic matter and plant
nutrients [3]. There is a strong interlinkage between soil properties, soil functions and ecosystem
services including provisioning, regulating, cultural and supporting services (see Fig. 1.1) [4]. Soil
properties such as hydraulic conductivity and soil-water potentials are important parameters for
hydrological modeling [5] and plant-water studies [6]. These properties are directly related to soil
texture [6, 7], which is a key variable in understanding the coupled eco-hydrological relationships
between climate, soil and vegetation. Soil texture is important for the hydrological simulation and
prediction of the occurrence of extreme events such as floods [8]. Thus, the need for spatially
contiguous soil information is of innumerable scientific merit. Remote sensing offers the possibility
of mapping dynamic soil properties over large areas that captures the ever increasing effects of
humans on the ecosystems [9]. It has also contributed immensely to the understanding of other
ecosystem attributes such as biodiversity and vegetation structure over a range of spatial and
temporal scales [10, 11].
Sensors on satellites record signals globally which are a function of wavelength (‘spectral’), angle
(‘directional’), wave polarization, location (‘spatial’) and time (‘temporal’) [12]. In comparison
to multispectral satellite sensors which record broadband measurements, imaging spectroscopy
observes radiances in hundreds of narrow contiguous bands and enables direct identification of the
Earth’s surface materials on the basis of their unique spectral reflectances[13]. There is generally a
tradeoff between the sensor’s spatial and spectral resolutions due to limitations in electronics and
integration times. As such there has been a slow development of space-borne hyperspectral sensors
which have very high spatial resolutions (see Fig. 1.2). However at present imaging spectroscopy
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Figure 1.1: A conceptual diagram representing the linkage between key soil properties and ecosys-
tem services through soil functions for societal benefits and well being of humans.
has been widely adopted in airborne platforms [13] such as the Airborne Visible/Infrared Imaging
Spectrometer (AVIRIS) [14].
The AVIRIS instrument was developed by JPL/NASA for providing high quality data for
supporting earth remote sensing. AVIRIS since its inception has provided hyperspectral data having
high signal-to-noise ratio (SNR) and supports terrestrial remote sensing spanning areas of, ecology,
vegetation physiology [15, 16], geology [17], soils [18], and many others [19]. Apart from AVIRIS,
several new airborne imaging spectrometers have been successfully developed such as CASI, HyMap,
AISA, Hydice, DAIS-7915 etc. Improved availability of airborne imaging spectrometer data has
helped advance terrestrial remote sensing and related sciences mainly in terms of (i) bridging scaling
gaps from ecosystems to molecules, and (ii) assessing surface heterogeneity at high resolutions
including clumping with the combined use of other systems such as Light Detection and Ranging
(LiDAR) [20].
Figure 1.2 demonstrates the spectral, spatial and temporal characteristics of satellite sensors in
the context of terrestrial ecosystems and the hydrologic cycle. Most of the multispectral broadband
satellites provide us land surface information in terms of spectral indices such as the Normalized
Difference Vegetation Index (NDVI) which indicates the degree of presence or absence of vegetation
[21]. However it is non-trivial and challenging to obtain quantitative estimates of land surface at-
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Figure 1.2: Plot of the main spectral and spatial characteristics of the current and proposed
satellite sensors. The color of the bubble denotes the sensors/satellites, which have been plotted
separately based on spatial resolution represented on the ground. The points are jittered for better
representation. There is a need for hyperspectral sensors having high spatial resolutions (top-middle
and left parts of the figure) for quantitative estimation of land surface attributes.
tributes from at-sensor radiance measurements for both multispectral and hyperspectral datasets.
Figure. 1.2 also depicts the gap (top-left) in space-borne hyperspectral sensors having high spatial
resolutions with frequent revisits. In 2007, the National Research Council in its “Decadal Sur-
vey” recognized the need for a global hyperspectral mission and recommended the Hyperspectral
InfraRed Imager (HyspIRI) [22]. In the near-future HyspIRI will enable quantitative estimation
of land surface attributes facilitated by contiguous narrow band spectral observations which are
not provided by current sensors (see Figure. 1.3). Currently the other hyperspectral mission
to be launched in 2018 is the German Environmental Mapping and Analysis Program (EnMAP)
[23]. In this research we focus on the characterization of soil and vegetation structural attributes
from airborne remote sensing and the feasibility of extending the approach to future space-based
observations.
Food production is one of the main ecosystem services provided by soils and food security
depends on well functioning healthy soils. Quantitative soil information is valuable to study the
linkages between soil nutrients (such as nitrogen, phosphorus, potassium), soil carbon, global cli-
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Figure 1.3: Wavelength ranges and band locations for the VSWIR and TIR instruments in HyspIRI
and its comparision with Landsat 7, 8 and ASTER satellites. HyspIRI’s contiguous VSWIR con-
figuration will provide unprecedented opportunity to study compositions of the earth’s surface and
their temporal dynamics.
mate change and food security [24, 25, 9]. Conventionally soil information has been communicated
with the help of qualitative soil maps using polygons with low spatial resolutions [26]. At present
about 109 countries of the world (31% of the ice-free earth’s surface) have conventional soil maps
that are 1:1 million or finer, the rest are reliant on the FAO-UNESCO soil map [26] at scales of
1:5 million, thus there is an urgent need for global high resolution quantitative soil information
[26, 27, 28, 29].
Previous studies indicate that laboratory point spectroscopy can be applied to remote sensing
domains for qualitative and quantitative assessment of soil properties [30, 31, 32]. However low
SNR, atmospheric attenuation and Bidirectional Reflectance Distribution Function (BRDF) effects
poses a challenge for quantitative estimation of soil constituents [33, 34, 35]. Soils are heteroge-
neous, and is a combination of fine spectral fingerprints of minerals, organic matter and functional
groups. These spectral fingerprints are associated with the modes of vibration and overtones of
the fundamentals in the spectral regions [35]. The heterogeneity in the soil composition makes
the combinations of the modes complex and our incomplete physical understanding and knowledge
of these interactions makes it difficult to model the reflectance spectra [35, 36]. This has led to
the development of statistical methods for quantification of different soil textural and chemical at-
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tributes [35, 36]. The prediction using these statistical methods over very large areas characterized
by diverse soil types and low sampling density is still uncertain, it requires validation and is an
active area of research [37].
The methods for the quantification of soil constituents are generally developed for a single
platform or sensor. The effects of spatial resolution must be considered for upscaling quantitative
prediction of soil properties from an airborne to space-borne platform. The applicability of the
prediction algorithm and their robustness for quantification of soil constituents for different spatial
resolutions and cross scale studies requires further research. Further there is a need for research
to take advantage of repeat satellite measurements in the future, with due considerations to the
dynamic nature of soil properties to obtain global scale estimates of the soil constituents.
The combination of multiple sensor datasets from airborne platforms such as LiDAR and imag-
ing spectroscopy can provide unique information that reveal the structural, functional and organis-
mic composition of Earth’s ecosystems [38]. Integrated systems capture LiDAR and hyperspectral
data simultaneously from airplanes [38, 39] and the concept of data fusion can also be applied to
data sets captured separately over the same geographical location [40].
One of the most important parameters used in process based modeling of fluxes from ecosystems
and land-surfaces is the Leaf Area Index (LAI) [41, 42]. LAI is defined as the one sided leaf area per
unit ground area and can be obtained by vertically integrating the Leaf Area Density (LAD) profile
which is the one sided leaf area per unit volume and represents the three-dimensional plant canopy
structure. LAD is an important parameter in high resolution vertically resolved ecohydrological
models of the plant canopy in terms of partitioning incident solar radiation and other scalar fluxes
[41]. It has been proven that LiDAR, particularly terrestrial LiDAR with very high density point
clouds allows for improved retrieval of three-dimensional forest stand structure information such as
LAD [43]. However, difference in density of point clouds affects the estimation of LAD, in particular
from terrestrial and airborne scanners [44]. The errors associated with low density airborne data
are even more and include blind regions which can be eliminated with terrestrial LiDARs [44].
Other terrestrial applications such as channel network extraction for hydrologic studies indicates
that the density of point clouds are dependent on the features of interest and should be high for
finer channel extraction [45]. In general airborne laser scanners offer point densities which are
low and insufficient for retrieving vegetation LAD profiles in dense forest ecosystems compared
to terrestrial scanners. Hyperspectral data can sometimes be useful in overcoming the shortfall
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of low point density of LiDAR and add to the information content for better estimation of LAD
and other canopy structural parameters. Further research is needed to investigate this issue of
combining multiple sensor data such as hyperspectral and LiDAR data for improving the land-
surface characterization.
1.2 Research Questions
Motivated by the discussions in the previous Section 1.1 we address the following open questions
in this research:
• Question 1: How do we obtain quantitative estimates of land surface attributes, particularly
soils from airborne remote sensing?
• Question 2: How can we establish the feasibility of estimating soil attributes from satellite
based observations?
• Question 3: How do we take advantage of satellite based repeat measurements for global
scale characterization of soil attributes?
• Question 4: How can we combine multiple sensor datasets such as imaging spectroscopy
and LiDAR for better characterization of vegetation structure?
1.3 Original Research Contributions
In this research we aim to address the research questions by providing a new algorithmic framework
to quantify soil attributes with sparse predictive models and limited data. We study the effects
of spatial resolution on the quantification of soil attributes and the applicability of the modeling
framework across resolutions. Finally we integrate all our findings to develop a retrieval framework
for quantification of soil properties using repeat global measurements from future hyperspectral
missions such as HyspIRI. Further we show that hyperspectral data can also add value to other
land surface characterization such as estimation of leaf area density. The key contributions of this
study are:
1. We develop an algorithm using the lasso method in an ensemble bootstrapping modeling
framework for quantification of soil attributes using sparse datasets over large areas. The
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modeling approach establishes the feasibility of characterizing the soil properties, and we also
quantified the associated uncertainty. Further we analyze the applicability of the point-scale
prediction models over the landscape in terms of coherency in spatial organization of the
constituents.
2. We explore the effects of spatial resolution on characterizing soil properties from imaging spec-
trometer data. Multiple coarse resolution datasets including proposed HyspIRI-like satellite
data were simulated from fine resolution airborne data. We outline an evaluation framework
with a set of metrics that considers the point-scale model performance as well as cross scale
spatial predictions. The results indicate that the developed ensemble modeling framework is
scalable.
3. We develop a framework for retrieval of soil properties globally using repeat temporal space
based observations. The retrieval algorithm combines spectral similarity measures with de-
veloped prediction models in an optimization framework for the evolution of a dynamic soil
spectral library and improved characterization.
4. We show that multiple sensor data can be combined for better characterization of land surface
attributes. We demonstrate that for estimating LAD of dense overlapping canopies from
LiDAR point cloud data, a modified tree shaped voxel construction utilizing information of
tree species from hyperspectral data is better able to represent the top and middle layers of
the canopy.
1.4 Organization of the Thesis
The thesis is organized as follows: Chapter 2 explores the feasibility of quantitative estimation
of soil attributes over large areas and at a fine spatial resolution using AVIRIS dataset. Chap-
ter 3 investigates the effects of spatial resolution on characterizing soil properties from imaging
spectrometer data. In Chapter 4, a retrieval framework is developed for global estimation of soil
properties taking advantage of repeat satellite measurements. In Chapter 5 a tree shaped voxel
approach is developed to take advantage of multiple sensor data for better characterization of veg-
etation canopy structure. Finally in Chapter 6, the conclusions and the key findings of the study
are summarized and future research avenues are suggested based on the findings of this research.
7
CHAPTER 2
ON THE FEASIBILITY OF CHARACTERIZING SOIL
PROPERTIES FROM AVIRIS DATA
2.1 Introduction
† Quantitative mapping of spatial distribution of soil surface properties and chemical constituents is
important as it contains valuable information about organic matter, soil degradation process, crust
formation, salinity, soil moisture, runoff and infiltration [30]. Imaging spectroscopy (IS) offers us a
potential way to map and quantify certain soil properties which are relevant to surficial processes
at the landscape scale [46]. The Near Infrared Analysis (NIRA) which uses a underlying statistical
model for correlation between wet chemistry and spectral data in NIR (0.4 - 1.0 µm) region of the
electromagnetic spectra has been widely accepted and used in many disciplines including soils and
food science. [47, 48]. An improvement to this method is the Visible and Near Infrared Analysis
(VNIRA) method which included the entire VIS-NIR and SWIR (0.4 - 2.5 µm) region of the
electromagnetic spectra and is also suitable for soil analysis [49]. For earth remote sensing the VIS
region is important as it may contain information for soil minerals, organic matter, vegetation and
water vapor [50]. The VNIRA method was suitable for the non destructive rapid characterization of
soil constituents and required about 350-700 bands for optimal prediction [49]. This method allowed
intercorrelation of features between spectrally featureless constituents of soils and constituents with
spectral features [49]. In this study we take advantage of prior research based on laboratory [51, 52],
small area [53] and remote sensing [36] domains to explore the feasibility for quantitative mapping
of topsoil textural properties and chemical constituents using hyperspectral data. The distinctive
contributions of this study are as follows:
1. We have used the VNIRA approach together with an empirical data mining algorithm in an
ensemble bootstrapping framework for studying the feasibility of quantitative mapping of soil
†This chapter has been published as: Dutta, D., Goodwell, A. E., Kumar, P., Garvey, J. E., Darmody, R.
G., Berretta, D. P., and Greenberg, J. A., On the Feasibility of Characterizing Soil Properties from AVIRIS Data.
Geoscience and Remote Sensing, IEEE Transactions on, 2015 99, doi:10.1109/TGRS.2015.2417547.
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properties over large areas and at a fine spatial resolution using a few soil data samples.
2. We have explored the feasibility of quantitative mapping of soil properties from an airborne
hyperspectral remote sensing domain and laboratory analyses of soil samples but without the
added information of field spectra.
3. We have studied the challenges and limitations associated with an independent validation
and the sensitivity of the results based on NDVI and sample size for model construction.
4. The quantitative maps obtained from the empirical models reveal coherent spatial organiza-
tion of the constituents across the landscape. These maps also bring out significant correla-
tions of the different constituents with localized erosion regions of the flood affected landscape
over which the data was collected.
We have used the AVIRIS (Airborne Visible/Infrared Imaging Spectrometer) [14] reflectance spec-
tra for developing the empirical models for quantification of the soil constituents. AVIRIS provides
hyperspectral data having high signal to noise ratio and supports terrestrial remote sensing span-
ning areas of atmospheric correction [54], ecology [15, 16], vegetation [55], geology [17], inland
and coastal waters [56, 57], snow and ice hydrology, soils [18], and many others [19]. The VNIRA
technique has been applied in laboratory, field and remote sensing domains. In the laboratory
this method has been used for particle size determination such as sand, silt and clay with results
indicating better predictability for clay [51, 52]. It has also been used for the inference of soil
organic carbon (SOC) [52] with a priori knowledge of moisture content to improve the predictions
[58]. Different underlying statistical models have been explored. Generally partial least squares
regression with other tools such as back propagation neural networks are popularly used to perform
better predictions using laboratory spectra [59]. It has also been demonstrated that VNIRA is also
suitable for other properties such as soil carbon, calcium, magnesium and nitrogen and the predic-
tions in the field can be similar to laboratory predictions (with predictions having variability due
to moisture content and surface roughness) [60]. The method has also been found to be suitable for
studying the structural properties of soil crust in the laboratory and how their spectral signatures
are correlated to hydrologic properties such as infiltration rate, soil runoff and erosion [61]. Apart
from laboratory point scales the VNIRA method has been applied successfully for small regional
scales (0.97 sq. km) for controlled mapping of clay and soil organic matter (SOM), and better accu-
racy can be achieved if the intra- and inter-field variations in calibrations are represented properly
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[53]. The research literature indicates that VNIRA method has achieved significant success and
has become well acceptable for quantifying the common soil textural and chemical properties under
laboratory conditions. This paves the way for exploring ways to extend the approach to remote
sensing domains which can be of immense importance for precision agriculture and understanding
other landscape processes.
The major challenges facing VNIRA method from single-point domain to large-spatial do-
main (image spectrometry, that is from micro to macro scales) is having high quality airborne or
space-borne data which have near laboratory quality reflectance for analyzing the soil constituents.
Atmospheric attenuation is one of the major challenges and availability of imaging spectroscopy
data as real reflectance with atmospheric, Bidirectional Reflectance Distribution Function (BRDF)
and geometric corrections is crucial for advancements in soil applications [30]. There are a lim-
ited number of studies which investigate the applicability and challenges of applying the VNIRA
method for characterizing soils from airborne or space borne hyperspectral sensors ( see [30] and
some of the studies mentioned next). Comparison of soil (SOC) characterization using proximal
and remote sensing (hyperion) data have revealed the necessity of having a better signal to noise
ratio [62]. Integration of laboratory, chemical, digital photos and spectroscopic measurements such
as Landsat TM have contribute to successful mapping of soil properties such as OM, pH, Ca, Mg, K
and textural properties [63, 64]. Hymap is an airborne hyperspectral sensor which have contributed
to the successful characterization of SOC, total nitrogen and some textural properties [65]. The
feasibility of the VNIRA method over large areas at fine spatial resolution was investigated with
the DIAS 7915 scanner over Israel [36]. Although the results established that VNIRA is a feasible
tool, the results were far from what could be achieved in the laboratory. This was attributed to
low signal to noise ratio of the sensor, and the need for better radiometric calibration and sensor
stability and better representation of the soil samples for calibration [36].
There is a clear need for exploring the feasibility of application of VNIRA method for mapping
of soil properties from airborne and space-borne sensors for larger areas at finer spatial resolutions
[36, 66]. Most analyses implementing the VNIRA methodology are based on small local farm
scales [53, 66, 36]. In contrast we explore the application of the VNIRA method over very large
areas. Moreover most analyses from a remote sensing domain also have information from the
field spectrometer data which improves the results [62, 36]. However in this study we explore
the possibility of quantification of soil properties from IS data and laboratory chemical analyses
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without any field spectrometer data. The collection of field spectrometer data is not always possible
due to resource and time limitations and we hypothesize that high quality imaging spectroscopy
data having high signal to noise ratio would be suitable for spatial mapping over large areas
and would provide a rapid method of quantification [36, 30]. The focus for soil studies has been
on quantification of specific minerals and soils constituents which have distinctive well identified
features in the VNIR and SWIR region of the spectra [67, 68]. In this study we explore the soil
constituents with and without well identified spectral features such as sand and silt. We present
an empirical data mining based modeling framework with ensemble bootstrapping technique for
determining soil textural properties and chemical constituents using the method of lasso regression
[69]. The lasso algorithm selects the predictor variables automatically. We have used AVIRIS
hyperspectral data collected across the Bird’s point New Madrid (BPNM) floodway (∼ 700 km2)
for our analysis. AVIRIS data has not been used previously for the quantification of soil textural
properties and chemical constituents, although feasibility studies have been performed earlier[70].
We have correlated the high resolution (7.6 m) spatial distribution of the soil constituents with the
historic landscape features and localized flood signatures left behind by a massive flood revealing
some of the initial impact on the landscape. Finally we also explore the sensitivity of the VNIRA
results on NDVI and size of the soil sample used for calibration and the general applicability
and challenges of applying the VNIRA method for characterization of soil from a remote sensing
platform.
We present the description of the study area and the data sets used for the study in Section 2.2.
The overview of extraction of reflectance of soil spectra, the least absolute shrinkage and selection
operator lasso algorithm and step by step description of the bootstrap modeling framework is
presented in Section 2.3. The model results and their evaluations are presented in Section 2.4.1,
followed by the spatial maps obtained from the models, their evaluations and correlations in Section
2.4.2. This is followed by a brief discussion of the flood signatures in Section 2.4.3. Independent
validations and sensitivity analyses are presented in Section 2.5. Summary and conclusions are
discussed in Section 2.5.1. Additional maps and results are included in the Appendix A.
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Figure 2.1: Atmospherically corrected false color composite of the six AVIRIS scenes for the BPNM
floodway mosaiced together along with the soil sampling locations shown in yellow dots. The false
color image is created using an RGB composite of bands 54 (0.86 µm), 30 (0.65 µm), and 20 (0.55
µm) respectively. The floodway boundary is shown in blue.
2.2 Study Area and Data
2.2.1 Study Area
The Lower Mississippi River experienced one of the largest scientifically recorded floods in Spring
2011. Snowmelt accumulated in the upper Mississippi and Ohio River basins over an unusually
long and cold winter followed by persistent rainfall over the US Midwest during April, 2011 created
an extreme flooding. The flooding arose as a large volume of water contributed by both the Upper
Mississippi and Ohio Rivers affected the entire lower Mississippi river as well as areas upstream
of the confluence. To protect the town of Cairo, Illinois, at the confluence of Mississippi and
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Ohio rivers, the frontline levee surrounding the Birds Point New Madrid (BPNM) floodway was
intentionally breached by US Army Corps at 10:00 pm on May 2, 2011 for the first time since
1937. The two mile levee breach lowered the floodstage at Cairo by about 0.5 foot in the first hour
of operation, but also caused inundation to about 540 km2 of agricultural land in the floodplain
in southeastern Missouri, USA [71, 72] which are otherwise hydrologicaly disconnected from the
river by levees [Fig. 2.1]. In this chapter we study the soil properties across the floodway and also
examine the correlations of the properties with the different existing historical landscape features
and the signatures left behind by the large flood.
2.2.2 Data
We have used the following two data sets for our study:
1. AVIRIS hyperspectral imagery
2. Grab soil sample data from the BPNM Floodway
AVIRIS is an airborne spectroradiometer which measures upwelling solar reflected radiance from
400 nm to 2500 nm wavelength range in 224 contiguous channels at 10 nm bandwidth intervals
spanning the Visible, NIR and Shortwave Infrared region (SWIR) regions of the electromagnetic
spectrum [19, 14]. For the BPNM data collection, AVIRIS flew on NASA’s ER2 aircraft at an
altitude range of 9.0 - 9.1 km resulting in a pixel resolution of 7.6m. Six (6) scenes were collected
which covered the entire (≈700 km2) extent of the floodway. The data were acquired on 27 July
2011 between 14:04 and 15:00 local time (19:04 and 20:00 GMT). The orthorectified AVIRIS data
(using full three-dimensional ray tracing using USGS NED 1 arc-second dataset) was obtained
from NASA. We used Atmospheric/Topographic Correction (ATCOR) 4 [73] for removing the at-
mospheric effects and computing the surface reflectance values. The aim of atmospheric corrections
is to convert the encoded digital numbers (DNs) to radiance and finally reflectance values, thereby
removing the effects of path and scattered radiances. ATCOR uses a monochromatic atmospheric
database and physics based algorithm based on the MODTRAN 5 [74] radiative transfer code
which is resampled for each newly defined sensor. ATCOR takes into account the sun and sensor
geometry and also removes the effects of clouds and haze from the scenes (see Appendix A.1 for
details). The parameters for instrument and solar geometry (namely flight altitude, flight heading,
ground elevation, solar zenith and azimuth angles, sensor calibration files, etc) are obtained from
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Table 2.1: The Different Parameters used for Atmospheric Correction of AVIRIS Scenes.
Scene 1 Scene 2 Scene 3 Scene 4 Scene 5 Scene 6
Flight Altitude (km) 9.092 9.108 9.088 9.072 9.093 9.108
Flight Heading (deg) 42.451 214.64 44.16 210.33 46.39 210.01
Ground Elevation (km) 0.0914 0.09095 0.0924 0.09412 0.0961 0.0994
Solar Zenith Angle (deg) 44.24 40.8 37.5 34.3 31.2 28.1
Solar Azimuth Angle (deg) 100.29 103.6 107.3 111.3 116.1 121.5
Pixel Size (m) 7.6 7.6 7.6 7.6 7.6 7.6
the ephimeris files obtained with the 2011 NASA AVIRIS data distribution. There are six scenes
that cover the entire floodway and each of them are processed separately and finally mosaiced to-
gether to obtain the full image for the floodway. The different parameters used for the atmospheric
correction of the scenes are shown in Table 2.1.
Concurrently with the AVIRIS flights, soil grab samples at a depth of 0-5 cm were collected at
100 locations spread randomly across the entire stretch of the floodway as shown in Fig.2.1. The
soil samples were collected across all flightlines and at multiple locations within each flightline to
capture any variability in the sun angle and viewing geometry. The grab samples were targeted to
capture the variability in surface textural and soil moisture conditions across the floodway which
is critical to the accuracy of classification or quantification [75]. One sample was collected at each
of the locations. There may be uncertainty associated with representing the soil condition around
each location with a single sample, however we assume that the variability in soil constituents
occur at scales greater than the spatial resolution of our data (7.6m) [76]. The geographic location
of each soil sample was recorded with a hand held GPS device and surface characteristics were
also photographically documented. The soil samples were carefully collected in plastic bags on-site
for preserving the in situ soil moisture conditions and brought to the laboratory for physical and
chemical analyses.
The laboratory analysis of the soil data involved textural analysis for the percentages of sand,
silt and clay. The particle size analysis was done by Hydrometer method with sieving for sands
(< 50µm) [77] and their classification into the various categories is based on the United States
Department of Agriculture (USDA) soil classification triangles [78]. The soil chemical analysis was
done following a standard agricultural soil chemistry protocol. The following chemical constituents
were determined: Calcium (Ca), Magnesium (Mg), Potassium (K), Aluminum (Al), Boron (B),
Sulfur (S), Iron (Fe), Zinc (Zn), Copper (Cu), Phosphorus (P) and Manganese (Mn). The differ-
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ent elemental constituents are known as “extractable” and are determined through the following
procedure described below:
The soil material was dried, and crushed to pass a 2 mm sieve, a known weight of soil was then
leached with a known amount of extractant known as Mehlich-3 Extractant [79]. This is made up
of 0.2N acetic acid; 0.25N NH4NO3; 0.015N NH4F; 0.013N HNO3; 0.001M EDTA. The leachate is
then analyzed in an inductively coupled plasma (ICP) spectrometer to determine the quantities of
the different soil nutrients. The idea with this technique is to simulate what a plant growing in
the soil will experience chemically and is a good measure of potential plant uptake [80]. These are
all expressed in units of ‘mg/kg’. In the rest of this article any reference to the above mentioned
elements should be considered as plant extractable forms of the elements. We have also determined
the total soil organic matter (SOM) content in units of percentages.
2.3 Methods
The VNIRA analysis for the quantification of the soil properties consists of the following 3 steps
on the airborne spectra and laboratory analysis results:
1. Extraction of the pixel spectral data corresponding to each soil sample location, and its
classification into dense vegetation or low vegetation/bare soil corresponding to Normalized
Difference Vegetation Index (NDVI) greater or less than a certain threshold value, respec-
tively.
2. Development of lasso regression based technique to develop empirical models for quantifica-
tion of each of the soil physical properties and chemical constituents.
3. Application of ensemble bootstrapping algorithm for obtaining the final model coefficients,
and using it for quantitative spatial mapping of the various soil properties and constituents
over the entire floodway.
2.3.1 Distinction between densely vegetated and bare soil/low vegetation pixels based on
NDVI
All 224 bands of the AVIRIS reflectance spectrum was extracted using the GPS geo-location infor-
mation for each of the collected soil sample in the floodway. The AVIRIS and soil data collection
15
efforts were taken up 2 months and 25 days after a major flood, and as a result most of the land
was uncultivated and not heavily vegetated with corn or soybean, which are grown in rotation.
To determine the threshold of NDVI corresponding to dense vegetation cover and exclude
the corresponding soil samples from the analysis, the following method was used:. We randomly
sampled the spectra of 100 pixels from the six AVIRIS scenes each of which are medium to heavily
vegetated. We also randomly sampled another set of 100 pixels which are bare soil or sparsely
vegetated from the same AVIRIS images. The sampling was done using visual inspection of the
true color composite and also accounting for the typical spectral signatures pertaining to vegetation
(such as the red and NIR edge) and soils (such as monotonic increase in reflectance across the
wavelengths with water absorption at specific bands) for each of the pixels. These sampling pixels
are chosen such that they are randomly spread across the floodway. The NDVI values for each
of these pixels were computed using band number 30 with a wavelength of 0.6382µm as the red
band and band number 52 with a wavelength of 0.8315µm as the NIR band. A density plot [see
Appendix A Fig. A.4] for these two features clearly showed a marked difference in these two classes
of pixels with the heavily vegetated pixels showing a peak around an NDVI of 0.9 and the bare soil
or less vegetated pixels showing values below 0.6. That is, the NDVI of bare or sparsely vegetated
soil pixels had a distribution between the values 0 and 0.6, and the heavily vegetated pixels had
a distribution between 0.8 and 1.0. Based on the above results it was decided to include only
those soil samples that have NDVI values less than 0.7 for implementation and testing of the lasso
algorithm, thus eliminating any pixels that might be under a dense canopy of vegetation. This
analysis reduced the number of soil samples from 100 to 74.
2.3.2 Lasso regression technique to develop models for prediction of soil constituents
We have developed separate linear regression models for prediction of each of the soil constituents,
with the reflectances at different center wavelengths as the predictors, using the VNIRA method.
The VNIRA method assumes that the concentration of a particular constituent is a linear combi-
nation of several absorption features. There are a large number of predictors (224) and relatively a
fewer number of samples (74), so developing a model with all the available predictors will lead to
an overdetermined system of equations. Moreover not all of the predictor variables are important
or necessary for predicting a particular constituent. Essentially we are trying to address a problem
where we have a large number of variables (p) and a low number of observations (n), that is n << p,
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and we need a method for variable selection with the aim of finding a simpler model with good
explanatory power. We use the least absolute shrinkage and selection operator (lasso) algorithm
proposed by Robert Tibshirani [69].
The final outcome of the lasso algorithm is a linear prediction equation of the form:
y = β0 + β1X1 + β2X2 + ...+ βnXn (2.1)
where y is the concentration or quantitative estimate of a particular soil attribute, X1, X2, X3,...,
Xn are the different predictor bands (variables) and β0, β1, β2,..., βn are the model regression
coefficients corresponding to the selected bands.
The conventional methods of Akaike Information Criteria (AIC) and Bayesian Information Cri-
teria (BIC) which are used for feature or variable subset selection are not very suitable as they are
NP-hard and computationally intensive because a large number of different combinations are pos-
sible when the dimension p is large (∼40). There are two important aspects to the Ordinary Least
Squares (OLS) estimates, namely prediction accuracy and interpretability. The subset selection
procedure provides us with interpretable models with potentially lower prediction error than the
full model. However these models generally show very high variance because variables are either
retained or discarded in a discrete process and small changes in the data can result in very different
models being selected, thereby, reducing the prediction accuracy.
In comparison the shrinkage methods, such as Ridge regression, is a more continuous process
in which the regression coefficients are shrunk by imposing a penalty on their size (minimizes a
penalized residual sum of squares) thus causing the model to be more stable. The method of
ridge regression uses an explicit size constraint on the coefficients, and thus there are no wildly
large positive or negative coefficients generally. Therefore, these models do not suffer from high
variability, but this method does not set any coefficients to zero and results in the drawback that
it also does not give us an easily interpretable model. The ridge regression problem is generally
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written as:
βˆridge = argminβ
N∑
i=1
(yi − β0 −
p∑
j=1
xijβj)
2,
subject to
p∑
j=1
β2j ≤ s (2.2)
(2.3)
where, s ≥ 0 is a tuning parameter.
The lasso algorithm retains the good features of both subset selection and ridge regression by
setting some coefficients to zero while shrinking others. This is a suitable data mining algorithm
for the problem we are addressing as this yields us a simpler and more parsimonious model for
quantifying the soil constituents in terms of the different predictor bands (wavelengths) and also
explains their relative importance. The mathematical formulation of lasso regression algorithm is
as follows:
Suppose we have the data as (xi, yi), i = 1, 2, 3, ..., N , where x
i = (xi1, ..., xip)
T are the predictor
variables (bands) and yi are the responses (laboratory based soil results). We assume either that the
observations are independent or that the yi’s are conditionally independent given the xij ’s. We also
assume that the xij are standardized so that
∑
i xij/N = 0,
∑
i x
2
ij/N = 1, and let βˆ = (βˆ1, ..., βˆp)
T .
Then the lasso estimates for the coefficients for a linear model are given by:
βˆlasso = argminβ
N∑
i=1
(yi − β0 −
p∑
j=1
xijβj)
2,
subject to
p∑
j=1
|βj | ≤ t, (2.4)
where, t ≥ 0 is a tuning parameter. Now for all t the solution for β0 is βˆ0 = yˆ by standardizing
the predictors and hence we can fit the model without the intercept. The solution to Eqn. 2.4 is a
quadratic programming problem with linear inequality constraints where the constraint region is a
diamond. The parameter t ≥ 0 controls the amount of shrinkage that is applied to the estimates.
Thus the main difference between the two methods is that in the ridge regression we have the L2
penalty
∑p
i β
2
j and in the Lasso regression we have the L1 penalty
∑p
1 |βj |. This constraint also
makes the solution non-linear in yi. Values of t < t0 (making t sufficiently small) will cause the
shrinkage of the coefficients to 0, where t0 =
∑p
1 |βˆ0j | and βˆ0j are the full least squares estimates. So
18
a value of t = t0/2 will shrink the least squares coefficients to about 50% on an average; however,
the shrinkage is not so obvious. Equation (2.4) can also be written as:
βˆlasso = argminβ||y −Xβ||2 + λ|β|,
where |β| =
p∑
j=1
|βi|. (2.5)
where, λ is the shrinkage controlling parameter.
If the design matrix X is orthonormal the lasso solutions are given by:
βˆlassoi =

sign(βˆ0j )(|βˆ0j | − λ/2) if |βˆ0i | > λ/2
0 if |βˆ0i | ≤ λ/2,
(2.6)
which also shows that a large value of λ (or small enough t) will cause some of the coefficients to
be exactly 0. Thus the lasso method performs both model selection and soft shrinkage. In general,
if the design matrix X is not orthonormal, the lasso penalty lacks a closed form solution and op-
timizing algorithms such as quadratic programming, least-angle regression (LARS) or coordinate
descent are employed to find the minimizing solution.
2.3.3 Ensemble Bootstrapping Algorithm for model development and quantitative spatial
mapping of the various soil properties
The lasso regression method is adopted in an automatic bootstrapping algorithmic framework to
select the set of predictors for the empirical models from the 224 band AVIRIS data. The following
algorithmic procedure was implemented in the R programming language for developing the models
for each soil constituent:
1. The reflectance values corresponding to the full AVIRIS wavelength range were extracted for
each of the 74 soil sampling locations [The soil samples were reduced from 100 to 74 after the
NDVI analysis as described in Section 2.3.1].
2. For each of the samples the entire AVIRIS spectrum is divided into 5 different wavelength
regions. These regions and their corresponding wavelength ranges are as follows: region 1
[0.37 µm, 0.82 µm) consisting of AVIRIS bands 1-50, region 2 [0.82 µm, 1.28 µm) consisting
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of AVIRIS bands 51 to 100, region 3 [1.28 µm, 1.78 µm) consisting of AVIRIS bands 101 to
150, region 4 [1.78 µm, 2.26 µm) consisting AVIRIS bands 151 to 200, and region 5 [2.26
µm to 2.5 µm) consisting AVIRIS bands 201 to 220. The last 4 bands (bands 221 to 224)
were left out from the analysis as these were found to contain some errors after processing
for atmospheric corrections using ATCOR 4. Region 1 contained wavelengths in the visible
region of the EM spectrum, part of region 2 contained wavelengths in the NIR region, and a
part of region 2 and all the remaining 3 regions contained wavelengths in the SWIR region
of the EM spectrum.
3. Randomize the samples (bootstrapping without replacement) into training and test sets with
an 80% and 20% split, respectively. The splitting is done using the sample function in R.
4. Run lasso regression for each of the 5 regions for each soil constituents. The lasso regression
is implemented using the lars package in R [81]. The value of the tuning parameter λ and
the regression coefficients are selected based on the minimum value of Mallow’s Cp [82]. The
lasso coefficients obtained are used to predict the soil property on the 20% test data, and the
value of root mean square error RMSE =
√
(ytest − ytest−pred)2/Ntest is computed and the
selected predictors (band numbers and corresponding wavelengths) are also recorded. Here
ytest is the observed (laboratory analyzed) soil property, ytest−pred is the modeled soil property
and Ntest is the number of soil samples.
5. For each of the soil constituents, randomization (step 3) and lasso algorithm (step 4) is
repeated for 50 times. For each of the 50 times a certain set of predictors are selected by the
lasso algorithm for each of the 5 regions (as described in step 2) of the AVIRIS spectrum. We
keep track of the selected variables for each of the 50 times and then compute the frequency of
selection (that is the number of times each predictor band is selected during the 50 ensemble
runs of the lasso algorithm) of each of the variables in each of the 5 regions.
6. We now have a pool of selected variables and their frequency of selection in each of the 5
regions of the spectra. The selected variables are then sorted in descending order of their
selection frequencies (that is the predictor band that gets selected most number of times
appears first followed by the one with the next highest number of times and so on) for each of
the five regions. The variables (bands) corresponding to the 10 highest selection frequencies
for regions 1 to 4 and 5 highest selection frequencies for region 5 are selected to represent the
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45 predictor or explanatory variable set for a particular soil property or constituent.
7. Develop multiple linear regression models for each soil property with the 45 selected bands
(as described in step 6) for 50 times, again bootstrapping the 74 data points into 80% and
20% split into training and test samples each time. This full model is developed using the lm
function in R.
8. Compute the average regression coefficients for each of the predictor variables as described
in step 7 above and these become the final model coefficients for each soil constituent as
represented by equation (2.1).
9. Predict the various textural and chemical constituents of the soils and prepare quantitative
spatial maps of the entire floodway using the model coefficients. This is implemented using
the raster [83] and spatial.tools [84] packages in R.
The VNIRA method using ‘lasso’ algorithm gives us sparse solutions and our hypothesis is that the
different prediction models comprises of sparse groups of bands from each of the different regions
of the spectra. The division of the entire spectra into the five different groups thus supports
our hypothesis. The bootstrapping algorithm adopted for the model development together with
randomizing the data 50 times over for each of the 5 wavelength regions ensures empirical selection
of predictor variables that are significant. Finally another set of bootstrapping with the selected 45
coefficients and averaging the results for 50 times ensures that after the selection of best predictor
set, the models coefficients are robust and not biased towards a particular type of data, and explores
the entire domain of available data.
We have also explored a completely independent validation methodology by setting aside a
part of the data from the model development purposes in comparison to bootstrapping algorithm
described above. We employed the random forest data mining algorithm [85] for the model devel-
opment. The results and discussion are presented in Section 2.5.
2.4 Results
2.4.1 Model Results
We present the model results for the soil texture (percentage of sand, silt and clay), followed by
a set of chemical constituents [SOM, Ca, Mg, K and Al]. The scatter diagram for the predicted
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Figure 2.2: Observed vs model predicted properties of sand, silt clay and soil organic matter, the
green symbols each represent a data point, the green line represents the regression line and the
black line represents a 1:1 correlation. Inset : The boxplots shows the RMS test error values for
the 50 bootstrapping ensemble runs.
vs observed sand, silt, clay and soil organic matter (SOM) percentages are shown in Fig. 2.2.
The inset boxplot shows the root mean square (RMS) test error, in percentage, relative to actual
for the test data (20% split of the sample data points). The points in the box plots (as jitter)
shows the RMS test error for each of the 50 bootstrapping runs. The green line in the figures
represents the regression line between the observed and predicted properties. From the three plots
of Fig. 2.2 it can be seen that out of the three textural properties the model for clay has the
best performance with high coefficient of determination (R2 = 0.863) value, which is followed by
sand and silt. The RMSE values shown in the inset box plots also show that the errors are in the
range of 20% to 40% for the observed values. The variance of error values is found to be the least
(interquartile range ∼ 5%) for the SOM model among the four properties. Figure 2.3 shows the
observed and lasso model predicted data on a United States Department of Agriculture (USDA)
soil texture triangle. The left triangle shows the laboratory analyzed soil texture classes (based
on the % of sand, silt and clay) along with the soil sample numbers originally used to identify
them during data collection and laboratory analysis. The right triangle shows the textural results
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Figure 2.3: USDA soil texture triangle showing the different soil sampling data points left: observed
data points right: modeled data points, the sample numbers are indicated on each of the dots. The
spread of points in the different soil classes are very similar with some data labels showing exact
location in both the triangles.
obtained from the empirical model using eqn. (2.1) with the reflectance spectra corresponding to
their specific sampling locations. It is found that the laboratory and model soil classification results
agree well. The spread of the data in different classes is the same for both observed and modeled
results. Moreover, inspection of the data labels reveals that most of them are classified correctly
with 39 samples showing ‘exact classification’ (the observed and modeled soil texture have the same
USDA texture class) on the triangle, 30 samples showing ‘close classification’ (the total deviation
in observed and modeled percentages in sand and clay is less than 25%), and 5 samples showing
‘incorrect classifications’ with the USDA soil texture classes [see Appendix A.2]. Figure 2.4 shows
the results of modeling the chemical constituents Calcium (Ca), Magnesium (Mg), Potassium (K)
and Aluminum (Al). The scatter plots show good correlation between observed and predicted value
for all the properties with Mg having the highest R2 value of 0.862. Fig. 2.4 also shows the RMSE
for these four chemical properties. The mean error values are approximately 16%, 40%, 16% and
25% for Ca, Mg, K and Al respectively. The points in jitter shows the computed RMSE’s for each
of the 50 bootstrap runs. The spread about the mean for the error values were found to be the least
for Mg and K with a few outliers. The remaining results for all the other chemical constituents are
presented in Appendix A [see Fig. A.5 for Cu, P, Mn and Fig. A.6 for B, S, Fe and Zn].
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Figure 2.4: Observed vs Model Predicted Properties of Calcium, Magnesium, Potassium and Alu-
minum. The green symbols each represent a data point, the green line represents the regression
line and the black line represents a 1:1 correlation.Inset : The boxplots shows the RMS test error
values for the 50 bootstrapping ensemble runs. The magnesium model shows the best performance
followed by Calcium and Aluminum.
24
In our VNIRA method since we divided the AVIRIS spectra in five different regions, we also
explored the sensitivity of this method to the boundaries of the spectral regions on the results. We
explored different combinations of boundaries and different combinations of spectral bands within
the regions (for example boundaries at band numbers [25, 75, 125, 175] and [40, 60, 110, 170] with
number of bands [5, 10, 10, 10, 10] and [5, 12, 12, 12, 6] respectively) both equally and unequally
distributed. We found that the results are not very sensitive to the selection of boundaries and
the values of R2 does not show more than 10-15% variation than the ones originally reported.
Our algorithm has two metrics for selection of particular spectral bands: frequency of selection
for each bootstrapping run and their relative importance in each of the iterations. We found very
good consistency between the frequency of selection of the different predictor bands and the overall
relative importance of each of the bands for most of the properties studied. Finally we did the
sensitivity analysis of the total number of predictor bands used for model development on the
results. We did a systematic study of the relationship between number of predictor bands and the
model performance and found that it was monotonically increasing with flattening around the 40
- 50 predictor bands. This supports the selection of 45 predictor sets for the different models.
We compared the performance of other data mining techniques such as trees and random forests
[85] for prediction of the soil physical properties sand, silt and clay with the lasso algorithm (see
Appendix A.3). It was found that the random forest results for clay are better than decision
trees, and the results for sand and silt are similar for both trees and random forests, although the
prediction by both these methods are at-most similar but not better than lasso.
2.4.2 Spatial Prediction of Soil Constituents
Quantitative maps of the different soil textural and chemical constituents, which are described in
the preceding sections are prepared to gain a better understanding of their spatial distribution.
These maps are obtained by directly applying the equations obtained from the respective models
on a pixel by pixel basis.
Figure 2.5 shows the sand, silt, clay and SOM content map of the entire BPNM floodway. The
sand, silt and clay content map is composed as an RGB composite with sand mapped to the red
channel, silt to green and clay to blue channel respectively.
The maps of individual components are shown in Fig. A.8 and Fig. A.11 of the Appendix A.
The texture of the floodway appears to be mostly silty or silty clay with small pockets of high sand
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Figure 2.5: Spatial quantitative map of Sand, Silt, Clay and SOM content of the BPNM floodway
as obtained by applying the developed prediction model to AVIRIS imagery. The soil textural
map is plotted in RGB space with sand, silt and clay assigned to the RGB channels respectively.
The base layer represents the quantitative content map obtained by application of the developed
models to the AVIRIS image, the layer in blue represents the water areas in the floodway including
the river, wetlands and small ponds or lakes and the areas in green represents the vegetation areas
consisting of deciduous, evergreen or mixed forests. The water layers are derived from the NLCD
2006 landcover database and the vegetation class is a NDVI > 0.85 threshold mask. The water
and forest areas are masked due to uncertainty in prediction due to predominant vegetation or
erroneous signals from these areas.
concentrations spread over different parts of the landscape. The layers of waterbodies (including
the Mississippi river), forest cover areas (consisting of deciduous forests, evergreen forests or mixed
forests) and areas covered with dense vegetation (NDVI > 0.85, the justification for arriving at this
value is discussed in the Appendix, A.6) are added as a mask layer on all the spatial soil maps.
The layers of waterbodies are derived from the 2006 National Land Cover Database [86] and the
mask layer for vegetation cover is obtained directly from AVIRIS measurements. This is done due
to the possibility of large errors for pixels corresponding to water or dense woody vegetation.
A comparison of our spatial maps showing percentages sand, silt, clay and organic matter with
those of existing NRCS USDA SSURGO [87] soil maps of the floodway show agreement with the
general trend specially for the textural properties [see Appendix Figs. A.10 and A.12]. This shows
the feasibility of the method and demonstrates that soil properties can be quantified at much finer
spatial resolutions using this method.
A comparison of the soil texture maps on the RGB tracks and the post flood imagery obtained
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Figure 2.6: Spatial quantitative map of Calcium, Magnesium, Potassium and Aluminum content of
the BPNM floodway as obtained by applying the developed prediction model to AVIRIS imagery.
The base layer represents the quantitative content map obtained by application of the developed
models to the AVIRIS image, the layer in blue represents the water areas in the floodway including
the river, wetlands and small ponds or lakes and the areas in green represents the vegetation areas
consisting of deciduous, evergreen or mixed forests. The water layers are derived from the NLCD
2006 landcover database and the vegetation class is a NDVI > 0.85 threshold mask. The water
and forest areas are masked due to uncertainty in prediction due to predominant vegetation or
erroneous signals from these areas.
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Figure 2.7: Enlarged window from the sand silt clay RGB composite and SOM content map of
O’Bryan’s ridge. The Lidar DEM is shown in the top panel. The landscape of this region is heavily
impacted by the flood as can be seen from the DEM and is supposed to have undergone maximum
change due to erosion and deposition in the entire floodplain. Flood signatures such as gullies
formed due to high velocity of floodwaters can be seen from both the images with high silt/clay
and SOM content in them. These are shown in dark circles.
from Google Earth (after the floodwaters had receded completely) shows that sand bars can be
identified and quantified at the three bend sections of the river [see Appendix Fig. A.9]. The ability
to predict spatially coherent variations of soil texture lends further support for the applicability of
the empirical model developed here.
Fig. 2.6 shows the spatial prediction maps of the soil chemical constituents Ca, Mg, K and Al,
the model results of which have been discussed previously [Fig.2.4]. The same mask layer for dense
vegetation and water bodies are also applied as discussed for the sand, silt and clay composite.
All of these four maps show spatially coherent variation of the constituents. The calcium and
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potassium contents in the entire floodway are continuous, uniform and they have smaller ranges.
In comparison magnesium and aluminum map also show continuous values but their concentrations
are different in different parts of the floodway and some of the landscape features are also clearly
represented as a gradient in these values [See Figs. A.13, A.14 and A.15 of the Appendix A for the
spatial maps of other chemical constituents Cu, P, B, S, Fe and Zn].
2.4.3 Landscape and Flood Signatures
The two levee breaches diverted the flood waters immediately downstream of the confluence of
Ohio and Mississippi Rivers into the BPNM floodway (as discussed in Section 2.2) [71, 72, 88].
Water was allowed to return to the river at a meandering section at two inflow/outflow points at
the southwest end of the floodway. The rapid flow of water over the floodplain left behind erosional
and depositional signatures of flood which were picked up by the imaging spectrometer. These are
discussed in this section.
Another interesting feature observed from the spatial maps [Figs. 2.5, 2.6] are the historic
meander scars of the Mississippi River near the middle of the images. These zones appear to have
relatively high concentration of silt/clay and SOM. The former meanders are clearly observable
in both images. These meanders are locations of relatively low elevations, have accumulated soil
organic matter over long periods of time and capture the history of river migration. These areas
act as preferential flow paths during very high flows and may also have stagnation of water. Thus
a removal of the topsoil and an exposure of the bottom clay/silt and organic matter is captured
by AVIRIS. This coherent spatial organization in the landscape is evident from most of the spatial
maps.
Apart from the overall spatial organization of the different constituents in the floodplain, there
are different small scale features that are very clearly seen when we focus on specific areas in the
spatial maps. One such region is the area around the O’Bryan’s ridge, a historic meander. The
maps for sand-silt-clay RGB composite and SOM along with a LiDAR-derived DEM for this area
are shown in Fig. 2.7. The LiDAR DEM of the O’Bryan’s ridge shows a sudden drop (∼ 2-3%
slope) in elevation in the ridge as well as deep eroded gullies formed as a result of the flood. The
signatures of erosion are very clearly observed from these images. The eroded gullies (marked
in dark circles in the figures) are seen as bright patches indicating high concentration of sand.
Adjacent to these are also lighter patches with low concentration areas. Some of these eroded
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Figure 2.8: Plots showing the probability density function for the independent test R2 values for
different upper NDVI thresholds for Sand, Silt and Clay. The results show high sensitivity to the
NDVI values.
gullies show very low SOM, due to removal of topsoil, and high sand content due to settling of sand
in the gullies as the waters receded, clearly indicating the localized flood impacts on the landscape
in the different soil constituent maps.
2.5 Independent Validation and Sensitivity Analysis
The VNIRA method involves the correlation of a soil chromophore (spectral feature) with the corre-
sponding wet chemical analysis of the properties. This involves two stages: (i) the calibration stage
where the prediction equation is developed, and (ii) the validation stage, where the previous stage
is validated [49, 36]. The predictor bands are generally derived by various underlying statistical
analyses and then used in a linear regression procedure for determining the concentration of a given
constituent. The regression relation is verified by an independent set of data in the validation stage.
In our analyses using the method of ‘lasso’ regression in an ensemble bootstrapping framework, we
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Figure 2.9: Plots showing the probability density function for the independent test R2 values for
different sizes of the test data set for Sand, Silt and Clay. The results show high sensitivity to the
sample size values.
have used the bagging cross validation procedure for the calibration of our models. Although this
is not a validation on a completely independent set of data, we find that the proposed framework
establishes the feasibility of this method and is also able to represent the underlying relationship
between spectral features and soil constituents. We have performed an extensive analysis on the
issue of independent validation for soil textural properties. We present the discussion and results
for three aspects
1. Probabilistic representation of independent validation results
2. Effect of NDVI on independent validation results
3. Effect of sample size on independent validation results
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2.5.1 Probabilistic representation of independent validation results
Previous studies on quantification of soil properties have utilized a major portion of the data for
model development purposes and reported the validation results on a particular small subset of the
data [49, 36]. We have done an extensive analysis on the issue of independent validation and found
that the results on a single small predictor data set are not very well representative of the model and
are quite sensitive to many factors. We propose that the results of independent validation should be
presented in a probabilistic way rather than as a one to one plot on a specific independent data set.
For this analysis we developed our prediction equations using ‘lasso’ or random forests algorithms
with a larger subset of the data and the smaller subset was used for prediction. The smaller subset
(independent testing data set) is completely independent from the model development subset. We
repeat this procedure for 100 times with a different independent testing data set each time and
plot the probability density function (pdf ) of the independent validation R2 values. The concept
of representation of the results of an independent validation as a probability density function is
demonstrated using Fig. 2.8(a). For this plot we have used a 10% independent test data set and
an upper NDVI threshold of 0.6, that is the spectra of all samples that have an NDVI threshold
of 0.6 or less has been used in the analysis (since Fig. 2.8(a) is a part of the sensitivity to NDVI
analysis, see Section 2.4.2 for the justification of using NDVI threshold of 0.6 instead of 0.7). The
lasso algorithm is generally computationally intensive and for some cases the ‘lasso’ algorithm
cannot execute due to insufficient number of data points for model development which arises due
to the test cases with more restrictive NDVI conditions as discussed in the following subsection.
For these cases we have used the random forest algorithm [85]. The pdf ’s for sand silt and clay
show a continuous distribution of independent R2 values for the textural properties. We have also
analyzed this and found that there always exists an independent data set for which the prediction
accuracy is high, but there also exists a continuous range of values when we use different subset
of the data for independent testing. We can thus conclude in favor of probabilistic representation
of the independent validation results. Using the entire dataset (instead of having an independent
test set) in an ensemble algorithm as proposed in this study thus adds more representation of the
variability of the soil in the model as proposed in many of the studies [36, 53].
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2.5.2 Effect of NDVI on independent validation results
The NDVI values gives us an indication of the mixed nature of the pixels. Generally bare soils have
a very low NDVI values for the pixels but the values can be higher even with slight vegetation.
Although the soil samples were collected from bare patches of land but there may be issues where
the geolocation of images or of the samples are not very precise. Thus, a small offset in geolocation
in an agricultural landscape could result in attenuation of the signals and correspondingly the NDVI
values. We have investigated this issue by exploring a radius from 5m to 10m from the center of
each of the geolocated pixel to search for pixels having lowest NDVI values possibly representing
an unmixed soil pixel. For exploring the sensitivity of the results to NDVI, we extracted the set
of spectra which falls below a certain NDVI threshold as described earlier (values we used are 0.6,
0.5, 0.4 and 0.35), then randomly divided the entire data set into training (90%) and testing (10%).
Since the results with NDVI threshold of 0.7 has already been presented in Section 2.4.1, for this
sensitivity analysis we started our analysis with a lower NDVI threshold of 0.6 and moved to more
stringent thresholds. Selecting more stringent NDVI thresholds (lower NDVI values) ensures more
confidence that the pixel spectra is more likely to be that of soil than vegetation. We developed our
prediction equations using ‘lasso’ or random forests and then did a prediction on the completely
independent testing data set. We repeat this procedure for 100 times with a different independent
training and testing set each time and the plot of the probability density function of the independent
R2 values are shown in Fig. 2.8(a)-(d). The results indicate that the independent predictions are
sensitive for the different NDVI values, they are poor for high NDVI thresholds and the results
improve for the more stricter thresholds which is generally expected as soils and bare land surface
corresponds to low NDVI values. We also found that there are high values of R2 as we have argued
in the previous section for each of the NDVI thresholds, although the peaks and shape of the
distributions are different.
2.5.3 Effect of sample size on independent validation results
The size of the calibration and validation sets is also explored as a factor which may be sensitive
to the independent testing results. We repeated the same procedure as for the previous case but
here we have used a NDVI value of 0.5 and varied the independent test set data from 20% to 5%
in steps of 5% (that is 20, 15, 10 and 5%). The results are shown in Figs. 2.9(a)-(d). Fig. 2.9(a)
is a different realization of Fig. 2.8(b) and the shape of the pdf is similar, the other three figures
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show the variation in the independent testing results for test data sets of size 20%, 10% and 5%
respectively. As expected the results were found to be sensitive to the size of the test data set,
similar to the previous case for NDVI. The peaks shift towards the higher R2 values al low sample
size of the test data. It was also found that the results for the bagging cross validated R2 for the
‘lasso’ models were always high, around the range reported in Fig. 2.2. The argument presented
above that there exists an independent test data set for which the prediction accuracy is very high
is also seen to be true for these plots. We thus have strong evidence in favor of representation of
the independent validation results as a pdf.
We have also investigated the use of standard geostatistical techniques such as kryging for the
preparation of quantitative maps of soil constituents from point soil sample data (see Appendix
A.5). The comparison of the map of soil constituents obtained with standard geostatistical inter-
polation techniques are presented in the Appendix [see Figs. A.5 and A.17].
2.6 Summary and Conclusions
In this chapter we have explored a modeling framework which quantifies soil constituents directly
from airborne imaging spectroscopy data and laboratory analysis of soil samples without any field
spectrometer data. Most VNIRA methods are informed from field or laboratory spectroscopy. The
empirical modeling approach presented in this chapter establishes the feasibility of using AVIRIS
hyperspectral data for mapping different top soil constituents using the lasso regression algorithm.
The results obtained from the models indicates that various soil properties can be mapped well at
a fine spatial resolution. The automatic variable selection process is empirical but we have used a
bootstrapping framework so that the results are not dependent on specific selection of training and
test data. This bagging technique also ensures that the entire model space is explored in terms of
calibration. Our algorithm selects the important bands and is insensitive to the different regions
we select for model development. The models exhibit a paired band pattern and the coefficient of
determination of the different models for different instances of ensemble runs remain very similar
with the most important bands explaining maximum variance.
The spatial maps of the different soil properties and constituents represents the details at a
very fine spatial resolution over a very large area. A few studies have explored the mapping of
soil attributes for such large spatial extent. These maps show coherent spatial organization of the
overall floodway with evidence of historic meander features of the Mississippi River. On a much
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finer scale, erosional features such as gullies are clearly observed. In the region near the O’Bryan’s
ridge and adjoining areas the soil textural properties and chemical constituents are highly correlated
with topographic signatures of flood and reveal some of the initial impact of the massive flood on
the landscape.
Our findings are promising and useful specially for situations where field spectroscopy is not
available. Generally the VNIRA methods have a calibration and validation stage. We explored
independent validation in detail and found that validation on a particular subset of the data is not
an accurate representation. It is highly sensitive to the NDVI and also the size of the validation
test set. A better way to represent the independent validations is in the form of a probability
density function. We found that we can find a particular test data set which can support the claim
of accurate predictions. We have argued that the method presented in this chapter using bagging
cross validation may be better as it explores more domain of the soil properties as compared to a
calibration validation set. Finally we mapped a set of soil properties such as sand and silt which
does not have well known soil chromophores (soil spectral signatures). This has not been explored
before and the results provides us confidence with their characterization due to consistency with
other properties.
It can be stated that there are limitations associated to the application of the specific models
empirically obtained from the BPNM data directly over an area elsewhere. These require further
exploration and analysis, perhaps very similar study elsewhere. Moreover the VNIRA method is
an empirical method and does not provide us with a physical understanding of the interaction of
electromagnetic radiation with the soil. This understanding is necessary to identify and quantify
the soil properties better.
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CHAPTER 3
EFFECT OF SPATIAL RESOLUTION ON CHARACTERIZING
SOIL PROPERTIES FROM IMAGING SPECTROMETER DATA
3.1 Introduction
Characterizing spatial distribution of surface soil texture properties and chemical constituents at
high resolutions are important for predicting the near-surface hydrology such as runoff, infiltra-
tion and soil moisture and better understanding of ecosystem functioning in terms of soil organic
matter distributions, nutrient cycling and plant growth [30]. Imaging spectroscopy, such as from
the Airborne Visible Infrared Imaging Spectrometer (AVIRIS) [0.35 - 2.5 µm], combined with Vis-
ible, Near Infrared (NIR) and Shortwave Infrared (VSWIR) analysis can be used to quantify soil
properties [46, 47, 48, 49] and chemical constituents over large areas at fine spatial resolutions [89].
This method captures the intercorrelation between spectrally featureless constituents of soils and
the constituents with spectral features [49].
AVIRIS data, like all other airborne data, have limited temporal and spatial coverage. To
address this limitation and provide global coverage, the National Research Council Decadal Survey
on NASA Earth Science Applications recommended the development of a hyperspectral/thermal
infrared satellite mission [90]. The proposed Hyperspectral Infrared Imager (HyspIRI) would have
a visible-shortwave infrared (VSWIR) sensor with AVIRIS like spectral range [0.38 - 2.5 µm] and
spectral resolution of 10nm. However the spatial resolution of the data is proposed to be 60m at
nadir over land-surface, in comparison to the fine scale AVIRIS spatial resolution of the order of a
few meters (≈4m to 20m). Can existing approaches for characterizing soil attributes from airborne
platforms be used at coarser resolution space-borne observations? The goal of this chapter is to
examine this feasibility by coarse graining airborne AVIRIS data at 7.6m obtained for Bird’s Point
New Madrid Floodway in Missouri, USA, over an area of about 700 km2 [89]. We apply a previously
established modeling framework [89] developed in Chapter 2, that implements the lasso algorithm
in an ensemble bootstrapping approach at different spatial resolutions [89] by up-scaling the fine
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resolution airborne data to simulate a satellite based sensor [91]. Further, we compare within pixel
variance and the model structure of the soil properties across different spatial resolutions [92].
The research literature concerning the quantification of common soil textural and chemical
properties indicates that VSWIR analysis method has achieved significant success and has be-
come well accepted under laboratory conditions [51, 52, 58, 59, 60]. High quality airborne or
space-borne data, which have near laboratory quality reflectance with atmospheric, BRDF and
geometric corrections, is an important requirement for the VSWIR analysis method for analyzing
soil constituents across different spatial resolutions [30]. Previous studies have investigated the
applicability of VSWIR analysis over small areas [53, 66, 36] for characterizing soils from airborne
or spaceborne hyperspectral sensors [36, 30, 62, 63, 64].
Building on these studies, recent work using high resolution AVIRIS data have demonstrated
the feasibility of characterizing soil properties over large areas, using a data mining approach with-
out field or lab spectra of the samples [89]. The empirical data mining method in an ensemble
bootstrapping framework used point scale observations over the landscape for developing predic-
tive models for soil attributes. These models were able to predict the soil texture and chemical
constituents over a large area of flood-affected landscape showing coherent spatial structures and
correlation with the legacy landscape features such as meander scars of the Mississippi River. In
the present work we extend this approach and examine the feasibility of applying it to coarse reso-
lution (including space-borne HyspIRI-like) datasets, and to compare the results between different
resolutions and with the finest resolution data.
The approach involves simulating coarse resolution data by spatial degradation of fine resolution
airborne data [91]. One of the most common approaches is to apply a spatial filter designed to
simulate the sensor response [91]. Other methods include window averaging, arithmetic average
weighted variability, beta distribution simulation and so on. Each of these methods work well
in different settings, namely, forestry, agriculture, landscape ecology etc. [93]. Coarser spatial
resolutions generally result in loss of spatial and spectral information with manifestations such as
smoothening in NDVI, because of entrainment of more heterogeneous areas in the signals [94].
We investigate a number of questions on the role of spatial resolutions on quantification of soil
attributes and their multi-resolution variations. These include: (1) What is the effect on point
scale results when we use the same modeling framework across different spatial resolutions, further
what is the effect on the spatial pattern when we apply it over the landscape? (2) How can
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consistency in estimation of attributes across resolutions be evaluated at point scales as well as
spatially; and (3) How does the within-pixel values of a finer resolution vary as we move to coarse
resolutions. To explore these issues, we develop an approach with a set of metrics in a framework for
assessing the point-scale model performance as well as consistency of the spatial prediction across
the landscape. We use AVIRIS reflectance spectra and a point spread function to simulate the
HyspIRI-like response for (1) simulating coarse resolution data including the 60.8m HyspIRI-like
resolution followed by (2) development of empirical prediction models using established frameworks
for quantification of the soil constituents at different spatial resolutions, and finally (3) we evaluate
the effects of coarsening spatial resolution on the spatial prediction of soil constituents in accordance
with proposed novel set of metrics including the model structure and their within pixel variances.
The description of the data sets and study area are presented in Section 3.2. The method of
generating coarse resolution up-scaled (including HyspIRI-like) data from AVIRIS data, together
with a brief description of the modeling framework which includes the least angle shrinkage and
selection operator lasso algorithm is presented in Section 3.3. The framework for the assessment of
model performance and consistency of spatial distribution of constituents are described in Section
3.4. The model results for soil texture and chemical constituents and their evaluations at different
resolutions are presented in Sections 3.5.1-MI., and 3.5.1-MII. , followed by the comparison of model
structure at multiple resolutions in 3.5.1-MIII.. Spatial maps and comparison of pdf ’s of the soil
constituents at different resolutions are presented in Section 3.5.2-MIV.. Within pixel comparison
for model predictions at different spatial resolutions are presented in Section 3.5.2-MVI.. Summary
and conclusions are discussed in Section 3.6. Additional results are included in the Appendix B.
3.2 Data and Study Area
3.2.1 Hyperspectral Data
AVIRIS is an airborne spectroradiometer which measures upwelling reflected solar radiance from
350 nm to 2500 nm wavelength range in 224 contiguous channels at 10 nm bandwidth intervals
spanning the Visible, NIR and Shortwave Infrared (SWIR) regions of the electromagnetic spectrum
[19, 14]. For the present study NASA collected AVIRIS data immediately after the large Mississippi
River Floods of 2011 [88, 89], with the objective that these high resolution datasets will help us to
better understand the effects of large flood on landscapes. Six AVIRIS scenes were collected on 27
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July 2011 between 14:04 and 15:00 local time (19:04 and 20:00 GMT) over the Birds Point New
Madrid (BPNM) floodway a few weeks after the floodwaters receded [See Fig.3.1]. AVIRIS was
flown on NASA’s ER2 aircraft at an altitude range of 9.0 - 9.1 km resulting in a pixel resolution
of 7.6 m and covering approximately 700 km2 extent of the floodway.
3.2.2 Soil Data
Concurrently with AVIRIS flights, soil grab samples at a depth of 0-5 cm were also collected at 100
locations spread randomly across the entire stretch of the floodway as shown in Fig.3.1. The grab
samples were collected at multiple locations covering all flight lines and were targeted to capture
the variability in surface textural and soil moisture conditions across the floodway. The geographic
location of each soil sample was recorded with a hand held GPS device and surface characteristics
were also photographically documented. The soil samples were carefully collected in plastic bags
on-site for preserving the in situ soil moisture conditions and brought to the laboratory for physical
and chemical analyses. Hydrometer method with sieving for sands (< 50µm) [77] was used for the
laboratory textural analysis for the percentages of sand, silt, and clay, and were classified based on
the United States Department of Agriculture (USDA) soil classification triangles [78]. In addition,
analysis for soil organic matter (SOM) and other bio-available chemical constituents was done
following a standard agricultural soil chemistry protocol [79]. The following chemical constituents
were determined: Calcium (Ca), Magnesium (Mg), Potassium (K), Aluminum (Al), Boron (B),
Sulfur (S), Iron (Fe), Zinc (Zn), Copper (Cu), Phosphorus (P) and Manganese (Mn) (see [89] for
details). All of the different constituents are known as “extractable” and is a good measure of
potential plant uptake [80]. In the present study, however, we focus on soil texture, SOM and the
following chemical constituents: Ca, Mg, K, Al, and Fe.
3.3 Methods
3.3.1 Generation of Coarse Resolution data
An important component of this study is the generation of coarse resolution data, which includes
targeted space-borne HyspIRI-like data [22], from fine resolution airborne AVIRIS data. This
upscaling process involves spatial degradation of the high resolution data through convolution and
resampling. A simple averaging or area weighted function is not an ideal representation of the
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Figure 3.1: False color composite of the six AVIRIS scenes for the BPNM floodway mosaicked
together along with the soil sampling locations shown in yellow dots. The floodway boundary is
shown in blue. The windowed regions in brown colored boxes represents the areas for analysis and
comparison of soil textural properties and chemical constituents across different spatial resolutions.
upscaled radiances as the energy entering the sensor field of view is from a more heterogeneous
source. There is blurring due to diffraction and other unavoidable optical properties of the sensor
and as such, radiance is contributed by pixels outside the target. For ideal sensors the entire
detector output should be proportional to the energy, or radiance, contained within the footprint
or the geometric field of view of the pixel. In reality, a non trivial portion of the energy comes
from the surrounding areas outside the target ground sampling distance and causes blurring. Other
factors such as the electronics of the sensor, scan pattern, detector electronics, atmospheric effects
and many other factors may also cause additional blurring [95].
For a satellite based sensor the blurring is generally described by a point spread function (PSF).
The PSF of a sensor is the response of the sensor to a pencil ray of radiance from a given direction.
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The at-sensor radiance is given as [96]:
I =
∫ ∞
−∞
∫ ∞
−∞
PSF(x, y)Is(x, y)dydx (3.1)
Where Is is the scene radiance which is distributed in the object space, and x and y are the scene
positions that originated from the peak of the PSF in the object plane. The PSF(x, y) must satisfy
the normalization condition: ∫ ∞
−∞
∫ ∞
−∞
PSF(x, y)dxdy = 1 (3.2)
The ideal PSF model may be given as:
PSF(x, y) =

1 ≤ TGSD
0 > TGSD,
(3.3)
where TGSD is the threshold ground sample distance, which is the centroid-to-centroid distance
between adjacent spatial samples as measured at the satellite footprint. In this study the Gaus-
sian function is used to approximate the optical point spread function model of HyspIRI. This is
consistent with the recommendations of the HyspIRI preparatory study group ([94], Robert Green,
Personal Comunication). The circularly symmetric Gaussian like shape function has also been
proven to be useful to model the PSF of the 250m bands of the Moderate Resolution Imaging
Spectroradiometer (MODIS) satellite [97, 98]. Although the actual PSF that is measured from an
orbiting satellite is complex due to many factors mentioned previously, the Gaussian model was
shown to be useful for partially deconvolving the impact of PSF on land cover characterization from
MODIS data [97]. The results from the study indicated that the application of an inversion method
based on Gaussian model PSF on MODIS imagery reduced the signals from surrounding areas by
53% and further lead to the increase in land cover classification accuracy [97]. The Gaussian PSF
has been used as a more realistic and close approximation of the expected point spread function for
the proposed HyspIRI satellite in a previous study for examining the effects of spatial resolution
on hyperspectral fire detection [94]. Further the Gaussian weighted sampling is also adopted by
the HyspIRI preparatory group for generating coarse resolution precursor HyspIRI type products
from airborne AVIRIS data.
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FWHM = 60m
3σ 3σ
6σ
6σ
FWHM = 2.355σ
Kernel Size=6σ x 6σ
Figure 3.2: Schematic representation of the design of Gaussian kernel for resampling and upscaling
of the fine resolution AVIRIS data to coarser resolutions.
The optical Gaussian PSF is given as:
PSF (x, y;σ) =
1
2piσ2
exp(−x
2 + y2
2σ2
). (3.4)
Further the Full Width at Half Maximum (FWHM) of the Gaussian function is taken to be the
up-scaled pixel resolution of the simulated image. The FWHM and the standard deviation of the
Gaussian kernel to be designed is related as:
FWHM = 2
√
2 ln 2σ (3.5)
The standard deviation for the design of the Gaussian kernel is computed from eqn. (3.5), and the
dimensions of the kernel are taken to be 6σ × 6σ which covers about 99.7% of the area under the
curve (Fig. 3.2). The design kernel sizes for the 7 different simulated upscaled spatial resolutions
and the resulting spatial resolutions after convolution and resampling are presented in Table 3.1.
The spatial resolution of 60.8m is hereby referred to as ‘HyspIRI-like’ [see Appendix B Fig. B.1
for comparison of false color composites of upscaled coarse resolution images for a window over
O’Bryan’s ridge at the BPNM floodway].
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Table 3.1: Design Kernel Sizes for Upscaling the AVIRIS data.
Convolved and Resampled Resolution Kernel Size
10 m 3× 3
15.2 m 5× 5
20 m 7× 7
30.4 m 11× 11
45 m 15× 15
60.8 m 21× 21
90 m 29× 29
3.3.2 Atmospheric Corrections of Hyperspectral Images
Atmospheric/Topographic Correction (ATCOR) 4 [73] was used for preprocessing the AVIRIS data
and converting from the encoded digital numbers (DNs) to reflectance values. ATCOR removes the
atmospheric effects (namely, path and scattered radiances) and uses a monochromatic atmospheric
database and physics based algorithm based on the MODTRAN 5 radiative transfer code [74].
All six scenes are processed separately and finally mosaiced together to obtain the full image for
the floodway. The parameters for instrument and solar geometry (namely flight altitude, flight
heading, ground elevation, solar zenith and azimuth angles, sensor calibration files, etc) used for
atmospheric correction are obtained from the ephimeris files obtained with the 2011 NASA AVIRIS
data distribution and are presented in Table 2.1.
We analyzed scene 1 of the AVIRIS data and tested for the following three scenarios for coarse
graining:
1. Atmospheric correction followed by convolution and resampling;
2. Convolution followed by atmospheric correction followed by resampling; and
3. Convolution and resampling followed by atmospheric corrections.
The atmospheric corrections were performed with identical parameters for all the cases. We found
that the reflectance values in either of the three cases are nearly identical to each other without any
significant differences. Figure 3.3 shows comparison and one-to-one plot of reflectance values for
atmospheric corrections followed by convolution and resampling versus convolution and resampling
followed by atmospheric corrections. The figure compares upscaled 30.4m data for the two cases
for bands 79, 142, 195 and 210 corresponding to wavelengths 1.1, 1.7, 2.2 and 2.35 µm respectively.
The 1.1 and 2.2 µm represent hydroxyl or water absorption features, 1.7 µm represents the organic
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Figure 3.3: Comparison and one to one plot of reflectance values for atmospheric corrections
followed by convolution and resampling versus convolution and resampling followed by atmospheric
corrections. The data is for upscaled 30.4m resolution AVIRIS scene 1 for band numbers 79, 142,
195 and 210 corresponding to wavelengths 1.1, 1.7, 2.2 and 2.35 µm respectively. There is a strong
one to one relation (R2 = 0.99) for all the bands.
matter absorption and 2.35 µm represents carbonate absorption features. There is a strong one
to one relationship for almost all the bands. An examination of the other bands also show similar
one-to-one relationship. We have also repeated the analysis for the 60.8m resolution upscaled data
and found the same one-to-one relationship (not shown). We therefore, concluded that applying
atmospheric corrections on the upscaled data before or after convolution and resampling gives
us indistinguishable results. As a result of this analysis, henceforth, we applied convolution and
resampling to obtain the upscaled data of different spatial resolution after atmospheric corrections.
3.3.3 Modeling framework for quantifying the soil textural properties and chemical
constituents
Quantification of soil constituents requires a number of wavelength bands from the Visible, NIR
and SWIR region of the spectrum. We use the empirical bootstrapping data mining framework
already developed in our previous work for this analysis. The method is briefly summarized here
(for completeness please see [89] for details).
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The following 3-step analysis is required for the quantification of the soil constituents from
hyperspectral data and laboratory soil analysis results:
1. Extraction of the pixel spectral data corresponding to bare soil/low vegetation based on high
NDVI threshold and the geolocation of each soil sample. The extracted spectral data is
further collated with laboratory soil analysis data.
2. Development of empirical quantitive prediction models using bootstrapping lasso regression
framework for each of the soil physical properties and chemical constituents.
3. Application of the prediction models for quantitative spatial mapping of the various soil
properties and constituents over the entire landscape.
We use a method based on the lasso algorithm [69] for developing predictive models of soil
texture and chemical constituents. Suppose we have the data as (xi, yi), i = 1, 2, 3, ..., N , where
xi = (xi1, ..., xip)
T are the predictor variables (bands) and yi are the responses (laboratory based soil
results). We assume either that the observations are independent or that the yi’s are conditionally
independent given the xij ’s. We also assume that the xij are standardized so that
∑
i xij/N =
0,
∑
i x
2
ij/N = 1, and let βˆ = (βˆ1, ..., βˆp)
T . Then the lasso estimates for the coefficients for a linear
model are given by:
βˆlasso = argminβ
N∑
i=1
(yi − β0 −
p∑
j=1
xijβj)
2,
subject to
p∑
j=1
|βj | ≤ t, (3.6)
where, t ≥ 0 is a tuning parameter. Now for all t the solution for β0 is βˆ0 = yˆ by standardizing
the predictors and hence we can fit the model without the intercept. The above equation (3.6) can
also be written as:
βˆlasso = argminβ||y −Xβ||2 + λ|β|,
where |β| =
p∑
j=1
|βj |. (3.7)
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If the design matrix X is orthonormal the lasso solutions are given by:
βˆlassoj =

sign(βˆ0j )(|βˆ0j | − λ/2) if |βˆ0j | > λ/2
0 if |βˆ0j | ≤ λ/2,
(3.8)
which implies that a large value of λ (or small enough t) will cause some of the coefficients to be
exactly 0. The lasso method performs both model selection and soft shrinkage. In general, if the
design matrix X is not orthonormal, the lasso penalty lacks a closed form solution and optimizing
algorithms such as quadratic programming, least-angle regression (LARS), or coordinate descent
are employed to find the minimizing solution.
The lasso method is employed in an algorithmic bootstrapping framework. High NDVI based
filtering is done to remove data points which may be under dense canopy cover. The entire VSWIR
spectra is then divided into five different regions. The data set is split into training and testing sets
and lasso regression is applied to select the predictor bands (wavelengths). This process is repeated
for multiple times and a variable (or predictor) selection frequency is computed for all the bands
(wavelengths). The highest recurrence bands are selected as the predictor bands for a certain soil
constituent. After this an ensemble of multiple linear regression models are developed with the
selected predictor bands and the final model coefficients are the average of the the ensemble runs.
The final outcome of the ensemble lasso algorithm is a linear prediction equation for each of the
soil constituents of the form:
y = β0 + β1X1 + β2X2 + ...+ βnXn (3.9)
where X1, X2, X3,..., Xn are the different predictor bands (variables) and β0, β1, β2,..., βn are the
model regression coefficients corresponding to the selected bands. An algorithmic illustration of the
ensemble modeling framework is shown in Figure 3.4. These models are then used for prediction of
the soil texture and chemical constituents and preparing spatial maps across the entire landscape.
This method is implemented for each of the coarse grained datasets at different spatial resolutions
(10 m, 15.2 m, 20 m, 30.4 m, 45 m, 60.8 m and 90 m).
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Figure 3.4: Illustration of the ensemble bootstrapping lasso method for the development of the
prediction models for soil texture and chemical constituents. The top row represents 100 data
points which were filtered using an NDVI threshold of 0.7 to remove possible points under dense
canopies. The remaining points are split into training and test data sets and lasso algorithm based
bootstrapping method is implemented to derive the final model variable and the coefficients.
3.4 Approach for Assessing Cross-Scale Performance
An important objective of this chapter is to evaluate the feasibility and accuracy of quantification
of soil constituents over a landscape across multiple resolutions. Figure 3.5 provides an illustrative
overview of the flow of model development and spatial prediction framework for soil attributes and
an associated set of criteria for assessing the performance at each of the steps therein. Each of
the important modeling or performance evaluation steps are outlined in thin dashed-line boxes in
figure 3.5 and the letter in the boxes indicate the sequence of the approach.
For the landscape under study, imaging spectroscopy data is upscaled from fine (7.6m AVIRIS)
to multiple coarser resolution data-sets (box - A), and lasso based bootstrapping algorithmic frame-
work is applied at each resolution for developing the prediction models for various textural proper-
ties, SOM and chemical constituents (box - B). The modeling framework at a particular resolution
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is based on point scale observations of field data and corresponding pixel reflectances spread across
the entire landscape (boxes - A and B). This is followed by evaluation of the results at the point-
locations (boxes - C and D). The developed models are further applied spatially across the entire
landscape at multiple resolutions for characterizing the soil constituents (box - E) which is again
followed by the evaluation of the spatial distribution of the constituents across different resolutions
(boxes - E, F and G).
As the illustration in Fig. 3.5 exemplifies, we use a two part evaluation of:
1. the model results at point scale, and
2. the spatial distribution of the constituents
over the landscape at different resolutions are needed for assessing the performance of the approach
and consistency of results across resolutions. In the following we describe a set of metrics for
assessing the performance and consistency of point scale results and spatial distribution of the
constituents:
The point scale performance of the models developed across resolutions are evaluated in terms
of:
MI. Coefficient of determination (R2) values of the one-to one plots between the observed and
predicted value of the soil constituents at uniformly distributed locations over the landscape
[Fig. 3.5, box C].
MII. Comparison of USDA soil texture triangles (for textural constituents) in terms of percentage
of correctly and incorrectly classified soil texture classes [Fig. 3.5, box D].
MIII. Consistency of model structure in terms of persistence of bands across multiple spatial
resolutions for each of the different soil attributes [Fig. 3.5, box B].
For consistent performance at point scale the one to one plots should show very similar R2 values
(and slope of the regression line) across multiple resolutions. Further for soil texture, the distri-
bution of data points in soil classes as per USDA soil texture triangles should be similar across
different spatial resolutions, and the percentage of data points correctly classified in comparison to
the observed values determines performance. Finally evaluation of the model structure will indicate
the most important wavelengths for quantifying a particular soil constituent and we expect it to
be persistent across resolutions [Fig. 3.5, box B].
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The development of models based on point-scale data is followed by their application across the
entire landscape for obtaining quantitative spatial prediction maps of the constituents at multiple
resolutions [Fig. 3.5, box E]. A single pixel of a coarser spatial resolution spatial map is composed
of a number of pixels of a finer resolution map of the same constituent, although the total area
of the landscape remains constant. A more conventional approach of scaling-up analysis is to use
some form of statistical central tendency such as mean or median of the within pixel values (of
finer resolution maps) for developing coarser resolution spatial maps. In the present case however
the scaling-up applies to the reflectance (spectroscopy) data and not on the fine scale soil atributes.
We evaluate the spatial-consistency in results across multiple resolutions in terms of the following
metrics:
MIV. The probability density function (pdf ) of the soil constituents across the entire landscape
[Fig. 3.5, box F].
MV. Deviation of model prediction from statistical central values [Fig. 3.5, box E].
MVI. Within pixel comparison of model prediction of soil constituents [Fig. 3.5, box G].
Each soil constituent map will have a pdf across the entire landscape. The pdf of a particular
constituent can be compared across different spatial resolutions. The most important attribute of
the pdf to be compared is the mode as this represents the most widespread value of a soil constituent
in the landscape. The shape of the pdf is also important across different spatial resolutions. For a
consistent performance the mode of the pdf should be same and the shape similar across different
resolutions. A pixel of a coarser resolution spatial map e.g. 60.8m (say L1, Fig. 3.5 box - E) will be
composed of 64 pixels of finer 7.6m resolution map. For conventional statistical scaling we will use
the mean or median to represent the value of the attribute at the coarser resolution. For the current
case however, the value at the coarser resolution is obtained by application of models developed at
that resolution. The constituent values at a finer resolution corresponding to a footprint of a pixel
at coarse resolution will have a distribution and can be represented by a five-number summary
and the value at the coarser resolution obtained independently though models is expected to lie
in the range and can be indicated therein [see Fig. 3.5 box - E]. A smaller deviation between
the central value (fine resolution) and the modeled (coarse resolution) value indicates consistent
performance. This is for a single point (pixel) of observation, and this analysis can be performed
for a set of points at each resolution and the distribution of the medians and the model predicted
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values are a measure of the deviation of the model prediction from statistical scaling. We can
compute the variance of the within pixel values of a fine resolution spatial map, corresponding to
coarse resolution pixel footprint, and with the mean replaced by the model predicted value at the
coarse resolution [see Fig. 3.5 box - G]. We call this metric as the ‘within pixel variance’ and it
gives us an estimation of the error due to the application of the same model but at two different
resolutions. This analysis when performed for a set of points (pixels) will give us the distribution
of within pixel variance (error) at each resolution. The within pixel variance should be similar and
consistent across different spatial resolutions for good performance.
The need for scaling-up studies for landscape characterization are common in terrestrial remote
sensing applications. Our framework provides an approach and a set of ‘metrics’ for evaluating the
performance of estimation across resolutions. This approach can be also be applied to other similar
studies for performance evaluation across different spatial resolutions. The results of the present
analysis are described in accordance with the above framework.
3.5 Results
3.5.1 Point Scale Model Results of Soil Constituents at Different Spatial Resolutions
MI. Comparison of Model Prediction with Observational Data
The observed versus model predicted results for the soil texture (percentage of sand, silt, clay)
and SOM at three different resolutions are presented in Fig. 3.6. The inset boxplot shows the
root mean square (RMS) test error, in percentage, relative to actual for the test data (20% split
of the sample data points). The jitter points in the box plots show the RMS test error for each of
the 50 bootstrapping runs. The green line represents the regression line between the observed and
predicted properties. From the plots it is observed that out of the three textural properties, the
model for clay has the best performance with highest coefficient of determination values (0.79 <
R2 < 0.82), which is followed by sand (0.64 < R2 < 0.74) and silt (0.51 < R2 < 0.69). The
performance of the SOM models are also consistent and similar to clay models across different
spatial resolutions with 0.7 < R2 < 0.73 values. The RMSE values shown in the inset box plots
indicates that the errors are in the range of 20% to 40% of the observed values. The variance of
error values is found to be the least (interquartile range ∼ 5− 10%) for the clay model among the
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Figure 3.5: Illustration of conceptual framework for evaluating the point scale results and consis-
tency of spatial distribution of constituents (results) for scaling up studies using empirical modeling
frameworks involving terrestrial land-surface remote sensing. The arrows indicate the flow of model
development, prediction and the computation of associated metrics for evaluating performance at
each scale. The top part of the figure marked by boxes A, B, C and D represents the point scale
model development and performance evaluation. The bottom part namely boxes E, F and G repre-
sents the application of models spatially and the associated performance evaluation metrics. Each
of the performance evaluation metrics are indicated in upper-case roman numerals at both parts
of the figures.
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three textural properties.
When we consider the soil chemical constituents, the model prediction performance results
are very similar to SOM and soil texture. The scatter plots of Calcium (Ca), Magnesium (Mg),
and Potassium (K) show good correlation between observed and predicted values across three the
different spatial resolutions [see Fig. 3.7], with Mg having the highest R2 values between 0.75 and
0.8. The average mean error values are approximately 15%, 30%, and 15% for Ca, Mg, and K,
respectively, for the three resolutions. These results indicate that the upscaling preserves the model
performance with little degradation. Further these results across spatial resolutions of 10m, 20m,
45m and 90m are consistent and similar to the results obtained from airborne AVIRIS data at the
original fine spatial resolution of 7.6m [89], with approximately the same coefficient of determination
(R2) values and the slope of the regression (green) line. Similar results are also obtained for Al
and Fe (not shown).
MII. Effect of coarsening the spatial resolution on model prediction results for soil texture and
organic matter
The observed and combined sand-silt-clay model predicted data for different soil texture classes as
per United States Department of Agriculture (USDA) soil texture triangle classification are shown
in Fig 3.8. Figure 3.8(a) shows the laboratory analyzed soil texture classes (based on the % of
sand, silt and clay) along with the soil sample numbers originally used to identify them during
data collection and laboratory analysis, and (b) model predicted textural results at 7.6m original
airborne AVIRIS resolution. Fig. 3.8(c) through 3.8(e) show the model predicted textural results
using upscale resolution data at 15.2m, 30.4m and 60.8m, respectively.
From this analysis, we find that the laboratory and modeled soil classification results agree well.
The spread of the data in different classes is very similar for both observed and modeled results and
across various spatial resolutions. Moreover, inspection of the data labels and comparison with the
observed data reveals that most of them are classified correctly according to the categories described
in Appendix A.2.
The results of the classification analysis for all the different spatial resolutions are presented in
Table. 3.2. The results indicate that across all the different spatial resolutions (except the large
90m pixel resolution) about 40 - 47 % of the samples are classified exactly and about 28 - 41%
samples indicate close classification with the USDA soil texture classes. These results show us that
52
0 20 40 60 80 100
0
20
40
60
80
10
0
Observed Sand [%]
Pr
ed
ict
ed
 S
an
d 
[%
]
+
+
+
+
+
+
+
++ +
+
++ +
+
+
+ +
+
+
+ ++
+
+
+
+
+
+
+
+
+
+
+ +
+
+ +
+
+
+
+ +
+++
+
+
+
++
+
+
+
+
+
+ +++
++ +
+
+
+
+
+
+
+ +
+
+
+
+
+
+ +
+
+
+
+
+ : Sand
R2
0.691
30
50
70
%
 R
M
S 
Te
st
 E
rro
r
0 20 40 60 80
0
20
40
60
80
Observed Silt [%]
Pr
ed
ict
ed
 S
ilt 
[%
]
+
+
+
+
+
+
+ + +
+
+
+ +
+
+++
+
+ +
+
+ +
+
++ ++
+
+
+
+
+
+
++
+
+
+
+
+
+
+
++
+
+
+
+ + +
+
+
+
+
++
++
+
+ ++
+
++
+
++
++
+
+
+
+
+
+
+
+
+
+ : Silt
R2
0.505
20
40
60
80
%
 R
M
S 
Te
st
 E
rro
r
0 10 20 30 40 50 60
0
10
20
30
40
50
60
Observed Clay [%]
Pr
ed
ict
ed
 C
lay
 [%
]
+
+
+
+
+
+
+
++
+
+
+
++ +
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
++
+
+ +
++
+
+ +
+
+
++
++
+
+
++
+
+
+
+
++ + ++
+
+
+
+
++ +
+
+
+
+
+
+
+
+
+
++
+
+
++
+ +
+ : Clay
R2
0.798
20
60
10
0
%
 R
M
S 
Te
st
 E
rro
r
0 20 40 60 80 100 120
0
20
40
60
80
12
0
Observed Sand [%]
Pr
ed
ict
ed
 S
an
d 
[%
]
+
++
+ +
++ +
+
++
+
+
+
+
++
+ ++
+++
+
+
+
+
++ +
+
++
+
+
+
+++
+
+
+
+
+
+
+
+
+ +++
++ +
+
+
+
+
+
+
+
+
+
+
+
+
+
+ +
+
+
+ +
+
+ : Sand
R2
0.736
30
50
70
%
 R
M
S 
Te
st
 E
rro
r
0 20 40 60 80
0
20
40
60
80
Observed Silt [%]
Pr
ed
ict
ed
 S
ilt 
[%
] +
+
+
++
+
+ +
+
+
+
+ +
+
++ ++
+ +
+ +
++
++
+
+++
+
+
+
+
+
+
+
+
+
+
+
+
+
+
++
++
+
+
+
+
+ +
+
+
+
+
+++
++ +
+
+
++
+ +
+
++ +
+
+
+
++
+ +
+
+ : Silt
R2
0.646
10
20
30
40
50
%
 R
M
S 
Te
st
 E
rro
r
0 20 40 60
0
20
40
60
Observed Clay [%]
Pr
ed
ict
ed
 C
lay
 [%
]
+
++
+
+
+
+
++
+
+ +
+
++
++
+
+
+
+
++
+++
+
+
++
+ +
+
++
+
+ +
+
+
+
+
+
+
+
+++
++
+
+
++
+
+
+
++ + ++
++
+
+
++
+
+
++
+
++
+
+
++
+
++
+ +
+ : Clay
R2
0.812
50
15
0
25
0
%
 R
M
S 
Te
st
 E
rro
r
0 20 40 60 80 100
0
20
40
60
80
10
0
Observed Sand [%]
Pr
ed
ict
ed
 S
an
d 
[%
]
+
+
+
+
+
++
+
+++ +
+
+
++
+
+ +
+ ++
+ +
++
+
+ ++
+
+
+ +
+
+
++
+
++++
+
+
+
++
+
++
+
+ +++
++
++ +
+ +
++
+
+
++
+
+
+
+
+
+
+
+ +
+
+
+ : Sand
R2
0.644
50
15
0
25
0
%
 R
M
S 
Te
st
 E
rro
r
0 20 40 60 80
0
20
40
60
80
Observed Silt [%]
Pr
ed
ict
ed
 S
ilt 
[%
] +
+ +
+
+
+
+
+
+
+
+
+
+
+
+
+
+ +
+
+
+
+
++
+
++
+
+
+
+
+
+
+
+
++
+
+
++
+
+
++
+
++
+ +
+
+ +
+
+++
++
+
+
+
+
+
+
+
+
++
+
+
+ +
+
+
+
+
+ : Silt
R2
0.686
20
40
60
80
%
 R
M
S 
Te
st
 E
rro
r
0 20 40 60 80
0
20
40
60
80
Observed Clay [%]
Pr
ed
ict
ed
 C
lay
 [%
]
+
+
+ +
+
+
++
+
+
+
+
+ +++
+
+
+
+++
+
+
+
+ ++
+
+
+
+
++++
+
+
+
+
++
+
+++
+
++
+
+ +
+
++ +++
+
++ ++
++
+
++
++
+
+
++++
+ +
+ : Clay
R2
0.791
0
10
0
20
0
30
0
%
 R
M
S 
Te
st
 E
rro
r
(a) 15.2m (b) 30.4m (c) 60.8m
0 2 4 6 8
0
2
4
6
8
Observed SOM [%]
Pr
ed
ict
ed
 S
OM
 [%
]
+
+
+
+
++
+
++++
++
+
+
++
+
+ ++
+
+
+
+
+
+
+
+
+++
+
+
+
+
+
+
+
+
+
+
+
+
++ ++
+
+
+
+
+
+ +
+
+
++ ++
++ +
+
+
+ +++
+
+
+
+
+
++
+
++ + +
+
+
+
+ : SOM
R2
0.732
10
20
30
40
50
%
 R
M
S 
Te
st
 E
rro
r
0 2 4 6 8
0
2
4
6
8
Observed SOM [%]
Pr
ed
ict
ed
 S
OM
 [%
]
+
+
+
+
++ +++
+
+++
+
+
++
+
+
+ +
+
+
+
+
+ ++
+
+
+
++ +
+
++
+
+
+
+
+
+++ ++
+
+ +
+
+
+
+
++ ++
++ +++
+
+
++
+
+
+
+
+ + ++
+
+
+
+
+
+ : SOM
R2
0.695
20
40
60
80
%
 R
M
S 
Te
st
 E
rro
r
0 2 4 6 8
0
2
4
6
8
Observed SOM [%]
Pr
ed
ict
ed
 S
OM
 [%
]
+
+ +
++
+
++
+
+ +
+
++
+
+
+
++
+ +
++
+
+ +
+
+
+
+
++
+
+
++
+
+
+
+
+
++ +++
+
+
+
++
+
+
++ ++
++
+
+
+
+
+
+ +
++
+
+
+
+
+
+
+
+ : SOM
R2
0.718
50
10
0
20
0
%
 R
M
S 
Te
st
 E
rro
r
Figure 3.6: Observed vs model predicted properties of sand, silt, clay and SOM for three different
spatial resolutions (a) 15.2 m, (b) 30.4 m and (c) 60.8 m (HyspIRI resolution). The green symbols
each represent a data point, the green line represents the regression line and the black line represents
a 1:1 correlation. Inset : The boxplots shows the RMS test error values for the 50 ensemble
bootstrapping runs.
Table 3.2: Classification Accuracy of USDA Modeled Soil Texture Classes as Compared with
Observed Soil Texture Classes.
Spatial Resolution Exact Classification[%] Close Classification[%] Incorrect Classification[%]
10 m 46.67 28.89 24.44
15.2 m 42.86 38.46 18.68
20 m 40.22 40.22 19.57
30.4 m 43.96 43.96 12.09
45 m 43.33 36.67 20.00
60.8 m 46.51 40.70 12.79
90 m 37.35 33.73 28.92
the ensemble lasso method performs well across resolutions not only for individual models but also
for all the three different soil texture models combined together.
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Figure 3.7: Observed vs model predicted properties of calcium, magnesium and potassium for
three different spatial scales (a) 15.2 m, (b) 30.4 m and (c) 60.8 m (HyspIRI resolution). The green
symbols each represent a data point, the green line represents the regression line and the black line
represents a 1:1 correlation. Inset : The boxplots shows the RMS test error values for the 50 and
bootstrapping ensemble runs.
MIII. Model Structure of Soil Constituents at Different Spatial Resolutions
The model structure is investigated in terms of the explanatory predictor variables (wavelengths)
for the different soil constituents at all of the eight different spatial resolutions (namely 7.6m, 10m,
15.2m, 20m, 30.4m, 45m, 60.8m and 90m) used for the study. For a particular soil constituent it
is interesting to know the forms of inter-relationships between predictor bands of the models as we
upscale the data. Figure 3.9 shows the relationships between model structure (predictor bands)
at different spatial resolutions for clay, silt, sand and soil organic matter. It illustrates which
bands participates in the prediction model (Eq. 3.9) across different resolutions. The ordinates
of the plots represents the number of spatial resolutions greater than or equal to at which a band
(wavelength) participates in the model of a particular soil constituent. Fig. 3.9 indicate that there
are major region of bands around 400nm, 700nm, 1200nm, 1800nm, 2000nm, 2200nm, 2400nm and
others which are important and persistent across all the spatial resolutions. The model structure
for soil chemical constituents calcium, magnesium, potassium and aluminum show similar patterns
[see Appendix B, Fig. B.2]. It is found that the number of common predictors across many different
spatial resolutions are higher for the chemical constituents than the soil texture models.
Figure 3.10 summarizes the importance of wavelengths across different texture as well as chem-
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Figure 3.8: USDA Soil texture triangle showing (a) observed data points, and (b) model predicted
points at 7.6 m airborne AVIRIS resolution along with (c) up-scaled 15.2 m resolution, (d) up-
scaled 30.4 m resolution, and (e) up-scaled 60.8 m (HyspIRI-like) resolution. The sample numbers
are indicated on each of the dots. The spread of points in the different soil classes are very similar
with some data labels showing exact classification as in the observed data.
ical constituents for different spatial resolutions. There are a number of bands which are important
predictors for multiple constituents across most of the spatial resolutions. We find that wavelengths
in the blue region of the spectrum (390 - 460 nm) are important for all the textural properties and
chemical constituents. The empirical models for the prediction of the different soil constituents
are based on spectral characteristics of pure elements, compounds and radicals as well as the
intercorrelations between different wavelengths as soil is a complex mixture.
The lasso data mining framework therefore capitalizes on some of the pure spectroscopic char-
acteristics, which are well pronounced in the models. For the clay models the 2.2µm feature, which
is a hydroxyl absorption feature and is a signature of clay minerals kaolinite and montmorillonite,
is found to be a predictor across all the spatial resolutions. Some of the other features for these
minerals such as the 1.4 µm water absorption is captured across some of the spatial resolutions.
Similarly for the chemicals, a close examination of Fig. 3.10 reveals that the bands at 1.1, 1.4 and
2.2 µm are selected as predictor bands for calcium and magnesium across many of the spatial res-
55
olutions. These band are associated with and are specific signatures of Ca-OH and Mg-OH. Thus
it may be concluded that the empirical modeling framework selects the important spectral signa-
tures associated with a chemical constituent or a textural property as well as utilizes an underlying
correlation structure among various bands across upscaled spatial resolutions for quantification of
the soil constituents. For the different soil constituents figures 3.9 and 3.10 provide insights into
the importance of wavelengths and model structure across spatial resolutions.
3.5.2 Spatial Distribution of Soil Constituents Across the Landscape at Different
Resolutions
The lasso prediction models developed at different spatial resolutions (for soil texture and organic
matter) were applied on a pixel by pixel basis for obtaining quantitative spatial maps of the
constituents over the entire floodplain. These maps help us to better understand the distribution
of the constituents across the landscape and their spatial coherence. A comparison of the clay
and SOM content map of the entire BPNM floodway for the AVIRIS airborne 7.6m resolution
[89] and the upscaled 60.8m resolution images are presented in Figure 3.11. The upscaling to
60.8m (HyspIRI-like) resolution preserves the overall spatial correlation and organization of the
soil constituents with the underlying topography. Some of the interesting features observed from
the spatial maps [Fig. 3.11] are the historic meander patterns of the Mississippi River near the
middle of the images. These zones appear to have relatively high concentration of clay and low
concentration of SOM. These meanders are locations of relatively low elevations, capture the history
of river migration and act as preferential flow paths during very high flows. The historic meander
patterns are clearly observable in clay and SOM (and also for sand and silt; not shown) content
maps from both airborne and upscaled space-borne resolutions. Similar spatial correlations are
also observed for the magnesium content map of the floodway [Appendix, Fig. B.3]. Further we
have found that some of the fine scale features on the landscape due to immediate disturbance are
observed from the airborne resolution but not the space-borne resolution [see Appendix B.4]
MIV. Probability Density Functions of Soil Constituents Across the Landscape
It is important to evaluate and compare the spatial pdf of the constituents across multiple resolu-
tions, specially the mode (peak) and the shape of the distribution. The mode of the distribution
informs us the value of a soil constituent which is most widespread across the landscape or in other
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Figure 3.9: Plots showing the relationships between model structure i.e. the participation of
different bands in the prediction model, for (a) sand, (b) silt, (c) clay and (d) soil organic matter
across spatial resolutions of 7.6m, 10m, 15.2m, 20m, 30.4m, 45m, 60.8m and 90m. The y-axis
represents the number of resolutions greater than or equal to at which a wavelength or band
participates for a particular soil attribute. It is observed that there are consistent important
regions across the spectrum which participate in the models at different resolutions. Some of these
regions coincide with known spectral features of soil minerals and compounds (see text).
words it tells us the type of soil across the landscape. For a consistent scaling up framework, the
mode should be nearly the same across multiple resolutions and further a similar shape of the
distribution indicates a very similar overall spatial distribution of the constituents across the entire
landscape. We compute the pdf of the constituents using the histogram method of non-parametric
density estimation [99]. This analysis is carried out for two regions represented in Fig. 3.1 as
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Figure 3.10: Plots showing the relative importance of wavelengths for soil texture and SOM (left)
and chemical constituents (right) across the eight different spatial resolutions under study. The
number in the legend indicates the resolutions at which a particular band participates in a model,
with cold colors representing low importance and warm colors, high importance. Distinctive stria-
tions or patterns of importance are observed across the spectrum for the attributes across multiple
scales.
brown colored windows. The first region encompasses the old legacy meander patterns located in
the center part of the floodway (Region: R1). This region has mostly bare soil with pronounced
expression of the strong spatial correlation of the underlying topography as observed through differ-
ence in constituent concentration. The second region is the area over the O’Bryan’s ridge (Region:
R2) and this area has undergone the maximum change due to erosion and deposition as a result of
the flood (see [89] and [88]).
Figure 3.12 shows the pdf for the soil textural properties (sand, silt, clay) and soil organic
matter for Region R1. The plots represent the pdf s at all eight spatial resolutions. As expected,
it is evident from all the plots that there is a peak value of constituent concentration at each of
the different spatial resolutions and the distributions are similar across different spatial resolutions.
Distribution of sand is consistent across resolutions. However silt and clay models tend to tradeoff
a little. As resolution decreases there is a tendency to predict higher silt and lower clay. We find
that the maximum value of sand concentrations is low (around 10 − 12%) for silt it is about 50%
and for clay it is about 40 − 50%, this is in very good agreement with our previous finding that
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Figure 3.11: Spatial map of Clay and Soil Organic Matter content of the BPNM floodway as
obtained by applying the developed lasso prediction model to 7.6m AVIRIS and simulated 60.8m
HyspIRI imagery. The base layer represents the quantitative content map obtained by application
of the developed models to the hyperspectral image, the hatched layer in blue represents the water
areas in the floodway including the river, wetlands and small ponds or lakes and the areas in green
represents the vegetation areas consisting of deciduous, evergreen or mixed forests. The water
layers are derived from the NLCD 2006 landcover database and the vegetation class is a NDVI >
0.85 threshold mask. The water and forest areas are masked due to uncertainty in prediction due
to predominant vegetation or erroneous signals from these areas.
Region R1 of the floodway is mainly composed of silty clay soil [89]. The results for silt and soil
organic matter show a bi-modal behavior across different spatial resolutions. Silt predominantly
show bi-modal behavior with peaks at 20m and 60.8m, although some oscillations can be observed
as the peaks gradually increases from 7.6m to 15m and then decreases till 30.4m as the spatial
resolution is coarsened and finally increases again for further coarse resolutions.
Coarsening the spatial resolution results in reduced number of image pixels with larger di-
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mensions, each representing larger ground areas as compared to the fine resolution image. It is
possible to convert the pdf of a soil constituent to a physical ground area wise distribution of the
soil constituent values, by multiplying the area of each pixel with the corresponding bin width and
bin wise pixel count. This gives us a sense of the ground area covered by different values of soil
constituents. Figure B.6 shows the ground area wise distribution of different values for the soil
chemical constituents magnesium, calcium, iron and potassium also for region R1. Again for the
soil chemical constituents magnesium, potassium and iron show a distinctive bi-modal structure
across resolutions. For calcium there is a steady decrease in the mode value till 60.8m. For iron
there is a tendency of increase and for potassium there is a tendency of decrease in the modes for
the high resolutions (7.6m, 10m, 15.2m, 20m and 30.4m). The plots at 60.8m and 90m spatial reso-
lution for some of the soil constituents shows large fluctuations near the tail. This is because there
are fewer number of pixels with high concentration values. This analysis (for the results of Region
R2 see Appendix, Figs. B.5, and B.6) again reveals that the results are consistent for different
spatial resolutions with the total area covered by different values of the chemical constituents also
being almost the same.
MV. Deviation of Model Prediction from Statistical Central Values Across Different Spatial
Resolutions
In this section we compare the results of cross scale model prediction with standard scaling methods
using central values such as median or mean. We also compare the consistency of the predictions
spatially across different spatial resolutions. We have performed the analysis on all of the seven-
upscaled resolutions, here we present the results of three different spatial resolutions in multiples
of 7.6m namely, 15.2m, 30.4m and 60.8m. The soil constituents were extracted corresponding to a
2× 2, 4× 4 and 8× 8 footprint block from the 7.6m spatial maps corresponding to the original soil
sampling locations. Fig. 3.14 shows the results for clay, SOM, magnesium and iron. The inset box
and jitter plots at each of the top left corner represents the spread of constituent concentrations
for the 8 × 8 footprint. In the inset figure each box and jitter plot represents the result for a
single pixel (point) of observation. The red dots represent the model predicted values for each
of the soil sample locations at 60.8m resolution, and indicates the deviation in prediction of the
constituent at that resolution compared to the finest available resolution. Similar box and jitter
plots are also prepared for the other two resolutions representing the 2 × 2 and 4 × 4 footprints
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Figure 3.12: Plots showing the probability density function of the soil texture and SOM for all the
different spatial resolutions for region R1 in Fig. 3.1. The soil constituents represented in clockwise
order from top-left are are sand, silt, clay, and soil organic matter.
corresponding to 15.2m and 30.4m resolution, respectively (not shown). The red and blue box
plots represents the distribution (average results) for a set of pixels (in this case, the soil sampling
locations [Fig. 3.1]) distributed spatially over the landscape. We find that the variation in the
medians are very small across the different resolutions. Each of the line figures below the box plots
quantifies the difference in the medians for the model predicted values and the spatial medians as a
percentage corresponding to the three different resolutions. It is found that the range of percentage
difference is 10%, 5%, 17.5% and 9% for clay, SOM, magnesium and iron respectively across the
different spatial resolutions. The results indicate that there is very small deviation between model
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Figure 3.13: Plots showing the distribution of total area modeled at different values of each of
the soil constituents for all the different spatial resolutions. The results shown above are for the
windowed region of the area near the O’Bryan’s ridge and is represented as a brown colored box R2
in Fig. 3.1. The soil constituents represented in clockwise order from top-left are are magnesium,
calcium, iron and potassium.
prediction and statistical scaling-up across different resolutions, and further that the modeling
framework provides spatially consistent results across different resolutions. It can also be stated
that the models that are developed captures well the median of the sub-pixel variability as we move
to coarser resolutions.
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Figure 3.14: Comparison of the modeled soil constituents and the spatial distribution of Clay,
Soil Organic Matter, Magnesium and Iron at different resolutions. The red box plots shows the
distribution of the modeled soil constituents at different resolutions and the blue box plots shows
the distribution of spatial medians (from the original soil constituents maps at 7.6m resolution) at
different resolutions. The line plot below each figure shows the percent change in the model and
spatial median values of the soil constituents at different spatial resolutions. The inset box plots
shows the modeled value of the soil constituent at HyspIRI (60.8 m) resolution as a red dot and
the distribution of the value of the soil constituent at 7.6m resolution AVIRIS pixels which now
lies within the 60.8m HyspIRI pixel.
MVI. Within Pixel Comparison of Model Prediction of Soil Constituents Across Different
Spatial Resolutions
As mentioned previously in Section 3.4, the within pixel comparison of soil constituents helps us
to evaluate the error (or deviation) and consistency of results arising due to the use of the same
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modeling framework across multiple resolutions. In this section we discuss the results of within-
pixel predictions and how they vary as we move to coarse resolutions from the original 7.6m fine
resolution.
The within pixel variance (wpv) is calculated using the model prediction at each of the spatial
resolutions and the extracted values from the finest resolution 7.6m spatial maps corresponding to
the 2× 2, 4× 4 and 8× 8 footprint blocks as described in the previous subsection. The mean value
in the variance computations is replaced by model predicted values at the different resolutions.
The within pixel variance computed is related to the variance as:
σ2 = σ2wpv +
∑n
i=1[(x¯− xm)2 − 2(xi − xm)(x¯− xm)]
n− 1 (3.10)
σ2wpv = σ
2 − k1 + k2
n∑
i=1
(xi − xm)), (3.11)
where σ2wpv is the within pixel variance of a footprint block. This represents the wpv of a single
point of observation and is a measure of error in prediction at that point-location.
Fig. 3.15 represents the distribution of wpv for clay, SOM, magnesium and iron for a number
of points corresponding to the soil sampling locations in Fig. 3.1 for three different resolutions.
Each of the red dots in Fig. 3.15 shows the wpv (error) at a particular soil sampling location. We
find that the distribution of wpv values are very similar across fine to coarse resolutions (15.2m,
30.4m and 60.8m respectively). The median values of the distributions are nearly the same for all
constituents except for Mg which may be increasing slightly. As stated earlier for a consistent and
good scaling-up performance of the modeling framework, the distribution of wpv (error) should be
similar across resolutions. The results from Figures 3.14 and 3.15 show that the models are able
to capture the mean trends in the soil properties spatially very well as we upscale the airborne
hyperspectral data to simulate space-borne resolutions.
The results of Sections 3.5.1-MI., and 3.5.1-MII. indicate that the point scale model results for
texture and bio-available nutrients are consistent across spatial resolutions. Further the results
of the overall spatial predictions in terms of pdf of the soil constituents as presented in section
3.5.2-MIV. also indicate the consistency in the prediction of spatial distribution of the constituents
across the landscape. Finally results from section 3.5.2-MV. and 3.5.2-MVI. supports the fact that
overall prediction at different resolutions captures the mean trends consistently well with small
deviation from statistical scaling up values. The results are in accordance with the evaluation
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Figure 3.15: Distribution of within pixel variance of the values of Clay, Soil Organic Matter,
Magnesium and Iron. Each red dot is a measure of the within pixel variance at a particluar soil
sampling location. This is calculated by using the information from the inset box plots from figure
3.14 and is the sample variance of all the soil values within the up-scaled pixels with the mean
replaced by median soil constituent values. The within pixel variance remains same as we move
from fine to coarse resolutions.
framework laid out in Section 3.4 and the metrics indicate consistent performance across different
spatial resolutions. This shows that our modeling framework is consistent and scalable and would
be applicable to study the soil constituents from a space-borne hyperspectral sensor.
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3.6 Summary and Conclusions
In this study we have explored the feasibility of scaling up a lasso algorithm based modeling frame-
work for quantifying soil attributes from imaging spectroscopy data obtained from space-borne
sensors. Coarse resolution data were simulated using Gaussian resampling to replicate the point
spread function and HyspIRI-like space borne data. The empirical modeling approach using the
ensemble lasso regression developed in [89] was applied for quantifying the topsoil constituents at
seven different spatial resolutions of 10m, 15.2m, 20m, 30.4m, 45m, 60.8m and 90m. We propose
a framework with a set of metrics for evaluating the point scale model performance and the con-
sistency of spatial prediction of the constituents across resolutions over the landscape. The results
obtained from the models at various resolutions show that the various soil attributes can be well
quantified across different resolutions. The model performance and the regression lines between
the modeled and observed data were preserved for the different upscaled spatial resolutions. The
representation of modeled texture data on the USDA soil texture triangle also show consistent
and similar classification across resolutions. Further analysis of the model structure revealed that
important spectral features are represented across spatial resolutions and different soil attributes.
The analysis reveals that the point scale results are consistent across resolutions. It establishes
that the ’lasso‘ based modeling framework trained on point scale laboratory analysis of in-situ
soil sample data is applicable for quantifying the soil constituents from upscaled (HyspIRI-like)
hyperspectral data.
The effects of coarsening the spatial resolution on the spatial prediction of soil constituents were
also investigated. It was found that the shape of the pdf ’s also representing the ground area wise
distribution of particular values of soil constituents across the landscape are similar and consistent
across different spatial resolutions. The peaks are identical in few cases and in a few others this
show a bi-modal pattern across multiple resolutions. These results further lends confidence to the
applicability of the modeling framework across different resolutions.
Further we investigated the within pixel variability, the deviations of the model predictions
from statistical central values and the corresponding distributions of the soil attributes at the
different spatial resolutions. This is done by extracting the data from the fine scale 7.6m resolution
maps corresponding to the footprint at each of the spatial resolutions. The results indicate that
the models capture the central trends for the coarser resolutions accurately; and the within pixel
variance distributions indicates that the fluctuations (errors) remain the same as we move to more
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coarser resolutions with the median value preserved. The results of our analysis are aligned with
the proposed performance evaluation framework and indicates that the approach is scalable and
robust, and could be potentially applied to quantify soil constituents from space-borne data.
Our findings are promising and indicate that the lasso regression based framework can be
applied to quantify soil properties at different spatial resolutions. It may perhaps be possible that
the method is successful due to a relatively flat homogeneous agricultural landscape with lot of
exposed bare-soil with clear sky conditions during airborne data acquisition. We also assume that
there are no additional noise components from electronics or sensor optics. The method perhaps
need to be tested on more complex topography and natural areas. Heterogeneity in the landscape
may play an important role specially in the upscaled reflectances and atmospheric corrections. The
evaluation metrics described herein may require modification in such scenarios, most importantly
to take into account the heterogeneity expressed by vegetation patterns on the landscape. These
are some of challenges and open questions posed by the current research and requires further
exploration. Although the investigation of the model structure across different spatial resolutions
lends support that it may be possible to establish a fixed set of explanatory variables in the future,
which again requires further exploration and analysis. Nonetheless the present study validates that
the ensemble lasso method is scalable and can be used for quantifying soil constituents from coarser
resolution space-borne sensor data.
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CHAPTER 4
A FRAMEWORK FOR USING REPEAT SATELLITE
MEASUREMENTS FOR GLOBAL CHARACTERIZATION OF
SOILS
4.1 Introduction
Soil properties are highly complex, interconnected, and are important to human habitats and
economy [26]. There is an ever increasing need for spatially continuous and quantitative soil
information for environmental modeling and management, from regional to national and continental
scales [100]. The GlobalSoilMap project aims to address this issue by generating fine resolution
gridded estimates depending on the availability of existing soil surveys, environmental data and
point observations [27, 26]. Surface soils are an extremely important part of the ecosystems whose
physical and chemical properties change due to natural or anthropogenic disturbance and other
stressors at different time scales [101]. Imaging spectroscopy is transformational in its ability for
dynamic characterization of surface soil constituents over large areas at fine resolutions [89, 102,
103]. Currently research is geared towards exploring the applicability of reflectance spectroscopy
for assessing soil constituents over increasingly large geographical regions, ranging from countries
to continental scales [37].
The observational needs for imaging spectroscopy of the Earth from space is urgent and im-
pending, and it can benefit a number of communities such as aquatic [104, 105], and terrestrial
including the soil [22, 106] and atmospheric science [107]. In-spite of the necessity and importance,
there are currently no satellites in Earth’s orbit making repeat hyperspectral measurements from
space. The National Research Council in its publication “Earth Science and Applications from
Space: National Imperatives for the Next Decade and Beyond” [2007] recommended the Hyper-
spectral InfraRed Imager (HyspIRI) mission to NASA which will address the science questions on
terrestrial, aquatic and atmospheric topics [22]. HyspIRI is expected to have a global coverage in
5-16 days at high spatial resolutions of 30-60m. It will make continuous spectral measurements
with ≤10nm contiguous bands in the VSWIR region from 380 nm to 2500 nm and about 8 bands
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in the thermal region from 4 to 13 µm [22]. The HyspIRI mission is currently in its science
demonstration and formulation stage. A more developed global mission the German Environmen-
tal Mapping and Analysis Program (EnMAP). It is expected to be launched in 2018, will provide
contiguous measurements in the 420 nm to 2450nm [23]. In the near future these satellites will ac-
quire hyperspectral data from space and open up unprecedented opportunities to study terrestrial
ecosystems globally, including soils with contiguous spectral information that is not possible with
current broadband multispectral sensors. In this chapter, we will take advantage of the potential
of repeat and consistent hyperspectral measurements from future polar orbiting global mapping
satellite missions for improved quantitative estimation of soil attributes.
Process oriented models regularly takes advantages of temporal measurements of geophysical
variables and fluxes from satellites to address the problems associated with filtering (nowcasting)
and improving predictions (forecasting), in a predictor-corrector framework. Many examples of
such applications can be found in hydrology, atmospheric sciences, ocean sciences etc [108, 109,
110]. However, in many natural phenomena we do not have the complete understanding of the
underlying dynamical system primarily because the nature of the system is too complex, sensitive
to heterogeneity, or system components evolve at different timescales. In such instances we approach
it from a systems approach where we have a sequence of observation from repeat measurements
and the objective is to improve predictions by learning whenever there is a change in measurement
over time. These methods in statistical theory are often referred to a the temporal-difference
(TD) approaches [111]. The conventional prediction-learning methods are driven by error between
predicted and actual outcomes, whereas in the TD approach learning is driven by the difference
between temporally successive observations [111].
Soils are heterogeneous mixture of different minerals, air, water and organic matter, and each of
these building blocks of soil interact differently with incident electromagnetic radiation producing
soil spectral signatures. Soil spectra contains quantitative information about different physical and
chemical constituents of soil, but the role of each of the building blocks of soil in the different parts
of the VSWIR region of the spectra is not well understood, at least for now. As such radiative
transfer functions which can translate different soil compositions into their corresponding spectral
reflectance is unknown. The soil spectral signatures however has been proven to be useful in en-
semble statistical models to quantify their physical and chemical constituents [89]. Our assumption
is that the overall reflectance of soil is a manifestation of different soil properties and other an-
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cillary factors such as moisture, organic matter and surface disturbance. Soil properties on the
land surface change at different time scales, properties such as soil texture change over slower time
scales compared to some of the ancillary factors such as soil moisture. Having repeat soil spectral
measurements from satellites can be useful for characterizing the soil constituents in terms of the
change in spectral reflectances (due to change in ancillary factors, but without change in a particu-
lar soil attribute we are estimating) from one pass of the satellite to the next over the same ground
location. Our hypothesis is that repeat measurements (compared to a single observation) will add
more information by better exploring the space between the spectra of soil properties we are esti-
mating, and the various ancillary factors (which alters the reflectance signatures) in a statistical
data driven modeling framework. This approach will also enable us to reduce uncertainty in the
characterization of different soil attributes. In this chapter we explore these issues systematically
by building on the knowledge developed in the previous two chapters and that available in existing
literature.
The specific objectives of this chapter are as follows:
1. Develop a theoretical framework for global scale soil characterization from repeat satellite
based hyperspectral measurements.
2. Demonstrate that the proposed theoretical retrieval framework will have the following fea-
tures:
(a) The retrieval framework will assimilate repeat soil spectral observations into the devel-
oped ensemble statistical modeling framework presented in chapter 2.
(b) The repeat assimilation will lead to the evolution of a “dynamic soil spectral library”
along with increased certainty in estimation of soil attributes due to better representation
of the variation in soil spectral signatures in the ensemble statistical modeling framework.
The principles of soil spectroscopy and the assumptions for the development of modeling frame-
work are discussed in section 4.2. Mathematical description and the underpinning assumptions of
the ‘lasso’ based bootstrapping quantification framework developed in Chapter 2 are discussed in
section 4.3, which will provide the background needed for the global scale quantification framework.
This is followed by the assumptions and the development of the theoretical retrieval framework for
global soil characterization using repeat measurements in section 4.4. Finally the discussion of
features of the retrieval algorithm and the path forward are presented in section 4.5.
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4.2 Principles of Soil Spectroscopy and Assumptions for the Development
of Modeling Framework
The spectral properties of minerals or pure chemical compounds at the microscopic level are a
manifestation of the interaction between electromagnetic spectrum and matter. The electronic
processes dominate in the ultraviolet, visible and near infrared region, and the vibrational processes
are mainly found in the shortwave infrared region of the spectrum [112]. For solids, most of the
fundamental vibrations occur beyond 2.5 µm, but their overtones and combinations are found in
the VSWIR region of the spectrum, for example for the hydroxyl group the overtone (2ν, where
ν is the absorption fundamental = 2.77 µm) occurs at 1.4 µm which is the most common feature
in the terrestrial material spectra. Some of the other common known absorption features of pure
substances found in terrestrial spectra are Fe3+ ∼ 0.4 - 0.6 µm, Al-OH ∼ 2.15 - 2.22 µm, Mg-OH
∼ 2.30 - 2.39 µm, Fe-OH ∼ 2.24 - 2.27 µm, Si-OH ∼ 2.25 µm, H2O ∼ 1.9 µm, CO3 ∼ 2.30 - 2.35
µm and NH4 ∼ 2.0 - 2.13 µm [112]. In comparison to minerals, soil is a heterogeneous mixture of
pure compounds and other substances [113, 114].
Any substance or parameter that significantly affects the incident radiation and alters the
shape and nature of the reflected radiation is known as a chromophore. Soil chromophores can
be classified into two types: physical and chemical [112]. A given soil sample consists of a variety
of chromophores, which vary with environmental conditions. A physical chromophore does not
have wavelength dependent absorption features in the reflectance spectra, whereas a chemical
chromophore manifests itself as wavelength dependent absorption features [112]
Figure 4.1 illustrates the difference between the physical and chemical chromophores. Particle
size (for example soil grain size) is an example of physical chromophore. Smaller particle sizes will
have higher scattering and less transmission manifesting in a higher reflectance as compared to
larger particle size which will have the opposite effect. In contrast the chemical chromophore will
cause the absorption peaks of varying intensities to appear at specific wavelengths and will not
affect the reflectance across the entire wavelength range as a whole [31]. The spectral reflectance
of soils are mainly controlled by [112]:
• Soil moisture (physical and chemical chromophore)
• Particle size (physical chromophore)
• Organic matter (physical and chemical chromophore)
71
Wavelength
Re
e
ct
an
ce
Re
e
ct
an
ce
Wavelength
Physical Chromophore
Chemical Chromophore
Very ne sandy loam
Fine sandy loam
Sandy loam
Increasing 
moisture content
Figure 4.1: Illustration of the effects of physical and chemical chromophores on soil reflectance
spectra. The left figure illustrates the increase in reflectance across all wavelength due to fining
of particle sizes (everything else maintained constant). The right figure illustrates the increase
in absorption peaks (offset for clarity) at specific wavelengths due to chemical compounds, water,
organic matter or other substances. The effect of physical chromophore can be seen superimposed
on the effects of chemical chromophore in making soil less reflective due to increase in overall soil
moisture contents.
• Mechanical composition (physical and chemical chromophore)
• Mineral contents (physical and chemical chromophore)
• Surface roughness (physical chromophore)
The pure minerals have chemical chromophores which are distinctive, and imaging spectroscopy
have been widely studied for their identification and quantification [114, 115]. Soils however present
the complexity of a number of chromophores, whose signals combine, thereby hindering the assess-
ment of the effect of any single chromophore or its underlying physical basis. For example only
soil texture, and soil moisture (keeping everything else constant) regulate the soil reflectance in the
following ways [112]:
1. The fine grained silt and clay increase the overall reflectance across all the wavelength com-
pared to sand.
2. Clays hold water more tightly than sand and increase absorption peaks at specific wavelengths.
3. For all the three textural components, increase in soil moisture content decreases the re-
flectance across all wavelengths.
4. Clay is composed of different minerals which have different absorption features across different
wavelengths.
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Careful observation of the spectra of more than 400 American and some
Brazilian soils [in the VIS-NIR (termed as VNIR) region] by Stoner and
Baumgardner (1981) revealed only five spectral categories for describing all
soil groups (Fig. 2). This occurs despite the fact that according to the US
Department of Agriculture (USDA) Soil Classification System, enormous
numbers of soil types exist [12 soil orders, 64 suborders, more than 200
Great groups and 10,000 soil series (Soil Survey Staff, 1999)]. Analyzing
visually many soil spectra shows that the soil spectrum is even more general
than Baumgardner and Stoner’s criteria. A generic soil spectra, presented
in Fig. 3 (Haploxeralf soil), is characterized by a monotonous spectral
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Figure 2 Reflectance spectra of five mineral soil that were found to represent more
than 400 soil samples (after Stoner and Baumgradner, 1981).
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Figure 3 A soil spectra (Haploxeralf ) that represents the major chromophors in soils
(see text for more details).
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Figure 4.2: Illustration of known major physical and chemical soil chromophore, adapted from
[112].
The known influence of chemical chromophores on the different parts of the soil reflectance
spectra is shown in Figure 4.2 [113]. In summary, under field conditions the reflectance spectra of
soils are affected by physical and chemical variation of the soil (e.g. the effects of chromophores and
particle sizes) due to the complex and heterogeneous interactions, which is difficult to account for
using physical principles. In addition, the soil reflectance spectra is also affected by illumination
and viewing geometry, atmospheric attenuation, spectral resolution, signal to noise ratio of the
sensor and vegetation cover as discussed in the previous chapters.
Based on known physical principles and existing literature involving soil laboratory and remote
sensing studies we synthesize and state the following principles and assumptions which are used
for developing the modeling framework for quantification of soil constituents:
1. Spectroscopy allows us to detect signatures and spectral absorption features of specific min-
erals which are useful in their detection and quantification.
2. These spectral features are very tiny or narrow so they are hard to detect, especially in
heterogeneous and mixed surroundings.
3. Instruments having high signal to noise ratio are necessary for the detection and quantification
of these minerals and pure chemical compounds [36, 30].
4. Soils are mixtures of a number of minerals, having a range of different particle size distri-
butions with varying amounts of soil organic matter and moisture content. Each of these
73
components interact with incident radiation and the observed soil reflectance is a combined
expression of all of these interactions.
5. Due to the highly complex nature of electromagnetic interactions it is difficult to model the
reflectance spectra of soils from physical principles of radiative transfer. As such methods
of quantification of different soil constituents based on physically based radiative transfer
models do not exist.
6. It has been demonstrated in the laboratory that soil reflectance spectra obtained from hand
held field spectrometers can be used to quantify the different constituents using statistical
models. The statistical models capture the correlation between laboratory measured soil
constituents and the corresponding spectral reflectances which includes known and unknown
spectral features [48, 49].
7. The soil reflectance spectra contains information about each of the different soil constituents
which can be characterized by developing independent prediction models for each of the
constituents.
8. A number of bands spanning the full spectral range in the visible, NIR and SWIR is necessary
for characterizing the soil constituents. Simple indices representing band ratios is not suitable
for characterizing soil constituents to any reasonable degree of accuracy [49].
4.3 Mathematical Description of the ‘lasso’ Based Soil Quantification
Framework
4.3.1 Retrieval of Soil Constituents as an Inverse Problem
Let us denote the vector of spectral reflectance of a single pixel (point in the field), for which we
are interested in determining the soil constituents as:
X = {x1, x2, x3, . . . , xnr}T (4.1)
where, xr is the reflectance at each of the individual channels and nr is the number of spectral
channels (for AVIRIS, nr = 224). The set of laboratory measured soil attributes corresponding to
the same coincident pixel or point location in the field, which correlates with the spectral channels
74
or observations is also a vector denoted by:
Y = {y1, y2, y3, . . . , ynp}T (4.2)
where, yp is each of the individual properties (e.g. sand, silt, clay, organic matter, etc) and np is
the total number of properties.
The observed spectral reflectances may be related to the soil constituents on the land surface
through the following model.
X = F(Y ) + v (4.3)
where, F() : Y −→ X is a functional representation of the radiative transfer equation which maps
the soil attributes quantitatively to the space of spectral reflectances, and v ∈ <nr , represents the
error in the observations of spectral reflectances.
We will assume that viewing and illumination geometry, path attenuation and scattering has
been accounted for by atmospheric corrections, and the observed at sensor radiance values have
been transformed to surface reflectances. Henceforth, all our computations will be in the space
of reflectances. The interactions of the incident radiation with the soil surface are different due
to size of particles/voids, chemical composition involving molecular and atomic interactions and
most importantly water content and organic matter, which are dynamic and change very rapidly.
These interactions are represented by radiative transfer function F() : Y −→ X. This implies that
same quantitative values of soil texture (% sand, silt and clay with same particle size and chemical
composition) may give rise to a slightly different spectra due to differences in soil organic matter
or soil moisture.
The aim of the retrieval algorithm is to obtain the quantitative estimate of the soil constituents
Y , given the spectral reflectance X, the radiative transfer function F(), and apriori information
about the observation error v. Thus, it is an inverse problem of estimating the soil attributes from
observed spectral reflectances. It has been discussed in Section 4.2 that the nature of F() is highly
complex and unknown, as such the closed-form of solution of the above-mentioned inverse problem
is infeasible. In the following section we will describe an algorithm which provides an empirical
solution to this complex inverse problem.
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4.3.2 Algorithm
The observations, existing literature and physical principles of soil spectroscopy discussed in Section
4.2 motivates the development of the modeling framework. The central assumption is that, a soil
spectra X, composed of hundreds of narrow-band channels obtained from an imaging spectrometer
contains information about the different physical and chemical constituents Y of the soil. We
further assume that, each soil constituent can be quantified independently of each other from the
soil spectra with a set of predictors or explanatory variables which are the values of reflectance at
different wavelengths (λi’s).
Consider a set of paired observations, spectral reflectances and corresponding laboratory mea-
sured soil attributes, as:
S˜ = {(Xi, Yi)}N˜i=1 where,
Yi = [y1i, y2i, ..., ynpi]
T
Xi = [x1i, x2i, ..., xnri]
T
(4.4)
For the example presented in Chapter 2 with AVIRIS data and soil constituents from BPNM
floodway in Missouri, USA we have nr = 224 and np ≈ 15 and N˜ is the total number of reflectance
and soil constituent observation pairs.
Dense vegetation and canopies which cover a significant portion of the ground sampling area
(pixel size) of the sensors is unsuitable for quantifying and characterizing the soil attributes. The
point observations on which laboratory measurements are based upon, translates to airborne or
space-borne spectra with pixels which have different spatial resolutions. The corresponding pixel
spectra may have mixed signals with significant fraction of vegetation signals in them. For this
reason it is necessary to filter out the corresponding observations:
S =
 {(Xi, Yi)}
N˜
i=1 ∀ NDVIi < NDVIthreshold
{(Xi, Yi)}Ni=1 where N ≤ N˜
(4.5)
With the filtered set of paired observations N , we assume that the explanatory inverse predictive
model for the soil constituents Y , given the spectral observation X, is well represented by the
following linear model:
Y = CX + e (4.6)
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where C ∈ <np×nr is a matrix of the coefficients or weights that combines with the spectral
reflectances and e ∈ <np denotes the error vector. If we assume e ≈ zero mean error, then given
an estimate of the matrix of coefficients Cˆ, the conditional expectation of the soil constituents Xˆ
is given by:
Yˆ = E[Y |Cˆ] = CˆX (4.7)
where Yˆ ∈ <np , X ∈ <nr and Cˆ ∈ <np×nr .
Further we make the following assumptions involving the observations and the span of the
explanatory variables in the spectral domain for making the problem well posed and the algorithm
computationally stable:
1. Generally we have a small set of observations compared to the spectral dimension, (i.e.
nr  N) to establish the relationship between explanatory variables and soil constituents.
Essentially we are dealing with a ‘sparse’ problem.
2. The explanatory or ‘sparse’ set of predictors is a subset of the entire spectral range, with
appropriate representation of wavelengths as predictors from the entire spectral range.
3. Spectral domain decomposition is necessary to ensure that the entire spectra is represented
in the model in an automatic algorithm.
4. Designing an ensemble bootstrap based framework incorporating an appropriate regular-
ization scheme with domain decomposition facilitates the proper shrinkage, selection and
representation of predictors across the entire spectral range in a robust way.
Let k be a subset of the predictor bands representing the full spectral range which is sufficient
to model the soil constituent with the maximum information from the spectral domain, that is
nk ⊂ nr. Obviously for a single soil constituent we can write eq. 4.7 as : yˆi[1×1] = Cˆ[1×nk]X[nk×1].
The estimation of the coefficients from equation (4.7) represents a well defined problem and for
obtaining the closed form solutions we need to perform the following two steps:
1. Determine the subset of predictor or explanatory variables.
2. Estimate the coefficient matrix Cˆ
In step 1, for selecting the subset of predictor bands a domain decomposition of the spectral
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domain into several subdomains is performed, which is represented as:
D = {(di)}nli=1 (4.8)
where, D represents the entire spectral domain and di are each of the nl spectral subdomains. Also
let kl be the number of channels/bands in the models in each of the subdomains di and of course
by definition kl ⊂ {dl} ∀ l, with cardinality n(k) = {cl} and the total number of bands/channels
in the predictor model are:
k =
nl⋃
l=1
kl (4.9)
It is important to have the whole spectral range of the sensor represented (the known and
unknown chromophores and spectral features) in the model. The wavelengths or predictor bands
explaining the strongest correlations with the modeled soil constituents needs to be selected from
these spectral subdomains in an automated algorithm. An appropriate ‘sparse’ regularization
scheme in an ensemble bootstrapping framework ensures robustness and is necessary for auto-
matic selection of the predictor variables in the subdomains, given these constraints, the lasso
algorithm [69] seemed the most appropriate choice. The information about the optimal number
of the spectral domains and the number of predictors in each of the subdomains can be inferred
from the available set of observed spectral reflectances and laboratory measured soil properties S,
through sensitivity analyses. For the analysis presented in chapter 2, involving AVIRIS data and
soil samples form the Mississippi Birds Point New Madrid Floodway, sensitivity analyses reveals
that optimum values are, nk = 5 and kl = 10 for l = {1, 2, 3, 4} and kl = 5 for l = {5}. The corre-
sponding domain decomposition may be represented as follows D = {d1, d2, d3, d4, d5} where d1 =
{x1, x2, . . . , x50}, d2 = {x51, x52, . . . , x100}, d3 = {x101, x102, . . . , x150}, d4 = {x151, x152, . . . , x200}
and d5 = {x201, x202, . . . , x224}. Further the optimal number of predictors in the subdomains were
determined to be {c1, c2, c3, c4, c5} = {10, 10, 10, 10, 5}, and the corresponding band selection in
each of the subdomain may be represented as :
k1i ⊂ {x1i, x2i, . . . , x50i}
k2i ⊂ {x51i, x52i, . . . , x100i}
k3i ⊂ {x101i, x102i, . . . , x150i}
k4i ⊂ {x151i, x152i, . . . , x200i}
k5i ⊂ {x201i, x202i, . . . , x224i}
(4.10)
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Where i, represents each of the soil attributes which are studied.
MI. The lasso Method
For each of the kli we use the lasso method in a bootstrapping framework which is robust and
maps the spectral reflectances to the space of soil properties. The lasso regression method is a
constrained minimization problem which can be formulated for each spectral subdomain for each
property as:
βˆ
lasso,l
= argminβl∈<cl
N∑
u=1
(yu − dTluβl)2,
subject to
cl∑
v=1
|βlv| ≤ t, (4.11)
where, t ≥ 0; this can be again reformulated using a Lagrangian multiplier λ for the l1 penalty as
follows:
βˆ
lasso,l
= argminβl∈<cl
{
N∑
u=1
(yu − dTluβl)2 + λ
cl∑
v=1
|βlv|
}
(4.12)
there exists a one to one correspondence between t and λ. The above formulation also assumes that
a location and scale transformation has been applied so that the response is centered,
∑N
u=1 yu = 0
and the predictors are standardized that is
∑N
u=1 dlu,v = 0, and
∑N
u=1 d
2
lu,v = 1 for v = 1, 2, 3, . . . , cl.
For simplicity we have omitted the subscript i indicating each soil constituent in the above formu-
lation. The lasso algorithm due to its l1 penalty does not provide a closed form solution unless the
design matrix dlu,v is orthonormal. The solution of the constrained quadratic programming prob-
lem can be efficiently approximated in such cases with algorithms such as Least Angle Regression
(LARS) or co-ordinate descent.
MII. Algorithm Robustness
It is well studied that lasso produces sparse solution by a combination of soft and hard thresholding
due to the l1 penalty, the sparsity is geometrically intuitive in 2D where the constraint is a rotated
square (diamond) and the objective functions are elliptical. The lasso solution is the first place
where the elliptical contours touch the square and this will sometimes occur at a corner giving a
zero coefficient. The limitations of the lasso method is that in case of p > N case, the maximum
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Figure 4.3: Illustration of lasso based modeling framework based on spectral domain decomposition
and incorporating a threshold of selection based on probabilistic selection of model predictors, (a)
illustrates the probability of selection of predictor variables based on ensemble models for one
spectral domain and (b) represents the overall algorithm across the VSWIR spectrum.
predictors it will select is N before it gets saturated. Further if there is a group of variables with
very high pairwise correlations the lasso algorithm will only select one variable from the group
randomly [116].
To incorporate the limitations of limited set of paired observations, lasso algorithm and rep-
resentativeness of the entire VSWIR spectrum in the prediction models, the bootstrapping based
frequency of selection of predictors as illustrated in Figure 4.3 is adopted. Specifically, we accom-
plish the following using this step:
1. Randomly selecting 80% of the samples (let us denote as Sˆ) by bootstrapping nb times in
each of the spectral subdomains ensures a probabilistic determination of the predictors in a
bayesian perspective, that is P (kli|Sˆ) of the predictors instead of a deterministic process.
2. The limitations of grouping and saturation problems of lasso are overcomed with even a
smaller set of paired observation samples (S).
3. The bootstrapping process statistically represents the entire available set of observations as
the population and the subsets due to randomization can be considered as samples (Sˆ). Due
to the complex nature of relationships between the spectral reflectances and observed soil
properties (as discussed in section 4.2) the bootstrapping using smaller subsets is able to
robustly span the relationships between the space of reflectances and soil constituents.
Our simulations and observations have revealed that the data and complex nature of relation-
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ships between soil properties and the predictor variables fluctuate with different subsets of the
data. The probability mass functions for each subdomain due to bootstrapping become stable as
shown in Figure 4.3. The probability mass functions give us the selection of the most important
predictors from the ensemble simulations of the available observations. Heuristically it can be said
that the algorithm maximizes the information content in predictor selection as well as maximizes
the predictive power. Of course as indicated above the domain decomposition ensures stability of
our algorithm but most importantly ensures the representation of the entire spectral domain in the
models.
We obtain the final model structure (represented by blue dotted lines in Fig. 4.3) given the
observation set S. An ensemble of models are developed with the same philosophy using multiple
linear regression method and 80% bootstrapping of the samples. The final model coefficients are
obtained using the mean or expected value of the ensemble simulations. The equation (4.6) has
been used independently for developing the prediction model for each constituents, we can represent
the final model structures for all the constituents compactly as follows:
Y = CX + e and
Y = [y1, y2, ..., ynp ]
T
[1×np]
X = [x1, x2, ..., xk]
T
[1×k]
(4.13)
C =

c11 c12 . . . c1k
c21 c22 . . . c2k
...
...
. . .
...
cnp1 cnp2 . . . cnpk

np×k
(4.14)
e =
[
e1 e2 e3 . . . enp
]T
np×1
(4.15)
where k is a subset of nr and generally k  nr.
If we assume e ≈ zero mean error, then:
Yˆ = E[Y |Cˆ] = CˆX (4.16)
81
4.4 Analysis Framework for a Global Scale
We assimilate the key findings from modeling framework developed in Chapter 2, a more rigorous
mathematical basis and description of which is presented in the previous section 4.3.2, together
with the spatial analysis performed in Chapter 3 to develop a theoretical framework for assimilation
of space-based hyperspectral observations for characterizing soil properties globally. Satellite based
observations enable us to have repeat observations from space. Without major disturbances some
soil properties such as soil texture will remain constant over smaller time-scales which will enable
us to use the repeat observations for adding information to the developed modeling framework and
improving the global characterization.
4.4.1 Apriori Assumptions
1. The developed soil constituent prediction algorithm can be applied over landsurfaces globally
that is mostly open areas and bare soil and more specifically devoid of vegetation cover. For
this, a vegetation based filtering needs to be applied. We also expect that most of the regions
in the tropics will be covered by vegetation and so for now our analysis will be limited to mid
and high latitudes.
2. We will work in the domain of spectral reflectance after the application of atmospheric cor-
rections to the at-sensor radiance, and assume that the corrections will be able to remove the
effects with the same uniformity across multiple passes.
3. Further we will assume that the effects of atmosphere are well removed. The expression of
the reflectance is independent of illumination geometry but is a holistic manifestation of the
interaction with particles, chemical compositions, soil moisture and organic matter.
4. Soil texture will be assumed to be constant (no change quantitatively) over time (at least for
repeat observations with temporal scale of 16-20 days, e.g. HyspIRI) at least for a year.
5. Soil organic matter and moisture may change with each repeat overpass of the satellite.
6. For observations pertaining to one pass (with uniformly applied atmospheric corrections) a
same spectral profile given all other conditions (moisture, SOM and vegetation) constant will
result in the same soil attributes. This is independent of spatial location.
82
7. Again due to change in organic matter, moisture content or nutrients the soil spectral re-
flectance may change from one pass to another even with the soil texture constant.
8. The lasso modeling framework will be able to capture and represent appropriately the re-
lationships between soil spectra and its properties. The robustness is time invariant with
respect to each overpass, but the degree of accuracy will be expected to improve as more of
textural space with varying conditions are represented in the spectral space.
Some of these assumptions are illustrated in Fig. 4.4. For soil texture we will specifically state
the following assumptions, at any given time, if the reflectance vectors are equal, xA1 = xB1, it
implies that the value of the soil attributes are equal, that is [yA1 = yB1]. At a subsequent time,
without any major disturbances on the landsurface, [Fig. 4.4], even if xA1 6= xA2, it will still imply
[yA1 = yA2], of course xA1 = xA2 implies equality in the properties and is time invariant.
We have argued that the lasso framework in a bootstrapping algorithm is suitable for selecting
the predictor variables across the full VSWIR spectrum and ultimately provides robust but dynamic
predictive models for the soil constituents which have similar performance. In the scaling up study
presented in chapter 3 we have demonstrated that the lasso framework is scalable in a sense that
it can account for the entrainment of information from adjacent heterogeneous pixels to maintain
robustness of prediction accuracy. The obtained models at different spatial resolutions are found
to be dynamic in the context of the predictive bands and the model structure is slightly different
but it accounts for known soil spectral features. Moreover the prediction accuracy for point scale
results as well as the spatial predictive power over large extents in terms of pdf s and within pixel
variances are preserved. We have assumed that the established lasso modeling framework is time
invariant and our spatial predictions are pixel wise and spatially independent. We can assume a
space for time substitution and assume that the lasso based framework will have similar predictive
power with a same set of ground based observations but with different (slightly) spectra with
each pass. This assumption is reasonable since for pixel wise observations at different times the
spectra will change due to moisture, organic matter and other surface conditions even with the
same quantitative soil attributes.
83
AB
A
xB1
Time = 1 Time = 2
xA1
xA2
Figure 4.4: Illustration of the satellite observed spectra for specific ground locations at different
times due to repeat overpasses.
4.4.2 Retrieval Algorithm
In this subsection, we describe an algorithm which will use repeat hyperspectral measurements from
space for characterizing global scale soil texture. As previously assumed the spectral reflectance
is sensitive to many other factors in addition to the change in soil texture, although it contains
the necessary information to quantify the soil textural properties. The domain of application of
the algorithm will be over the landsurface free of tropical forest cover and snow cover globally.
We will begin the retrieval algorithm after the satellite has made one complete traversal of the
entire earth surface, let us call it as the first pass and we will update the retrievals with the
corresponding overpasses of the satellite. For initiating the algorithm some known ground points
are required where the observed and laboratory measured soil texture values are available. The
observed locations are denoted by ‘a’ [see Fig. 4.5], and we assume to have ground observed values
of soil attributes along with the satellite observed spectral measurements as a observation-spectra
pair (Ya, Xa). The entire spatial region can thus be decomposed into two domains as shown in Fig.
4.5, these regions are:
1. Spatial region A where the reflectance and observed soil property pair (Ya, Xa) are known.
2. Spatial region B where the observations for the corresponding soil attributes are unknown
(spectra is known and obtained from satellite using same preprocessing steps).
We use two types of similarity metrics between a reference spectra ~r and the target spectra ~t for
each pixel. The first is a comparison, given as the spectral angular difference (in radians) between
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Figure 4.5: Illustration of the spatial domains used in the global soil property retrieval framework
for the first overpass of the satellite. The left figure is a graphic representation of the pixels’ spatial
distribution in the sub-domains and the right figure represents the expected proportions of the
domains.
the two spectra according to the equation:
θ = cos−1(
~t · ~r
||~t|| · ||~r||) (4.17)
and the second is the euclidean distance measure given by:
d = ||~t− ~r|| =
√
(t1 − r1)2 + (t2 − r2)2 + . . .+ (tnr − rnr)2 (4.18)
4.4.3 First Pass
MI. Spatial Region A - Soil Attribute Retrievals Using lasso Based Predictive Models
We will start the algorithm with the collected known initial database of paired laboratory mea-
sured soil texture and spectra obtained from satellite. We will call it our apriori known spectral
library/database. Let the number of such paired observations be n1 and denoted as:
D = {Yi, Xi}n1i=1 (4.19)
We will use the lasso based method described in Section 4.3 (assuming the underlying assump-
tions therein) to compute the matrix C and develop the predictive models for each of the soil
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constituents. We can rewrite equations (4.13), (4.14) and (4.15) for representing the soil texture
prediction models as:
Y = CX + e and
Y = [y1, y2, y3]
T
[1×3]
X = [x1, x2, ..., xnr ]
T
[1×nr]
(4.20)
C =

c11 c12 . . . c1nr
c21 c22 . . . c2nr
c31 c32 . . . c3nr

3×nr
(4.21)
Here we generalize and represent the full spectrum with all the available bands in a compact
form as opposed to only the k bands which are selected by the algorithm for the different models.
The notation implies that the above coefficients are zero for some predictors for the different
constituents. With the models it is possible to predict the soil constituents for all the spatial
locations in the sub-domain B.
MII. Spatial Region B
For the spatial subdomain B the objective of the retrieval algorithm is to induct more observations
in the database by using measures of spectral similarity and the already established relationships
between the predictor wavelengths and soil constituents. We take each spectra Xi of the known
spectral library D, and find its k nearest neighbours [Fig. 4.6]. The similarity measure being the
spectral angular difference θ (Instead of using k nearest neighbour, a threshold can be set and
spectrally similar soil spectra can be selected from D). The assumption is that spectra of similar
shape result due to change in reflectance in some proportion across all wavelengths (similar to
the effects of physical chromophore). We can further assume that the proportionate change in
spectral reflectance can be attributed directly to some proportionate change in quantitative soil
texture values. In effect we have now selected kn1 spectra from the spatial subdomain B which
have similar spectra as our existing database D. Let us now modify our equations (4.20) and (4.21)
to represent one property (i), as we have developed the prediction models independently.
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Figure 4.6: Illustration of k-nearest neighbour sampling of soil spectra from the spatial sub-domain
B corresponding to individual soil spectra from the database/library.
y = cX+ e where
y = [yi1, yi2, . . . , yin1 ][1×n1]
c = [ci1, ci2, . . . , cinr ][1×nr]
X = [X1|X2| . . . |Xn1][nr×n1]
Xl = [xl1, xl2, . . . , xlnr ]
T
[1×nr]
(4.22)
Consider that the textural property we have to estimate {ysj,i}, corresponding to each of the
kn1 spectra {Xsj,i} can be mapped to the space of soil property by some linear combination of the
properties we have in the database D, that is:
{y˜sj,i} = yw˜j + ej , j ∈ {1, kn1} (4.23)
{ysj,i} = E[{y˜sj,i}|w˜j ] = ywj , j ∈ {1, kn1} (4.24)
where, the weights wj need to be determined, which linearly combines with the properties in
the database D and e is a zero mean error.
wj = [w1, w2, . . . , wn1 ]
T
j (4.25)
The weights wj cannot be estimated from equation 4.24 alone as both {ysj,i} and wj are un-
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known. To estimate wj we assume that the soil properties and their spectral signatures [Fig. 4.6]
have analogous smooth geometric structures. Further it can be assumed that the soil properties and
their spectral signatures have similar locally linear representations. Thus, the spectral observation
{Xsj,i} can be represented with the same linear combination of weights wj as:
{X˜sj,i} = Xw˜j + v, j ∈ {1, kn1} (4.26)
{Xsj,i} = E[{X˜sj,i}|w˜j ] = Xwj , j ∈ {1, kn1} (4.27)
where, v is a zero mean error with finite variance. The problem is now well defined. To estimate
the weights we use a constrained form of the weighted minimum mean-square error estimator.
Dropping the subscripts j and i this can be compactly represented as follows [117]:
wˆ = argminw||C1/2(Xs −Xw)||22,
subject to, w > 0, 1Tw = 1 (4.28)
The l2 norm is defined as ||w||22 =
∑
iw
2
i and w > 0 indicates element wise non negativity. The non
negativity constraint is necessary to be physically consistent with the positive values of spectral
reflectance. The sum to one constraint ensures local unbiasedness in the estimates. The matrix C >
0,∈ <nr×nr is positive definite and determines the relative importance of each of the wavelengths
or predictor bands. For the present problem, we choose C = diag(cb), b = 1, 2, 3, . . . , nr, to be
the model coefficients which is found for each soil constituent using the lasso based modeling
framework for the spatial subdomain A. Further for the model coefficients c, we define the value
of cb = |cb|/maxb|cb|, where |.| indicates the absolute value and is defined for cb 6= 0. The matrix C
captures the importance of the predictor wavelengths proportionately as determined by the models.
However, the problem in Eq. (4.28) is ill-posed as the number of spectra in the spectral database
will grow rapidly (with the k-nn and repeat overpasses as we will see next) compared to the spectral
bands. In order to make the problem stable and well-posed we adopt the following regularization
scheme which is a combination of the l1 and l2 norms as follows [116]:
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wˆ = argminw||C1/2(Xs −Xw)||22 + λ1||w||1 + λ2||w||22,
subject to, w > 0, 1Tw = 1 (4.29)
where, the l1 norm is given by ||w||1 = ∑i |wi|, and the regularization parameters λ1 and λ2 are
non-negative. The problem defined in equation (4.29) is a non smooth convex optimization problem
as both the penalty functions are convex but the l1 penalty is non-differentiable at the origin. We
have already discussed about the advantages of using the l1 norm in the lasso method and it is
very effective for obtaining “sparse” solutions. But the limitation of using only l1 norm is that the
maximum number of spectra selected from the database will be bounded by the spectral dimension
nr and hence it is restrictive. Further, the spectra in the spectral database will likely be highly
correlated and clustered in groups, lasso will select only one spectra from the group randomly. On
the contrary using only l2 norm will lead to selection of all spectra even irrelevant ones from the
database and lead to oversmoothing problems. A mixed form of regularization as stated above
can be considered optimal for stable solutions of problems with ill-conditions arising due to the
very similar and correlated spectra in the database. After obtaining the weighting coefficients, we
can obtain the soil property from Eq. (4.24). For all the kn1 points/pixels we can compute the
deviation in the soil properties obtained from the models and the retrieval algorithm as:
δnˆ11 =
∑
j
|ys1j,i − ymp1j,i |, j ∈ {1, kn1} (4.30)
where ymp1j,i represents the values of soil properties from model predictions and y
s1
j,i represents the
values of soil properties from spectrally similar retrieval algorithm for the first pass.
4.4.4 Second Pass
For the second pass, the algorithm will be repeated as in the first pass but initially the database
will be reconstructed and updated to include the retrievals from the previous as follows:
1. The spectral reflectances corresponding to the n1 locations whose ground measured soil prop-
erties are known will be extracted and they will be included in the library along with the
laboratory measured soil properties.
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Figure 4.7: Illustration of the spatial domains used in the global soil property retrieval framework
for the second and subsequent overpasses of the satellite. The left figure is a graphic representation
of the pixels’ spatial distribution in the sub-domains after induction of new points and the right
figure represents the change in expected proportions of the domains.
2. The spectral reflectances of the kn1 points or pixels from the previous pass will also be
extracted, and the the soil properties retrieved using the algorithm in the first pass will be
the corresponding soil property in the database.
The spatial sub-domain A will be larger then the first pass [see Fig. 4.7] and we will now have a
bigger library with influx of information from the first pass of the satellite.
D = {Yi, Xi}n2i=1 where, n2 = n1 + kn1 (4.31)
The following algorithmic steps are exactly identical with the spatial sub-domains A and B [see
Fig. 4.7]. The lasso based framework is used for developing the independent models with the
new spectral library in the subdomain A and following which the retrieval is carried out using
spectral similarity measures in subdomain B. The main equations of retrieval (now with n2 paired
observations) are summarized below:
y = cX+ e and
y = [yl1, yl2, . . . , yln2 ][1×n2]
c = [ci1, ci2, . . . , cinr ][1×nr]
X = [X1|X2| . . . |Xn2][nr×n2]
Xl = [xl1, xl2, . . . , xlnr ]
T
[1×nr]
(4.32)
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{ysj,l} = ywj , j ∈ {1, kn2} (4.33)
w = [w1, w2, . . . , wn2 ]
T (4.34)
{Xsj,l} = Xwj , j ∈ {1, kn2} (4.35)
wˆ = argminw||C1/2(Xs −Xw)||22 + λ1||w||1 + λ2||w||22,
subject to, w > 0, 1Tw = 1 (4.36)
After obtaining the soil properties we can compute the deviation in the soil properties from the
models and the retrieval algorithm both for kn1 and kn2 points or pixels from both the passes as
follows:
δnˆ12 =
∑
j
|ys1j,i − ymp2j,i |, j ∈ {1, kn1} (4.37)
δnˆ22 =
∑
j
|ys2j,i − ymp2j,i |, j ∈ {1, kn2} (4.38)
where ymp2j,i represents the values of soil properties obtained from model predictions and y
s2
j,i repre-
sents the values of soil properties from spectrally similar retrieval algorithm for the second pass.
4.5 Discussion of Salient Features of the Retrieval and Path Forward
As discussed in section 4.3, the probabilistic nature of predictor selection ensures that the lasso
modeling framework establishes the relationship between the space of soil spectral profiles and
the soil properties robustly. This will ensure that the deviation values for the constituents will
decrease with each pass that is, δnˆ12 ≤ δnˆ11 . The retrieval algorithm assimilates temporal spectral
observations with each pass and improves the prediction of the constituents [see Figure 4.8]. At
every pass the retrieval algorithm first establishes the relationship between the paired spectral
observations and soil properties in terms of prediction models. The algorithm further uses spectral
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Figure 4.8: Illustration of progress in characterization of surface soil texture with repeat satellite
hyperspectral measurements. The proposed framework uses statistical relationships and spectral
similarity measures in an optimization framework for assimilating repeat spectral measurements
for improvement in soil texture characterization.
similarity measures with hard/soft regularization, with weighting of the predictor bands (based
on the developed models) for retrieving properties for spectrally similar pixels. The assimilation
decreases the uncertainty of prediction of subsets of spatial subdomain (pixels) B, with each repeat
pass of the satellite [see Figure 4.8 left]. The pixels with retrieved soil properties using spectral
similarity then becomes a part of the database for the next overpass and retrieval. As already
discussed the soil spectra is sensitive to variations in soil moisture, roughness and other auxiliary
factors. Resampling spectra independently at every repeat observation and model development
ensures the space of variability between soil constituents and their spectral reflectances with varying
auxilliary factors is increasingly represented with each pass [see Figure 4.8 right]. The proposed
retrieval framework thus introduces the concept of a “dynamic evolution of the spectral library”
considering dynamic auxiliary soil conditions, as opposed to a static one with constant auxiliary
factors. With repeat temporal spectral measurements there is a direct feedback from the space
of soil texture on the space of spectral reflectances with an improvement in the representation of
information between the two, which is facilitated by the proposed retrieval framework.
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It may be interesting to see how rapidly the retrieval progresses with each pass. More specifically
how rapidly the spatial uncertainty decreases with each pass. The k-nearest neighbor method make
the progression of decrease of uncertainty geometric and it diverges quickly. It we assume that that
approximately the total land surface area is 150 million km2 and assume 15% tropical forest cover
and 12% polar snow and ice cover. The estimated number of satellite overpasses required for the
algorithm to reduce maximum uncertainty with 30m ground sampling (pixel size) is presented in
Table 4.1.
Table 4.1: Repeat Satellite Passes Required for Global Soil Characterization.
Retrieval parameter (k)
Initial Ground Pixels 10 20 50 100 500
500 10 8 6 6 4
1000 9 7 6 5 4
5000 9 7 5 5 4
10000 8 7 5 5 4
1000000 6 5 4 4 3
The satellite will have repeat coverage about 20 days, in a year it will have about 18 passes even
with a conservative estimate of 60% cloud free scenes we will have 11 instances of repeat observations
and Table 4.1 suggests that we can have complete global coverage with least uncertainty within a
year during which it is assumed that soil texture will undergo limited or no change with the least
amount of disturbance. The above observations indicate that the proposed theoretical retrieval
framework may be suited for quantifying soil attributes from space-based and limited ground based
observations and will have the following three salient features.
1. It will generate and incorporate an in-scene “dynamic spectral library” approach for charac-
terizing soil attributes.
2. The framework weights the model coefficients in addition to spectral similarity during retrieval
for unknown spectra thus reducing uncertainty with each pass.
3. Rapidity in progression of the algorithm can be adjusted by increasing ground based obser-
vation and/or adjustment of retrieval algorithm parameter.
Finally, an important requirement for the algorithm will be the availability of quantitative
point soil texture data globally. Many such data sets exist and are being developed. Examples
in the United States are the SSURGO database [87], and the database from Brown et al in 2006
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[103]. In Australia a database of about 21,500 samples are available from 4000 profiles [118] and
The Land-Use/Cover Area frame Statistical survey (LUCAS) database containing 20,000 samples
are collected over 23 countries over the European Union [37]. Thus with repeat global space-based
hyperspectral observations it is possible to characterize and quantify soil texture and improve upon
the uncertainty. Further research and advancement is necessary for quantifying other constituents
such as organic matter and mineral contents primarily due to the dynamic nature and the very
short time scales over which it changes.
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CHAPTER 5
CHARACTERIZING VEGETATION CANOPY STRUCTURE
USING AIRBORNE REMOTE SENSING DATA
5.1 Introduction
Canopy structural properties are some of the most important parameters in modeling the exchange
between atmosphere and land surface [119, 120] and net primary productivity [121]. The vertical
plant canopy structure is generally described in terms of Leaf Area Density (LAD) and Leaf Area
Index (LAI). LAD, also called the vertical leaf area profile (VLAP), is defined as the one sided leaf
area per unit volume. Vertical integration of the LAD profile gives LAI. LAI is defined as the total
one sided area of green foliage per unit ground surface [122][123]. LAD plays a crucial role in plant
ecological and biochemical processes [41, 124]. LAD can be measured directly using destructive
sampling which is difficult on any significant scale, indirectly with empirical equations, or by
relating forest density and the canopy’s optical properties [125] [126]. In spite of its importance,
LAD and its three-dimensional (3-D) variation in space over large areas remains challenging to
estimate, especially in natural or urban forest ecosystems [127]. The goal of this study is to better
characterize the vertical canopy structure using a combination of airborne LiDAR (Light Detection
and Ranging) and hyperspectral data together with field measurements.
LiDAR scanners have become increasingly prevalent tools in estimating vertical vegetation
structure indirectly [128]. A LiDAR scanner measures the location of an obstacle in relation to the
scanner by shooting many laser beams and recording the return signal when the beams are scattered
back. The return pulses make up a 3D point cloud that can characterize forest attributes such as
tree height, tree radius, and plant area index [129]. Traditionally, terrestrial LiDAR Scanners
(TLSs), that is a LiDAR scanner mounted on stationary terrestrial platforms, have been used in
determining vertical vegetation structure. Three major factors affecting LAD estimation using TLS
[130] are: (i) Non-photosynthetic material within the point cloud, (ii) Leaf angle distribution, and
(iii) Occlusion effects where material blocks material behind it from being detected.
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LAD profile estimates from a TLS using a voxel-based canopy profiling (VCP) method have
already been demostrated [43]. This method divides the LiDAR point cloud into voxels, which are
three dimensional pixels, and estimates leaf area for each voxel to find the distribution of LAD
in the canopy. The advantage of voxelization method is the ability to capture tree structure in
dense forests, which is difficult to attain by using empirical methods [131] driven by parameters
obtained from data [132, 133, 134]. During voxelization, image-processing techniques are used
to remove non-photosynthetic tissues to capture only the photosynthetic plant canopy [43]. Leaf
inclination is assumed a value to make a beam incident zenith angle of 57.5◦. After error correction
and assumption, the result of LAD estimation had 0.7-17% error with thicker horizontal layers
producing better estimates [43].
Retrieving LAD with voxelization methods from TLS data has been shown to be effective.
Numerous techniques can be used to account for inherent inaccuracies in the data. However,
characterizing vertical canopy structure on a larger scale using stationary LiDAR scanners is im-
practicable due to time and resource constraints [135]. Airborne LiDAR, which is a LiDAR scanner
mounted on an airplane, covers large areas in a relatively short time. This study aims to build on
the voxel based approach for estimating LAD for application to airborne point cloud LiDAR data
for trees in forest ecosystems.
The main issue for computing LAD using airborne LiDAR is that in general its point density is
much lower compared to that of TLS. This makes it difficult to isolate the point cloud of the entire
vertical canopy of individual trees in a forest environment. This problem is further aggravated by
the overlap between canopies, often in the middle and lower parts of a tree.
We hypothesize that the problem of overlap and low point density can be compensated by
larger size and more specific shape of the voxel. This approach is further augmented by tree
species information obtained from hyperspectral data, which is used for generating variable ‘tree
shaped voxels’ for each individual tree. Therefore our approach is based on the:
1. Classification of tree species using hyperspectral and field data; and
2. Characterization of the plant canopy structure in terms of LAD using LiDAR data and
variable ‘tree shaped voxels’ derived using tree species information.
Hyperspectral or imaging spectroscopy data has been proven to be suitable for classifying
and mapping tree species as they can resolve the subtle chemical and structural signatures that
discriminate between tree species [136, 137, 138]. Hyperspectral data can be used to map tree
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species at the pixel level based on the spectral reflectance variability from leaf to crown scales [137].
It has further been demonstrated that the accuracy of classification depends on the quality of the
endmembers or the reference spectral library of the tree species, and the within-species spectral
variability [139]. In order to reduce the noise or uncertainty related to pixel level classification, in
this study we adopt the object based analysis and image segmentation approach with pixel majority
classification [140]. Further, we use data fusion, which implies the combination of multisensor
spatial data at the pixel, feature, or decision level [141] to improve LAD characterization of the tree
canopies. Fusion of LiDAR and hyperspectral data at the pixel or feature level are used for many
applications such as tree species classification (e.g. [142]). Depending on the application, this type
of data fusion adds value in terms of either structural or spectral information (e.g. [143, 144, 140]).
In the present study our objective is to improve LAD characterization of tree canopies with the
addition of spectral information at a feature level to the LiDAR point cloud data. This data fusion
adds value in terms of better tree shaped voxel characterization.
The estimated LAD are integrated to LAI values and compared with independent field mea-
surements and that obtained from passive hyperspectral data. Different approaches exist for the
estimation of vegetation structural and biochemical parameters (e.g. LAI and chlorophyll) from
passively sensed spectral data. These include (i) Empirical/statistical approach in which statistical
techniques are used to obtain a correlation between the target variable (e.g. LAI) and its spectral
reflectance or some suitable vegetation indices [145]; (ii) Physically based approach which involves
inversion of a canopy radiative transfer model to inform the connections between vegetation bio-
physical and biochemical variables and the canopy reflectance [146]; (iii) Spectral mixture analysis,
which is used for defining an endmember of interest, determine its relative abundance, and corre-
late with the ground measured LAI [147]. The empirical method [122] is the most common, and
hyperspectral data provides high resolution spectral information essential for characterizing LAI.
It helps in separating canopy structural and pigment controls [148], [149] and is thus more accurate
in characterizing plant canopy [150, 151].
Our approach for characterizing LAD of individual trees is as follows: we use the raw LiDAR
point cloud data for generating a “pit-free” canopy height model which is followed by individual
tree canopy delineations using an inverted watershed delineation algorithm. Each of the individual
trees are classified by species using a fusion of LiDAR and hyperspectral data. Voxels are generated
for each tree in the following two ways:
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1. Ellipsoidal geometry for individual tree, using parameters based on tree species classifications.
This is a distinctive contribution and has not been explored before.
2. Cylindrical geometry with radius obtained from watershed delineations to serve as a reference
for comparing the ellipsoidal approach.
The extracted point cloud using the voxels generated by both the methods is then used to compute
LAD for each tree and the results are compared. The LAD values are converted to tree-wise LAI
values and compared with that obtained from field measured and hyperspectral data.
We present the location and description of study area, together with hyperspectral, LiDAR and
field data in Section 5.2. Algorithm for watershed based tree crown delineation from point cloud
data and the results are presented in Section 5.3. Description of feature based data fusion approach
for tree species classification and the results are presented in Section 5.4. The determination of
ellipsoidal geometry for tree shaped voxel generation is presented in Section 5.5.1 and appendix
C.2. The point quadrat method of LAD computation using voxels is presented in Section 5.5.3 and
the results of LAD estimation are presented in Section 5.5.4. Comparison of LAI values obtained
using different methods are presented in Section 5.5.5. Finally the summary and discussions are
presented in Section 5.6. Additional figures and details are provided in Appendix C.
5.2 Study Site and Data
The area for airborne and the field measurement data collection for this study is in the Upper
Sangamon River Basin (USRB) (Fig. 5.1), and is a part of the Critical Zone Observatory for
Intensively Managed Landscapes [IMLCZO]. The Upper Sangamon River is located in the east-
central Illinois (United States), which has a humid continental climate with hot summers and cold
winters. The average temperature of the area ranges from −8◦C in winter to 31◦C in summer. The
site has an average monthly precipitation ranging from 41mm to 103mm.
5.2.1 Hyperspectral Data
Hyperspectral data was obtained using CASI (Compact Airborne Spectrographic Imager) flown
on 4th August 2014. The flight was coordinated by NCALM (National Center for Airborne Laser
Mapping). The spectral range of CASI is from 380 nm to 1050 nm. The field of view is 40
degrees and instantaneous field of view is 0.49 milliradians with 1500 across track pixels. The
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Figure 5.1: Study area in the Upper Sangamon River Basin. The image represents mosaic of
the true color composite of 12 CASI hyperspectral scenes acquired on the 4th of August 2014
by NCALM. The calibration flightline is shown in red. The vegetation survey sites are marked
throughout the study area and a zoomed in window of the true color composite is shown.
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bandwidth depends on the spatial resolution. For the USRB data collection there were 48 channels
at approximately 14 nm full width at half maximum (FWHM). The spatial resolution of the images
is 1m. The sensor has a high peak signal to noise ratio of 1095:1. The preprocessing of the raw
CASI radiance data is performed by the National Center for Airborne Laser Mapping (NCALM) and
includes corrections for dark current, internally scattered light, frame transfer effect and electronic
offset. For a description of these corrections see the Appendix C.1.1. Atmospheric corrections
are required for removing the effects of path, absorbed and scattered radiances. We have used the
Atmospheric Correction Module of ENVI version 5.2 (Exelis Visual Information Solutions, Boulder,
Colorado). We have used a combination of both the QUick Atmospheric Correction (QUAC)
[152] and Fast Line-of-sight Atmospheric Analysis of Hypercubes (FLAASH) [153] algorithms for
atmospheric correction, with majority of scenes processed with the QUAC code. For a background
and details about these algorithms refer to the Appendix C.1.2.
5.2.2 LiDAR Data
The LiDAR sensor used in this study was obtained from the Optech Gemini Airborne Laser Terrain
Mapper flown aboard the same aircraft on 4th August 2014. It is an infrared sensor with wavelength
of 1064 nm. Beam divergence is 0.8 mrad, and with flight altitude of 600 m, the resulting footprint
at ground level is about 0.24m in radius. Density of the point cloud is 7.8 points/m2. Each pulse
contain up to 4 returns.
5.2.3 Field Tree Survey Data
The field data were collected in two phases. The first phase of field data measurements are collected
from July 31st to August 4th 2014 which were coincident with the LiDAR and hyperspectral
overflights. The field sites (Figure 5.1) are located in the east-central Illinois and are identified
as: Allerton Park-1, Allerton Park-2, Home Forest Site, and Lake of the Woods. These four sites
are located along the riparian forest corridor of the Sangamon River, and characterized by tall
trees, including Norway Spruce, Loblolly Pine, White Ash, and Hackberry among others. The
approximate bounding boxes of the four study sites in the USRB are presented in Table 5.1. For
each site, field data collection during this phase included tree locations, tree species, crown width,
tree heights, height of the lowest branches (wherever possible), diameter at breast height and
LAI. The field data was collected using tape measure, field global positioning system (GPS), total
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Figure 5.2: Location and breast height diameter of individual trees for two of the four sites, Allerton
Park - 2 and Home Forest, as measured with respect to plot centers and plot control points.
station, clinometer and LAI-2200C plant canopy analyzer. Field GPS was used to obtain location
of individual trees in the sites. Accurate geo-location of the trees were obtained using four to five
sets of GPS coordinates for each tree. Clinometer and total station are used to measure the tree
heights. With the tape measure, tree locations, crown width and diameter at breast height are
measured. A fixed center point was selected for each site, with four additional reference points at
a distance of 7 meters to the north, south, east and west directions (see Fig. 5.2). In addition
to geo-location of the center and reference points with GPS, the distances of each tree from the
center and one of the reference points were measured using a tape measure. The measurement of
tree location using two reference points in addition to GPS locations reduced measurement errors.
Leaves from each tree in the field study area are taken as samples for identifying tree species. By
comparing published reference pictures with leaf samples collected from the trees, the species are
identified[154].
Table 5.1: Coordinates of the Sites for Field Data Collection in the USRB.
Study Site East West South North
Allerton Park-1 88.38870◦ W 88.38893◦ W 40.00261◦ N 40.00275◦N
Allerton Park-2 88.64642◦ W 88.64670◦W 40.00306◦ N 40.00330◦N
Home Forest Site 88.53364◦ W 88.53512◦ W 40.09031◦ N 40.09057◦N
Lake of the Woods 88.39125◦ W 88.39145◦W 40.20561◦ N 40.20585◦ N
After the first phase, an initial tree location (using field and LiDAR data) and classification
map was prepared. A second survey was conducted on 16th July 2015 to include more number of
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trees for improving the overall classification of tree species. The second survey consisted only of
identification of tree species broadly around the Allerton Park 1, 2 and Lake of the Woods Field
Site. Combined a total of 100 trees were surveyed for species identification during both the surveys
in all the four sites. All the tree species that were identified at the species level from all the four
sites are listed in the Table 5.2.
5.3 Tree Crown Delineation from LiDAR Point Cloud Data
Starting with this Section and the following ones we describe the methods and the sequential pro-
cessing steps along with their results which ultimately lead to the retrieval of the LAD profiles of
the individual trees. We start with the generation of “pit-free” Canopy Height Models (CHMs)
from point cloud data and individual tree crown segmentation. This is followed by tree-species
identification using a combination of the LiDAR and hyperspectral data. After obtaining the tree
species information we describe the geometry and algorithmic computing steps for the ellipsoidal
tree-shaped voxels of the individual tree canopies. The proposed method is a new way of deter-
mining voxel shape for dense overlapping canopies, which incorporates tree-species information.
Following the voxel generation the point clouds of individual trees are extracted and LAD profiles
and LAI are computed and compared.
5.3.1 Generation of Pit-Free Canopy Height Model
The generation of CHMs is done using the program LAStools (http://lastools.org). The process of
CHM generation generally involves classification of point cloud and height normalization. Different
methods exist for the generation of CHM. One of the most common approaches for computing the
CHM is using the difference between the Digital Surface Model (DSM) and the Digital Terrain
Model (DTM). The DTM is created from the ground return points and the DSM is created from
the first returns. In another method the CHM is directly computed from height-normalized LiDAR
points. The resulting CHM using any of the methods is full of empty pixels called “pits” [155] and
hampers subsequent single tree detection, and height and crown diameter computation. These pits
appears where laser beams penetrate deeply into a tree crown and hit a lower branch or the ground
before producing the first return [155]. Using only the first returns will result in the loss of some
details whereas using all first returns will induce formation of needle shaped triangles that appears
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Figure 5.3: Clockwise from top: (A) represents the true color composite of CASI hyperspectral
imagery for the Allerton Park region; (B) represents the “pit free” canopy height model generated
using the program LAStools; (C) represents the polygons generated using the watershed delineation
algorithm for tree crown detection; and (D) represents the irregular shaped polygon converted to
simple circular geometry representing the tree canopy tops.
as spikes in the triangulated irregular network, which turn into “data-pits” in the corresponding
raster. We use the algorithm developed in [155] to generate a “pit free” CHM raster by using
subsets of the LiDAR points to close the pits. This comprises of two stages. In the first stage
a standard CHM is created from all first returns and a number of partial CHM’s are created by
excluding all first returns below a certain height. This results in computation of the canopy shape
at different levels. In the second stage, all the CHMs are combined based on the highest value
across all CHMs for each x and y raster locations [155]. Figure 5.3(B) shows the CHM generated
for the Allerton Park region in the USRB using the “pit-free” method.
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5.3.2 Tree Crown Segmentation
After obtaining the CHM we use it for individual tree crown segmentation. We use a modified
version of the marker-controlled watershed segmentation algorithm [156, 157] for tree isolation and
canopy top detection. The modification incorporates refinement of the CHM using a low-pass
filtering and excluding the canopy cover gaps and non forest areas from the delineated crowns. The
step by step description of the algorithm adopted for this study is presented below:
1. The “pit-free” CHM raster obtained using LAStools is inverted. The idea is to convert the
tree crowns to small watersheds/ponds.
2. Additional refinement of the inverted surface is done using the “enhanced-lee” low pass filter.
This is an adaptive filter and it preserves the image sharpness and details while suppressing
noise. This ensures that continuity across tree crowns is restored and simultaneously the
crowns’ distinct edges are preserved [158].
3. The local minima is determined for the filtered raster. This is computed using the “focal-
flow” tool in Arc-GIS. This tool uses the immediate 3 × 3 neighborhood to determine which
of the cell’s eight neighbors flows into it.
4. The lowest points become the tree-peaks, further low lying vegetation is removed using a
selected threshold value (the threshold is chosen as 10m here).
5. The inverted raster is masked to make the tree peaks as null data. The final set of tree peaks
becomes the markers for the watershed segmentation.
6. Sink filling is performed to prepare for watershed delineation.
7. The flow direction is created from the sink-filled raster.
8. Watershed is finally delineated from the flow direction surface where the pour points are the
tree point markers already computed in the previous steps.
9. The watershed raster is computed into a shapefile and the area of the polygons are computed.
10. Watersheds less than a particular threshold (chosen as 4 sq.m for this study) are removed.
11. A gap mask vector layer is created from the “pit-free” CHM where heights less than 5m
threshold are selected as gaps.
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12. The gap mask is used to subset the previously generated watershed shapefile. The resulting
shapefile is the tree-crown delineation.
The delineated crown shapes are idealized and simplified to regular circular geometry from irregular
polygons for the purpose of voxel generations for LAD computations. This is accomplished by
computing the centroid of the polygons and buffering the area of the polygons as circles with
equivalent radius around the centroid. This simplifying assumption is necessary for reducing the
complexity and generating voxels, which are based on the concept of volume of rotation of simple
geometric shape, the parameters of which are dependent on the tree species.
We make the assumption of circular crown geometry, since we have a low density point cloud
from which we generate the CHM. In a dense forest environment with overlapping canopies, the
delineated tree crowns from the low density point cloud may not be fully representative of the entire
tree crown diameter. The present delineation is only an approximation for the tree stem location
and part of the full extent of the tree canopy. This will subsequently be used to perform feature-
based tree species classification and also serve as a guide for developing an improved representation
of a voxel for point cloud extraction for estimating the LAD based on some consistent assumptions.
These are discussed in details in Sections 5.4, and 5.5.1.
A zoomed-in area in the Allerton Park region showing the crown delineation using the watershed
approach described above is shown in Figure 5.4(A). It can be observed that the exposed tree canopy
are delineated reasonably well by the algorithm and also when these are converted to circular shapes
[Figure 5.4(B)], their locations and extents are well preserved. Figure 5.3 shows the application of
the delineation algorithm over the entire Allerton Park area. In Figure 5.3C & 5.3D, the delineated
tree crowns are represented over the true color composite of the co-registered CASI imagery. The
spatial consistency of the results reveal that the algorithm works well over large areas. Moreover
the gap masks used for generating the masks and excluding non forest areas also appear to be quite
accurate. Similar results were found for the other sites.
5.4 Identification of Tree Species from Hyperspectral Data
The identification of tree species from field data during phase I and II (see Section 5.2.3) allows
us to accurately locate individual trees (from the location point data collected) as features in the
tree stem map obtained from the CHMs. During the second phase of survey conducted around
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Figure 5.4: Window in the Allerton Park area showing (A) Delineation of tree crowns using wa-
tershed delineation algorithm, and (B) the delineated tree crowns converted to simple circular
geometry. The gray-scale background represents the CHM developed using the “pit-free” algo-
rithm.
the Allerton Park and Lake of the Woods sites we referenced the trees as per the stem locations
obtained from the CHMs and obtained the leaf specimens to identify the tree species. A total
of 33 tree species were identified through the two field surveys as shown in Table 5.2. With the
information of the tree locations we constructed a spectral library of all the known tree species that
were surveyed at each of the field sites. The spectral library was developed by sampling the spectra
from the CASI hyperspectral image using the ground tree locations [See Appendix Fig. C.1].
We use the spectral angle mapper (SAM) [159] approach to classify the hyperspectral data using
the developed spectral library. The SAM determines the similarity between a reference spectra ~r
and the target spectra ~t for each pixel. The similarity is given as the angular difference (in radians)
between the two spectra according to the equation:
θ = cos−1(
~t · ~r
||~t|| · ||~r||) (5.1)
Each tree is classified as a specific tree species based on the least angular difference, with the
requirement that the angular difference must be less than a threshold value chosen to be 0.1 rad
with a reference spectra.
We use fusion of LiDAR and hyperspectral data for implementing a tree wise classification
algorithm for the study area. The data fusion is applied at a feature level where each of the tree
crowns delineated from LiDAR derived CHMs, as described in Section 5.3.2, are used for extracting
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pixel level spectral data from the CASI hyperspectral imagery. For each tree the SAM algorithm
is applied to every pixel spectra and the tree is classified based on majority voting. It has been
shown that with limited training data, the pixel-majority approach using all crown pixels is more
effective for classification accuracy [140]. This classification was applied to all the trees in the four
study subdomains.
The tree classification map for the different tree species for Allerton Park are shown in Figure
5.5. For species classification using the SAM algorithm, we have used 80% of all the spectral
library/database for training and 20% of the database for testing. The overall accuracy of species-
wise classification is found to be 57.14%. For the purposes of tree LAD mapping, the individual
species classifications were further simplified and regrouped to 4 broad classes, namely Evergreen,
Soft Maple/Birch, Mixed Hardwood, and Hard Maple/Oak/Hickory Beech and indicated in Table
5.2 with codes 104, 102, 103 and 101 respectively. The need for these broad catergories are described
in Section 5.5.1. The overall accuracy for classification in these four broad categories is 85.71%.
The classification map reflects the heterogeneity in the tree species which is expected in a forest
environment comprising of different tree species. At the same time the classification also shows the
existence of clusters of trees of same species (Fig. 5.5). This is typical of natural and urban forests
where the forest stands are generally composed of similar trees. The species wise classification map
for Lake of the Woods and Home Forest sites are shown in the Appendix [see Figs. C.2 and C.3].
5.5 Estimation of LAD and LAI from LiDAR Point Cloud Data
As described in Section 5.1, dense forest canopies and clusters of trees present a challenge for
isolating individual tree canopies. This is generally due to the insufficient average point cloud
density of typical airborne laser scanners of 8-10 points/m2. Overlaps in the middle and lower
canopy, overlaps between trees, varying tree heights, and the presence of understory may not
be well represented by low density of point cloud and can cause many points to be inaccurately
attributed.
To address this problem and better estimate the LAD for dense canopy structures in forests
we propose a tree shaped voxel approach that incorporates tree species information for computing
LAD. We hypothesize that the tree shaped voxel, parameterized with species dependent information
will be able to better handle forest stands with different tree heights by excluding the understory
and properly attributing LAD to trees of smaller height. This is in contrast to using a cylindrical
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Figure 5.5: Tree species classification in the Allerton Park area using the spectral angle classifier
and the spectral library developed from the known tree species. The diameters of the circles
represent the tree canopy diameters.
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voxel, which has been generally used for upward pointing terrestrial LiDARs [43]. The methods of
constructing tree shaped voxels are described next, followed by the results for LAD estimation and
its comparisons with the traditional cylindrical methods.
5.5.1 Determination of Ellipsoidal Geometry for Tree Canopy
For constructing the tree shaped voxel we assume that the 3-dimensional tree crown can be ap-
proximated to be ellipsoidal in shape, which is the volume of rotation about the vertical-axis of a
2-dimensional ellipse. To describe a tree crown profile using the 2-d ellipse geometry three param-
eters are required. These are tree height, and the major and minor axes of the ellipse [see Figure
5.6 - Box B]. In the coordinate system which is defined individually and separately for each tree,
the major axis of the ellipse is 2b and the minor axis is 2a and the equation of the ellipse is:
x2
a2
+
(y − h)2
b2
= 1 (5.2)
where h = H−b, is height of center of the tree canopy, H is the tree height, y = vertical coordinate
along the tree canopy height, and x = horizontal coordinate of the tree canopy width.
The major axis, 2b, of the ellipse is parameterized as the crown ratio. The crown ratio or more
specifically the ‘live crown ratio’ of a tree is defined as the length of live crown from the top of the
tree to the lowest live branch divided by the total tree height in a stand[160, 161]. This parameter
is dependent on the tree species. Knowing the tree height and parameter b, the parameter a can
be computed if we know any point on the ellipse. We hypothesize that in an ideal scenario when
the two trees crowns are ellipsoidal in geometry, they intersect at point T as illustrated in Figure
5.6 - Box A. The cross sections passing through intersection point T, through the center of ellipse
for Tree 1 and through the center of ellipse for Tree 2 are defined as section A-A’, B-B’ and C-C’
respectively. The delineated tree crowns using the method presented in Section 5.3.2 [as represented
by section A-A’] will be circular in shape with radii R1 and R2 respectively and will touch each
other at one single point.
In order to define the ellipse for a tree crown we need to determine parameter ‘a’ [defined as ‘a1’
for Tree 1 in section B-B’ and ‘a2’ for Tree 2 in section C-C’ of Figure 5.6 - Box A]. This is possible
if we know the location and elevation of the point T(x1, y1). The method and geometry to compute
the tree intersection locations and their corresponding elevations as a general case (considering two
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intersection points instead of a single point [see Fig. 5.7]) is presented in detail in Appendix C.2.
The height of the center of the tree crown, H − b, is calculated using species dependent crown
ratio data (2b) found in existing literature. A total of 33 different tree species were identified during
the two phases of the the field survey at the four study sites (see Table 5.2). It is difficult to obtain
the crown ratio data for all of the individual tree species. Thus, it is necessary to categorize the tree
species into broad classification groups, which are representative of the diverse species in the study
region. Using species group classifications based on [162], the 33 tree species of interest are initially
grouped into 7 different species groups. These are Soft Maple/Birch, Mixed Hardwood, Hard
Maple/Oak/Hickory Beech, Cedar/Larch, Spruce, Pine and True Fir/Hemlock. Then by further
re-grouping all the evergreen species (i.e. Cedar/Larch, Spruce, Pine and True Fir/Hemlock), we
finally classify the trees in our study area into the four species groups as defined in Section 5.4 and
also indicated in Table 5.2.
The crown ratio (the parameter 2b) of each species group used for computing the ellipsoidal
voxels are obtained from [163, 161] and listed in Table 5.2. In cases where data exists from multiple
tree species in our classification, then an average is used as the crown ratio of the species group.
Each tree in the four study sites is classified into one of the 4 broad classification groups using
hyperspectral data as presented in Section 5.4.
We have adopted the following algorithmic framework for geometrically computing the tree
intersection locations and their heights to completely describe the ellipsoidal voxel geometry:
1. All possible intersections of a tree with its neighboring trees are determined.
2. For each intersecting neighboring tree the two intersection points are computed using the
planar geometry of the trees [see Appendix C.2].
3. For each of the intersecting points the height of intersection is extracted from the CHM.
4. The above steps are executed using parallel computing as the number of trees are large to be
completed in reasonable time.
5. The intersection points which have height greater than the center of the ellipse (H − b) [in
Figure 5.6 - Box B] are retained.
6. The location of the intersection point, T(x1, y1) (for example Tree 1) with respect to the
coordinate system for individual tree as defined in Figure 5.6 - Box B is determined as
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Figure 5.6: Illustration of ellipsoidal geometry for computation of ’tree shaped voxel’ using tree
species and tree height information. Box A represents the geometry of intersection of canopies
of two neighboring trees. Box B illustrates the reference local co-ordinate system and geometry
for voxelization of one tree and Box C shows the intersection of tree canopies from watershed
delineation and its corresponding simplification.
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Figure 5.7: Illustration of computation of tree intersection points of overlapping trees. The planar
geometry of the trees are assumed to be circular and the concepts of rotation and translation of
axes are used for obtaining the location of the points of intersection.
follows: x1 = the radius R1 obtained from watershed algorithm for tree crown delineation
and y1 = the mean height of all heights corresponding to all the intersection points [≥ H − b]
retained as described in the above step. If no such points exist then y1 = H − b.
7. The obtained values x1, y1, h and b are substituted in the following equation (5.3) to compute
the parameter ‘a’(a1) for completely describing the ellipsoidal geometry of each tree (Tree1).
a =
x1√
1− (y1−h)2
b2
(5.3)
5.5.2 Individual tree extraction from LiDAR point cloud data
As previously discussed in Section 5.3.2, tree locations, tree heights and approximate crown radius
are extracted using the watershed based crown detection algorithm from the point cloud using
LAStools. The point cloud is also classified into ground, vegetation, building, and unknown.
First, from the classified point cloud, each tree is extracted from the LiDAR point cloud using
the generated ellipsoidal geometric profile. The ellipsoidal geometry is approximated as a series of
cylinders with variable radii along the height of the tree (Fig. 5.8). A cylinder centered at the tree
location with a constant radius determined from watershed delineation is used for extracting the
tree point cloud corresponding to the cylindrical voxel. This is done using the program LAStools.
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Height
LAD
LAI
Figure 5.8: Illustration of voxel method for LAI determination. LAI (m2 of leaf area/m2 of ground
area) is the area under the LAD (m3 of leaf area/m2 of ground area/m tree height), profile integrated
with respect to the tree height as shown in the right-most figure. The figure on the left represents
the discretization of cylindrical voxel for LAD estimation and the central figure represent the
discretization of ellipsoidal voxel for the estimation of LAD.
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5.5.3 Voxelization
A voxel-based method is used to estimate the vertical distribution of leaf area for individual trees.
The point cloud for each tree is divided into 8 cylindrical voxels (3D pixels) of equal height using
the following two methods with:
1. radius derived from the ellipse shaped function as described in Section 5.5.1 [Figure 5.8
(center)].
2. radius equal to that of the tree crown obtained from the crown detection algorithm as shown
in [Figure 5.8 (left)].
For the ellipsoidal-shaped voxel a cylinder of constant radius equal to 0.3m is added from the
bottom of the ellipse to the bottom of the tree, to represent the trunk and have non zero LAD
values. For each voxel, an inclined-point-quadrat method is used to estimate the LAD [164]. This
method uses sharp probes and inserts them into the canopy. The contact frequency, N, is defined
[164] as the number of contacts with foliage per unit length of point quadrat (probe). Contact
frequency can be related to the density of the foliage. By using the contact frequency and the G
function which accounts for leaf angle distribution [165] [128]:
LAD = N(θ)/G(θ, φ) (5.4)
where,
G(θ, φ) = 1/(2pi)
∫ 2pi
0
∫ pi/2
0
f(θL, φL) · cosδ · sinθLdθLdφL (5.5)
Here, f(θL, φL) is the leaf angle distribution function, δ is the angle between the canopy elements’
normal and the direction of the incoming radiation beam. By assuming randomly distributed leaf
azimuth angle (φL) and spherically distributed leaf zenith (θL), G(θ, φ) function can be simplified
to 0.5 [166]. For each voxel, LAD is then given by:
LADV = NV /0.5 (5.6)
NV = (NI∆Vol)/NTd (5.7)
∆Vol = (NTd)/(NGδG +NIδI) (5.8)
Where:
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NI = number of returns inside the voxel
NG = number of returns that passed through the voxel without returning
NT = theoretical number of beams that should pass through the voxel
d, δI , δG = average distance traveled by theoretical beams, beams hitting leaves and beams going
through the voxel respectively.
In theory, the point quadrat method being used here should only consider contact when the center
of the probe intersects a leaf [167]. Unlike probes, laser beams diverge as they travel, resulting in
a cone shape. Contact can be recorded when the edge of the beam intersect a leaf while the center
of the beam is outside of the leaf [128]. In [128], the amount of power needed to be returned to the
receiver to trigger a return record is estimated and used to correct for the beam’s size. However,
data for this calculation is not available for airborne LiDAR. With increased distance between the
scanner and the object, beam divergence is even more significant and cannot be ignored. As beam
diameter increases, more undesirable contacts will occur leading to inflated estimation of LAD. To
correct for beam size, contact is scaled by 1/n where n is the number of returns from the current
beam. The reasoning is that an infinitely thin beam should only have 1 contact. Due to beam
divergence, a beam is returning n times. So each return should only account for 1/n contact. Also,
NI only includes points that are classified as vegetation. Points of other classes inside the voxel,
mostly ground or unclassified, are attributed to NG, representing a gap in vegetation.
5.5.4 Results of LAD Estimation
Ellipsoidal ‘tree-shaped’ and cylindrical voxels were used to extract the LiDAR point clouds and
compute the LAD profile using equations (5.6), (5.7) and (5.8). The volume of extraction for trees
of same height and crown radius is constant for the cylindrical method and it is species dependent
for the ellipsoidal method. A comparison of the point clouds for individual trees extracted using
the two methods are shown in Figure 5.9. For the cylindrical voxel, it appears that the delineated
tree crown radius from watershed algorithm tends to omit points on the sides and produce sharp
edges. For the ellipsoidal voxels, this is not the case and more of the middle parts of the canopy
are included in the extracted point clouds. This observation from the data is in agreement with
our hypothesis and supports the proposition that ellipsoidal voxels may be better suited for forest
canopy with trees of different heights and significant overlap between the canopies. As expected
the point clouds for cylindrical voxels show greater density towards the voxel top as compared to
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Tree - 1 Tree - 2 Tree - 3
Figure 5.9: Illustrative comparison of individual tree point clouds as extracted using the ellipsoidal
and cylindrical shaped voxels from airborne LiDAR data for 3 example trees. The point cloud on
the left for each tree represents the one extracted using ellipsoidal species dependent ‘tree-shaped’
voxels and the one on the right represents the point cloud extracted using cylindrical voxels. Tree
1 demonstrates that the ellipsoidal shaped voxels is able to capture the entire extent of the crown.
Tree 2 is indicative that the ellipsoidal voxel is able to capture and isolate the overlapping canopy
from the adjacent tree seen in the point cloud corresponding to the cylindrical voxel. Tree 3 is
indicative that the ellipsoidal voxel is able to account for the understory compared to cylindrical
voxels. In all the cases the cylindrical voxel shows straight edges which may cut off some portion
of the point cloud.
the lower parts but the ellipsoidal voxels with species based parameterization attributes the point
cloud properly to the individual trees.
The resulting LAD profiles for a few selected trees are shown in Figure 5.10 (left) for ellipsoidal
tree shaped voxels and Figure 5.10 (right) for uniform cylindrical voxels. As shown by the LAD
samples in Figure 5.10, maximum LAD values tend to be in the mid to high level voxels. This is
consistent with general foliage density patterns in the region. LAD in some voxels immediately
above ground are zero, meaning that there are no leaves in the lowest levels of the canopy. For
all the LAD estimation, overall LAD decreases from top of the canopy to the bottom. Some
decrease consistently from the top to bottom. Others fluctuate and tend have one or two peaks,
ranging from lower to upper canopy. The general shape of LAD using the two different methods are
consistent. Peak LAD values (if they are captured) are located at similar heights in both methods.
For a few trees in Figure 5.10, ellipsoidal tree shaped voxels attained results similar to that of the
cylindrical method in the mid to upper parts of the canopy. However LAD is significantly reduced
for some trees in the upper and middle parts of the canopy in case of cylindrical voxels compared to
the ellipsoidal tree-shaped voxels. In dense canopies the cylindrical voxel with under-represented
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Figure 5.10: Illustration of LAD obtained using two different voxelizations. The figure on the left
(A) shows the LAD profiles of a few selected trees as computed using ellipsoidal tree-shaped voxel
while that on the right (B) represents the using using cylindrical voxel approach.
uniform canopy diameter may be excluding some part of the overlapping portion of the canopy for
LAD estimation.
Ellipsoidal ‘tree shaped’ voxels help account for the excluded points in case of dense canopies
and can provide a more accurate estimation of LAD at these levels using the tree species information
from co-located hyperspectral data. Figure 5.11 shows the comparison of the LAD obtained using
ellipsoidal (A) and cylindrical shaped (B) voxels for a group of trees in the Allerton Park 1 study
site. The results clearly bring out the difference in LAD estimation specially in the upper-middle
and lower-middle parts of the canopy by using the ellipsoidal tree shaped voxel. We find that
for the Allerton Park - 1 study area the mean LAD profile using ellipsoidal voxel (indicated by
blue line in Fig.5.11) around 8-10m and 20m height show specific peaks which are not captured
using cylindrical shaped voxels. The results indicate that the ellipsoidal shaped voxel are able to
characterize LAD in middle and lower parts of the canopy in dense overlapping forest canopies.
We have obtained similar results at the other three sites [see Appendix Figures C.4, C.5 and C.6].
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Figure 5.11: Comparison of LAD profiles of 88 trees from the Allerton Park-1 study area. The
figure on the left (A) represents the results obtained using ellipsoidal tree shaped voxels and the
figure on the right (B) represents the results obtained using cylindrical voxels. The lines in grey
in the background represents the profiles for each of the individual tree. The line in blue in the
foreground represents the average LAD profile for both parts of the figure.
Figure 5.12 represents the difference in estimated LAD using the two methods for the same group
of trees (as in Figure 5.11) from the Allerton Park -1 (A - left) and Allerton Park -2 (B- right)
study site. It compares the voxel wise difference in LAD obtained by subtracting the cylindrical
results from the ‘tree shaped’ ellipsoidal voxel results. Since the comparison is voxel wise, it is a
normalized metric and allows the comparison of LAD estimation across trees of different heights.
In Figure 5.12, the most significant difference occurs in the upper levels of the canopy and also in
the lower-middle levels of the canopy. From Figures 5.11 and 5.12(A), it can be observed that the
ellipsoidal voxel method gives a larger value of LAD at the middle parts than the cylindrical voxels
although the difference plot Figure 5.12(A), shows a change mostly in the upper voxels. This may
indicate that the ellipsoidal method captures LAD of the upper parts of the canopies of trees with
smaller heights better than the cylindrical voxel. This is an indicator that the the tree-shaped
voxel may better capture the canopy of trees with smaller heights in dense overlapping forests. In
the middle to lower part of the canopy, LAD values from tree shaped voxels are generally less that
those found with cylindrical voxels. This shows that LAD profiles from tree shaped voxels are more
consistent and the cylindrical voxels may be attributing more LAD values to the low understory.
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Figure 5.12: Box plots for voxel wise comparison for difference in LAD estimation as ellipsoidal voxel
- cylindrical voxel. (A) represents the 89 trees in Allerton Park-1 study area and (B) represents
the 88 trees in Allerton Park -2 study area.
5.5.5 Comparison of LAI obtained from hyperspectral data and estimated LAD profile
We used three different narrow band vegetation indices for pixel by pixel computation of LAI using
hyperspectral data. These indices are more sensitive to leaf and canopy structural components
and less to pigment concentration and background soils. The indices are Renormalized Difference
Vegetation Index (RDVI) [168], Modified Soil Adjusted Vegetation Index (MSAVI) [169] and Mod-
ified Triangular Vegetation Index 2 (MTVI2) [170]. A description of the rationale and equations
(C.8, C.9 and C.10 respectively) for their selection are provided in Appendix C.4. These indices
are further used for the computation of LAI using equations (C.11), (C.12) and (C.13) which are
stated in Appendix C.5. The spatial maps show a reasonable characterization and variation of LAI
in the area [See Figure C.8 of the Appendix for spatial map of LAI in the Allerton Park]. The
paved areas and water bodies as expected can be easily distinguished to have low LAI values, and
the areas with dense trees have higher LAI values. Canopy LAI ranges from 1.5 to 3.5. We further
computed the LAI for each of the field measurement sites (namely Allerton Park 1 and 2, Home
Forest Site 1, Lake of the Woods 1) by three different methods. For each of the sites we extracted
the LAI values of the pixels corresponding to a few groups of trees around which we had set up our
field measurement plot sites. The distribution of these LAI values are shown in Figure 5.13. The
boxplots show the comparison of the distribution of the LAI values across the four different sites.
It also shows the comparison with the measurements of LAI in the field using the LAI-2200C plant
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canopy analyzer and the values computed from LiDAR point cloud data using both the ellipsoidal
‘tree shaped’ and cylindrical voxelization methods. There is a good agreement (Figure 5.13) of LAI
values obtained using the three different vegetation indices, in addition the field LAI measurements
match well for the Lake of the Woods site and reasonably well for Allerton Park 1. A comparison
of the LAI values obtained from LiDAR shows that the predictions from the tree-shaped voxels are
little higher than the ones obtained from cylindrical shaped. This may be due to more weightage at
the upper middle parts of the tree according to the ellipsoidal functions and less elsewhere. Among
the three different methods using CASI-hyperspectral data, we find that RVDI shows the closest
match to the field observations. This also emphasizes the role of the spectral characteristics of the
leaf tissue material that is better explained using the reflectance values of the 800nm wavelength
instead of the 750nm which is generally used. Further, the LAI values computed using LiDAR
data also match well to that computed from the hyperspectral data (see Fig. 5.13). For the site at
Allerton Park 2 the field measurements do not agree well with the remote sensing values which may
be due to the effect of reflected radiation from the nearby open areas, but the values obtained from
two completely different active and passive methods agree quite well and serves as a validation and
adds more confidence for the results obtained.
5.6 Summary and Discussion
We have presented a method for better estimating the LAD profiles of individual trees in dense for-
est canopies using a combination of airborne LiDAR and hyperspectral data. LAD was computed
by the point quadrat method using two different approaches: (1) with ellipsoidal ‘tree shaped’
voxels using information of tree species from airborne hyperspectral data, and (2) with traditional
cylindrical voxels. Our hypothesis being that, the conventional cylindrical voxel may be less ac-
curate where there is significant overlap of canopies (middle-upper parts) and low density point
cloud obtained from airborne LiDAR under-represents the thick foliage due to obstruction at the
upper middle part of the canopy. In such a scenario the tree-shaped voxel approach may provide
significant improvements.
We provide a detailed methodology for delineating tree-crowns using LiDAR point cloud data
and watershed segmentation approach. Further we provide a feature based data fusion approach for
tree classification in the study area. We developed a set of geometric relationships for constructing
the ellipsoidal tree shaped voxels using a simplified circular tree intersection geometry for dense
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Figure 5.13: Comparison of the distribution of LiDAR, Hyperspectral and Field Measured LAI
values for groups of trees (comprising of 88, 89, 281 and 48 trees in Allerton-1, Allerton-2, Home
Site and Lake of the Woods site respectively) in the four field measurement sites. The figure shows
the results obtained from the hyperspectral data using three different methods indicated by MSAVI,
MTVI2 and RDVI.
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forests. Our results indicate that LAD can be derived from the LiDAR data quite well using
information from co-located hyperspectral data which contributes to the species information for
the construction of tree shaped voxels. The species information helps us to define a tree shape
better for low density point cloud, and extraction for overlapping forest canopies. This ultimately
leads to a more realistic extraction of individual tree LAD profiles.
The results also indicate the tree shaped voxels are able to capture the LAD at the middle and
lower parts of the canopy, and also the upper parts of the canopies of shorter vegetation in the
forest stands. At the same time the tree shaped voxels reduces the LAD at the lower parts which
could have been captured as an understory for the cylindrical voxels. Further as a validation our
results indicate that LAI can be also quantified consistently using independent hyperspectral and
LiDAR data and they match well.
The method still needs to be tested in more settings with larger sets of validation data. A richer
database of the species information of the study area may also lead to a wider range of possible
ellipsoidal geometry, and requires further research.
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CHAPTER 6
CONCLUSIONS
This study explores the role of high resolution airborne remote sensing in characterization of land
surface attributes. We have developed a modeling framework for the quantitative estimation of sur-
face soil textural and chemical constituents using airborne imaging spectroscopy. The applicability
of the developed framework is evaluated across multiple spatial resolutions. The results establish
the feasibility of characterizing soil constituents from future space based observations. Moreover,
a theoretical framework is developed which takes advantage of repeat satellite measurements for
global scale characterization of soils
We present a summary of the key findings of our research detailed in each of the chapters and
the salient features of our theoretical framework. Finally, we provide suggestions and avenues for
future research directions.
6.1 Research Summary
6.1.1 On the Feasibility of Characterizing Soil Properties From AVIRIS Data
In this chapter we developed a modeling framework using the lasso algorithm for quantifying the
soil textural and chemical constituents directly from airborne IS data and laboratory analysis of soil
samples without any field spectrometer data. The empirical modeling approach presented in this
chapter establishes the feasibility of using AVIRIS data for mapping different topsoil constituents.
The key findings are:
• The developed modeling framework provides sparse robust prediction models using a boot-
strapping framework in an automatic variable selection process covering the entire VSWIR
spectral region.
• The models developed using point scale data explained the consistency of spatial prediction
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over large areas.
• We also proposed a probabilistic approach for independent validation. This approach further
enabled the sensitivity analysis of the modeling framework to vegetation and test sample size.
The developed modeling framework is able to capture the impacts of natural disturbance such
as floods on the landscape over large areas at fine spatial resolutions. The impacts of erosion, de-
position and other fine scales features are captured in terms of distinct difference in soil constituent
concentrations and are found to be correlated with the underlying topography. The proposed
method is successful for mapping a large suit of soil textural properties and soil chemical con-
stituents with or without distinct chromophores or spectral features and, it is thus an unique
contribution of its kind.
6.1.2 Effect of Spatial Resolution for Characterizing Soil Properties using Imaging
Spectrometer Data
In this chapter we have explored the feasibility of scaling up the lasso algorithm based modeling
framework developed in Chapter 2 for quantifying soil attributes from imaging spectroscopy data.
Coarse resolution data were simulated using convolution and resampling to replicate the point
spread function at multiple resolutions including the HyspIRI-like space-borne data. The appli-
cability of the developed modeling framework across multiple spatial resolution were investigated.
A framework is proposed for evaluating the point scale model performance and the consistency
of spatial predictions of the constituents across resolutions over the landscape. The important
findings are:
• The point-scale performance of the models are preserved across the different upscaled spatial
resolutions in terms of coefficient of determinations and consistency in textural classifications.
• The model structure revealed that important spectral features are represented across spatial
resolutions and different soil attributes.
• The applicability of models at different spatial resolutions across the landscape is established
in terms of similar shape of the pdf’s of the constituents with near identical modes.
• The consistency in spatial predictions is further established by metrics of within pixel vari-
ability and the deviation of model predictions from statistical central values.
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• The ensemble modeling framework robustly captured the relationship between soil properties
and the variability in spectra due to coarsening.
Such a scaling up analysis in the context of soil characterization at multiple spatial resolutions,
along the lines of proposed evaluation framework has not been studied before. The results suggests
that the developed method is scalable and robust, further the performance evaluation framework
could potentially be applied for other terrestrial remote sensing studies.
6.1.3 A Framework for Using Repeat Satellite Measurements for Global Characterization
of Soils
In this chapter we build on the findings from the chapters 2 and 3 and develop a retrieval framework
to characterize soil constituents globally, using repeat spectral measurements from space-based
observations such as HyspIRI. The important features of the retrieval algorithm are as follows:
• The algorithm uses a combination of the developed modeling framework and spectral simi-
larity measures for improvement of certainty in prediction spatially.
• It uses spectral similarity measures in a weighted constrained optimization framework which
derives information from the established strongest links between spectral wavelength predictor
bands and soil constituents till the current overpass.
• There is feedback between the space of soil properties and the spectral wavelengths which
leads to the evolution of a ‘dynamic spectral library’
We expect this novel retrieval framework may be the best suited for characterizing soil attributes
as it utilizes spectral similarity to expand the region of mapping from the spectral space to the
space of soil constituents. The developed retrieval is in accordance with the soil spectral library
approach for mapping soil constituents, at the same time, it also takes into account the dynamic
nature of the soil spectra in an automatic data-mining framework.
6.1.4 Characterizing Vegetation Canopy Structure Using Airborne Remote Sensing Data
In this chapter we have demonstrated that multiple sensor data is advantageous for better charac-
terization of the vegetation canopy structure. We have presented a method for better estimating
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the LAD profiles of individual trees in dense forest canopies using a combination of airborne Li-
DAR and hyperspectral data. LAD is computed by the point quadrat method using two different
approaches: (1) with ellipsoidal ‘tree shaped’ voxels using information of tree species from airborne
hyperspectral data, and (2) with traditional cylindrical voxels. We hypothesize that cylindrical
voxel with low density point cloud data obtained from airborne LiDAR under-represents the thick
foliage of overlapping canopies, due to obstruction at the upper and middle part of the canopy. In
such a scenario the ‘tree-shaped’ voxel approach may provide significant improvements. A feature
based approach is adapted for tree classification which is used for the construction of ‘tree shaped’
voxels. A set of geometric relationships is developed for constructing the ellipsoidal ‘tree shaped’
voxels using a simplified circular tree intersection geometry for dense forests. The important results
are:
• Tree shaped voxels constructed using species information from hyperspectral data leads to a
more realistic extraction of individual tree LAD profiles.
• The results indicate the tree shaped voxels are able to capture the LAD at the middle and
lower parts of the canopy, and also the upper parts of the canopies of shorter vegetation in
the forest stands.
6.2 Future Research
In this study we have explored the use of high resolution airborne remote sensing data in the
characterization of land surface attributes particularly soil and vegetation and their associated
issues. Our future research direction can be geared towards a deeper investigation by the relaxation
of some of these assumptions as well as the application of the tools developed towards solving other
global challenges. Some of these are discussed in the following:
6.2.1 Effects of Vegetation on Soil Characterization
In the study of soils using imaging spectroscopy we have considered a pixel to be homogeneous. We
have filtered out and excluded the pixels which have a dominant vegetation signal from our analyses.
However we can relax this assumption and include those pixels in our models and analyses, specially
when we are looking at satellite footprint resolutions of 30-60m.
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It is possible to separate the vegetation and background soil reflectances which is obtained from
satellite based observations. The separated soil reflectance can then be used in the framework de-
veloped in Chapter 2 for characterizing the soil constituents. A possible way to do it would be linear
or non linear unmixing where the vegetation signal could be obtained from the forward radiative
transfer models such as PROSAIL [171]. The PROSAIL model is a combination of PROSPECT
model [172] which is a leaf optical properties model and SAIL (Scattering by Arbitrarily Inclined
Leaves) [173] which models the canopy bidirectional reflectance in terms of the biophysical param-
eters such as LAI and leaf inclination distribution. This is an interesting research direction and
will enable us to separate out the effects of soil and vegetation on the reflectance and will help
us to to explicitly study the dependencies between soil health and vegetation characteristics over
large areas.
6.2.2 An Integrated Analysis of High Resolution Remote Sensing Data Across Multiple
Spatial Resolutions to Understand the Dynamics and Feedback between Soil and
Vegetation Compositions Across Ecosystems
High resolution remote sensing data such as LiDAR and imaging spectroscopy are inherently ac-
quired at different spatial resolutions. In future with the launch of these instruments on satellites
time series of such data sets will become available [23, 22]. It can be hypothesized that eco-
hydrological interactions leads to evolution of soil properties [174] in a way that enhances ecosystem
productivity.
Different soil properties which can be characterized by imaging spectroscopy impact the soil
fertility, which in turn are directly correlated to the structure and composition of vegetation. The
larger footprint of satellite pixels can be decomposed to smaller sub-pixels. The LiDAR point cloud
data can provide information about the vegetation at the sub-pixel resolution which can be used
in forward radiative transfer models to obtain canopy level spectral reflectance. The canopy level
spectral information can be used to unmix and obtain soil spectral reflectance which can then be
used in in an inverse modeling framework to obtain information about various soil constituents at
the larger footprint pixel. With multiple observations these characterizations can be used in eco-
hydrological models such as MLCan [41] to characterize the dynamics specifically the interactions
and between soil compositions, vegetation structure, hydrological processes, energy budgets and
the net primary productivity over large areas in different ecosystems.
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6.2.3 Soil Characterization as a Tool to Explore Issues of Food Security
Food production is one of the main ecosystem services provided by well-functioning healthy soils
and it is pivotal for food security. A thick layer of topsoil, rich in nutrients such as nitrogen,
phosphorus, and potassium, absorbs and holds rainwater well and provides the best environment
for growing crops.
Our research have demonstrated the feasibility of quantification of soil constituents in terms of
texture, organic matter and plant extractable nutrients (such as Ca, Mg, K, Al, etc) [89]. This study
established a method to quantify the soil constituents well over large areas without field spectra
and with sparse representation of laboratory analyzed field soil samples. The results and analyses
presented in Chapters 3 and 4 also indicate that this approach may be applicable for retrieval
of soil nutrients on a global scale using satellites, in the near future with hyperspectral missions
such as EnMAP and HyspIRI [23, 22]. Recent advances in remote sensing satellite retrievals also
allows the direct measurement of Solar-Induced Flourescence (SIF) of chlorophyll which is related
to plant photosynthetic activity. SIF can be used for measuring the gross primary productivity and
improved monitoring of crop yields [175]. It will be interesting to investigate the effects of top-soil
health on food productivity. Our hypothesis is that the trends in soil health will be explicitly
revealed in the crop productivity trends. A positive test of the hypothesis will establish confidence
in space-based retrievals of soil properties using imaging spectroscopy and lead the path forward
for future projections of crop productivity using space based observation of soils.
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APPENDIX A
ON THE FEASIBILITY OF CHARACTERIZING SOIL
PROPERTIES USING IMAGING SPECTROMETER DATA
A.1 Atmospheric Correction using ATCOR 4
We have used ATCOR-4 (Atmospheric / Topographic Correction for Airborne Imagery) software
[73] for atmospheric and radiometric correction of the airborne imagery. ATCOR-4 uses a physically
based radiative transfer approach for extraction of earth surface parameters such as spectral albedo,
directional reflectance quantities, emissivities and temperature. A brief overview of the main
processing steps in the atmospheric correction workflow as presented in the ATCOR technical
report [73] is shown in Fig. A.1. The sensor specific Lookup Tables (LUTs) are generated from
the MODTRAN atmospheric database, then a masking and pre-classification is done to obtain the
land, water, haze, cloud and shadow areas. Then haze, cirrus and shadow removal is done (this is
optional and also scene dependent). Following this the visibility or aerosol optical thickness map
is calculated using the dark dense vegetation (DDV) method. This is followed by an update of
the aerosol model if a blue band exists and the update option is enabled otherwise the selected
aerosol model is unchanged. For our study The AVIRIS scenes mostly comprised of agricultural
landscapes and the rural aerosol type was chosen (to begin with). The water vapor model is
calculated next after which the iterative surface reflectance retrieval is computed accounting for
adjacency and spherical albedo effects. After atmospheric correction a spectral polishing and
Bidirectional Reflectance Distribution Function (BRDF) correction may be performed.
Two of the main challenges for obtaining reflectance values from airborne imaging spectrometer
data are: (1) consideration of viewing and illumination geometry and (2) the influence from clouds.
In this section we briefly describe how these factors are accounted in ATCOR-4, as outlined in the
ATCOR technical report [73]. We first describe the radiative transfer equations in the solar spectral
region (0.4 - 2.5 µm) as implemented in ATCOR-4 which takes into account the sun and sensor
geometry for surface reflectance retrieval for a flat terrain (our study area the BPNM floodway is
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Figure A.1: Main processing steps of ATCOR during atmospheric corrections adapted from [73].
a flat terrain), followed by the description of non standard conditions for haze and clouds [73].
Basics of radiative transfer in solar spectral region
For a flat terrain and cloud free sky with a uniform ground reflectance ρ (should actually
be called hemispherical-directional reflectance factor (HDRF), but for simplicity we refer to it as
reflectance), the radiance received at the sensor consists of scattered solar radiation (path radiance)
and ground reflected solar radiation. It depends on solar and viewing geometry and is represented
in Fig. A.2. The measured at-sensor radiation can be expressed as [176].
L = Lp(θv, θs, φ) + τv(θv)
ρ
pi
Eg(0)
1− ρrs (A.1)
where:
L represents the at sensor radiance for surface reflectance ρ
Lp is the path radiance
τv is the total ground-to-sensor atmospheric transmittance, which is the sum of direct τdir and
131
L=c0 + c1 DN
Edif
Edir
1
2
θv
θs
φr
Figure A.2: Radiation components (left), alongwith Sun and sensor geometry (right) adapted from
[73].
diffuse τdif transmittance
Eg is the global flux on a horizontal surface equal to sum of direct (Edir) and diffuse (Edif ) flux.
Eg(0) is calculated for a ground surface with ρ = 0
ρr is the large scale reference background reflectance which determines the effective global flux
(ρr = 0.15 is used for ATCOR)
s spherical albedo of the atmosphere, accounts for atmospheric backscattering to the ground
The geometry is described by the following angles:
θv is the view zenith angle
θs, φ is the solar zenith and relative azimuth angles respectively.
Since ρ and ρr are unknown for image data and varies within a scene, equation A.1 is solved
for ρ iteratively.
The path radiance including the diffuse reflected ground radiation is calculated with MOD-
TRAN [74, 177, 178] in the following form:
Lpath(ρ) = Lpath(0) +
τdifEg(0)ρ/pi
1− ρs = Lpath(0) + τdifEg(ρ)
ρ
pi
(A.2)
therefore, two MODTRAN runs with surface reflectance ρ = 0 and ρr = 0.15 are required to
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Figure A.3: Schematic representation of solar radiation components in flat terrain adapted from
[73].
calculate the diffuse ground-to-sensor transmittance τdif and spherical albedo s from equation A.2.
τdif =
[Lpath(ρr)− Lpath(0)]pi
ρrEg(ρr)
(A.3)
Eg(ρr) =
Eg(ρ = 0)
1− ρrs (A.4)
s = [1− Eg(0)
Eg(ρr)
]/ρr (A.5)
For an image, the pixel reflectance ρ may differ from the background reflectance ρ¯. The sensor
signal in this case has three components as shown in Fig. A.3
1. Component 1: scattered or path radiance
2. Component 2: radiation reflected from the target pixel, the reflectance of which we are
computing
3. Component 3: ‘adjacency’ effect which is radiation reflected from the neighborhood and
scattered in to the viewing direction. Adjacency effect consists of atmospheric backscattering
and volume scattering, which are combined into one component.
The radiometric calibration assigns to each digital number (DN) in an image the corresponding
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at sensor radiance L as:
L(k) = c0(k) + c1(k)DN(k)/g(k) (A.6)
where: k indicates band number, c0, c1 are the calibration coefficients (offset and slope) and g(k)
is the gain setting in channel k.
The atmospheric correction is performed iteratively since the surface reflectance and large scale
background reflectance (0.5 - 1 km neighborhood) are not known. It involves the following three
steps:
Step:1
The adjacency effect is neglected and the surface reflectance is computed as:
ρ(1) =
pi[d2(c0 + c1DN)− Lp]
τvEg(ρr = 0.15)
(A.7)
This is done for each spectral band. The factor d2 takes into account the sun-to-earth distance
(d is in astronomical units) since the LUTs with path radiance and global flux are computed with
d=1 in ATCOR.
Step:2
Computing the average reflectance in a large neighborhood of each pixel (range R = 0.5 - 1.0 km)
ρ¯ =
1
N2
N∑
i,j=1
ρ
(1)
i,j (A.8)
Where N corresponds to the number of pixels for the selected range R of the adjacency effect
[179, 180]. The exact choice of R is not very critical since adjacency influence is a second order
effect. In ATCOR a range dependent function can be used instead of the range independent
weighting function in eq. A.8 with an exponential decrease of the weighting coefficients [181].
Except for special geometries, the difference between these two methods are small as the average
reflectance over a neighborhood does not vary much.
ρ(2)(x, y) = ρ(1)(x, y) + q{ρ(1) − ρ¯(x, y)} (A.9)
The function q represents the strength of the adjacency effect. This may also be expressed as the
ratio of the diffuse to direct ground-to-sensor transmittance. The range-dependent version of eq.
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A.9 is:
ρ(2)(x, y) = ρ(1)(x, y) + q{ρ(1)(x, y)−
∫ R
0
ρ(1)(r)A(r)exp(−r/rs)dr} (A.10)
Here R is the range where the intensity of the adjacency effect has dropped to 10% level, rs is the
scale range, typically rs = 0.2 − 0.4 km and R = 0.5 − 1 km. ρ(r) is the reflectance at range r
from the (x, y) position and A(r) is the area of the circular zone from r to r + dr. The circular
regions are approximated by square regions in eq. A.10 with exponentially decreasing weighting
coefficients wi:
ρ(2)(x, y) = ρ(1)(x, y) + q{ρ(1)(x, y)−
nR∑
i=1
ρ¯iwi} (A.11)
wi =
1∑nR
i=1
Wi (A.12)
Wi =
∫ ri
ri−1
A(r)exp(−r)dr '
∫ ri
ri−1
(2r)2exp(−r)dr (A.13)
ATCOR supports upto nR = 5 regions, A(r) is approximated as the corresponding square region
A(r) = (2r)2.
Step:3
This involves the spherical albedo effect on the global flux that was initially calculated with the
reference background reflectance ρr = 0.15 and is finally adapted to the scene dependent value ρ¯
by correcting with the difference ρ¯− ρ.
ρ(3)(x, y) = ρ(2)(x, y)[1− (ρ¯(x, y)− ρr)s] (A.14)
Cirrus Cloud Removal
Haze and clouds represented some of the non standard conditions encountered in atmospheric
corrections. Images contaminated by cirrus clouds in the first instance appear as hazy scenes.
Although haze is a boundary layer phenomena occurring in the lower troposphere (0-3 km) and
cirrus clouds appear in the upper troposphere and lower stratosphere (8-16 km). Haze and cirrus
removal algorithms are fully automatic in ATCOR. The detection and removal of cirrus clouds
is centered around the fact that a narrow spectral band around a very strong water absorption
feature (1.38 µm or 1.88 µm), the ground reflected signal will be totally absorbed by the clouds
but the scattered cirrus signals will be received by a satellite sensor or a sensor in a high altitude
aircraft (> 20 km). A narrow channel at 1.38 µm is able to detect cirrus clouds and if a correlation
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of the cirrus signal and other wavelengths in the VNIR and SWIR regions can be found, then
the cirrus contribution can be removed from the radiance signal to obtain cirrus-corrected scene
[182]. For water a scatterplot of 1.38 µm versus the 1.24 µm channel is used and for land the band
correlation is determined from a scatterplot of the 1.38 µm versus a red channel (around 0.66 µm).
For obtaining a high sensitivity only the vegetation pixels are used as they have a low reflectance
in the red spectral region and the cirrus contribution is easily traced. The scatterplot is computed
in terms of apparent TOA or at sensor reflectance and is defined as:
ρ∗ =
piL
Escosθs
(A.15)
Where L is the sensor recorded radiance, Es is the extraterrestrial solar radiation for the selected
band and θs is the solar zenith angle. The method can be described as follows with the following
equations[182].
ρ∗(λ) = ρc(λ) +
Tc(λ)ρ(λ)
1− sc(λ)ρ(λ) (A.16)
Here ρc is the cirrus cloud reflectance, Tc is the two way (direct+diffuse) transmittance through
the cloud, ρ the reflectance of the “virtual” surface (land or water surface including all effects of
molecular and aerosol scattering below the cirrus clouds), and sc is the cloud base reflectance of
upward radiation. Since scρ << 1, eq. A.16 is simplified to:
ρ∗(λ) = ρc(λ) + Tc(λ)ρ(λ) (A.17)
Now with the assumption that the cirrus reflectance ρc(λ) is linearly related to cirrus reflectance
at 1.38µm, we have:
ρ∗(λ) = ρc(1.38µm)/γ (A.18)
where, γ is an empirical parameter derived from the scatterplot of ρ1.38 versus ρred (land) or ρ1.24
(water). The empirical parameter, γ is dependent on scene content cirrus height, solar and viewing
angles. Substituting eq. A.18 into eq. A.17 we get:
Tc(λ)ρ(λ) = ρ
∗(λ)− ρc(1.38µm)/γ (A.19)
Neglecting the cirrus transmittance Tc (i.e. set Tc = 1), we obtain the “cirrus path radiance
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corrected” apparent reflectance image (indexed as ‘cc’):
ρ∗cc(λ) = ρ
∗(λ)− ρc(1.38µm)/γ (A.20)
As the cirrus clouds are on the top of the atmosphere we have ρc(1.38µm) = ρ
∗
c(1.38µm) and the
apparent cirrus reflectance can be calculated with eq. A.15. Cirrus removal is conducted as a first
step during the atmospheric correction followed by aerosol and water retrievals.
For our AVIRIS data we had a decent atmospheric correction, we checked the results against
standard spectra of vegetation and soils from the spectral library and they matched well. The
parameters describing the sun and sensor geometry has been shown in Table 2.1 of the chapter.
Our data did not show any visible signs of clouds or shadow across all the scenes and if there were
any traces of clouds ATCOR was able to detect and remove it as per the method and workflow
described above. Since the treatment of the sun and sensor geometry and the removal of the
influence of the clouds is a standard process in the ATCOR atmospheric correction workflow, we
have not described the algorithm or its implementation in detail in this chapter. Further details can
be found from the ATCOR technical report [73] and the references of the several papers mentioned
therein.
A.2 Model Results for Different Soil Properties
We have categorized the classifications as ‘Exact Classification’, ‘Close Classification’, and ‘Incor-
rect Classification’ defined as follows.
1. If the observed and the model predicted soil properties belong to the same USDA soil texture
class, we call it a coincident match or exact classification.
2. If a soil property does not fall in the same category we compute the deviation in the observed
and model predicted values for sand and clay percentages for the sample and the total devi-
ation as:
∆sand% = |∆observedsand% −∆predictedsand% |
∆clay% = |∆observedclay% −∆predictedclay% |
∆total% = ∆sand% + ∆clay%
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Figure A.4: Distribution of Sampled NDVI values from the barren areas and woody vegetation
areas from the six mosaiced scenes of AVIRIS. There is a clear demarkation of the two classes at
an NDVI value of 0.7.
3. If the total deviation (∆total%) is less than or equal to a threshold (chosen as 25%), we call it
a ‘Close Classification’, otherwise we call it an ‘Incorrect Classification’.
The modeling results of the chemical properties Copper (Cu), Phosphorus (P), Manganese
(Mn), Boron (B), Sulfur (S), Iron (Fe) and Zinc (Zn) are presented in this section. Fig. A.5 shows
the scatter diagram and RMS test error for Cu, P, and Mn and Fig. A.6 shows the scatter diagram
and RMS test error for B, S, Fe and Zn. The inset box plots shows the RMS test error in percentage
for the test data (20% random split). The points in jitter in the box plots shows the RMS test
error for each of the 50 bootstrap runs and the green line represents the regression line between
the observed and the predicted properties. The models for Cu, P and Mn are found to be better
with higher coefficient of determination values compared to B, S, Fe and Zn models. A reason for
this is that the observed values of S, Zn and B are clustered in a very small range and for Zn it is
even more clustered in a very small range with a couple of values which are of higher magnitude
and much different from the rest of the values.
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Figure A.5: Observed vs Model Predicted Properties of Copper, Phosphorus, Manganese and Soil
Organic Matter. The green symbols each represent a data point, the green line represents the
regression line and the black line represents a 1:1 correlation. Inset : The boxplots shows the RMS
test error values for the 50 bootstrapping ensemble runs. Phosphorus and SOM shows the best
performance followed by Copper and Manganese.
A.3 Performance comparison with other techniques
The results for the performance of tree and random forest models are presented in Fig. A.7. We
adopted an 80% and 20% split of the soil sample data for training and testing for these models,
which is the same as what we had adopted for the lasso models. There are three regression lines
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Figure A.6: Observed vs Model Predicted Properties of Boron, Sulphur, Iron and Zinc. The green
symbols each represent a data point, the green line represents the regression line and the black
line represents a 1:1 correlation. Inset : the boxplots shows the RMS test error values for the 50
bootstrapping ensemble runs. Boron has the best performance among these and Sulfur has the
least R2 value.
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Figure A.7: Comparison for the model performance for tree and random forest for predicting soil
textural properties. The left figure shows the observed vs predicted plots for tree model and the
right figure shows the same for random forest model. The values in the boxes at bottom right
corner are the R2 values for each model in the two different methods.
between the observed and predicted quantities corresponding to sand, silt and clay denoted in three
different colors. The model results for lasso are similar or slightly better than the tree models by
an R2 value of 0.1 - 0.2. The results for random forest are better than tree models as expected
but are still at par or poorer than the lasso methods. Moreover these models are also not easily
interpretable. Thus the lasso algorithm is suitable and provides us with more interpretable models
than decision trees or random forests.
A.4 Spatial Maps of Different Soil Properties
The quantitative spatial maps of sand and silt of the entire BPNM floodway are presented in Fig.
A.8. The layers of water-bodies including the Mississippi river derived from NLCD 2006 and the
forested and vegetated areas (deciduous, evergreen and mixed forests) derived from NDVI are added
as a mask layer on all the spatial soil maps. These maps show spatially coherent structures. The
river although masked appears clearly in both these images due to the suspended sediments. The
old meanders patterns, the coherent spatial organization of large features and small scale features
described in the main text are also apparent in these two maps. Sand appears to be in very low
quantities in the entire floodway and is seen in pockets scattered across the entire floodway. This
may be due to trapping by relatively tall vegetation patches spread across the entire floodway. On
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the contrary silt is present in substantial quantities in the center and north-eastern part of the
floodway. Some but very few, pixels from all of the spatial maps show exceptionally high erroneous
values and these values are flagged in black in all the maps.
The spatial maps of clay and manganese are presented in Fig. A.11. The chemical constituents
of Cu and P, B and S and Fe and Zn are shown in Figs. A.13, A.14, A.15 respectively. Fig. A.8
shows the distribution of silt in the floodway. Most of the maps of the chemical properties are also
seamless but the maps of Cu, B, Fe and B shows some differences between the six different scenes.
The quantitative map of magnesium, copper, manganese and phosphorus shown in Figs. A.11 and
A.13, represents a large contrast and range in the different soil properties spread across the entire
floodplain and the large scale features (old meander patters and the river reach) are also clearly
seen from these maps. The maps of sand, silt clay and organic matter obtained from soil survey
geographic (SSURGO) database of USDA NRCS is shown in Figs. A.10 and A.12. These maps are
the highest resolution information available for regional, state or country scale and the information
is collected for these maps at scales ranging from 1:12,000 to 1:63,000 and is used for resource
planning and management purposes. These maps show the soil properties at the surface and we
find that the agreement between our prediction maps and the available databases is good. The
maps shows high silt contents across the floodway with lower clay content and very small amounts
of sand.
Fig. A.9 shows the comparison of our sand, silt, clay maps on RGB tracks and with post flood
Google Earth images. We observe positive sandbar identification and quantification for all the
three river bend sections. This is a visual proof of the accuracy of our method.
There is a slight difference in the brightness levels of the different scenes (flight lines) of AVIRIS
which are mosaiced together to form the complete image of the floodway. This is apparent in the
level 1 image after the image is converted to reflectance incorporating the atmospheric corrections
[Fig. 2.1]. This is generally an artifact in processing of very large images where a delay in the
capture of the flight lines may lead to changes in illumination and sensor geometry resulting in
differences in radiance levels between scenes, and for this reason in many applications the different
scenes are not mosaiced together. The final derived mosaiced spatial map of the soil constituents
should show minimal impact of this artifact if the sampling process and the underlying model is
able to account for all the heterogeneity. For our spatial maps we find that for some maps the
images are completely seamless, e.g the clay content map [Fig. A.11, supplementary info and the
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Figure A.8: Spatial quantitative map of Sand and Silt content of the BPNM floodway as obtained
by applying the developed prediction model to AVIRIS imagery. The base layer represents the
quantitative content map obtained by application of the developed models to the AVIRIS image,
the layer in blue represents the water areas in the floodway including the river, wetlands and
small ponds or lakes and the areas in green represents the vegetation areas consisting of deciduous,
evergreen or mixed forests. The water layers are derived from the NLCD 2006 landcover database
and the vegetation class is a NDVI > 0.85 threshold mask. The water and forest areas are masked
due to uncertainty in prediction due to predominant vegetation or erroneous signals from these
areas.
maps of Calcium, Magnesium and Aluminum [Fig. 2.6], but we also find that there is a slight
difference in brightness in sand-silt-clay composite, and soil organic matter map [Fig. 2.5].
A.5 Interpolation vs Prediction
As discussed in the main text of the chapter we have not used an entirely independent test set for
validating the soil prediction models using ‘lasso’ method in an ensemble bootstrapping framework.
Instead we have used a bagging method for cross validation. We have argued that it is better
to represent all the data for calibration purposes as it captures as much variability in the soil
data as possible. We have also found this true for the soil maps developed. We also proposed
that a probabilistic representation of the validation errors is more representative and were able
to demonstrate that some of the independent predictions are highly accurate. If the use of the
term prediction may not be agreed upon since prediction involves application of a model on a
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Figure A.9: Comparison of post flood google earth images (for 02.29.2012 accessed on 09.29.2013)
and the developed RGB composite of sand silt clay. The images to the left are taken from google
earth and to the right are windowed regions from sand silt clay RGB composite. The sand bars
are accurately captured and quantified by the developed AVIRIS soil maps.
complete set of independent data, our method may also be viewed as a sophisticated interpolation
technique using the spectral information compared to standard geostatistical techniques [64]. Fig.
A.16 represents the spatial maps of sand and silt and Fig. A.17 represents that of clay and soil
organic matter, these maps represent the overall broad patterns of soil in the floodway and does not
represent the variability and level of detail represented in the maps developed from the ensemble
models. The proposed method thus may also be considered as an improved and sophisticated
interpolation technique.
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Figure A.10: Spatial quantitative map of Sand and Silt content of the BPNM floodway as obtained
from the SSURGO NRCS soil database. The map shows the left side of the Mississippi river
consisting of the leveed floodplain and some other areas. The northeastern part of the floodway is
mostly covered by forests and as such is not shown here. These maps show good agreement with
our predictions.
A.6 Error Analysis based on NDVI
For model development we had used a threshold NDVI value of 0.7 for excluding soil grab data
points that may have been erroneously sampled under the canopy of vegetation as described in the
methods section. In contrast to which we have used a threshold NDVI mask of 0.85 for masking
out pixels which may have large uncertainties associated with vegetation canopy cover in our
spatial predictions. A brief analysis and justification for this approach is as the following. The
relation between leaf area index (LAI), NDVI and fractional vegetation cover has already been
demonstrated [183]. It is generally observed that there is a saturation of NDVI values at a LAI of
around 3-4 with fractional vegetation cover equal to 1. This is also dependent on visibility and also
whether corrected or apparent NDVI is used. The saturation value of NDVI is around 0.6 - 0.7, this
essentially means that is is hard to distinguish only on the basis of NDVI values between a dense
canopy which absolutely blocks radiation reaching the earth’s surface and a less dense one with
global fractional cover through which radiation could penetrate. Our proposition is that most parts
of the floodway has local LAI < 3 (and even smaller global LAI) with NDVI > 0.7 and therefore
the soil constituents can be detected and mapped with a threshold greater than 0.7. The results of
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Figure A.11: Spatial quantitative map of Clay and Manganese content of the BPNM floodway as
obtained by applying the developed prediction model to AVIRIS imagery. The base layer represents
the quantitative content map obtained by application of the developed models to the AVIRIS image,
the layer in blue represents the water areas in the floodway including the river, wetlands and small
ponds or lakes and the areas in green represents the vegetation areas consisting of deciduous,
evergreen or mixed forests. The water layers are derived from the NLCD 2006 landcover database
and the vegetation class is a NDVI > 0.85 threshold mask. The water and forest areas are masked
due to uncertainty in prediction due to predominant vegetation or erroneous signals from these
areas.
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Figure A.12: Spatial quantitative map of Clay and Organic Matter content of the BPNM floodway
as obtained from the SSURGO NRCS soil database. The map shows the left side of the Mississippi
river consisting of the leveed floodplain and some other areas. The northeastern part of the floodway
is mostly covered by forests and as such is not shown here. These maps show good agreement with
our predictions.
the radiation transfer calculation through the soybean canopy with a LAI of around 3.5 is shown in
Fig. A.18. It can be clearly seen that about 10% of the radiation hitting the soil surface is reflected
to the canopy top and this is assuming a fractional vegetation cover. This does indicate that it
may be possible to detect the surface soil characteristics even under a light fractional vegetation
cover.
For determining the NDVI threshold we did an error analysis on the 24 data samples which
were excluded from the initial modeling exercise. The results of the absolute prediction error for
silt are shown in Fig. A.19. The red points are the points that were used for model development
with NDVI values less than 7. The other 24 data points were completely independent of the model
development. The black lines correspond to NDVI values of 0.8, 0.85 and 0.9. The results show
that some of the data points have prediction error in the same range as the points that were used
for model development and the error increases for higher NDVI values and it is seen that above 0.9
the errors are maximum and except a few points, the data points with NDVI < 0.85 show similar
error as the points with which the model was developed. Fig. A.20 shows the box plots also for the
absolute prediction error for silt for different NDVI ranges. It is least for the range ≤ 0.7 and it
is maximum for the range (0.7, 1.0). The errors decreases for the ranges (0.7, 0.8), (0.7, 0.85) and
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Figure A.13: Spatial quantitative map of Copper and Phosphorus content of the BPNM floodway as
obtained by applying the developed prediction model to AVIRIS imagery. The base layer represents
the quantitative content map obtained by application of the developed models to the AVIRIS image,
the layer in blue represents the water areas in the floodway including the river, wetlands and small
ponds or lakes and the areas in green represents the vegetation areas consisting of deciduous,
evergreen or mixed forests. The water layers are derived from the NLCD 2006 landcover database
and the vegetation class is a NDVI > 0.85 threshold mask. The water and forest areas are masked
due to uncertainty in prediction due to predominant vegetation or erroneous signals from these
areas.
148
0 10 205 Kms
S [mg/kg]
0 - 20
20 - 40
40 - 60
60 - 80
80 - 100
100 - 200
200 - 1,000
Erroneous Pixels
Water
Vegetation
0 10 205 Kms
B [mg/kg]
0 - 0.2
0.2 - 0.4
0.4 - 0.6
0.6 - 0.8
0.8 - 1.0
1.0 - 10
10 - 20
Erroneous Pixels
Water
Vegetation
Historical Meander paths 
of the Mississippi River
Historical Meander paths 
of the Mississippi River
Figure A.14: Spatial quantitative map of Boron and Sulfur content of the BPNM floodway as
obtained by applying the developed prediction model to AVIRIS imagery. The base layer represents
the quantitative content map obtained by application of the developed models to the AVIRIS image,
the layer in blue represents the water areas in the floodway including the river, wetlands and small
ponds or lakes and the areas in green represents the vegetation areas consisting of deciduous,
evergreen or mixed forests. The water layers are derived from the NLCD 2006 landcover database
and the vegetation class is a NDVI > 0.85 threshold mask. The water and forest areas are masked
due to uncertainty in prediction due to predominant vegetation or erroneous signals from these
areas.
(0.7, 0.9). There is a decrease in maximum and minimum values and also there is a decrease in the
average value but we found that there is generally an abrupt increase in error beyond 0.85 NDVI
threshold for most textural properties and chemical constituents. We have carried this analysis
for all the models but the results for silt are only presented here. Based on the above results we
adopted an NDVI value of 0.85 in place of 0.7 (which would mask out most parts of the image
which otherwise has coherent spatial patterns) as the threshold for vegetation mask to represent
the dense canopies which would block the visible and NIR part of the spectrum completely.
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Figure A.15: Spatial quantitative map of Iron and Zinc content of the BPNM floodway as obtained
by applying the developed prediction model to AVIRIS imagery. The base layer represents the
quantitative content map obtained by application of the developed models to the AVIRIS image,
the layer in blue represents the water areas in the floodway including the river, wetlands and
small ponds or lakes and the areas in green represents the vegetation areas consisting of deciduous,
evergreen or mixed forests. The water layers are derived from the NLCD 2006 landcover database
and the vegetation class is a NDVI > 0.85 threshold mask. The water and forest areas are masked
due to uncertainty in prediction due to predominant vegetation or erroneous signals from these
areas.
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Figure A.16: Spatial map of sand and silt content of the BPNM floodway. The base layer represents
the quantitative content map obtained by the method of kriging, the layer in blue represents the
water areas in the floodway including the river, wetlands and small ponds or lakes and the areas in
green represents the vegetation areas consisting of deciduous, evergreen or mixed forests. The water
layers are derived from the NLCD 2006 landcover database and the vegetation class is a NDVI >
0.85 threshold mask. The water and forest areas are masked due to uncertainty in prediction due
to predominant vegetation or erroneous signals from these areas.
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Figure A.17: Spatial map of clay and SOM content of the BPNM floodway. The base layer
represents the quantitative content map obtained by the method of kriging, the layer in blue
represents the water areas in the floodway including the river, wetlands and small ponds or lakes
and the areas in green represents the vegetation areas consisting of deciduous, evergreen or mixed
forests. The water layers are derived from the NLCD 2006 landcover database and the vegetation
class is a NDVI > 0.85 threshold mask. The water and forest areas are masked due to uncertainty
in prediction due to predominant vegetation or erroneous signals from these areas.
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using data soybean canopy. The canopy is divided into 10 layers for calculation purposes.
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Figure A.19: Absolute prediction error for silt. The red points are the data points used for the
actual model development with NDVI ≤0.7 and the green points represents data points with NDVI
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Figure A.20: Boxplots for the absolute prediction error for soil content for data in different NDVI
ranges.
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APPENDIX B
EFFECT OF SPATIAL RESOLUTION ON CHARACTERIZING
SOIL PROPERTIES FROM IMAGING SPECTROMETER DATA
Figure B.1 shows the comparison of the false color composite airborne AVIRIS data having a
spatial resolution of 7.6m and the simulated upscaled coarser resolution images for a window over
the O’Bryan’s ridge at the BPNM floodway. As expected the blurring or loss of some details is
clearly observed as we move from finer to coarser resolutions.
7.6 m 15.2 m
30.4 m 60.8 m
Figure B.1: Comparison of the false color composite of airborne AVIRIS 7.6m data and scaled up
coarser resolution data at 15.2m, 30.4m and 60.8m spatial resolutions for a window (Region R2,
Fig. 1) over the O’Bryan’s ridge in the BPNM floodway.
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B.1 Model Structure at Different Spatial Resolutions
Figure B.2 shows the relationships between model structure (predictor bands) at different spatial
resolutions for calcium, magnesium, potassium and aluminum. Figs. B.2 (a) to (d) represent the
constituents calcium, magnesium, potassium and aluminum. Fig. B.2 clearly indicate that there
are major region of bands around 400nm, 700nm, 1200nm, 1800nm, 2000nm, 2200nm, 2400nm and
others which are important and persistent across all the resolutions.
B.2 Change in Prediction Maps of Soil Constituents Over Large Areas
Due to Coarsening Spatial Resolutions
Similar to the soil texture a comparison of magnesium content map of the floodway [see. Fig. B.3]
reveals that coarsening the spatial resolution still preserves the overall spatial correlation including
large scale features such as preferential flow paths and legacy meanders of the Mississippi river. For
the finer scale landscape features we focus on a specific window over the O’Bryan’s Ridge shown
in Fig. B.4. The signatures of erosion and erosional gullies are very clearly observed from the
images at the 7.6m airborne resolution (as difference in constituent concentrations) but are not
very clearly observed from the 60.8m coarse resolution maps. This is perhaps because the length
scales of erosional gullies and other features are smaller than 60.8m. It is also observed that some
of the high concentration areas appear to grow as patches in the 60.8m resolution maps compared
to the 7.6m maps.
B.3 Comparison of Soil Textural Properties and Chemical Constituents
Across Different Spatial Resolutions
Figure B.5 shows the distribution of the total area modeled at different values for the soil textural
properties sand, silt and clay and soil organic matter for the area around the O’Bryan’s ridge. The
plots represents the total modeled area at eight different spatial resolutions (7.6m, 10m, 15.2m,
20m, 30.4m, 45m, 60.8m and 90m) including the original 7.6m resolution airborne data. Figure 3.13
shows the distribution of the total area modeled at different values for the soil chemical constituents
magnesium, calcium, iron and potassium for the same area at the same spatial resolutions. The
results for the soil texture property show a unimodal peaks specially for the soil textural properties
and bimodal peaks for the chemical constituents calcium and magnesium. The position of the
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Figure B.2: Plots showing the relationships between model structure i.e. the participation of
different bands in the prediction model, for (a) calcium, (b) magnesium, (c) potassium and (d)
aluminum across spatial resolutions of 7.6m, 10m, 15.2m, 20m, 30.4m, 45m, 60.8m and 90m. The
y-axis represents the number of resolutions greater than or equal to at which a wavelength or band
participates for a particular soil attribute. It is observed that there are consistent important regions
across the spectrum which participate in the models at different resolutions. Some of these regions
coincide with known spectral features of soil minerals and compounds (see text).
peaks and shape of the distribution is remarkably similar at all the different spatial resolutions,
this establishes that the method is scalable and can be applied to quantify the soil properties form
space-borne hyperspectral sensors.
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Figure B.3: Spatial quantitative map of Magnesium content of the BPNM floodway as obtained
by applying the developed lasso prediction model to 7.6m AVIRIS and simulated 60.8m HyspIRI
imagery. The base layer represents the quantitative content map obtained by application of the
developed models to the hyperspectral image, the layer in blue represents the water areas in the
floodway including the river, wetlands and small ponds or lakes and the areas in green represents the
vegetation areas consisting of deciduous, evergreen or mixed forests. The water layers are derived
from the NLCD 2006 landcover database and the vegetation class is a NDVI > 0.85 threshold
mask. The water and forest areas are masked due to uncertainty in prediction due to predominant
vegetation or erroneous signals from these areas.
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Figure B.4: Enlarged window from the Clay and Magnesium content map of the area around
O’Bryan’s ridge. (a) Clay content map derived from 7.6m airborne AVIRIS image, (b) Clay content
map derived from simulated 60.8m HyspIRI-like image, (c) Magnesium content map derived from
7.6m airborne AVIRIS image, and (d) Magnesium content map derived from simulated 60.8m
HyspIRI-like image. There is a remarkable agreement in the concentrations of the constituents at
these two different scales specially Magnesium. Flood signatures such as gullies formed due to high
velocity of floodwaters can be seen from both the images but as expected are more clearer in the
high resolution images and more blurred in the coarser HyspIRI like images.
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Figure B.5: Plots showing the distribution of total area modeled at different values of each of
the soil constituents for all the different spatial resolutions. The results shown above are for the
windowed region of the area near the O’Bryan’s ridge and is represented as a brown colored box in
Fig. 3.1. The soil constituents represented in clockwise order from top-left are are sand, silt, clay,
and soil organic matter.
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Figure B.6: Plots showing the distribution of total area modeled at different values of each of
the soil constituents for all the different spatial resolutions for region R1 in Fig. 3.1. The soil
constituents represented in clockwise order from top-left are are magnesium, calcium, iron and
potassium.
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APPENDIX C
CHARACTERIZING VEGETATION CANOPY STRUCTURE
USING AIRBORNE REMOTE SENSING DATA
C.1 Tree Species Identification using Hyperspectral Data
C.1.1 CASI hyperspectral data pre-processing
The processing of CASI imagery included the following separate stages: raw data to radiance
transformation and atmospheric corrections and reflectance retrieval.
The hyperspectral digital images collected by CASI were processed to at-sensor radiance using
calibration coefficients determined in the laboratory by National Center for Airborne Laser Mapping
(NCALM). Each pixel’s raw signal is corrected for :
• Dark Current: This is a thermally-generated signal originating in the silicon structure of the
CCD, and present even when the aperture is closed. Dark current is recorded to the start
and end of each recorded image file automatically.
• Internally Scattered Light: This is a signal derived from light which has been scattered inside
the sensor, and which therefore constitutes noise.
• The Frame Transfer Effect: This is a spurious signal created during the transfer of data from
the ‘scene image area’ of the CCD to its storage area. Also referred to as Frame Shift Smear
(FSS);
• Electronic Offset: This is a uniform signal deliberately added to the sensor’s raw signal by
the readout electronics before digitization and data recording. Adding this offset helps to
ensure that noise will never drive the output signal to negative values.
The resulting signals are multiplied by aperture-dependent radiometric correction coefficients
generated during lab calibration of the instrument. The application of these coefficients, which
are pixel and bandwidth dependent, converts the raw output of each pixel (in DN) into Spectral
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Radiance Units (SRUs). The Data is scaled from 14-bit to 16-bit values and each pixel is 16 bit
unsigned integer.
C.1.2 Atmospheric Correction of CASI Imagery
Atmospheric correction is needed for removing the effects of scattering and absorption and com-
puting the surface reflectance values. The goal of atmospheric corrections is to convert the encoded
radiance (digital numbers - DNs) to surface reflectance values, thereby removing the effects of path
and scattered radiances.
The atmospheric correction was performed using the Atmospheric Correction module of ENVI
version 5.2 (Exelis Visual Information Solutions, Boulder, Colorado). We have used a combination
of both the QUick Atmospheric Correction (QUAC) and Fast Line-of-sight Atmospheric Analysis
of Hypercubes (FLAASH) [153] algorithms for atmospheric correction. FLAASH uses the standard
equation for spectral radiance at a sensor pixel L, and is applicable to the solar wavelength range
with flat lambertian materials or their equivalents. The corresponding equation is as follows:
L = (
Aρ
1− ρeS ) + (
Bρe
1− ρeS ) + La (C.1)
where:
ρ is the surface reflectance
ρe is an average surface reflectance of the pixel and a surrounding region
S is the sphrerical albedo of the atmosphere
La is the radiance back scattered by the atmosphere
A and B are coefficients that depend on atmospheric and geometric conditions but not on the
surface
Each of the above variables is wavelength dependent. The distinction between ρ and ρe is that
it accounts for the adjacency effect corrections. The values of A,B, S and La are determined
from MODTRAN4 calculations that use the viewing and solar angles and mean surface elevation
of the measurements with a particular assumption of a certain model atmosphere, aerosol type
and visible range. QUAC [152] is a Vis-NIR-SWIR atmospheric correction code for hyperspectral
images abut unlike FLAASH it determines the atmospheric compensation parameters directly from
the information contained within the scene without any ancillary information. It is based on the
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Figure C.1: Spectral library of the known tree species developed by extracting the spectra of the
tree species from CASI imagery corresponding to their ground locations.
empirical finding that the average reflectance of a collection of diverse material spectra such as
endmember spectra and is essentially scene independent.
The CASI hyperspectral data was collected on the 4th of August 2015 between 16:35:51 CDT
local time (21:35:51 UTC) and 18:31:43 CDT local time (23:31:43 UTC). The range of solar elevation
angles were from 26.4◦ to 5.14◦. There were also the presence of clouds in some of the scenes which
caused heavy specular reflection. These conditions posed a challenge for the atmosphere corrections
and as a result good quality reflectance spectra were not possible to obtain from all parts of the
imagery. Further very low sun-angle posed challenges for implementing FLAASH and the code
encountered error for a number of scenes, however for these scenes the QUAC algorithm was
successfully able to retrieve the reflectance.
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Figure C.2: Tree species classification in the Lake of the Woods using the spectral angle classi-
fier and the spectral library developed from the known tree species. The diameter of the circles
represents the tree canopy diameters.
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Figure C.3: Tree species classification in the Home Forest Site using the spectral angle classifier and
the spectral library developed from the known tree species. The diameter of the circles represents
the tree canopy diameters.
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C.2 Geometric Relationships for Determination of Tree Intersection
Locations
Although the delineated tree canopy tops [refer to Section 5.3.2] are irregular polygons, we have
made a simplifying assumption that tree canopy tops have a circular geometry [see Fig. 5.6 - Box
C]. In an ideal situation the tree canopies will touch each other at a single point [see Fig. 5.6 -
Box A Section A-A’]. In reality, the delineated tree crowns will not be of perfect ellipsoid geometry.
Moreover due to simplification of the delineated tree crown polygons to circular geometry, there
will be two points of intersection between the two trees [Tree 1 and Tree 2, see Fig. 5.7]. The
equation for circle-1 and 2 are given by:
x2 + y2 = R21 (C.2)
(x− d)2 + y2 = R22 (C.3)
where R1 and R2 are the radii of trees 1 and 2 respectively. Solving simultaneous equations C.2
and C.3, we get the coordinates of the two intersection points on the circle A and B as:
x =
d2 +R21 −R22
2d
(C.4)
y = ± 1
2d
{
√
(−d−R1 +R2)
(−d+R1 −R2)(−d+R1 +R2)
(d+R1 +R2)}
(C.5)
The x and y coordinates are with respect to the coordinate system shown in Figure 5.7 which is
centered at the center of the first circle. If the coordinate system is rotated by an angle θ as shown
in Figure 5.7, the transformation is given as:
 x′
y′
 =
cos θ − sin θ
sin θ cos θ

 x
y
 (C.6)
and finally translation of the coordinates gives us the location of each intersection points in the
same projection system as that of all other trees.
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 X
Y
 =
X ′ + x′
Y ′ + y′
 (C.7)
where X ′ and Y ′ are the coordinates of the tree center (stems).
C.3 Estimation of LAD and LAI from Lidar point Cloud Data
C.3.1 Results of LAD Estimation
Figure C.4, C.6 and C.5 shows the comparison of the LAD obtained using ellipsoidal (A) and
cylindrical shaped (B) voxels for all the trees in the Allerton Park 2, Home Forest Site and Lake of
the Woods study site respectively. These results clearly bring out the improvement in LAD esti-
mation specially in the upper-middle and lower-middle parts of the canopy by using the ellipsoidal
tree shaped voxel. We find that for the Allerton Park - 2 study area the mean LAD profile using
ellipsoidal voxel (indicated by blue line in fig.C.4) show a significant specific peak in the middle
and for the Lake of the Woods (fig.C.5) site we find the upper parts of the canopy are better repre-
sented compared to the cylindrical method. The results indicate that the ellipsoidal shaped voxel
are better able to estimate the LAD in middle and lower parts of the canopy in dense overlapping
forest canopies.
C.4 Spectral Vegetation Indices Selected for LAI Estimation from
Hyperspectral Data
Different optical indices have well known correlations with different vegetation parameters such
as LAI, biomass, chlorophyll conventration and photosynthetic activity [184, 185, 186]. Much ef-
fort has been directed to make these less sensitive to illumination conditions, observing geometry
and soil properties. We selected three indices which are more sensitive to leaf and canopy struc-
tural components and less sensitive to changes in leaf pigment concentration and background soil
properties. They are as follows:
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Figure C.4: Comparison of LAD profiles of 89 trees from the Allerton Park-2 study area. The
figure on the left (A) represents the results obtained using ellipsoidal tree shaped voxels and the
figure on the right (B) represents the results obtained using cylindrical voxels. The lines in grey
in the background represents the profiles for each of the individual tree. The line in blue in the
foreground represents the average LAD profile for both parts of the figure.
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Figure C.5: Comparison of LAD profiles of 48 trees from the Lake of the Woods study site. The
figure on the left (A) represents the results obtained using ellipsoidal tree shaped voxels and the
figure on the right (B) represents the results obtained using cylindrical voxels. The lines in grey
in the background represents the profiles for each of the individual tree. The line in blue in the
foreground represents the average LAD profile for both parts of the figure.
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Figure C.6: Comparison of LAD profiles of 281 trees from the Home Forest Site. The figure
on the left (A) represents the results obtained using ellipsoidal tree shaped voxels and the figure
on the right (B) represents the results obtained using cylindrical voxels. The lines in grey in the
background represents the profiles for each of the individual tree. The line in blue in the foreground
represents the average LAD profile for both parts of the figure.
A B
Figure C.7: Box plots for voxel wise comparison for difference in LAD estimation as ellipsoidal
voxel - cylindrical voxel. (A) represents the 48 trees in Home Forest study area and (B) represents
the 281 trees in Lake of the Woods study area.
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MI. Renormalized Difference Vegetation Index - RDVI
RDVI [168] is an improvement over the much used NDVI. There is a non-linear relationship with
biophysical parameters such as LAI and NDVI and it saturates at low values of LAI. RDVI further
linearizes the relationship with LAI and is suitable for both low and high LAI values.
RDVI = (R800 −R670)/
√
R800 +R670 (C.8)
Where Rx is the reflectance at the given wavelength (nm)
MII. Modified Soil Adjusted Vegetation Index - MSAVI
This index accounts for and minimizes the background influence of soils [169] and is an improvement
over the soil adjusted vegetation index with a self adjustment factor which is a function of vegetation
density and is incorporated in MSAVI as a function of hyperspectral bands.
MSAVI =
1
2
[2R800 + 1−
√
(2R800 + 1)2 − 8(R800 −R670)] (C.9)
MSAVI has been found to be the best LAI estimator in terms of sensitivity to canopy effects and
soil spectral properties and is also considered the best LAI estimator in dense canopies [185].
MIII. Modified Triangular Vegetation Index 2 - MTVI2
The triangular vegetation index uses three bands and is based on the idea that the total area of
the triangle (green, red and near-infrared) determines the relative contributions of the pigments
and leaf tissue structures (chlorophyll abundance causes decrease of red reflectance, leaf tissue
abundance causes increase of near infrared reflectance). Modifications of these causes less sensitivity
to chlorophyll soil and atmospheric effects and more sensitivity to LAI.
MTVI2 =
1.5[1.2(R800 −R550)− 2.5(R670 −R550)]√
(2R800 + 1)2 − (6R800 − 5
√
R670)− 0.5
(C.10)
MTVI2 is very sensitive to changes in leaf and canopy structures due to the 800nm band and also
has the soil adjustment factor for reducing the soil contamination effects [170].
170
C.5 Predictive Functions for Estimating Green LAI
The predictive equations were based on empirical relations based on simulations using PROSPECT
and SAIL models [172, 173]. Empirical relationships were established by fitting statistical fitting
of measured LAI and corresponding values of spectral index of varying chlorophyll content. The
exponential relationships are as follows:
RDVI : LAI = 0.0918e6.002RDV I (C.11)
MSAVI : LAI = 0.1663e4.2731MSAV I (C.12)
MTVI2 : LAI = 0.2227e3.6566MTV I2 (C.13)
Based on the simulations of the radiative transfer models it was found that the spectral indices
chosen are mush more sensitive to LAI variations. All of the above mentioned vegetation indices
does not saturate below the LAI threshold of 6 to 8 and thus can be considered suited for measuring
LAI of dense canopies [170].
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Figure C.8: Spatial map of LAI for the Allerton Park area obtained from CASI hyperspectral data
by the application of MTVI2 method, the pixel size is 1m x 1m.
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