INTRODUCTION
Air Force and Department of Defense (DoD) personnel are called upon to operate all over the world with the Global War on Terror, various coalition military operations, humanitarian relief operations, and other interactions with multinational partners. With its global reach and responsibilities, the DoD needs to monitor and understand ongoing situations, to anticipate new situations that will require responses, and to influence outcomes. Much of the information needed to effectively understand, anticipate, and influence these situations and to operate in them is found in foreign language speech and text. For this reason, military linguists are critical assets, and it is important that they sustain their language skills and even increase their proficiency levels.
Whether for sustainment or for increasing skill levels, it is important that linguists continually work with authentic foreign language materials of sufficient difficulty. Authentic materials are materials that have been written or spoken by native speakers of a language and that are intended for native speakers of the language. However, with numerous radio and television broadcasts and rapidly growing amounts of foreign language text available on the web, it is a difficult task for teachers, students, and DoD linguists to efficiently locate materials of the appropriate difficulty to support language learning and sustainment.
This report describes experiments conducted on automatically determining the difficulty level of foreign language materials for the purpose of aiding teachers, students, and DoD linguists in finding suitable materials for supporting language learning and sustainment. The measure used as the indicator of difficulty is based on the Interagency Language Roundtable (ILR) proficiency scale, which is used to measure the proficiency levels of DoD linguists in listening, reading, speaking, writing, translation, and interpretation (Interagency Language Roundtable, 2010) . The experiments described were conducted with a corpus of authentic Arabic and Mandarin Chinese materials from several genres that were hand-labeled for ILR level. The corpus contained materials at the 2, 2+, and 3 levels. ILR level detectors were built for these levels for both the original Arabic and Mandarin sources as well as for human-produced English translations of these sources. The detectors were based on statistical language modeling techniques. The equal error rates (EERs) obtained ranged from 12.4-49.4% depending on the language, ILR level, language model order, and various other factors related to the experimental design. In general, the performance was best for discriminating level 3 materials from level 2 and 2+ materials, with EERs ranging from 12.4-33.3% across the languages (and translations), language model level, and experimental design. The performance was worst for discriminating level 2+ materials from level 2 and 3 materials, with EERs ranging from 31.2-49.4%.
An outline of this report is as follows. The next section describes the ILR proficiency scale descriptors, while Section 3.0 describes past work related to the work described here. Section 4.0 describes the corpus used for the experiments and the preprocessing applied to the data. Section 6.0 describes the process for building the detectors and the experimental results. Finally, Section 7.0 summarizes the conclusions and discusses the future work.
THE ILR PROFICIENCY SCALE
The ILR proficiency scale measures a person's proficiency in listening, reading, speaking, writing, translation, and interpretation (Interagency Language Roundtable, 2010) . The scales for listening, reading, speaking, and writing consist of six "base levels" ranging from 0 (No Proficiency) to 5 (Functionally Native Proficiency), where each "base level" implies mastery of any previous "base level." In addition to the "base levels," there are "plus level" descriptors for levels 0 through 4 that are used to describe proficiency levels that substantially exceed one base level but do not fully meet the criteria for the next "base level." Thus, a linguist could be rated as R3/L2+/S1/W1+, which would indicate that he/she is at level 3 for reading, level 2+ for listening, level 1 for speaking, and level 1+ for writing. Linguists are assigned these skill levels in the various categories through authorized language examinations, and each base and plus level in a category contains a number of performance criteria that must be met to obtain that score. For example, the following are the level descriptors for 2, 2+, and 3 in reading from (Interagency Language Roundtable, 2010):
Reading Level 2 (Limited Working Proficiency) Sufficient comprehension to read simple, authentic written material in a form equivalent to usual printing or typescript on subjects within a familiar context. Able to read with some misunderstandings straightforward, familiar, factual material, but in general insufficiently experienced with the language to draw inferences directly from the linguistic aspects of the text. Can locate and understand the main ideas and details in material written for the general reader. However, persons who have professional knowledge of a subject may be able to summarize or perform sorting and locating tasks with written texts that are well beyond their general proficiency level. The individual can read uncomplicated, but authentic prose on familiar subjects that are normally presented in a predictable sequence which aids the reader in understanding. Texts may include descriptions and narrations in contexts such as news items describing frequently occurring events, simple biographical information, social notices, formulaic business letters, and simple technical material written for the general reader. Generally the prose that can be read by the individual is predominantly in straightforward/high-frequency sentence patterns. The individual does not have a broad active vocabulary (that is, which he/she recognizes immediately on sight), but is able to use contextual and real-world cues to understand the text. Characteristically, however, the individual is quite slow in performing such a process. Is typically able to answer factual questions about authentic texts of the types described above.
Reading Level 2+ (Limited Working Proficiency, Plus) Sufficient comprehension to understand most factual material in non-technical prose as well as some discussions on concrete topics related to special professional interests. Is markedly more proficient at reading materials on a familiar topic. Is able to separate the main ideas and details from lesser ones and uses that distinction to advance understanding. The individual is able to use linguistic context and real-world knowledge to make sensible guesses about unfamiliar material. Has a broad active reading vocabulary. The individual is able to get the gist of main and subsidiary ideas in texts which could only be read thoroughly by persons with much higher proficiencies. Weaknesses include slowness, uncertainty, inability to discern nuance and/or intentionally disguised meaning.
Reading Level 3 (General Professional Proficiency)
Able to read within a normal range of speed and with almost complete comprehension a variety of authentic prose material on unfamiliar subjects. Reading ability is not dependent on subject matter knowledge, although it is not expected that the individual can comprehend thoroughly subject matter which is highly dependent on cultural knowledge or which is outside his/her general experience and not accompanied by explanation. Text-types include news stories similar to wire service reports or international news items in major periodicals, routine correspondence, general reports, and technical material in his/her professional field; all of these may include hypothesis, argumentation and supported opinions. Misreading rare. Almost always able to interpret material correctly, relate ideas and "read between the lines," (that is, understand the writers' implicit intents in text of the above types). Can get the gist of more sophisticated texts, but may be unable to detect or understand subtlety and nuance. Rarely has to pause over or reread general vocabulary. However, may experience some difficulty with unusually complex structure and low frequency idioms.
It is important to note that, strictly speaking, the ILR scale is a rating of linguist proficiency and not of material difficulty. The descriptions for each base or plus level refer in many cases to skills that a linguist should posses, and of course, a piece of written text or audio doesn't posses any skills. It can't "comprehend" or "discern" anything. Despite this fact, the ILR scale can be used as a difficulty measure for texts and audio by assigning to the material the ILR proficiency level that a linguist generally would need in order to properly understand the material. Thus, a linguist rated at level 2 in reading generally should be able to fully understand texts rated at level 2, but would generally have trouble understanding at least some keys ideas in level 3 texts. For language learning and sustainment purposes, a linguist or student who wanted to increase his/her proficiency to level 3 would profit most by studying level 2+ and 3 materials. Materials below level 2 would likely be too easy and good only for occasional review, while materials at levels 4 and above would likely be too difficult.
RELATED WORK
There has been considerable past work related to various aspects of the work described here; however, the work on measures of readability would appear to be some of the most relevant. Researchers have been studying readability and devising various measures of readability since at least the 1920's (Kitson, 1921; Lively and Pressey, 1923; Vogel and Washburne, 1928) . However, the Flesch Reading Ease (FRE) measure described in (Flesch, 1948) could well be considered to have touched off a flurry of activity that resulted in numerous classic measures such as the Flesch-Kincaid Grade Level (FKGL) (Kincaid et al., 1975) , the Automated Readability Index (ARI) (Smith and Senter, 1967) , the Coleman-Liau Index (CLI) (Coleman and Liau, 1975) , the Gunning Fog Grade (FOG) (Gunning, 1952) , the SMOG (Standard Measure of Gobbledygook) Grade (McLaughlin, 1969) , the Spache Grade (SG) (Spache, 1953) , and the Dale-Chall Readability Index (DCRI) (Dale and Chall, 1948; Chall and Dale, 1995) . See (DuBay, 2004) for an extensive discussion and bibliography. The aforementioned measures were all developed for English; however, (Rabin, 1988) reports that similar readability formulas have also been developed for some foreign languages.
The FRE and the FKGL are both based on the average number of words per sentence,W , and the average number of syllables per word,S. The FRE is given as Both the ARI and the CLI produce an estimate of the US grade level needed to comprehend a given text. The FOG and SMOG measures both depend on the concept of "complex" or "polysyllabic" words, and they both produce an estimate of the number of years of formal education required to understand a text. Let W C be the number of complex words in a text, where a complex word is defined as a word with three or more syllables (excluding endings) which is not a name or a compound word. Let W be the number of total words in the text. The FOG is given as
The SMOG grade is similar to the FOG in that it depends on the number of polysyllabic words, which are words of three or more syllables. LetP be the average number of polysyllabic words per sentence, then the SMOG grade is given as SMOG = 1.043 30P + 3.1291.
For the SMOG measure, it is recommended that one consider at least 30 sentences from the text, with at least ten from the start, ten from the middle, and ten from the end. The next step in complexity among the classic readability measures includes the SG and the DCRI, which both depend on lists of familiar or everyday words. Words not on these lists are considered unfamiliar or difficult. Let W U be the number of unfamiliar words in a text of length W words, then the SG is given as
while the DCRI is given as
The original DCRI used a list of 763 familiar words that fourth-grade students generally can understand. The revised list from (Chall and Dale, 1995) uses a list of 3,000 familiar words.
There are also a number of guidelines about how to count hyphenated words, abbreviations, names of people and places, variants of the words on the list, etc. Finally, the raw DCRI can be converted to a corrected grade level as shown in Table 1 . 5-6th Grade 6.0-6.9 7-8th Grade 7.0-7.9 9-10th Grade 8. 0-8.9 11-12th Grade 9.0-9.9 13-15th Grade (College) 10.0 and above 16th-College Graduate
More recently, measures of readability based on statistical language modeling have been developed (Collins-Thompson and Callan, 2004; Schwarm and Ostendorf, 2005; Heilman et al., 2007) , and these can be seen as extending the basic ideas behind the SG and DCRI measures. In (Collins- Thompson and Callan, 2004) , language models were built from English-language web documents that had been assigned one of twelve US school grade levels. It is important to note that the documents were "noisy" in that they contained navigation menus, links, etc. The language models consisted of smoothed unigram models using Good-Turing smoothing (Manning and Schütze, 1999) with additional smoothing across grade levels. The authors also applied their techniques to French documents. For both English and French documents, the authors were able to predict grade level with reasonable accuracy.
In (Schwarm and Ostendorf, 2005) , the authors use support vector machines (Vapnik, 1995; Joachims, 1998 Joachims, , 1999 to classify the reading levels of English texts using the following features: 12 language model perplexities (Manning and Schütze, 1999) , the average sentence length in words, the average number of syllables per word, the FKGL score, six out-of-vocabulary word rate scores, and features derived from parse trees (average parse tree height, average number of noun phrases, average number of verb phrases, and average number of SBARs 1 ). The system was tested on documents assigned to US school grades 2-5, and it was shown that the system performed much better than the FKGL alone; however, it is unclear to what degree the various features contributed to the improved performance.
In (Heilman et al., 2007) , the authors built on their previous work (Collins- Thompson and Callan, 2004) of using language models to predict reading level by also considering grammatical construction features extracted from parsing the texts. A set, G 1 , of counts for 22 English grammatical constructions was extracted from sentence parse trees; the constructions included the use of passive voice, past participles, perfect verb tenses, relative clauses, continuous verb tenses, and modal verbs. The authors also considered a second set, G 2 , of twelve grammatical construction features that could be extracted without parsing, including sentence length, various English verb forms (present, progressive, past, perfect, and continuous tenses), as well as partof-speech labels for words. The authors used a k-Nearest Neighbor (kNN) classifier (Cover and Hart, 1967; Mitchell, 1997) for the grammatical features, and a final interpolated readability prediction, L I , was given as
where L LM is the prediction of the language model system, L GR is the prediction of one of the grammar-based classifiers, and C kN N is a confidence value of the kNN prediction for the grammar-based classifier. Various system combinations were tested over two sets of materials. The first set of materials consisted of the English-language web documents considered in (Collins- Thompson and Callan, 2004) . The second set consisted of textbook materials used to teach English as a second language; these materials were classified into four levels of 2 (beginning), 3, 4, and 5 (advanced). An important feature of the second set of materials is that the texts were scanned into electronic format, but they were not hand-corrected. Thus, both sets of texts contained noise, and it would be expected that the grammar-based classifiers would be more negatively affected by the noise than the language model classifier would be. For both sets of texts, the language model system substantially outperformed both the G 1 and G 2 systems when they were used alone. The interpolation of the language model system and either of the grammar-based systems outperformed the language model system, with the interpolation system using the G 1 features slightly outperforming the interpolation system using the G 2 features. The work described in this report is most similar to that of (Collins- Thompson and Callan, 2004) in that we primarily consider the use of language modeling techniques to predict ILR level. However, unlike (Collins- Thompson and Callan, 2004) , we consider bigram and trigram models in addition to unigram models. Further, we consider Arabic and Mandarin Chinese texts (along with their corresponding English translations), rather than French documents. Finally, (Collins-Thompson and Callan, 2004) did not consider any of the classic readability measures discussed in this section; however, in Section 5.0, we briefly examine the suitability of the classic FKGL, CLI, ARI, and FOG measures for predicting ILR level. We show that these measures are not well suited to predicting the ILR level for the data that we have.
THE GLOSS CORPUS AND PREPROCESSING
This section describes the corpus used for the ILR level detection experiments. It also describes the method used to partition the data into training and testing sets as well as the preprocessing that was applied to each file before feature extraction was performed.
Corpus Overview
The corpus used for the experiments consisted of material retrieved from the Global Language Online Support System (GLOSS) web site 2 managed by the Defense Language Institute Foreign Language Center. There were 194 Arabic and 361 Mandarin Chinese lessons retrieved from the site on 9 August 2007 and 19 February 2008, respectively. Each lesson contained a text passage in the native orthography (sometimes with a corresponding original audio track) and an English translation produced by a human translator. As discussed in Section 6.0, ILR level detection experiments were conducted on both the original source language and the English translations for each language.
Each lesson was rated for ILR level by trained human raters. In addition, each lesson was assigned to one of the following ten content/topical domains: culture (cul), economy (eco), environment (env), geography (geo), military (mil), politics (pol), science (sci), security (sec), society (soc), and technology (tec); however, there were not strict guidelines used to assign lessons to particular topics. 3 The lessons in the corpus were not evenly distributed across ILR level or topic domain for either language as is illustrated in Tables 2-4 for Arabic and Tables 5-7 for Chinese. For both languages, the level 2 texts constitute almost 60% of the data. The level 2+ texts constitute almost 30% of the data, and the remainder (a little less than 10%) constitute the level 3 texts. For Arabic, the topics constituting at least 10% of the data across all the levels are society (28.4%), politics (18.6%), and economics (12.9%) for a total of 59.9%. For Chinese, the topics constituting at least 10% of the data across all the levels are society (22.2%), culture (18.3%), economics (11.6%), and environment (10.2%) for a total of 62.3%.
For a given language, there are a number of important differences in the percentage representation of various topics in the data between the three levels. In the Arabic data, economics texts constitute 13.0% and 16.7% of the files in levels 2 and 2+, respectively, but only 4.0% of the files in level 3. Geography texts constitute 10.4% of the files in level 2 but none of the files in levels 2+ and 3. Texts on politics are 15.7% of level 2 files and 20.4% of level 2+ but are 28.0% of level 3. Security texts constitute 13.0% of level 2 but approximately 4% for both levels 2+ and 3. Finally, the largest disparity in the Arabic data is seen in the texts on society, which constitute 42-44% of the data for levels 2+ and 3 but only 18.3% of the data for level 2. In the Chinese data, texts on culture constitute 17.9% of level 2, 21.9% of level 2+, but only 12.2% of level 3. Texts on the environment constitute 14.0% and 7.6% of levels 2 and 2+, respectively, but none of level 3. Political texts are 20.4% of level 3, but less than 10% of levels 2 and 2+. Finally, texts on society are 34.7% of level 3 but 21.0% or less of levels 2 and 2+.
Data Partitioning
The experiments discussed in this report used two different types of partitions of the data into training and testing sets. The experiments discussed in Subsections 6.1 and 6.2 used the following method for partitioning the data. For each language, the complete set of articles was partitioned into four subsets that were nearly equal in the number of documents. For each ILR level, the four subsets were balanced as much as possible for topic; however, as discussed in the prior subsection, there were clearly limits on this topic balancing. The subsets were then used in a round-robin fashion to generate multiple training and testing sets on which to run experiments. This was done to test the robustness of the algorithms and to generate more detection scores to smooth out the performance plots seen in Section 6.0. Table 8 shows the combination of the four subsets and how twelve experiments were conducted for each language and parameter setting. In all cases, two of the subsets were used for training, and the remaining two subsets were individually used for testing. For the experiments discussed in Subsection 6.3, training and testing data sets were created using the Fisher-Yates shuffle (Fisher and Yates, 1948; Durstenfeld, 1964; Knuth, 1998) . For the set of articles of a given language and ILR level, the Fisher-Yates shuffle was used to create a random training and testing set so as to maintain a proportion of 80% training and 20% testing. This process was repeated to create 100 random training/testing sets for each language. These splits were not balanced for topic, so one would expect some degree of variability between the detection results for the various splits.
The number of articles and the number of tests for the two experimental setups (original round-robin splits and Fisher-Yates splits) are as follows:
Method 1-Round-Robin file lists: Arabic: 4 splits (≈49 trials each), evaluated 3 times generated 582 trials Chinese: 4 splits (≈90 trials each), evaluated 3 times generated 1083 trials Method 2-Fisher-Yates file lists: Arabic: 39 trials run 100 times generated 3900 trials Chinese: 73 trials run 100 times generated 7300 trials
Preprocessing
Each text file was preprocessed to handle a number of issues related to punctuation, spurious characters, case, etc. The preprocessing steps were as follows:
• Each token in a file was converted to upper case if possible
• Any digit separators were removed, and decimal points were converted to the word "POINT" surrounded by spaces
• Any commas, braces, brackets, parentheses, slashes, colons, asterisks, various long or repeated dashes, and quotes were converted to spaces, except that apostrophes in contractions were retained
• The abbreviation "KM" was converted to "KILOMETERS"
• Any two-or three-letter acronyms with periods were normalized to their corresponding letters without the intervening periods.
• Each sentence (as determined by sentence-ending punctuation of periods, question marks, exclamation points, semicolons, or the foreign language equivalents of these punctuation marks) was augmented with sentence starting and ending tags, <s> and <\s>, respectively
• The ampersand sign, &, was converted to the word "AND" surrounded by spaces
• The dollar sign, $, followed by zero or more white space characters and one or more digits was converted to the digit sequence followed by the word "DOLLARS" with a space between the digit string and the word "DOLLARS"
• The percent sign, %, was converted to the word "PERCENT" with a leading space
Chinese Character Segmentation
Chinese is not normally segmented into words (in other words, the characters run together without intervening white space to denote word boundaries), and the original Chinese files followed this convention. For Chinese, two sets of ILR detection experiments were conducted on the Chinese source language files, one with all of the Chinese characters separated by white space (so that each character is a token) and one where the characters were automatically segmented into words using a Chinese word segmenter provided by the Linguistic Data Consortium (LDC). The word segmenter was mansegment.perl Version 1.0 written by Zhibiao Wu in 1999. 4
CLASSIC READABILITY MEASURES AND ILR
In this section, we briefly consider four of the classic readability measures discussed in Section 3.0-namely, the FKGL, CLI, ARI, and FOG measures-for their suitability in detecting ILR level. These measures were originally developed for English, and applying them to Arabic and Chinese would likely require extra research and/or development. To get a quick assessment of the suitability of these measures, we computed them on the English translations of the source language texts in our data set. The four readability measures were computed for each text using the style command available as part of the GNU diction software package. 5 For each of these measures, we fit Gaussian models to the scores by computing the mean and variance for each of the three ILR levels (2, 2+, and 3) and plotting the resulting Gaussian models. Figure 1 shows the resulting Gaussian models plotted for each of the four measures when the models are built from the English translations of the Arabic texts. Figure 2 shows the corresponding plot when the models are built from the English translations of the Chinese texts. Regardless of the source language or readability measure, one can see a substantial overlap in the models for the three ILR levels. One possible explanation for the substantial overlap is that these four measures are not good discriminators of the ILR levels; however, a second possible explanation is that the English translations don't accurately reflect the same degree of difficulty as the original source language texts (at least in terms of features such as average sentence length, average number of syllables, or average number of characters). In the next section, we show that language modeling techniques can detect the ILR levels for the English documents to roughly the same degree as they can detect the ILR levels for the original source documents, so the remainder of this report focuses on the use of language modeling techniques. 
EXPERIMENTAL RESULTS WITH LANGUAGE MODELING
This section presents the results of two types of experiments conducted on automatically detecting or identifying the ILR level of texts. Detection and identification experiments are similar in many respects, but they have subtle differences. Further, system performance is generally assessed using different techniques and metrics. The first type of experiment dealt with the task of detecting whether a text was from a given ILR level or not. In other words, if one is interested in level 2+ materials, the system should determine whether a given text is level 2+ or not level 2+. For the experiments conducted here, the model for "not level 2+" was trained using files from levels 2 and 3. In detection experiments, there are two types of errors-namely, misses and false alarms. A miss occurs when a text is really from a given level, but the system says that it isn't; a false alarm occurs when a text is not from a given level, but the system says it is. These two types of errors are controlled by setting a threshold. Raising the detection threshold results in fewer false alarms but more misses, while lowering the threshold results in fewer misses but more false alarms. System performance in detection experiments is often presented in terms of a receiver operating characteristic (ROC) curve or a detection error trade-off (DET) curve (Martin et al., 1997) . We use the DET curve in this report. A second type of performance measure is called the equal error rate (EER). The EER is the probability of a miss (or a false alarm) that results when one sets the detection threshold to obtain equal miss and false alarm probabilities.
The second type of experiment dealt with the task of identifying to which of three ILR levels (2, 2+, or 3) a given text belonged. In this type of experiment (called closed-set identification), a text was compared against all three level models, and the level of the best scoring model was assigned as the hypothesized level (no matter how close the other models scored). Performance in these closed-set identification experiments was assessed with confusion matrices.
The classifier used to detect (or identify) the ILR level of an article was a statistical language model (LM) built using the CMU/Cambridge toolkit 6 (Clarkson and Rosenfeld, 1997) . For each ILR level, all training articles of that level were grouped together and either a unigram, bigram, or trigram LM was built using Witten-Bell discounting (Manning and Schütze, 1999; Witten and Bell, 1991) and zero cut-offs. Each test article was then evaluated against each of the ILR level models and a Background (BKG) model comprised of all the training data. A final score for a test article, A i , against an ILR level model, M j , was derived as:
where N i,j is the number of n-grams in article A i that exist in both model M j and the background model, M BKG . The final log-likelihood scores for the test articles against the various models where then used to generate DET curves for each ILR level. For the closed-set identification experiments, the highest log-likelihood score was chosen as the hypothesized level, and the hypothesized and hand-labeled levels were used to compute confusion matrices.
ILR Level Detection Results
Figures 3 and 4 show the DET curves for the three ILR levels (with the best performing language model for each) for the Arabic source data and the English translation of the Arabic, respectively. In both cases, the level 3 detectors had the best performance followed by level 2 detectors; the level 2+ detectors performed the worst in both cases. Generally, unigram or bigram language models performed the best. The first two rows of Table 9 show the EER's for these experiments. The best EER performance from these experiments was 16.0% for the level 3 detector built with bigram language models on the English translations of the Arabic source data. Figures 5, 6 , and 7 show the DET curves for the three ILR levels (with the best performing language model for each) for the original (i.e., character-segmented) Chinese source data, the word-segmented Chinese source data, and the English translation of the Chinese, respectively. In all cases, the level 3 detectors had the best performance followed by level 2 detectors; the level 2+ detectors performed the worst in all cases. Again, unigram or bigram language models performed the best. The last three rows of Table 9 show the EER's for these experiments. The best EER performance from these experiments was 21.8% for the level 3 detector built with unigram or bigram language models on the English translations of the Chinese source data. There is less than a 1% EER difference in performance between the best detectors for the character-segmented and word-segmented data, with the character segmented data being the better of the two. While word segmentation provided no benefit in this case, a different Chinese word segmenter might yield improved performance. Also, word segmentation might provide some benefit on a different data set.
Closed-Set ILR Level Identification Results
Tables 10-19 show the confusion matrices that result from performing closed-set identification (CSID) of ILR level. Each table shows the reference (i.e., true) ILR level in the first column and the system hypothesized ILR level in the second column. The grayed rows represent correct identification of the level. The overall results for any experiment are shown in the right-hand column (marked "Total"), while the individual columns under the topic headings show the breakout of the results for the tested files of the corresponding topics. For example, Table 10 shows the confusion matrix that results when using unigram models built on the Arabic source data. From Table 2 , one can see that there are six Arabic documents that are labeled as level 2 and classified as "science" (denoted "sci"). Due to the round-robin training and testing procedure, each file is tested three times (against model sets built with different training file sets), so these six files result in 18 tests. One of these 18 tests results in a correct classification of being in level 2 (i.e., the 1 in the "Ref 2 Hyp 2" row and "sci" column), while five of these tests result in misclassifications of being in level 2+ (i.e., the "Ref 2 Hyp 2+" row and "sci" column) and the remaining twelve tests result in misclassifications of being in level 3.
Comparing the CSID results from using unigram models versus those from using bigram models, one can see that regardless of language (or use of the English translation or word segmentation in Chinese), overall level 3 results are dramatically better for unigram models than for bigram models. However, this trend is not consistent with the results for the EERs from the detection experiments shown in Table 9 , where one can see that the EER differences are often small between unigram and bigram models and that sometimes the bigram models performed better than the unigram models. On the other hand, overall level 2 results in the CSID experiments are dramatically better for bigram models than for unigram models. Again, this trend contrasts with the results of the detection experiments, where the unigram models consistently outperformed the bigram models. It would be interesting to see if these same biases still hold with a larger database that was more evenly distributed across ILR level. One question that naturally arises given the uneven topic distribution across the ILR levels is whether the level detection results are really just a function of topic spotting. In breaking out the CSID results by topic, it was hoped that this question might be addressed at least to some degree; however, the topic break outs do not yield a clear answer to this question. For example, the results on the Arabic source data with unigram models shown in Table 10 indicate that level 2 articles in the society topic are very often misclassified as being from level 2+ or 3. Such a result could be consistent with topic spotting, given the large percentage of level 2+ and 3 articles also from the society topic. However, level 2 articles in the security topic are also very often misclassified as being from level 2+ or 3, yet levels 2+ and 3 have very few articles from the security topic. In general, if a given treatment (i.e., language model order, Chinese word segmentation versus character segmentation, or English translation versus original source) improved (or worsened) the CSID performance for a given ILR level, then it tended to have that effect across topic; there do not appear to be any glaring differences between topics in this regard (at least in this experiment).
Detection Experiments with Random Shuffles
As previously mentioned, the distribution of topics across ILR level is not uniform for the database used in these experiments, so it is unclear to what extent the detection and classification performance results discussed in the previous two subsections are the result of ILR level detection/classification versus just topic detection/classification. Those experiments used the original data splits discussed in Subsection 4.2, which were fixed in an effort to balance topics as much as possible across the splits. However, due to the small size of the database, there were many topics that were not well balanced. While one could make a considerable effort to build a database consisting of a balance of topics and ILR levels, it is far more likely that any real database used for training would have an unbalanced set of topics and ILR levels. To get a better sense of the variability that one might encounter with a set of articles of unknown topic distribution, we used the Fisher-Yates shuffle to generate 100 training/testing lists as discussed in Subsection 4.2. Figures 8-12 show the detection performance comparisons between the original data splits (solid lines) and those resulting from the Fisher-Yates shuffle (dashed lines) for the original Arabic source data, the English translations of the Arabic, the character-segmented Chinese source data, the word-segmented Chinese source data, and the English translations of the Chinese, respectively. Tables 20-24 show the corresponding comparisons in EERs between the original data splits and those from the Fisher-Yates shuffle for unigram, bigram, and trigram models for the various Arabic and Chinese conditions. In the tables, the column labeled "Combined" under the heading "Fisher-Yates Shuffle" indicates the EER obtained by concatenating the 100 sets of score files into a single combined score file, while the columns labeled "Mean" and "Std. Dev." under the heading "Fisher-Yates Shuffle" indicate the mean and standard deviation, respectively, of the EER obtained by considering the 100 sets of score files separately.
In general, the trends found with the Fisher-Yates shuffle were similar to those found with the original splits. Level 3 exhibited the best detection performance, while Level 2+ exhibited the worst performance. On the Arabic source data, the best performance on level 3 was obtained using unigram models, which yielded an EER of 16.6% when the score files were combined and a mean EER of 13.8% when the score files were considered separately. In the latter case, the standard deviation of the EERs was 10.5%, which was rather high relative to the standard deviations for some of the other ILR levels, but not unexpected due to the smaller number of level 3 articles available for building models. On the character-segmented Chinese source data, the best performance on level 3 was obtained using trigram models, which yielded an EER of 22.7% when the score files were combined and a mean EER of 18.7% when the score files were considered separately. In the latter case, the standard deviation of the EERs was 6.4%. Overall, the standard deviations for the various levels and language model orders tended to be higher for the Arabic data (or its translation) than for the Chinese data (or its translation). The standard deviations of the Arabic ranged from 6.2-10.5%, while those for the Chinese ranged from 4.5-7.4%. It is tempting to attribute these differences to the larger amount of training data available for the Chinese; however, there are confounding factors such as the differences between the two languages and the topic distributions that might also play a role.
In the original split experiments, the particular Chinese word segmenter that was used provided no benefit over simply using character segmentation. However, the results under the Fisher-Yates shuffle are slightly different as the Chinese word segmentation provided a small improvement over the character segmentation for the level 3 materials (of 0.8% and 2.0% for the combined and mean of the separate results, respectively). It might be worthwhile to investigate other Chinese word segmentation algorithms to see if they could provide additional benefit.
Finally, it is interesting to compare the results on the original source languages to the corresponding results on the English translations. For a given ILR level and split configuration (original splits, Fisher-Yates splits combined as one score file, or Fisher-Yates splits considered separately), the difference between the EER for the source data and the EER for the English translation of the source can be computed. For Arabic, the ranges of the differences are -0.4-3.8% for unigram models, 2.2-17.3% for bigram models, and 5.1-8.6% for trigram models. The poorer performance on the Arabic source data for the bigram and trigram models relative to that for the English translations is likely due to the morphological complexity of Arabic (Badawi et al., 2004; Mace, 1998) and the fact that these experiments have not used a morphological analyzer. Future experiments should be done using a morphological analyzer such as the MADA system described in (Roth et al., 2008; Habash and Rambow, 2005; Habash and Sadat, 2006) or the simple systems described in (Shen et al., 2007 (Shen et al., , 2008 . The Count-Mediated Morphological Analysis (CoMMA) process described in (Shen et al., 2009 ) might be employed as well. In contrast to the Arabic, the ranges of the differences for the Chinese (character-segmented source) versus the English translations are similar for the various language model orders-namely, -4.1-3.5% for unigrams, -3.9-5.2% for bigrams, and -4.5-3.7% for trigrams. 
CONCLUSIONS AND FUTURE WORK
This report has described experiments conducted on automatically determining the difficulty level of foreign language materials for the purpose of aiding teachers, students, and DoD linguists in finding suitable materials for supporting language learning and sustainment. The measure used as the indicator of difficulty was based on the ILR linguist proficiency scale. The experiments were conducted with a corpus of authentic Arabic and Mandarin Chinese materials from several genres that were hand-labeled for ILR level. The corpus contained materials at the 2, 2+, and 3 levels. ILR level detectors were built for these levels for both the original Arabic and Mandarin sources as well as for human-produced English translations of these sources. The detectors were based on statistical language modeling techniques. The EERs obtained ranged from 12.4-49.4% depending on the language, ILR level, language model order, and various other factors related to the experimental design. In general, the performance was best for discriminating level 3 materials from level 2 and 2+ materials, with EERs ranging from 12.4-33.3% across the languages (and translations), language model level, and experimental design. The performance was worst for discriminating level 2+ materials from level 2 and 3 materials, with EERs ranging from 31.2-49.4%.
There are a number of avenues for future research; however, the most important recommendation would be to collect and hand-label the ILR levels for a much larger collection of materials, especially in genres and languages of interest for a particular application. For example, if one wants to label broadcast new sources according to ILR level, then one should collect and label a sizable database of broadcast news materials for training and testing the detectors. The database considered in this work was of sufficient size to determine that the problem of detecting ILR level (at least for level 3 versus levels 2 and 2+) can potentially be addressed using statistical language modeling techniques, but any system meant for real use should be trained on an application-specific database. As seen in Subsection 6.3, the EERs for the various detectors often had rather large standard deviations, and these could be reduced with a larger database for training the detectors. Also, for any particular genre of data to be considered, it is important to determine the prior probabilities of the various ILR levels occurring as these prior probabilities, along with the costs of making miss or false alarm errors, are important for establishing the proper operating thresholds for the detectors.
In addition to collecting more training data, it would be interesting to investigate some of the grammar based features considered in (Schwarm and Ostendorf, 2005) and (Heilman et al., 2007) . Parsers and part-of-speech taggers exist for both Arabic and Mandarin Chinese, so various grammar-based features could be examined. Also, as discussed in Subsection 6.3, the effects on the language model detector performance of applying an Arabic morphological analyzer to the Arabic source data should be investigated. Finally, as seen in the various experiments in Section 6.0 on the Chinese source data, the particular Chinese word segmenter that we used gave mixed results compared to building the language models on a character basis. However, there are other Chinese word segmenters available, and these should be investigated to determine if they can provide any benefit over the character-based language modeling.
