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Adaptive Multidimensional Integration Based on
Rank-1 Lattices
Lluı´s Antoni Jime´nez Rugama and Fred J. Hickernell
Abstract Quasi-Monte Carlo methods are used for numerically integrating multi-
variate functions. However, the error bounds for these methods typically rely on
a priori knowledge of some semi-norm of the integrand, not on the sampled func-
tion values. In this article, we propose an error bound based on the discrete Fourier
coefficients of the integrand. If these Fourier coefficients decay more quickly, the in-
tegrand has less fine scale structure, and the accuracy is higher. We focus on rank-1
lattices because they are a commonly used quasi-Monte Carlo design and because
their algebraic structure facilitates an error analysis based on a Fourier decomposi-
tion of the integrand. This leads to a guaranteed adaptive cubature algorithm with
computational cost O(mbm), where b is some fixed prime number and bm is the
number of data points.
1 Introduction
Quasi-Monte Carlo (QMC) methods use equally weighted sums of integrand values
at carefully chosen nodes to approximate multidimensional integrals over the unit
cube,
1
n
n−1
∑
i=0
f (zi)≈
∫
[0,1)d
f (x)dx.
Integrals over more general domains may often be accommodated by a transfor-
mation of the integration variable. QMC methods are widely used because they do
not suffer from a curse of dimensionality. The existence of QMC methods with
dimension-independent error convergence rates is discussed in [11, Ch. 10–12]. See
[3] for a recent review.
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The QMC convergence rate of O(n−(1−δ )) does not give enough information
about the absolute error to determine how large n must be to satisfy a given error tol-
erance, ε . The objective of this research is to develop a guaranteed, QMC algorithm
based on rank-1 lattices that determines n adaptively by calculating a data-driven up-
per bound on the absolute error. The Koksma-Hlawka inequality is impractical for
this purpose because it requires the total variation of the integrand. Our data-driven
bound is expressed in terms of the integrand’s discrete Fourier coefficients.
Sections 2–4 describe the group structure of rank-1 lattices and how the complex
exponential functions are an appropriate basis for these nodes. For computation pur-
poses, there is also an explanation of how to obtain the discrete Fourier transform
of f with an O(n log(n)) computational cost. New contributions are described in
Section 5 and 6. Initially, a mapping from N0 to the space of wavenumbers, Zd , is
defined according to constraints given by the structure of our rank-1 lattice node
sets. With this mapping, we define a set of integrands for which our new adaptive
algorithm is designed. This set is defined in terms of cone conditions satisfied by
the (true) Fourier coefficients of the integrands. These conditions make it possible
to derive an upper bound on the rank-1 lattice rule error in terms of the discrete
Fourier coefficients, which can be used to construct an adaptive algorithm. An up-
per bound on the computational cost of this algorithm is derived. Finally, there is
an example of option pricing using the MATLAB implementation of our algorithm,
cubLattice g, which is part of the Guaranteed Automatic Integration Library
[1]. A parallel development for Sobol’ cubature is given in [5].
2 Rank-1 Integration Lattices
Let b be prime number, and let Fn := {0, . . . ,n−1} denote the set of the first n non-
negative integers for any n ∈ N. The aim is to construct a sequence of embedded
node sets with bm points for m ∈ N0:
{0}=: P0 ⊂P1 · · · ⊂Pm := {zi}i∈Fbm ⊂ ·· · ⊂P∞ := {zi}i∈N0 .
Specifically, the sequence z1,zb,zb2 , . . . ∈ [0,1)d is chosen such that
z1 = b−1a0, a0 ∈ {1, . . . ,b− 1}d, (1a)
zbm = b−1(zbm−1 + am) = b−1am + · · ·+ b−m−1a0, am ∈ Fdb , m ∈ N. (1b)
From this definition it follows that for all m ∈ N0,
bℓzbm mod 1 =
{
zbm−ℓ , ℓ= 0, . . . ,m
0, ℓ= m+ 1,m+ 2, . . ..
(2)
Next, for any i ∈ N with proper b-ary expansion i = i0 + i1b+ i2b2 + · · · , and m =
⌊logb(i)⌋+ 1 define
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zi :=
∞
∑
ℓ=0
iℓzbℓ mod 1 =
m−1
∑
ℓ=0
iℓzbℓ mod 1 =
m−1
∑
ℓ=0
iℓbm−1−ℓzbm−1 mod 1
= jzbm−1 mod 1, where j =
m−1
∑
ℓ=0
iℓbm−1−ℓ, (3)
where (2) was used. This means that node set Pm defined above may be written as
the integer multiples of the generating vector zbm−1 since
Pm := {zi}i∈Fbm =
{
zbm−1
m−1
∑
ℓ=0
iℓbm−1−ℓ mod 1 : i0, . . . , im−1 ∈ Fb
}
= { jzbm−1 mod 1} j∈Fbm .
Integration lattices, L , are defined as discrete groups in Rd containing Zd and
closed under normal addition [13, Sec. 2.7-2.8]. The node set of an integration lattice
is its intersection with the half-open unit cube, P := L ∩ [0,1)d . In this case, P
is also a group, but this time under addition modulo 1, i.e., operator ⊕ : [0,1)d ×
[0,1)d → [0,1)d defined by x⊕ y := (x + y) mod 1, and where ⊖x := 1− x.
Sets Pm defined above are embedded node sets of integration lattices. The suffi-
ciency of a single generating vector for each of these Pm is the reason that Pm is
called the node set of a rank-1 lattice. The theoretical properties of good embedded
rank-1 lattices for cubature are discussed in [6].
The set of d-dimensional integer vectors, Zd , is used to index Fourier series ex-
pressions for the integrands, and Zd is also known as the wavenumber space. We
define the bilinear operation 〈·, ·〉 : Zd × [0,1)d → [0,1) as the dot product modulo
1:
〈k,x〉 := kT x mod 1 ∀k ∈ Zd , x ∈ [0,1)d. (4)
This bilinear operation has the following properties: for all t ,x ∈ [0,1)d , k, l ∈ Zd ,
and a ∈ Z, it follows that
〈k,0〉 = 〈0,x〉 = 0, (5a)
〈k,ax mod 1⊕ t〉 = (a〈k,x〉+ 〈k, t〉) mod 1 (5b)
〈ak + l ,x〉 = (a〈k,x〉+ 〈l ,x〉) mod 1, (5c)
〈k,x〉 = 0 ∀k ∈ Zd =⇒ x = 0. (5d)
An additional constraint placed on the embedded lattices is that
〈k,zbm〉 = 0 ∀m ∈ N0 =⇒ k = 0. (6)
The bilinear operation defined in (4) is also used to define the dual lattice corre-
sponding to Pm:
P
⊥
m := {k ∈ Zd : 〈k,zi〉 = 0, i ∈ Fbm}
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= {k ∈ Zd : 〈k,zbm−1〉 = 0} by (3) and (5b). (7)
By this definition P⊥0 = Zd , and the properties (2), (4), and (6), imply also that the
P⊥m are nested subgroups with
Z
d = P⊥0 ⊇ ·· · ⊇P⊥m ⊇ ·· · ⊇P⊥∞ = {0}. (8)
Analogous to the dual lattice definition, for j ∈ Fbm one can define the dual cosets
as P
⊥, j
m := {k ∈ Zd : bm 〈k,zbm−1〉 = j}. Hence, a similar extended property (8)
applies:
P
⊥, j
m =
b−1⋃
a=0
P
⊥, j+abm
m+1 =⇒P⊥, jm ⊇P⊥, j+ab
m
m+1 , a ∈ Fb, j ∈ Fbm . (9)
The overall dual cosets structure can be represented as a tree, where {P⊥, j+abmm+1 }b−1a=0
are the children of P⊥, jm .
Figure 1 shows an example of a rank-1 lattice node set with 64 points in dimen-
sion 2 and its dual lattice. The parameters defining this node set are b = 2, m = 6,
and z32 = (1,27)/64. It is useful to see how Pm =Pm−1∪{Pm−1 + z2m−1 mod 1}.
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Fig. 1 Plots of a) the node set P6 depicted as •{z0, z1}, ×{z2, z3}, ∗{z4, . . . , z7}, H{z8, . . ., z15},
+{z16, . . . , z31}, ⋄{z32, . . . , z63}, and b) some of the dual lattice points, P⊥6 ∩ [−20,20]2.
3 Fourier Series
The integrands considered here are absolutely continuous periodic functions. If the
integrand is not initially periodic, it may be periodized as discussed in [4], [12],
or [13, Sec. 2.12]. More general box domains may be considered, also by using
variable transformations, see e.g., [7, 8].
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The L2([0,1)d) inner product is defined as 〈 f ,g〉2 =
∫
[0,1)d f (x)g(x)dx. The com-
plex exponential functions, {e2pi
√−1〈k,·〉}k∈Zd form a complete orthonormal basis
for L2([0,1)d). So, any function in L2([0,1)d) may be written as its Fourier series as
f (x) = ∑
k∈Zd
ˆf (k)e2pi
√−1〈k,x〉 , where ˆf (k) =
〈
f ,e2pi
√−1〈k,·〉
〉
2
, (10)
and the inner product of two functions in L2([0,1)d) is the ℓ2 inner product of their
series coefficients:
〈 f ,g〉2 = ∑
k∈Zd
ˆf (k)gˆ(k) =: 〈( ˆf (k))k∈Zd ,(gˆ(k))k∈Zd〉2 .
Note that for any z ∈ Pm and k ∈ P⊥m , we have e2pi
√−1〈k,z〉 = 1. The special
group structure of the lattice node set, Pm, leads to a useful formula for the average
of any Fourier basis function over Pm. According to [10, Lemma 5.21],
1
bm
bm−1
∑
i=0
e2pi
√−1〈k,zi〉 = 1
P⊥m (k) =
{
1, k ∈P⊥m
0, k ∈ Zd \P⊥m .
(11)
This property of the dual lattice is used below to describe the absolute error of a
shifted rank-1 lattice cubature rule in terms of the Fourier coefficients for wavenum-
bers in the dual lattice. For fixed ∆ ∈ [0,1)d , the cubature rule is defined as
ˆIm( f ) := 1bm
bm−1
∑
i=0
f (zi⊕∆ ), m ∈ N0. (12)
Note from this definition that ˆIm
(
e2pi
√−1〈k,·〉
)
= e2pi
√−1〈k,∆ 〉
1
P⊥m (k). The series
decomposition defined in (10) and equation (11) are used in intermediate results
from [10, Theorem 5.23] to show that,∣∣∣∣∫
[0,1)d
f (x)dx− ˆIm( f )
∣∣∣∣ =
∣∣∣∣∣ ∑
k∈P⊥m \{0}
ˆf (k)e2pi
√−1〈k,∆ 〉
∣∣∣∣∣≤ ∑
k∈P⊥m \{0}
∣∣ ˆf (k)∣∣ . (13)
4 The Fast Fourier Transform for Function Values at Rank-1
Lattice Node Sets
Adaptive Algorithm 1 (cubLattice g) constructed in Section 6 has an error anal-
ysis based on the above expression. However, the true Fourier coefficients are un-
known and they must be approximated by the discrete coefficients, defined as:
˜fm(k) := ˆIm
(
e−2pi
√−1〈k,·〉 f (·)
)
(14a)
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= ˆIm
(
e−2pi
√−1〈k,·〉 ∑
l∈Zd
ˆf (l)e2pi
√−1〈l ,·〉
)
= ∑
l∈Zd
ˆf (l) ˆIm
(
e2pi
√−1〈l−k,·〉
)
= ∑
l∈Zd
ˆf (l)e2pi
√−1〈l−k,∆ 〉
1
P⊥m (l − k)
= ∑
l∈P⊥m
ˆf (k + l)e2pi
√−1〈l ,∆ 〉
= ˆf (k)+ ∑
l∈P⊥m \{0}
ˆf (k + l)e2pi
√−1〈l ,∆ 〉 , ∀k ∈ Zd . (14b)
Thus, the discrete transform ˜fm(k) equals the integral transform ˆf (k), defined in
(10), plus aliasing terms corresponding to ˆf (k + l) scaled by the shift, ∆ , where
l ∈P⊥m \ {0}.
To facilitate the calculation of ˜fm(k), we define the map ν˜m : Zd → Fbm as fol-
lows:
ν˜0(k) := 0, ν˜m(k) := bm 〈k,zbm−1〉 , m ∈ N. (15)
A simple but useful remark is that P⊥, jm corresponds to all k ∈Zd such that ν˜m(k) =
j for j ∈ Fbm . The above definition implies that 〈k,zi〉 appearing in ˜fm(k), may be
written as
〈k,zi〉 =
〈
k,
m−1
∑
ℓ=0
iℓzbℓ mod 1
〉
=
m−1
∑
ℓ=0
iℓ 〈k,zbℓ〉 mod 1
=
m−1
∑
ℓ=0
iℓν˜ℓ+1(k)b−ℓ−1 mod 1. (16)
The map ν˜m depends on the choice of the embedded rank-1 lattice node sets
defined in (1) and (3). We can confirm that the right hand side of this definition lies
in Fbm by appealing to (1) and recalling that the aℓ are integer vectors:
bm 〈k,zbm−1〉 = bm[(b−1kT am−1 + · · ·+ b−mkT a0) mod 1]
= (bm−1kT am−1 + · · ·+ kT a0) mod bm ∈ Fbm , m ∈ N.
Moreover, note that for all m ∈ N
ν˜m+1(k)− ν˜m(k) = bm+1 〈k,zbm〉 − bm 〈k,zbm−1〉
= bm[b〈k,zbm〉 − 〈k,zbm−1〉]
= bm[a+ 〈k,bzbm mod 1〉 − 〈k,zbm−1〉], for some a ∈ Fb
= bm[a+ 〈k,zbm−1〉 − 〈k,zbm−1〉], by (2)
= abm for some a ∈ Fb. (17)
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For all ν ∈ N0 with proper b-ary expansion ν = ν0 +ν1b+ · · · ∈ N0, let νm denote
the integer obtained by keeping only the first m terms of its b-ary expansion, i.e.,
νm := ν0 + · · ·+νm−1bm−1 = [(b−mν) mod 1]bm ∈ Fbm (18)
The derivation in (17) means that if ν˜m(k) = ν ∈ Fbm , then
ν˜ℓ(k) = ν ℓ, ℓ= 1, . . . ,m. (19)
Letting yi := f (zi⊕∆ ) for i∈N0 and considering (16), the discrete Fourier trans-
form defined in (14a) can now be written as follows:
˜fm(k) := ˆIm
(
e−2pi
√−1〈k,·〉 f (·)
)
=
1
bm
bm−1
∑
i=0
e−2pi
√−1〈k,zi⊕∆ 〉yi
= e−2pi
√−1〈k,∆ 〉Ym(ν˜m(k)), m ∈ N0, k ∈ Zd , (20)
where for all m,ν ∈ N0,
Ym(ν) :=
1
bm
b−1
∑
im−1=0
· · ·
b−1
∑
i0=0
yi0+···+im−1bm−1 exp
(
−2pi√−1
m−1
∑
ℓ=0
iℓνℓ+1b−ℓ−1
)
= Ym(νm).
The quantity Ym(ν), ν ∈Fbm , which is essentially the discrete Fourier transform, can
be computed efficiently via some intermediate quantities. For p ∈ {0, . . . ,m− 1},
m,ν ∈ N0 define Ym,0(i0, . . . , im−1) := yi0+···+im−1bm−1 and let
Ym,m−p(ν, im−p, . . . , im−1)
:=
1
bm−p
b−1
∑
im−p−1=0
· · ·
b−1
∑
i0=0
yi0+···+im−1bm−1 exp
(
−2pi
√
−1
m−p−1
∑
ℓ=0
iℓνℓ+1b−ℓ−1
)
.
Note that Ym,m−p(ν, im−p, . . . , im−1) = Ym,m−p(νm−p, im−p, . . . , im−1), and thus takes
on only bm distinct values. Also note that Ym,m(ν) = Ym(ν). For p = m− 1, . . . ,0,
compute
Ym,m−p(ν, im−p, . . . , im−1)
=
1
bm−p
b−1
∑
im−p−1=0
· · ·
b−1
∑
i0=0
yi0+···+im−1bm−1 exp
(
−2pi
√
−1
m−p−1
∑
ℓ=0
iℓν ℓ+1b−ℓ−1
)
=
1
b
b−1
∑
im−p−1=0
Ym,m−p−1(ν, im−p−1, . . . , im−1)exp
(
−2pi√−1im−p−1νm−pb−m+p
)
.
For each p one must perform O(bm) operations, so the total computational cost to
obtain Ym(ν) for all ν ∈ Fbm is O(mbm).
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5 Error Estimation
As seen in equation (13), the absolute error is bounded by a sum of the absolute
value of the Fourier coefficients in the dual lattice. Note that increasing the number
of points in our lattice, i.e. increasing m, removes wavenumbers from the set over
which this summation is defined. However, it is not obvious how fast is this error
decreasing with respect to m. Rather than deal with a sum over the vector wavenum-
bers, it is more convenient to sum over scalar non-negative integers. Thus, we define
another mapping ˜k : N0 → Zd .
Definition 1. Given a sequence of points in embedded lattices, P∞ = {zi}∞i=0 define
˜k : N0 → Zd one-to-one and onto recursively as follows:
Set ˜k(0) = 0
For m ∈ N0
For κ ∈ Fbm ,
Let a ∈ Fb be such that ν˜m+1(˜k(κ)) = ν˜m(˜k(κ))+ abm.
i) If a 6= 0, choose ˜k(κ + abm) ∈ {k ∈ Zd : ν˜m+1(k) = ν˜m(˜k(κ))}.
ii) Choose ˜k(κ + a′bm) ∈ {k ∈ Zd : ν˜m+1(k) = ν˜m(˜k(κ))+ a′bm},
for a′ ∈ {1, . . . ,b− 1} \ {a}.
Definition 1 is intended to reflect the embedding of the dual cosets described in
(8) and (9). For clarity, consider ν˜m(˜k(κ)) = j. In i), if ˜k(κ)∈P⊥, j+ab
m
m+1 with a > 0,
we choose ˜k(κ + abm) ∈P⊥, jm+1. Otherwise by ii), we simply choose ˜k(κ + a′bm) ∈
P
⊥, j+a′bm
m+1 . Condition i) forces us to pick wavenumbers in P⊥, jm+1.
This mapping is not uniquely defined and one has the flexibility to choose part
of it. For example, defining a norm such as in [13, Chap. 4] one can assign smaller
values of κ to smaller wavenumbers k. In the end, our goal is to define this mapping
such that ˆf (˜k(κ))→ 0 as κ → ∞. In addition, it is one-to-one since at each step the
new values ˜k(κ + abm) or ˜k(κ + a′bm) are chosen from sets of wavenumbers that
exclude those wavenumbers already assigned to ˜k(κ). The mapping can be made
onto by choosing the “smallest” wavenumber in some sense.
It remains to be shown that for any κ ∈ Fbm , {k ∈ Zd : ν˜m+1(k) = ν˜m(˜k(κ))+
a′bm} is nonempty for all a′ ∈ Fb with a′ 6= a. Choose l such that 〈l ,z1〉 = b−1. This
is possible because z1 = b−1a0 6= 0. For any m ∈ N0, κ ∈ Fbm , and a′′ ∈ Fb, note
that〈
˜k(κ)+ a′′bml ,zbm
〉
=
〈
˜k(κ),zbm
〉
+ a′′bm 〈l ,zbm〉 mod 1 by (5c)
= [b−m−1ν˜m+1(˜k(κ))+ a′′ 〈l ,bmzbm mod 1〉] mod 1
by (5b) and (15)
= [b−m−1ν˜m(˜k(κ))+ ab−1+ a′′ 〈l ,z1〉] mod 1 by (2)
= [b−m−1ν˜m(˜k(κ))+ (a+ a′′)b−1] mod 1,
Then it follows that
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ν˜m+1(˜k(κ)+ a′′bml) = ν˜m(˜k(κ))+ (a+ a′′ mod b)bm by (15).
By choosing a′′ such that a′ = (a+ a′′ mod b), we have shown that the set κ ∈ Fbm ,
{k ∈ Zd : ν˜m+1(k) = ν˜m(˜k(κ))+ a′bm} is nonempty.
To illustrate the initial steps of a possible mapping, consider the lattice in Figure 1
and Table 1. For m= 0, κ ∈ {0} and a= 0. This skips i) and implies ˜k(1)∈ {k ∈Zd :
ν˜1(k) = 2〈k,(1,27)/2〉 = 1}, so one may choose ˜k(1) := (−1,0). After that, m = 1
and κ ∈ {0,1}. Starting with κ = 0, again a= 0 and we jump to ii) where we require
˜k(2)∈ {k ∈Zd : ν˜2(k) = 4〈k,(1,27)/4〉= 2} and thus, we can take ˜k(2) := (−1,1).
When κ = 1, we note that ν˜2(˜k(1)) = ν˜((−1,0)) = 3. Here a = 1 leading to i) and
˜k(3) ∈ {k ∈ Zd : ν˜2(k) = 1}, so we may choose ˜k(3) := (1,0). Continuing, we may
take ˜k(4) := (−1,−1), ˜k(5) := (0,1), ˜k(6) := (1,−1) and ˜k(7) := (0,−1).
˜k(κ) κ ν˜1(˜k(κ)) =
2
〈
˜k(κ), (1,27)/2
〉 ν˜2(˜k(κ)) =
4
〈
˜k(κ), (1,27)/4
〉 ν˜3(˜k(κ)) =
8
〈
˜k(κ), (1,27)/8
〉
(0,0) 0 0 0 0
(−1,−1) 4 0 0 4
(−1,1) 2 0 2 2
(1,−1) 6 0 2 6
(−1,0) 1 1 3 7
(1,0) 3 1 1 1
(0,−1) 7 1 1 5
(0,1) 5 1 3 3
(1,1) · · · 0 0 4
Table 1 Values ν˜1, ν˜2 and ν˜3 for some wavenumbers and a possible assignment of ˜k(κ). The
reader should notice that ν˜m+1(˜k(κ))− ν˜m(˜k(κ)) is either 0 or 2m .
Lemma 1. The map in Definition 1 has the property that for m ∈N0 and κ ∈ Fbm ,
{˜k(κ +λ bm)}∞λ=0 = {l ∈ Zd : ˜k(κ)− l ∈P⊥m }.
Proof. This statement holds trivially for m = 0 and κ = 0. For m ∈N it is noted that
k− l ∈P⊥m ⇐⇒ 〈k− l ,zbm−1〉 = 0 by (7)
⇐⇒ 〈k,zbm−1〉 = 〈l ,zbm−1〉 by (5c)
⇐⇒ b−mν˜m(k) = b−mν˜m(l) by (15)
⇐⇒ ν˜m(k) = ν˜m(l). (21)
This implies that for all m ∈ N and κ ∈ Fbm ,
{l ∈ Zd : ν˜m(l) = ν˜m(˜k(κ))}= {l ∈ Zd : ˜k(κ)− l ∈P⊥m }. (22)
By Definition 1 it follows that for m ∈ N and κ ∈ Fbm ,
{˜k(κ +λ bm)}b−1λ=0 ⊆ {k ∈ Zd : ν˜m+1(k) = ν˜m(˜k(κ))+ abm, a ∈ Fb}
= {k ∈ Zd : ν˜m(k) = ν˜m(˜k(κ))}.
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Applying property (19) on the right side,
{˜k(κ +λ bm)}b−1λ=0 ⊆ {k ∈ Zd : ν˜ℓ(k) = ν˜ℓ(˜k(κℓ))}, ∀ℓ= 1, . . . ,m.
Because one can say the above equation holds ∀ℓ = 1, . . . ,n < m, the left hand side
can be extended,
{˜k(κ +λ bm)}∞λ=0 ⊆ {k ∈ Zd : ν˜m(k) = ν˜m(˜k(κ))}. (23)
Now suppose that l is any element of {k ∈ Zd : ν˜m(k) = ν˜m(˜k(κ))}. Since the
map ˜k is onto, there exists some κ ′ ∈ N0 such that l = ˜k(κ ′). Choose λ ′ such that
κ ′ = κ ′m +λ ′bm, where the overbar notation was defined in (18). According to (23)
it follows that ν˜m(˜k(κ ′m)) = ν˜m(˜k(κ ′m + λ ′bm)) = ν˜m(l) = ν˜m(˜k(κ)). Since κ ′m
and κ are both in Fbm , this implies that κ ′m = κ , and so l ∈ {˜k(κ +λ bm)}∞λ=0. Thus,
{˜k(κ +λ bm)}∞λ=0 ⊇ {k ∈ Zd : ν˜m(k) = ν˜m(˜k(κ))}, and the lemma is proved. ⊓⊔
For convenience we adopt the notation ˆfκ := ˆf (˜k(κ)) and ˜fm,κ := ˜fm(˜k(κ)).
Then, by Lemma 1 the error bound in (13) may be written as∣∣∣∣∫
[0,1)d
f (x)dx− ˆIm( f )
∣∣∣∣≤ ∞∑
λ=1
∣∣ ˆfλ bm∣∣ , (24)
and the aliasing relationship in (14b) becomes
˜fm,κ = ˆfκ +
∞
∑
λ=1
ˆfκ+λ bme2pi
√−1〈˜k(κ+λ bm)−˜k(κ),∆〉 . (25)
Given an integrand with absolutely summable Fourier coefficients, consider the
following sums defined for ℓ,m ∈ N0, ℓ≤ m:
Sm( f ) =
bm−1
∑
κ=⌊bm−1⌋
∣∣ ˆfκ ∣∣, Ŝℓ,m( f ) = bℓ−1∑
κ=⌊bℓ−1⌋
∞
∑
λ=1
∣∣ ˆfκ+λ bm∣∣,
qSm( f ) = Ŝ0,m( f )+ · · ·+ Ŝm,m( f ) =
∞
∑
κ=bm
∣∣ ˆfκ ∣∣, S˜ℓ,m( f ) = bℓ−1∑
κ=⌊bℓ−1⌋
∣∣ ˜fm,κ ∣∣.
Note that S˜ℓ,m( f ) is the only one that can be observed from data because it involves
the discrete transform coefficients. In fact, from (20) one can identify
∣∣ ˜fm,κ ∣∣ =∣∣Ym(ν˜m(˜k(κ)))∣∣ and our adaptive algorithm will be based on this sum bounding
the other three, Sm( f ), Ŝℓ,m( f ), and qSm( f ), which cannot be readily observed.
Let ℓ∗ ∈ N be some fixed integer and ω̂ and ω˚ be some bounded non-negative
valued functions. We define a cone, C , of absolutely continuous functions whose
Fourier coefficients decay according to certain inequalities:
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C := { f ∈ AC([0,1)d) : Ŝℓ,m( f )≤ ω̂(m− ℓ)qSm( f ), ℓ≤m,
qSm( f ) ≤ ω˚(m− ℓ)Sℓ( f ), ℓ∗ ≤ ℓ≤ m}. (26)
We also require the existence of r such that ω̂(r)ω˚(r)< 1 and that limm→∞ ω˚(m)= 0.
This set is a cone, i.e. f ∈ C =⇒ a f ∈ C ∀a ∈ R, but it is not convex. A wider
discussion on the advantages and disadvantages of designing numerical algorithms
for cones of functions can be found in [2].
Functions in C have Fourier coefficients that do not oscillate wildly. According
to (24), the error of our integration is bounded by Ŝ0,m( f ). Nevertheless, for prac-
tical purposes we will use Sℓ( f ) as an indicator for the error. Intuitively, the cone
conditions enforce these two sums to follow a similar trend. Thus, one can expect
that small values of Sℓ( f ) imply small values of Ŝ0,m( f ).
The first inequality controls how an infinite sum of some of the larger wavenum-
ber coefficients are bounded above by a sum of all the surrounding coefficients. The
second inequality controls how the sum of these surrounding coefficients is bounded
above by a finite sum of some smaller wavenumber Fourier coefficients. In Figure
2 we can see how S8( f ) can be used to bound qS12( f ) and qS12( f ) to bound Ŝ0,12( f ).
The former sum also corresponds to the error bound in (24).
For small ℓ the sum Sℓ( f ) includes only a few summands. Therefore, it could acci-
dentally happen that Sℓ( f ) is too small compared to qSm( f ). To avoid this possibility,
the cone definition includes the constraint that ℓ is greater than some minimum ℓ∗.
100 101 102 103 104
10−5
100
κ
|fˆ
κ
|
error ≤ Sˆ0,12(f )
Sˇ12(f )
S8(f )
Fig. 2 The magnitudes of true Fourier coefficients for some integrand.
Because we do not assume the knowledge of the true Fourier coefficients, for
functions in C we need bounds on Sℓ( f ) in terms of the sum of the discrete co-
efficients S˜ℓ,m( f ). This is done by applying (25), and the definition of the cone in
(26):
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Sℓ( f ) =
bℓ−1
∑
κ=⌊bℓ−1⌋
∣∣ ˆfκ ∣∣= bℓ−1∑
κ=⌊bℓ−1⌋
∣∣∣∣∣ ˜fm,κ − ∞∑λ=1 ˆfκ+λ bme2pi
√−1〈˜k(κ+λ bm)−˜k(κ),∆〉
∣∣∣∣∣
≤
bℓ−1
∑
κ=⌊bℓ−1⌋
∣∣ ˜fm,κ ∣∣+ bℓ−1∑
κ=⌊bℓ−1⌋
∞
∑
λ=1
∣∣ ˆfκ+λ bm∣∣= S˜ℓ,m( f )+ Ŝℓ,m( f )
≤ S˜ℓ,m( f )+ ω̂(m− ℓ)ω˚(m− ℓ)Sℓ( f ) (27)
and provided that ω̂(m− ℓ)ω˚(m− ℓ)< 1,
Sℓ( f ) ≤ S˜ℓ,m( f )1− ω̂(m− ℓ)ω˚(m− ℓ) . (28)
By (24) and the cone conditions, (28) implies a data-based error bound:∣∣∣∣∫
[0,1)d
f (x)dx− ˆIm( f )
∣∣∣∣≤ ∞∑
λ=1
∣∣ ˆfλ bm∣∣= Ŝ0,m( f ) ≤ ω̂(m)qSm( f )
≤ ω̂(m)ω˚(m− ℓ)Sℓ( f )
≤ ω̂(m)ω˚(m− ℓ)
1− ω̂(m− ℓ)ω˚(m− ℓ) S˜ℓ,m( f ). (29)
In Section 6 we construct an adaptive algorithm based on this conservative bound.
6 An Adaptive Algorithm Based for Cones of Integrads
Inequality (29) suggests the following algorithm. First, choose ℓ∗ and fix r := m−
ℓ ∈ N such that ω̂(r)ω˚(r)< 1 for ℓ≥ ℓ∗. Then, define
C(m) :=
ω̂(m)ω˚(r)
1− ω̂(r)ω˚(r) .
The choice of the parameter r is important. Larger r means a smaller C(m), but it
also makes the error bound more dependent on smaller indexed Fourier coefficients.
Algorithm 1 (Adaptive Rank-1 Lattice Cubature, cubLattice g). Fix r and
ℓ∗, ω̂ and ω˚ describing C in (26). Given a tolerance, ε , initialize m = ℓ∗+ r and do:
Step 1. According to Section 4, compute S˜m−r,m( f ).
Step 2. Check whether C(m)S˜m−r,m( f ) ≤ ε . If true, return ˆIm( f ) defined in (12).
If not, increment m by one, and go to Step 1.
Theorem 1. For m = min{m′ ≥ ℓ∗+ r : C(m′)S˜m′−r,m′( f ) ≤ ε}, Algorithm 1 is suc-
cessful whenever f ∈ C ,
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[0,1)d
f (x)dx− ˆIm( f )
∣∣∣∣ ≤ ε.
Thus, the number of function data needed is bm. Defining m∗ = min{m′ ≥ ℓ∗+ r :
C(m′)[1+ ω̂(r)ω˚(r)]Sm′−r( f ) ≤ ε}, we also have bm ≤ bm∗ . This means that the
computational cost can be bounded,
cost
(
Îm, f ,ε
)
≤ $( f )bm∗ + cm∗bm∗
where $( f ) is the cost of evaluating f at one data point.
Proof. By construction, the algorithm must be successful. Recall that the inequality
used for building the algorithm is (29).
To find the upper bound on the computational cost, a similar result to (27) pro-
vides
S˜ℓ,m( f ) =
bℓ−1
∑
κ=bℓ−1
∣∣ ˜fm,κ ∣∣= bℓ−1∑
κ=bℓ−1
∣∣∣∣ ˆfκ + ∞∑
λ=1
ˆfκ+λ bme2pi
√−1〈˜k(κ+λ bm)−˜k(κ),∆〉
∣∣∣∣
≤
bℓ−1
∑
κ=bℓ−1
∣∣ ˆfκ ∣∣+ bℓ−1∑
κ=bℓ−1
∞
∑
λ=1
∣∣ ˆfκ+λ bm∣∣= Sℓ( f )+ Ŝℓ,m( f )
≤ [1+ ω̂(m− ℓ)ω˚(m− ℓ)]Sℓ( f ).
Replacing S˜ℓ,m( f ) in the error bound in (29) by the right hand side above proves that
the choice of m needed to satisfy the tolerance is no greater than m∗ defined above.
In Section 4, the computation of S˜m−r,m( f ) is described in terms of O(mbm) op-
erations. Thus, the total cost of Algorithm 1 is,
cost
(
Îm, f ,ε
)
≤ $( f )bm∗ + cm∗bm∗
⊓⊔
7 Numerical Example
Algorithm 1 has been coded in MATLAB as cubLattice g in base 2, and is
part of GAIL, [1]. To test it, we priced an Asian call with geometric Brownian
motion, S0 = K = 100, T = 1 and r = 3%. The test is performed on 500 samples
whose dimensions are chosen IID uniformly among 1,2,4,8,16,32, and 64, and the
volatility also IID uniformly from 10% to 70%. Results, in Figure 3, show 97% of
success meeting the error tolerance.
The algorithm cone parametrization was ℓ∗ = 6, r = 4 and C(m) = 5× 2−m. In
addition, each replication used a shifted lattice with ∆ ∼U(0,1). However, results
are strongly dependent on the generating vector that was used for creating the rank-1
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lattice embedded node sets. The vector applied to this example was found with the
latbuilder software from Pierre L’Ecuyer and David Munger [9], obtained for
226 points, d = 250 and coordinate weights γ j = j−2, optimizing the P2 criterion.
For this particular example, the choice of C(m) does not have a noticeable impact
on the success rate or execution time. In other cases such as discontinuous functions,
it is more sensitive. Being an adaptive algorithm, if the Fourier coefficients decrease
quickly, cone conditions have a weaker effect. One can see that the number of sum-
mands involving S˜m−r,m( f ) is 2m−r−1 for a fixed r. Thus, in order to give a uniform
weight to each wavenumber, we chose C(m) proportional to 2−m.
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Fig. 3 Empirical distribution functions obtained from 500 samples, for the error (continuous line)
and time (slashed-doted line). Quantiles are specified on the right and top axes respectively. The
tolerance of 0.02 (vertical dashed line) is an input of the algorithm and will be a guaranteed bound
on the error if the function lies inside the cone.
8 Discussion and Future Work
Quasi-Monte Carlo methods rarely provide guaranteed adaptive algorithms. This
new methodology that bounds the absolute error via the discrete Fourier coefficients
allows us to build an adaptive automatic algorithm guaranteed for cones of inte-
grands. The non-convexity of the cone allows our adaptive, nonlinear algorithm to
be advantageous in comparison with non-adaptive, linear algorithms.
Unfortunately, the definition of the cone does contain parameters, ω̂ and ω˚,
whose optimal values may be hard to determine. Moreover, the definition of the cone
does not yet correspond to traditional sets of integrands, such as Korobov spaces.
These topics deserve further research.
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Concerning the generating vector used in Section 7, some further research should
be carried out to specify the connection between dimension weights and cone param-
eters. This might lead to the existence of optimal weights and generating vector.
Our algorithm provides an upper bound on the complexity of the problem, but
we have not yet obtained a lower bound. We are also interested in extending our
algorithm to accommodate a relative error tolerance. We would like to understand
how the cone parameters might depend on the dimension of the problem, and we
would like to extend our adaptive algorithm to infinite dimensional problems via
multi-level or multivariate decomposition methods.
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