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THE INVERSE PROBLEM OF THE CALCULUS OF VARIATIONS FOR
SYSTEMS OF SECOND-ORDER PARTIAL DIFFERENTIAL EQUATIONS
IN THE PLANE
MATT BIESECKER
Abstract. A complete solution to the multiplier version of the inverse problem of the calcu-
lus of variations is given for a class of hyperbolic systems of second-order partial differential
equations in two independent variables. The necessary and sufficient algebraic and differential
conditions for the existence of a variational multiplier are derived. It is shown that the number of
independent variational multipliers is determined by the nullity of a completely algebraic system
of equations associated to the given system of partial differential equations. An algorithm for
solving the inverse problem is demonstrated on several examples. Systems of second-order par-
tial differential equations in two independent and dependent variables are studied and systems
which have more than one variational formulation are classified up to contact equivalence.
1. Introduction
In this paper we examine the inverse problem of the calculus of variations for systems of
partial differential equations
(1.1) uαxy = f
α(x, y, uγ , uγx, u
γ
y), α, γ = 1, 2, . . . ,m,
in m dependent variables uα and two independent variables x and y. Systems (1.1) arise in
various contexts such as symmetry reduction in general relativity, non-linear σ-models, and
generalized Toda lattices (see [11],[13],[20],[21], and [24]). For systems (1.1) we give a complete
solution to the variational multiplier version of the inverse problem. In particular, we give an
explicit algorithm for determining the number of possible inequivalent Lagrangians for a given
system (1.1).
The variational multiplier problem is stated as follows: Given a system of differential equations
Fα(x
i, uγ , uγi , u
γ
ij , u
γ
ijk, . . . ) = 0, does there exist a Lagrangian L(x
i, uγ , uγi , u
γ
ij , . . . ) and functions
Mγα , with det (M
γ
α) 6= 0, such that
(1.2) Eα(L) =M
γ
αFγ ,
where E is the Euler-Lagrange operator. If such an Mαγ exists, then it is referred to as a
variational multiplier. If (1.2) is satisfied, the equations Fα = 0 are equivalent to a system of
Euler-Lagrange equations in the sense that solutions of the Euler-Lagrange equations for L are
solutions to Fα = 0 and conversely solutions to Fα = 0 are solutions for Eα(L) = 0.
Also of importance is the number of Lagrangians for a particular system. It is well known
that two Lagrangians L and L
′
have identical Euler-Lagrange expressions if and only if L and
L
′
differ by a total divergence, at least locally. Therefore we consider two Lagrangians to be
equivalent if they differ by a total divergence. We note that it is possible to have a system of
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differential equations which have two or more inequivalent Lagrangians (and thus more than one
multiplier).
The variational multiplier problem is of some interest in theoretical physics. It is widely ac-
cepted that fundamental physical theories can be derived from an action principle, or Lagrangian.
For a given theory it is important to determine whether the action is unique. Examples with
multiple Lagrangians exist in Newtonian Mechanics and the SU(2) chiral model ([14], [15].)
The simplest case of the variational multiplier problem is for a scalar second-order ordinary
differential equation uxx = F (x, u, ux). It has been shown by several authors, including Dar-
boux [10], that any scalar second-order ODE is variational and the most general multiplier
(and Lagrangian) depends on an arbitrary function of two variables. The multiplier problem
for systems of second-order ordinary differential equations has been studied by many authors
including Douglas [9], Anderson and Thompson [4], Thompson, Crimpin, Sarlet, Prince and
Martinez (See [7],[8],[22], and [23].) Our solution to the multiplier problem for systems (1.1)
is partially based on ideas developed in Anderson and Thompson’s paper [4]. In that paper
Anderson and Thompson used the variational bicomplex to derive a system of algebraic and
differential conditions, with components of the multiplier matrix as unknowns, for the existence
of a multiplier. They showed that there is a one-to-one correspondence between variational
multipliers for the given system and certain cohomology classes in the variational bicomplex
associated to the given system of differential equations. While a significant amount of research
has been done on the variational multiplier problem for second-order ODE systems, a complete
solution remains elusive in the sense that there is no general closed form characterization, in
terms of invariants for the system, for determining the existence and degree of uniqueness of
multipliers for the given system.
The variational multiplier problem for higher order scalar ordinary differential equations
has been studied by Fels [12] and Jura´sˇ [17]. Fels [12] obtained a complete solution to the
variational multiplier problem for fourth-order scalar ordinary differential equations uxxxx =
F (x, u, ux, uxx, uxxx). Using Cartan’s method of equivalence, he was able to produce two differ-
ential invariants whose vanishing completely characterizes the existence of a variational multi-
plier. Unlike the second-order case, the multiplier is unique up to a constant multiple. In [17],
Jura´sˇ obtained a similar solution for sixth and eighth-order scalar ordinary differential equations,
although the differential invariants are increasingly complicated for higher order systems.
For partial differential equations, there are fewer papers on the variational multiplier problem.
Anderson and Duchamp [2] studied the variational multiplier problem for scalar second-order
quasilinear partial differential equations F = 0 where F = Aij(xk, u, uk)uij + B(x
k, u, uk).
Anderson and Duchamp [2] proved that if det(Aij) 6= 0, then F has a variational multiplier if
and only if a certain 1-form χ is closed. Moreover, χ is expressed explicitly in terms of F and
its derivatives and the multiplier, if it exists, is unique up to a constant multiple. They also
showed that second-order scalar evolution equations are never variational. Jura´sˇ [16] examined
the inverse problem for a scalar hyperbolic second-order partial differential equations in two
independent variables. He was able to show that an equation is variational if and only if two
particular differential invariants H and K are identically equal. Moreover, the multiplier is
unique up to a constant. Jura´sˇ’ result is equivalent to the Anderson-Duchamp result if the
equation is quasilinear. However, his results also apply to hyperbolic Monge-Ampere equations.
In this paper we study the variational multiplier problem for f -Gordon systems
(1.3) uαxy = f
α(x, y, uγ , uγx, u
γ
y), α, γ = 1, 2, . . . ,m.
We remark that we are working under the assumption that the functions fα are C∞ on some
open set U ⊂ R2 × R3m. In the following section we outline the complete solution to the
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multiplier version of the inverse problem for systems (1.3). In particular, we give an algorithm
for determining the number of variation multipliers (and Lagrangians) for a given system (1.3).
We show that the most general multiplier depends on finitely many constants determined by
the dimension of the nullspace of a certain matrix depending on the functions fα and their
derivatives. In Section 3 we demonstrate our algorithm for solving the inverse problem on several
examples. In Section 4 we classify all systems (1.3) in two dependent variables that admit two
or more inequivalent Lagrangians. In Sections 5 and 6, we turn our attention to proving two
technical propositions stated in Section 2. In particular, we define the variational bicomplex for
systems (1.3) and show there is a one-to-one correspondence between the Lagrangians for systems
(1.3) and special classes of 3-forms ω with dω = 0. We then derive necessary and sufficient
algebraic and differential conditions for the existence of a variational multiplier. In the appendix
we prove a general theorem on the existence of solutions to systems of combined differential and
algebraic equations that allows us to determine the number of variational multipliers from purely
algebraic data.
This work is an extension of a result established in my PhD dissertation. I wish to thank
my advisor Ian Anderson for suggesting this problem and an uncountable number of helpful
discussions on this subject.
2. Main Results
In this section we state our solution to the variational multiplier problem for systems (1.1).
Our solution depends on two propositions which we will prove in Section 6. The first proposition
gives us a general normal form for variational systems (1.1) and states that the Lagrangian
associated to a particular variational multiplier is unique up to modification by a total divergence.
Proposition 2.1. If there exists a first-order Lagrangian L(x, y, uγ , uγx, u
γ
y) and a non-degenerate
variational multiplier Mαβ(x, y, u
γ , uγx, u
γ
y) such that
Eα(L) =Mαβ
(
uβxy − f
β(x, y, uγ , uγx, u
γ
y)
)
,
then Mαβ =Mαβ(x, y, u
γ), Mαβ =Mβα,
(2.1)
∂2fα
∂uβx∂u
γ
x
= 0,
∂2fα
∂uβy∂u
γ
y
= 0, ∀α, β, γ = 1, 2, . . . ,m.
Moreover, if L˜(x, y, uγ , uγx, u
γ
y) is another Lagrangian associated to the variational multiplier Mαβ
such that Eα(L˜) =Mαβ (u
β
xy − f
β), then L˜ = L+Div Q, where Q = (Q1(x, y, u
γ), Q2(x, y, u
γ) )
and Div Q = DxQ1 +DyQ2.
It follows immediately from Proposition (2.1) that we may restrict ourselves to systems of the
form
(2.2) uαxy +C
α
βγ(x, y, u
τ )uβx u
γ
y +A
α
γ (x, y, u
τ )uγx +B
α
γ (x, y, u
τ )uγy +E
α(x, y, uτ ) = 0.
We remark that the condition that Mαβ is symmetric and has no first-order derivative depen-
dence also follows from a result established by Henneaux in [14].
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Of paramount importance in our study of the inverse problem are three quantities Hγα, K
γ
α,
and Sγαβ defined by
Hγα =
∂fγ
∂uα
+
∂fγ
∂uσy
∂fσ
∂uαx
−
∂2fγ
∂uαx∂x
−
∂2fγ
∂uαx∂u
β
uβx −
∂2fγ
∂uαx∂u
β
y
fβ −
∂2fγ
∂uαx∂u
β
x
uβxx ,(2.3a)
Kγα =
∂fγ
∂uα
+
∂fγ
∂uσx
∂fσ
∂uαy
−
∂2fγ
∂uαy ∂y
−
∂2fγ
∂uαy∂u
β
uβy −
∂2fγ
∂uαy∂u
β
x
fβ −
∂2fγ
∂uαy ∂u
β
y
uβyy ,(2.3b)
Sαβγ =
∂2fγ
∂uβx∂uαy
−
∂2fγ
∂uαx∂u
β
y
.(2.3c)
In the formulas (2.3) and throughout this paper we are adopting the Einstein summation con-
vention where repeated indices are summed upon. We remark that the quantities Hγα, K
γ
α, and
Sγαβ are relative invariants under the pseudo-group of local contact transformations that pre-
serve systems (1.1). The functions Hαγ and K
α
γ are natural extensions of the generalized Laplace
invariants defined in [3] for scalar hyperbolic equations. For systems (2.2) it follows from (2.3)
that the functions Hγα and K
γ
α have no second-order derivative dependence and S
γ
αβ has no first-
order derivative dependence, that is Hγα = H
γ
α(x, y, uτ , uτx, u
τ
y), K
γ
α = K
γ
α(x, y, uτ , uτx, u
τ
y), and
Sαβ = S
γ
αβ(x, y, u
τ ), where Hγα and K
γ
α are quadratic in the variables uβx and u
β
y . Our second
proposition characterizes the algebraic and differential conditions on a variational multiplier for
a system (2.2).
Proposition 2.2. A system (2.2) is multiplier variational with a multiplier Mαβ if and only if
Mαβ satisfies detMαβ 6= 0 and
MασH
σ
β =MβσK
σ
α , MασS
σ
βγ = −MβσS
σ
αγ ,(2.4a)
dMαβ =Mασ Ω
σ
β +Mβσ Ω
σ
α,(2.4b)
where Ωσα = C
σ
ατ du
τ +Aσα dy +B
σ
αdx.
Remark 2.3. In Section 6, we will derive the algebraic and differential conditions (2.4) and
give an algorithm for constructing the first-order Lagrangian L associated to a variational mul-
tiplier Mαβ satisfying (2.4). The algebraic conditions (2.4a) include the integrability conditions
for d2Mαβ = 0 for (2.4b) and genuine algebraic constraints not arising from the integrability
conditions. We will show that the set of all solutions to (2.4) is a finite dimensional real vector
space with the dimension determined by the nullity of a completely algebraic system of equa-
tions. In particular, for any system of the form (2.2), the solutions to (2.4) are completely
determined. However, in some cases there are non-trivial solutions Mαβ to (2.4) that do not
satisfy detMαβ 6= 0. In practice, we first determine a basis for the solutions to (2.4) and then de-
termine if a non-degenerate variational multiplier can be constructed from a linear combination
of the basis solutions.
We are now ready to state our solution to the inverse problem which says that the variational
multipliers Mαβ satisfying (2.4) are completely characterized by the solutions to an algebraic
system Φαβa Mαβ = 0, where Φ depends on the given system u
α
xy = f
α.
Theorem 2.4. Let uαxy = f
α(x, y, uγ , uγx, u
γ
y) be a system of m partial differential equations
where fα ∈ C∞(U) for some open set U ⊂ R2×R3m. Then there is a matrix Φ, with Rank(Φ) ≤
m(m + 1)/2, depending the functions Hγα, K
γ
α, and S
γ
αβ and their derivatives, whose nullspace
completely determines the number of linearly independent solutions to (2.4). Specifically, if
r = Rank Φ(z) is constant for all points z in a open set V ⊂ U, then at every point z0 ∈ V
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there is a neighborhood W ⊂ V of z0 where the set of solutions to (2.4) is a m(m + 1)/2 − r
dimensional vector space over R.
Proof. The algebraic system for a multiplier Mαβ is constructed as follows. As a consequence
of proposition (2.1), the functions Mαβ have no 1-jet dependence and H
γ
α and K
γ
α are quadratic
in uǫx and u
τ
y . We can decompose the algebraic condition MαγH
γ
β = MβγK
γ
α into several linear
algebraic systems on the components of the multiplier Mαβ, with the coefficients depending only
on x, y, and u. We then express all algebraic conditions (2.4a) on Mαγ as a single system of
linear equations
(2.5) (Φ0)
αβ
a (x, y, u
τ )Mαβ = 0, a = 1, 2, . . . , k0,
where Φ0 may be viewed as k0×m(m+1)/2 matrix. Differentiating (2.5) and substituting from
(2.4b), we get the algebraic condition
(2.6)
[
(dΦ0)
αβ
a + (Φ0)
ασ
a Ω
β
σ + (Φ0)
σβ
a Ω
α
σ
]
Mαβ = 0.
Equation (2.6) represents a system of purely algebraic conditions on Mαβ. We then express the
combined algebraic systems (2.5) and (2.6) as
(Φ1)
αβ
a Mαβ = 0, a = 1, . . . , k1.
We can proceed inductively to define a system of equations
(2.7) (Φi+1)
αβ
a Mαβ = 0, a = 1, . . . , ki+1,
where (2.7) consists of the system (Φi)
αβ
a Mαβ = 0 along with the system
[ (dΦi)
αβ
a + 2(Φi)
ασ
a Ω
β
σ]Mαβ = 0.
Clearly, at each point z0 = (x0, y0, u
γ
0) ∈ U ⊂ R
2 × Rm and for all j ≥ 0, the ranks of the
matrices Φi satisfy
0 ≤ Rank Φ0(z0) ≤ Rank Φ1(z0) ≤ · · · ≤ Rank Φj(z0) ≤
m(m+ 1)
2
.
If given a point z0 ∈ U, we see that after k ≤ m(m + 1)/2 differentiations, the rank of the
matrices Φi(z0) must stabilize at some 0 ≤ l ≤ m(m+ 1)/2. More precisely, at the point z0 we
have
l = Rank Φk(z0) = Rank Φk+i(z0), ∀ i ≥ 0.
Let {C1αγ , C
1
αγ , . . . , C
s
αγ}, where s = m(m + 1)/2 − l, be a basis for the set of solutions to the
system of linear equations
(2.8) (Φk)
αγ
a Mαγ = 0
at the point z0. In particular, {C
i
αγ | i = 1, . . . } is a linearly independent collection of constant
bilinear forms such that (Φk)
αγ
a (z0)C
i
αγ = 0.
If the rank of Φk is constant in a neighborhood V ⊂ U of z0, then a general result on systems of
algebraic-differential equations, which we prove in the appendix, states that there exists a neigh-
borhood W ⊂ V of z0 and a linearly independent collection of functions {M
1
αβ ,M
2
αβ, . . . ,M
s
αβ}
such that
(2.9) M iαβ(z0) = C
i
αβ, (Φk)
αβ
a (z)M
i
αβ(z) = 0, dM
i
αβ =M
i
ασΩ
σ
β +M
i
βσΩ
σ
α,
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for all z ∈W, and i = 1, 2, . . . , s. Moreover, we claim that if a given collection of functions Mαβ
satisfies the algebraic and differential conditions (2.9), then Mαβ can be expressed as a linear
combination
(2.10) Mαβ =
s∑
i=1
ciM
i
αβ, ci ∈ R.
Indeed, if Mαβ satisfies the algebraic condition (Φk)
αβ
a (z)Mαβ(z) = 0 for all z ∈ W, it follows
that Mαβ can be uniquely expressed as
(2.11) Mαβ(z) =
∑
ci(z)M
i
αβ(z).
If Mαβ satisfies the differential condition (2.4b), then it follows from (2.9) and (2.11) that
M iαβ dci = 0. Since the functions M
i
αβ are pointwise linearly independent in some neighborhood
of z0, we deduce that dci = 0, which in turn implies that ci ∈ R for i = 1, 2, . . . , s. This
establishes (2.10) and completes the proof of the theorem. 
3. Examples
In this section we demonstrate our algorithm for solving the variational multiplier problem
on several examples. For each example we calculate the invariants Hγα, K
γ
α, and S
γ
αβ using
(2.3) and we explicitly list the initial algebraic conditions (2.4a) on a multiplier Mαβ . We then
determine the differential condition (2.4b) and differentiate the algebraic conditions to uncover
any additional algebraic constraints. In each case we find the most general Lagrangian and
multiplier for the given system.
Example 3.1. For our first example, consider the system
(3.1) uxy = v, vxy = u.
We will show that (3.1) admits two Lagrangians. In this case Sαβγ = 0, so that the only nontrivial
algebraic condition from (2.4) is
(3.2) MαγH
γ
β =MβγK
γ
α.
The differential condition is dMαβ = 0. Using (2.3) we calculate
H = K =
[
0 1
1 0
]
,
and it follows from (3.2) that the only algebraic constraint is M11 =M22. Since the differential
condition is dMαβ = 0, differentiating M11 = M22 produces no additional algebraic conditions.
The most general multiplier in this case is
M =
[
a b
b a
]
, a, b ∈ R, a2 − b2 6= 0.
The Lagrangian corresponding to the multiplier M is given by
L = −
a
2
(uxuy + vxvy + 2uv)−
b
2
(2uxvy + u
2 + v2).
A routine calculation shows that the Euler-Lagrange equations for L are
E1(L) = a(uxy − v) + b(vxy − u), E2(L) = b(uxy − v) + a(vxy − u).
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Example 3.2. Consider the system
(3.3) uxy = v, vxy = xu.
The only difference between this system and the one in the first example is the x in the second
equation. We will show that (3.3) admits a unique Lagrangian. The initial algebraic conditions
(2.4) on the multiplier Mαβ reduce to
(3.4) M11 = xM22.
The differential condition is again dMαβ = 0. Differentiating (3.4) and substituting dMαβ = 0
results in M22dx = 0, implying that M22 = M11 = 0. Further differentiations add no new
algebraic conditions. Consequently the multiplier M, where M11 =M22 = 0 and M12 = M21 =
1, is unique up to scalar multiplication. The Lagrangian for (3.3) is L = −uxvy − (u
2 + xv2)/2.
Example 3.3. For our third example, we again we make a slight change on the first example
(3.1) to get a system that is not variational. Let
(3.5) uxy = v, vxy = ux.
In this case the algebraic and differential conditions (2.4) on the multiplier Mαβ are given by
(3.6) M11 = 0, dM11 = 2M12 dy, dM12 =M22 dy, dM22 = 0.
Differentiating the algebraic condition M11 = 0 we find thatM12 dy = 0, implying thatM12 = 0.
Differentiating M12 = 0, it follows that M22 dy = 0. Consequently, the only solution to (3.6) is
the trivial solution M ≡ 0.
Example 3.4. Consider the system
(3.7) uαxy + Γ
α
β γ(u
ǫ)uβxu
γ
y = 0,
where Γ αβ γ are the components of a symmetric connection on anm-dimensional manifoldM.We
will show that (3.7) is variational if and only if Γ is a metric connection. Since Γ is symmetric
we have Sγαβ = 0 and the Laplace invariants for (3.7) are given by H
γ
α = R
γ
ǫ ασuσxu
ǫ
y and
Kγα = R
γ
σ αǫuσxu
ǫ
y, where R
α
ǫ γβ are the components of the curvature tensor associated to the
connection Γ. Using properties of the curvature tensor, we can show that the conditions (2.4)
on the multiplier are
(3.8) MαγR
γ
β ǫσ +MβγR
γ
α ǫσ = 0, dMαβ =
(
MαγΓ
γ
β ǫ +MβγΓ
γ
α ǫ
)
duǫ.
We see immediately from the differential condition in (3.8) that any multiplier Mαβ must sat-
isfy ∂Mαβ/∂x = 0 and ∂Mαβ/∂y = 0. Consequently, Mαβ = Mαβ(u
ǫ). It follows that the
differential condition on the multiplier simplifies to ∇γMαβ = 0, where ∇γ denotes covariant
differentiation with respect to uγ . This proves that Γ is the Levi-Cevita connection for the metric
Mαβ. Subsequent differentiations of the algebraic condition (3.8) imply that Mαβ must satisfy
Mαγ∇I R
γ
ǫβσ = Mβγ∇I R
γ
σαǫ, where ∇I = ∇α1∇α2 . . .∇αk . We remark that if (M,Γ) is a (lo-
cally) symmetric space, then the algebraic condition (3.8) involving the curvature completely
determines the number of linearly independent metrics for the given connection.
Example 3.5. Consider the system of differential equations
(3.9) uαxy + C
α
βγu
β
xu
γ
y = 0,
where Cαβγ ∈ R are the structure constants of an m dimensional Lie algebra g. The constants
Cαβγ are skew symmetric in the lower indices and satisfy the Jacobi identity. Using (2.3) we
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calculate the invariants
Hγα = (C
γ
ǫσC
σ
ατ −C
γ
ασC
σ
ǫτ )u
ǫ
xu
τ
y , K
γ
α = (C
γ
στC
σ
ǫα − C
γ
σαC
σ
ǫτ )u
ǫ
xu
τ
y ,
Sγαβ = C
γ
αβ − C
γ
βα = 2C
γ
αβ.
Consequently, the algebraic conditions (2.4) can be summarized as
Mαγ
(
CγǫσC
σ
βτ − C
γ
βσC
σ
ǫτ
)
=Mβγ (C
γ
στC
σ
ǫα − C
γ
σαC
σ
ǫτ ) ,(3.10a)
MαγC
γ
βǫ +MβγC
γ
αǫ = 0.(3.10b)
The differential condition (2.4b) on Mαβ is dMαβ = (MασC
σ
βγ +MβσC
σ
αγ)du
γ , so that dMαβ = 0
as a result of (3.10b). It is easy to check that (3.10b) implies (3.10a). It follows that there
is a Lagrangian for (3.9) with multiplier Mαβ if and only if Mαβ is constant and Mαβ satisfies
equation (3.10b). Moreover, the Lagrangian is given by
L = −
1
6
Mαβ
(
3uαxu
β
y − 2C
α
ǫτu
βuǫxu
τ
y
)
.
We remark that (3.10b) is exactly the same as the condition for the existence of a bi-invariant
symmetric bilinear form for a Lie algebra g with structure constants Cαβγ . If g is semi-simple,
the Killing form provides us with a non-degenerate solution to (3.10b). Consequently, (3.9) is
variational whenever g is semi-simple. Moreover, the number of solutions to (3.10b) is equal to
the dimension of the Lie algebra cohomology space H3(g). If g is simple, then dimH3(g) = 1 and
the Killing form determines the only non-degenerate solution to (3.10b) up to a scalar multiple
(See [19], Theorems 11.1, 11.2). We remark that semi-simplicity is not a necessary condition for
(3.10b) to hold, as there are solvable Lie algebras which also admit bi-invariant bilinear forms.
For example, consider the solvable 4-dimensional Lie algebra g of consisting of real matrices of
the form
A =

0 a1 a20 a3 a4
0 0 0

 .
It is easy to check that the bilinear map M : g× g→ R defined by
M(A,B) = λa3b3 + µ(a2b3 + a3b2 − a1b4 − a4b1)
is non-degenerate and bi-invariant for all µ 6= 0 and all λ ∈ R.
4. Classification of Variational Systems in Two Dependent Variables
In this section we establish a result characterizing the variational systems
(4.1) uαxy = f
α(x, y, uγ , uγx, u
γ
y),
of two equations and two dependent variables that admit multiple Lagrangians. In order to
proceed, we need to make precise two concepts that are paramount to our discussion. We first
define what it means for a system to have multiple Lagrangians. Then we review the notion of
contact equivalence of two systems of differential equations (4.1).
We say that a system of differential equations (4.1) admits k Lagrangians if there exists a set of
linearly independent Lagrangians {L1, L2, . . . , Lk} and a set of linearly independent variational
multipliers {M1αβ , . . . ,M
k
αβ}, such that Eα(Li) = M
i
αβ(u
β
xy − f
β) for i = 1, . . . , k. We say that
two f -Gordon systems (4.1) are contact equivalent if there exists a local diffeomorphism
Φ : J2(R2,Rm)→ J2(R2,Rm),
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where J2(R2,Rm) denotes the second-order jet-bundle of local sections s : R2 → Rm, such that
Φ∗(u¯αx¯y¯ − f¯
α) = Qαγ (u
γ
xy − f
γ),
and Φ∗C¯ ⊂ C, where C is the ideal generated by the 1-forms
duα − uαx dx− u
α
y dy, du
α
x − u
α
xx dx− u
α
xy dy, du
α
y − u
α
xy dx− u
α
yy dy.
It was shown in [5] that any contact equivalence Φ of two systems of the form (4.1) is the
prolongation of a fiber preserving transformation
(4.2) x¯ = A(x), y¯ = B(y), u¯α = Cα(x, y, uγ),
up to an interchange x↔ y of the independent variables.
We have the following theorem that completely characterizes the variational f -Gordon systems
(4.1) in two dependent variables which admit two or more inequivalent Lagrangians.
Theorem 4.1. Let R denote the system
(4.3) uxy = f(x, y, u, v, ux, vx, uy, vy), vxy = g(x, y, u, v, ux, vx, uy, vy).
1) R admits three Lagrangians if and only if R is contact equivalent to a system
uxy = λ(x, y)u, vxy = λ(x, y)v.
2) R admits two Lagrangians if and only if R is contact equivalent to a system
uxy =Wv(x, y, u, v), vxy =Wu(x, y, u, v),
where W satisfies one of Wuu +Wvv = 0, Wuu =Wvv, or Wvv = 0.
Remark 4.2. According to Proposition (2.2) and Remark (2.3), a system (4.3) admits at most
three Lagrangians. Moreover, since the dimension of the vector space of symmetric m × m
matrices is m(m+1)/2, a system (4.1) of m equations admits at most m(m+1)/2 Lagrangians.
If a system of m equations (4.1) admits the maximal number of Lagrangians, then it can be
shown the given system is contact equivalent to a system uαxy = λ(x, y)u
α.
The proof of the Theorem (4.1) depends on the following lemma that completely characterizes
the f -Gordon equations uαxy = g
α(x, y, uγ) up to contact equivalence. The proof of Lemma (4.3)
is quite tedious and is delayed until after the proof of Theorem (4.1).
Lemma 4.3. A system of partial differential equations uαxy = f
α(x, y, uγ , uγx, u
γ
y) is contact
equivalent to a system uαxy = g
α(x, y, uγ) if and only if H = K and Sαβγ = 0. If the number of
dependent variables m > 1 and H = K = λI, then λ = λ(x, y) and the given system is contact
equivalent to a system uαxy = λ(x, y)u
α.
Proof of Theorem 4.1. We first show that if a system (4.3) admits multiple Lagrangians, then
(4.3) satisfies the hypotheses of Lemma (4.3) and is contact equivalent to a system of the form
(4.4) uxy = F (x, y, u, v), vxy = G(x, y, u, v).
According to Proposition (2.2), if (4.3) admits a first-order Lagrangian L with a symmetric
multiplier Mαβ, then Mαβ satisfies the algebraic conditions
(4.5) MαγH
γ
β =MβγK
γ
α, MασS
σ
βγ +MβσS
σ
αγ = 0,
where Hαγ , K
γ
α, and Sαβγ are given by (2.3). Multiplying the second equation of (4.5) by M
αβ
yields
(4.6) 0 =MαβMασS
σ
βγ +M
αβMβσS
σ
αγ = δ
β
σS
σ
βγ + δ
σ
αS
σ
αγ = 2S
α
αγ .
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If their are only two dependent variables, then equation (4.6) implies that S112 = S
2
12 = 0. Since
Sαβγ = −S
α
γβ, we have S
α
βγ = 0 for all α, β, γ = 1, 2. Then the algebraic conditions (4.5) can be
expressed as
(4.7) A ·

M11M12
M22

 = 0, A =


H11 −K
1
1 H
2
1 −K
2
1 0
0 H12 −K
1
2 H
2
2 −K
2
2
H12 H
2
2 −K
1
1 −K
2
1
K12 K
2
2 −H
1
1 −H
2
1

 .
If (4.1) admits 2 or more inequivalent Lagrangians, then there are least two linearly independent
solutions to (4.7) and it follows that the rank of A is at most one. Moreover, the rank of A is
one or less if and only if H = K and is rank zero if and only if H = K = λI. From Lemma (4.3),
we deduce that Rank A ≤ 1 if and only if (4.3) is contact equivalent to (4.4).
We will complete the proof of the theorem by analyzing the algebraic conditions (4.7) for
systems of the form (4.4). A calculation of H and K for (4.4) reveals that
H = K =
[
Fu Fv
Gu Gv
]
.
In this case the algebraic conditions (4.7) for the existence of a multiplier Mαβ simplify to
(4.8) FvM11 + (Gv − Fu)M12 −GuM22 = 0
The differential condition (2.4b) reduces to dMαβ = 0. Consequently, solving the variational
multiplier problem for (4.4) is equivalent to determining all constant solutions Mαβ to the
equation (4.8).
There are 3 linearly independent solutions to (4.8) if and only if H = K = λI. In this case
(4.4) is contact equivalent to a system
(4.9) uxy = λ(x, y)u, vxy = λ(x, y) v.
The most general Lagrangian for (4.9) is a linear combination of the Lagrangians L1 = uxuy +
λu2, L2 = uxvy + λuv, and L3 = vxvy + λv
2.
We analyze the case where the rank of A is exactly one and we assume there are two non-
degenerate, linearly independent, constant solutions M1αβ and M
2
αβ to (4.8). We claim there
exists an indefinite multiplierM = (Mαβ) that satisfies (4.8). If one of detM1 < 0 or detM2 < 0,
then we are done, so we assume that detM1 > 0 and detM2 > 0. If
(4.10) M1 =
[
a b
b c
]
, M2 =
[
p q
q r
]
,
then it follows that ac > 0 and pr > 0.We claim there is a scalar µ such that det(M1−µM2) < 0.
Indeed, if
(4.11) P (µ) = det(M1 − µM2) = (detM2)
2 µ2 + (2bq − ar − pc)µ + (detM1)
2,
then the discriminant ∆ can be expressed as
(4.12) ∆ =
(aq − bp)4 + 2(p2 detM1 + a
2 detM2)(aq − bp)
2 + (a2M2 − p
2M1)
2
a2p2
.
It follows from (4.10) and (4.12) that ∆ ≥ 0 with equality holding if and only if M1 = tM2 for
some t ∈ R. Consequently, the polynomial (4.11) has two real roots and there exists µ ∈ R such
that det(M1 − µM2) < 0. Now we have established that if there are two independent solutions
to (4.8), with at least one of the solutions non-degenerate, then there is an indefinite multiplier
Mαβ.
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If we make a linear change of variables uα = Tαγ u¯
γ , then a direct calculation of the Euler-
Lagrange equations for the Lagrangian L and the transformed Lagrangian L¯ verifies that the
corresponding variational multipliers transform according to the rule
(4.13) Mαβ = T
σ
αT
τ
β M¯στ .
After a linear change of variables uα → Tαγ u
γ , we may then assume that the indefinite multiplier
Mαβ is of the form
(4.14) M =
(
0 1
1 0
)
.
Substituting (4.14) into (4.8) implies that Gv − Fu = 0. As a consequence of the de Rham
theorem, we see there exists a smooth function W (x, y, u, v) such that
(4.15) Wv = F, Wu = G.
There is a second multiplier N, independent of M, satisfying (4.8). We may assume, possibly
after subtracting a scalar multiple of M, that
N =
(
a 0
0 b
)
.
According to (4.13), a linear transformation u→ λu, v → λ−1v preserves M and transforms N
as
N→
(
aλ2 0
0 bλ−2
)
.
We may then assume, possibly after a scaling N→ kN, that N has the form
N =
(
1 0
0 ε
)
,
where ε = 0, 1, or −1. Taking into account that (4.15) holds, substituting N into (4.8) implies
that
Wvv − εWuu = 0.
If ε = −1, then W satisfies Laplace’s equation Wuu + Wvv = 0 and there exists a function
Z(x, y, u, v) such that Zu =Wv = F and −Zv = Wu = G. The most general Lagrangian in this
case is given by
L = c1(uxvy +W ) + c2(uxuy − vxvy + Z).
If ε = 0, then Wvv = 0 and (4.4) can be expressed
(4.16) uxy = a
′(u), vxy = a
′′(u)v + b′(u).
The most general Lagrangian for (4.16) is
L = c1[uxuy + 2a(u)] + c2[uxvy + a
′(u)v + b(u)].
If ε = 1, then W satisfies the wave equation and W =W1(u+ v)+W2(u− v). The most general
Lagrangian in the case is
L = c1[uxuy + vxvy + 2W1(u+ v)− 2W2(u− v)] + c2[uxvy +W1(u+ v) +W2(u− v)].
This establishes the second statement of the theorem. 
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Proof of Lemma 4.3. If we assume that two systems u¯x¯y¯ = f¯
α and uxy = f
α are contact
equivalent with the change of coordinates given by (4.2), then the formulas (2.3) and a tedious
application of the chain rule will verify that the transformation rules for H, K, and S are
(4.17) H¯αβ =
1
A′B′
∂u¯α
∂uσ
∂uτ
∂u¯β
Hστ , K¯
α
β =
1
A′B′
∂u¯α
∂uσ
∂uτ
∂u¯β
Kστ , S¯
α
βγ =
∂u¯α
∂uσ
∂uτ
∂u¯β
∂uǫ
∂u¯γ
Sστǫ,
where (∂uα/∂u¯γ) · (∂u¯γ/∂uβ) = δαβ . It follows from (4.17) that the conditions H = K and S = 0
are invariant with respect to transformation (4.2).
For a system uαxy = g
α(x, y, uγ), using (2.3) we see that
(4.18) Hαγ = K
α
γ =
∂gα
∂uγ
, Sαβγ = 0.
From (4.17) and (4.18), we deduce that any system uαxy = f
α(x, y, uγ , uγx, u
γ
y) that is contact
equivalent to uαxy = g
α(x, y, uγ) must necessarily have H = K and Sαβγ = 0.
We now prove that any system
(4.19) uαxy = f
α(x, y, uγ , uγx, u
γ
y)
with the property that H = K and Sαβγ = 0 is equivalent to a system u
α
xy = g
α(x, y, uγ). It
follows from (2.3) that if Hαγ = K
α
γ , then
∂2fα
∂uγx∂u
β
x
= 0,
∂2fα
∂uγy∂u
β
y
= 0, ∀α, β, γ = 1, 2, . . . ,m.
Consequently, equation (4.19) simplifies to an equation of the form
(4.20) uαxy + C
α
βγu
β
xu
γ
y +A
α
γu
γ
x +B
α
γ u
γ
y +G
α = 0,
where Cαβγ , A
α
γ , B
α
γ , and G
α are functions of x, y, and uǫ. Moreover, Sαβγ = 0 if and only if
Cαβγ = C
α
γβ. With a judicious choice of coordinates, we will now eliminate the quadratic terms
of (4.20). If we let uα = gα(x, y, u¯γ), then (4.20) transforms as
(4.21)
∂gα
∂u¯β
u¯βxy +
(
∂gα
∂u¯β∂u¯γ
− Cαǫτ (x, y, g
τ )
∂gǫ
∂u¯β
∂gτ
∂u¯γ
)
u¯βxu¯
γ
y + A¯
α
γ u¯
γ
x + B¯
α
γ u¯
γ
x + G¯
α.
We see that C¯αβγ = 0 whenever g
α satisfies
(4.22)
∂2gα
∂u¯β∂u¯γ
+ Cαǫτ (x, y, g
τ )
∂gǫ
∂u¯β
∂gτ
∂u¯γ
= 0
We differentiate (4.22) with respect to u¯δ, and after substituting from (4.22) and skew-symmetrizing
over β and δ, we obtain the integrability conditions on (4.22)
(4.23)
(
∂Cαǫσ
∂uτ
−
∂Cατσ
∂uǫ
+ CατµC
µ
σǫ − C
α
ǫµC
µ
στ
)
∂gǫ
∂u¯β
∂gσ
∂u¯γ
∂gτ
∂u¯δ
= 0.
On the other hand a calculation of H and K for (4.20) yields
(4.24)
∂2
∂uǫx∂u
τ
y
(Hασ −K
α
σ ) =
∂Cαǫσ
∂uτ
−
∂Cατσ
∂uǫ
+ CατµC
µ
σǫ − C
α
ǫµC
µ
στ .
As a consequence of (4.24), the integrability conditions (4.23) are satisfied whenever H = K.
The system of partial differential equations (4.22) then satisfies the Frobenius condition and we
deduce that there exists, at least locally, a non-degenerate collection of functions gα satisfying
(4.22).
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We may now assume that uαxy = f
α(x, y, uγ , uγx, u
γ
y) is of the form
(4.25) uαxy +A
α
γ (x, y, u
ǫ)uγx +B
α
γ (x, y, u
ǫ)uγy +G
α(x, y, uǫ) = 0.
For (4.25), we calculate
(4.26) Hαγ −K
α
γ =
∂Aαγ
∂uβ
uβx +
∂Bαβ
∂uγ
uβy +A
σ
γB
α
σ −B
σ
γA
α
σ +
∂Aαγ
∂x
−
∂Bαγ
∂y
.
Evidently, Hαγ = K
α
γ only if ∂B
α
γ /∂u
β = ∂Aαγ /∂u
β = 0 for all α, β, and γ. It follows that (4.25)
simplifies to
(4.27) uαxy +A
α
γ (x, y)u
γ
x +B
α
γ (x, y)u
γ
y +G
α(x, y, uβ) = 0.
We now eliminate the functions Aαγ (x, y) and B
α
γ (x, y) from (4.27) with a transformation u
α →
Nαγ (x, y)u
γ , where Nαγ satisfies the system of partial differential equations
(4.28)
∂Nαγ
∂y
+Aατ N
τ
γ = 0,
∂Nαγ
∂x
+Bατ N
τ
γ = 0.
The integrability conditions for (4.28) are given by
(4.29)
∂Aαγ
∂x
+AτγB
α
τ =
∂Bαγ
∂y
+BτγA
α
τ .
As a consequence of (4.26) we see that (4.29) holds whenever H = K. It follows that the system
(4.28) satisfies the Frobenius condition and there exists functions Nαγ (x, y) such that detN
α
γ 6= 0
and (4.28) is satisfied. Moreover, we arrive at an equation of the desired form
(4.30) uαxy = g
α(x, y, uγ).
To prove the final statement of the lemma, we assume that (4.30) has the property that
Hαγ = K
α
γ = λδ
α
γ . A routine calculation shows that H
α
γ = K
α
γ = ∂g
α/∂uγ . It is evident that
Hαγ = ∂g
α/∂uγ = λδαγ if and only if ∂g
α/∂uβ = 0 whenever β 6= α. This means that each
function gα satisfies
(4.31)
∂gα
∂uα
= λ, α = 1, 2, . . . ,m,
with no summation on α. Differentiating equation (4.31) with respect to uβ, 1 ≤ β 6= α ≤ m,
results in ∂λ/∂uβ = 0 for all β. We deduce that λ = λ(x, y) and it becomes apparent from
(4.31) that gα = λ(x, y)uα + kα(x, y). After a transformation uα → uα + mα(x, y), where
mαxy = λm
α + kα, we see that (4.30) is equivalent to uαxy = λ(x, y)u
α. 
5. The Variational Bicomplex For Systems of PDE
In this section we introduce some basic definitions and results used in our solution to the
variational multiplier problem in Section 6, including infinite jet bundles and variational bi-
complexes. As we are only interested in applications to our study of the variational multiplier
problem, our discussion will be of a rather brief nature. For a detailed and intrinsic construction
of variational bicomplex, we refer the reader to [1], [3], [18], and [25].
Let pik : Jk(E) → Rn denote the bundle of k-jets of local sections of the trivial bundle
E = Rn ×Rm. Local coordinates for Jk(Rn, Rm) are given by
(xi, uα, uαi , u
α
i1i2
, uαi1i2i3 , . . . , u
α
i1i2...ik
),
where 1 ≤ i1 ≤ i2 ≤ . . . ik ≤ n and 1 ≤ α ≤ m. There are natural projections pi
l
k : J
l(E)→ Jk(E)
for l ≥ k. The infinite jet bundle over E, J∞(E), is defined as the inverse limit of the sequence
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of finite jet bundles {Jk(E) | k = 0, 1, 2, . . . }, along with the projections pi∞k : J
∞(E) → Jk(E)
and pi∞ : J∞(E)→ Rn. The contact ideal C(J∞(E)) is generated by the 1-forms
θαi1i2...ik = du
α
i1i2...ik
− uαi1i2...ikjdx
j, ∀ k = 0, 1, 2, . . . .
The full exterior algebra Ω∗(J∞(E)) of differential forms on J∞(E) is generated by the 1-forms
dxi, θα, θαi , θ
α
ij, . . . .
There is a bi-grading of the differential forms on J∞(E),
Ωp(J∞(E)) =
⊕
r+s=p
Ωr,s(J∞(E)),
where Ωr,s(J∞(E)) is the C∞(J∞(E))-module generated by differential forms of the type
dxi1 ∧ dxi2 ∧ · · · ∧ dxir ∧ θα1J1 ∧ · · · ∧ θ
αs
Js
.
The exterior derivative d : Ωp(J∞(E))→ Ωp+1(J∞(E)) splits into the horizontal and vertical
differentials d = dH + dV , where
dH : Ω
r,s(J∞(E))→ Ωr+1,s(J∞(E)), dV : Ω
r,s(J∞(E))→ Ωr,s+1(J∞(E)).
Since d2 = 0, it follows that d2H = 0, d
2
V = 0, and dHdV = −dV dH . The local coordinate
expressions for the horizontal and vertical derivatives of a smooth functions f ∈ C∞(J∞(E))
and 1-forms dxi and θαI are given by
dHθ
α
I = dx
i ∧ θαIi, dV θ
α
I = 0, dH(dx
i) = 0, dV (dx
i) = 0,(5.1)
dHf = (Dif) dx
i, dV f =
∂f
∂uα
θα +
∂f
∂uαi
θαi +
∂f
∂uαij
θαij + · · · ,
whereDi denotes total differentiation with respect to x
i. The free variational bicomplex is defined
to be the double complex {Ωr,sJ∞(E), dH , dV }s≥0; r=0,1,...,n.
In our solution to the variational multiplier problem for the f -Gordon systems
(5.2) uαxy = f
α(x, y, uγ , uγx, u
γ
y), α = 1, . . . ,m,
we investigate the existence of certain cohomology classes in the constrained variational bi-
complex associated to a system of partial differential equations. To construct the constrained
variational bicomplex associated to (5.2), we begin with a trivial bundle pi : R2×Rm → R2 and
consider the second-order jet bundle J2(R2,Rm) with coordinates given by
(x, y, uα, uαx , u
α
y , u
α
xx, u
α
xy, u
α
yy), α = 1, . . . ,m.
An f -Gordon system (5.2) defines a (5m + 2)-dimensional submanifold R2
ι
→ J2(E) called the
equation manifold of (5.2). We define the first prolongation of R2 as the 7m + 2-dimensional
submanifold R3
ι
→ J3(E) defined by (5.2) and uαxxy = Dxf
α and uαxxy = Dyf
α. Further dif-
ferentiations of (5.2) will yield submanifolds Rk
ι
→ Jk(E). For convenience we define R0 = E
and R1 = J1(E). We define the infinite prolonged equation manifold R∞ to be the inverse limit
of the sequence {Rk | k = 0, 1, 2, . . . }, along with the natural projections pi∞M : R
∞ → M and
pi∞k : R
∞ → Rk. We remark that there is a unique map ι∞ : R
∞ → J∞(E) that satisfies the
commutative diagram
R∞
ι∞−−−−→ J∞(E)
π∞
k
y yπ∞k
Rk
ι
−−−−→ Jk(E).
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For an f -Gordon system (5.2), coordinates on R∞ are given by
(x, y, uα, uαx , u
α
y , u
α
xx, u
α
yy, u
α
xxx, u
α
yyy , u
α
xxxx, u
α
yyyy , . . . ).
We define the contact ideal C(R∞) onR∞ via the pullback of the contact ideal on J∞(E), that
is C(R∞) = ι∗C(J∞(E)). The contact ideal C(R∞) for an f -Gordon system (5.2) is generated
by the 1-forms {θ, θαx , θ
α
y , θ
α
xx, θ
α
yy, θ
α
xxx, θ
α
yyy, . . . }, where
θα = duα − uαxdx− u
α
ydy, θ
α
x = du
α
x − u
α
xxdx− f
α dy, θαy = du
α
y − f
α dx− uαyydy,
θαxx = du
α
xx − u
α
xxxdx− ι
∗(Dxf
α)dy, θαyy = du
α
yy − ι
∗(Dyf
α)dx− uαyyydy, . . . .
A basis for the C∞(R∞)-module of 1-forms Ω1(R∞) is given by
(5.3) {dx, dy, θα, θαx , θ
α
y , θ
α
xx, θyy, θ
α
xxx, θ
α
yyy, . . . }
For every p, we have a bi-grading Ωp(R∞) =
⊕
Ωr,s(R∞), where r + s = p and Ωr,s(R∞) =
ι∗∞Ω
r,s(J∞(E)). The exterior derivative d : Ωp(R∞) → Ωp+1(R∞) splits as d = dH + dV ,
where dH : Ω
r,s → Ωr+1,s and dV : Ω
r,s → Ωr,s+1 are the horizontal and vertical differentials,
respectively. In the following section we will frequently use the dH and dV structure equations
for the coframe (5.3), which are given by dH dx = dH dy = dV dx = dV dy = 0,
dHθ
α = dx ∧ θαx + dy ∧ θ
α
y , dHθ
α
x = dx ∧ θ
α
xx + dy ∧ dV f
α,(5.4)
dHθ
α
y = dx ∧ dV f
α + dy ∧ θαyy, dV θ
α = dV θ
α
xi = dV θ
α
yj = 0,
dH g = Dxg dx+Dyg dy, dV g =
∂g
∂uα
θα +
∂g
∂uαx
θαx +
∂g
∂uαy
θαy + · · · ,
where g ∈ C∞(R∞) and Dx and Dy denote total differentiation constrained to the equation
manifold R∞.
Definition 5.1. The constrained variational bicomplex Ω∗,∗(R∞, dH , dV ) associated to an f -
Gordon system is the pullback of the free variational bicomplex Ω∗,∗(J∞(E), dH , dV ) by ι∞ :
R∞ → J∞(E). xdV xdV xdV
0 −−−−→ Ω0,2(R∞)
dH−−−−→ Ω1,2(R∞)
dH−−−−→ Ω2,2(R∞)xdV xdV xdV
0 −−−−→ Ω0,1(R∞)
dH−−−−→ Ω1,1(R∞)
dH−−−−→ Ω2,1(R∞)xdV xdV xdV
0 −−−−→ R −−−−→ Ω0,0(R∞)
dH−−−−→ Ω1,0(R∞)
dH−−−−→ Ω2,0(R∞)
The columns of the variational bicomplex on R∞ are locally exact, while the rows will not be
exact in general. We define the horizontal cohomology classes of the variational bicomplex by
Hr,s(R∞) =
{ω ∈ Ωr,s(R∞) | dHω = 0}
{dHη | η ∈ Ωr−1,s(R∞)}
, r = 1, 2, s ≥ 0.
It is easy to see that Hr,s(R∞) is a vector space over R. The cohomology classes in Hr,s(R∞)
have interesting interpretations. For example, each class [ω] = H1,0(R∞) represents a classical
conservation law. Indeed, if ω =M dx+N dy, then dHω = 0 if and only if DxM = DyN when
restricted to the equation manifold R∞. We refer to a cohomology class [ω] ∈ H1,s(R∞) as a
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type (1, s) conservation law or form-valued conservation law. In the following section, we will
show that the solution to the variational multiplier problem is closely related to the existence of
non-trivial classes [ω] ∈ H1,2(R∞). Since systems of the form (5.2) are of Cauchy-Kovaleskaya
type, it follows from a general result of Vinogradov [25] that the horizontal cohomology spaces
H0,s(R∞) satisfy
(5.5) H0,0(R∞) = R, H0,s(R∞) = 0, s > 0.
We remark that (5.5) was also established in [5] by constructing a coframe adapted to systems
(5.2).
6. Derivation of Necessary and Sufficient Conditions for the Existence of a
Variational Multiplier
Our first result states that the problem of determining all Lagrangians and variational mul-
tipliers for an f -Gordon system is equivalent to determining all d closed forms ω ∈ Ω1,2(R∞)
of a certain type. We also give a description of the general form of possible Lagrangians for
an f -Gordon system. Finally, we show that a variational multiplier has no one-jet dependence.
Proposition (6.1) along with Corollaries (6.2) and (6.3) will suffice to establish Proposition (2.1),
which was stated without proof in Section 2.
Theorem 6.1. For a system of differential equations uαxy = f
α(x, y, uγ , uγx, u
γ
y) the following
statements are equivalent.
(i) There exists a type (1, 2) form
(6.1) ω = (Tαβ dx+ Sαβ dy) ∧ θ
α ∧ θβ + Rαβ( θ
α ∧ θβx ∧ dx − θ
β ∧ θαy ∧ dy )
such that dω = 0 on R∞.
(ii) There exists a first-order multiplierMαβ(x, y, u
γ , uγx, u
γ
y) and a first-order Lagrangian L(x, y, uγ , u
γ
x, u
γ
y)
such that Eα(L) =Mαβ(u
β
xy − f
β).
(iii) There exists a multiplier Mαβ =Mαβ(x, y, u
γ) and a Lagrangian
L = −Rαβ(x, y, u
γ)uαxu
β
y +Qα(x, y, u
γ)uαx + Pα(x, y, u
γ)uαy +N(x, y, u
γ)
such that Eα(L) =Mαβ
(
uβxy − f
β
)
.
Proof. We first show that (i) implies (iii). Suppose that ω is given by (6.1) and that dω = 0. on
R∞. It follows immediately that dHω = dV ω = 0. A routine calculation using (5.4) shows that
if dV ω = 0, then Rαβ = Rαβ(x, y, u
ǫ) and ω is of the form
ω =
[
1
2
(
∂Rαγ
∂uβ
−
∂Rβγ
∂uα
)
uγx + T
0
αβ(x, y, u
ǫ)
]
θα ∧ θβ ∧ dx+Rαβθ
α ∧ θβx ∧ dx
+
[
1
2
(
∂Rγβ
∂uα
−
∂Rγα
∂uβ
)
uγy + S
0
αβ(x, y, u
ǫ)
]
θα ∧ θβ ∧ dy −Rβαθ
α ∧ θβy ∧ dy.
If we define ρ0 ∈ Ω
1,1(R∞) by
ρ0 = −Rαβu
β
x θ
α ∧ dx+Rβαu
β
y θ
α ∧ dy,
then using(5.4) we see that
ω − dV ρ0 = T
0
αβ θ
α ∧ θβ ∧ dx+ S0αβ θ
α ∧ θβ ∧ dx.
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Since dV (ω − dV ρ0) = 0, there exists a form ρ1 ∈ Ω
1,1(R∞) such that dV ρ1 = ω − dV ρ0. Since
the functions S0αβ and T
0
αβ have no 1-jet dependence, we may choose ρ1 to be of the form
ρ1 = −Pα(x, y, u
ǫ) θα ∧ dx+Qα(x, y, u
ǫ) θα ∧ dy.
We now define ρ = ρ0 + ρ1 so that dV ρ = ω. Since dV dH = −dV dH , we have dV (dHρ) =
−dHdV ρ = −dHω = 0 on R
∞. Therefore there is a Lagrangian form λ ∈ Ω0,2(R∞) with
dV λ = dHρ on R
∞. We will now show that λ = Ldx ∧ dy, where L is of the form given in
statement (iii). Computing dHρ on J
∞(E) yields
dHρ = −
[
(Rαβ +Rβα)u
β
xy + gα(x, y, u
ǫ, uǫx, u
ǫ
y)
]
θα ∧ dx ∧ dy−(
Rαβu
β
x + Pα
)
θαy ∧ dx ∧ dy −
(
Rβαu
β
y +Qα
)
θαx ∧ dx ∧ dy,
where
gα =
(
∂Rαβ
∂uγ
+
∂Rγα
∂uβ
)
uβxu
γ
y +
(
∂Rαβ
∂y
+
∂Qα
∂uβ
)
uβx(6.2)
+
(
∂Rβα
∂x
+
∂Pα
∂uβ
)
uβy +
∂Pα
∂y
+
∂Qα
∂x
.
When restricted to R∞,
−dHρ =
[(
2R(αβ)f
β + gα
)
θα +
(
Rαβu
β
x + Pα
)
θαy +
(
Rβαu
β
y +Qα
)
θαx
]
∧ dx ∧ dy,
where R(αβ) = (Rαβ +Rβα)/2 and gα is given by (6.2). Since λ = Ldx ∧ dy and dV λ = dHρ on
R∞, we see that L must satisfy
∂L
∂uα
= −2R(αβ)f
β − gα,
∂L
∂uαx
= −Rβαu
β
y −Qα,
∂L
∂uαy
= −Rαβu
β
x − Pα.
It follows that there exists a function N(x, y, uǫ) such that
(6.3) L = −
(
Rαβu
β
xu
α
y +Qαu
α
x + Pαu
α
y +N(x, y, u
ǫ)
)
.
If we apply the Euler-Lagrange operator E(λ) = Eα(L) θ
α ∧ dx ∧ dy on J∞(E), then
dHρ+ E(λ) = dV (λ).
Since dHρ = dV λ when restricted to the equation manifoldR
∞, we deduce that implies ι∗E(λ) =
0. On the other hand, a direct computation of the Euler-Lagrange equations for (6.3) gives us
Eα(L) = 2R(αβ)u
β
xy + gα +
∂L
∂uα
.
Since ι∗Eα(L) = 0 for all α, we get gα + ∂L/∂u
α = −2R(αβ)f
β, which implies
Eα(L) = 2R(αβ)(u
β
xy − f
β),
and (iii) is proved. Moreover, the multiplier Mαβ is defined by Mαβ = Rαβ +Rβα.
We now prove that statement (iii) implies (i). Assume that there is a variational multiplier
Mαβ(x, y, u
γ), a first-order Lagrangian λ = Ldx ∧ dy, where L is of the form (6.3), and
(6.4) Eα(L) =Mαβ(u
β
xy − f
β).
Note that (6.4) explicitly determines that the multiplier is Mαβ = Rαβ + Rβα. By the first
variational formula (See [1], Corollary 5.3), we have E(λ) + dHη = dV λ, where
η =
∂L
∂uαy
θα ∧ dx−
∂L
∂uαx
θα ∧ dy.
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Since ι∗E(λ) = 0, it follows that ι∗dHη = dV λ. Then define ω = dV η and the resulting calculation
of dω on the equation manifold is
dω = dHdV ω + dV ω = dH(dV η) + dV dV η = −dV dV λ = 0.
Moreover, using (5.4) to compute dV η will verify that ω is of the form (6.1).
We have proven that (i) is equivalent to (iii), and clearly (iii) implies (ii). Assume that
(ii) holds and there is a first-order Lagrangian L(x, y, uγ , uγx, u
γ
y) and a variational multiplier
Mαβ(x, y, u
γ , uγx, u
γ
y) for the system uβxy = f
β. We will show that this implies (iii). Calculating
the Euler-Lagrange equations for an arbitrary first-order Lagrangian, we find that
(6.5) Eα(L) = −
∂2L
∂uαx∂u
β
x
uβxx −
(
∂2L
∂uαx∂u
β
y
+
∂2L
∂uαy ∂u
β
x
)
uβxy −
∂2L
∂uαy ∂u
β
y
uβyy +Gα,
where Gα is a first-order function. On the other hand, we are assuming
(6.6) Eα(L) =Mαβ
(
uβxy − f
β(x, y, uγ , uγx, u
γ
y)
)
,
where Mαβ is a non-degenerate first-order multiplier. Comparing (6.5) and (6.6), we deduce
that
(6.7)
∂2L
∂uαx∂u
β
x
= 0,
∂2L
∂uαy ∂u
β
y
= 0.
It follows that L is of the form given in statement (iii) and the fact that Mαβ has no one-
jet dependence follows immediately from a calculation of the Euler-Lagrange equations for a
Lagrangian satisfying (6.7). 
The following corollary states that a Lagrangian λ corresponding to a type (2,1) cohomology
class [ω] is unique up to modification by a total divergence.
Corollary 6.2. Let ω be given by (6.1) with dω = 0. If
λ = L(x, y, uγ , uγx, u
γ
y) dx ∧ dy, λ
′ = L′(x, y, uγ , uγx, u
γ
y) dx ∧ dy
are two Lagrangians and η, η′ ∈ Ω1,1(R∞) satisfy
dHη = dV λ, dHη
′ = dV λ
′, dV η = dV η
′ = ω,
then λ′ = λ+ dHβ for some form β ∈ Ω
1,0(R∞).
Proof. Since dV (η
′ − η) = 0, there exists a form β0 ∈ Ω
1,0(R∞) such that η′ = η + dV β0. It
follows that
dV λ
′ = dHη
′ = dH(η + dV β0) = dV λ+ dHdV β0 = dV (λ− dHβ0).
Consequently, λ and λ′ satisfy
dV (λ
′ − λ+ dHβ0) = 0,
or equivalently that
λ′ − λ+ dHβ0 = a(x, y) dx ∧ dy.
Defining β = β0 −A(x, y) dy, where Ax(x, y) = a(x, y), we have that
η′ = η + dV β and λ
′ = λ− dHβ,
as required. 
The following corollary gives a description the general form of a f -Gordon systems that is vari-
ational. Corollary (6.3), along with Theorem (6.1) and Corollary (6.2), establishes Proposition
(2.1).
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Corollary 6.3. If uβxy = f
β(x, y, uγ , uγx, u
γ
y) has a nonsingular variational multiplier Mαβ , then
fβ = Cβǫτu
ǫ
xu
τ
y +A
β
ǫ u
ǫ
x +B
β
ǫ u
ǫ
y +G
β ,
where Aβǫ , B
β
ǫ , C
β
ǫτ , G
β ∈ C∞(J0(E)).
Proof. According to Theorem (6.1), we may assume that there is Lagrangian L of the form (6.3)
and a variational multiplier Mαβ(x, y, u), with detMαβ 6= 0 and
(6.8) Eα(L) =Mαβ(u
β
xy − f
β).
On the other hand, the Euler-Lagrange equations for (6.3) are explicitly given by
Eα(L) = (Rαβ +Rβα)u
β
xy +
(
∂Rαγ
∂uβ
+
∂Rβα
∂uγ
−
∂Rβγ
∂uα
)
uβxu
γ
y +(6.9) (
∂Qα
∂uβ
−
∂Qβ
∂uα
+
∂Rαβ
∂y
)
uβx +
(
∂Pα
∂uβ
−
∂Pα
∂uβ
+
∂Rαβ
∂x
)
uβy −
∂N
∂uα
+
∂Qα
∂x
+
∂Pα
∂y
.
Clearly,Mαβ = (Rαβ+Rβα) and multiplying equations (6.8) and (6.9) byM
αγ , whereMαγMγβ =
δαβ , yields the desired result. 
In view of Theorem (6.1), we see that solving the multiplier problem is equivalent to finding
all type (1,2) forms ω of the form (6.1) with dω = 0. From Corollary (6.3), we can restrict
ourselves to examining systems of partial differential equations
(6.10) uαxy + C
α
γǫ(x, y, u
β)uγxu
ǫ
y +A
α
γ (x, y, u
β)uγx +B
α
γ (x, y, u
β)uγy +G
α(x, y, uβ) = 0.
For systems (6.10), the following proposition gives necessary and sufficient conditions for dω = 0.
Proposition 6.4. There exists a differential form ω ∈ Ω1,2(R∞) of type (6.1) with dω = 0 if
and only if Mαβ = (Rαβ +Rβα) /2 satisfies Mαβ =Mαβ(x, y, u
γ) and
Mαγ H
γ
β =Mβγ K
γ
α,(6.11)
Mαγ S
γ
βǫ = −Mβγ S
γ
αǫ,(6.12)
dMαβ =Mαγ Ω
γ
β +Mβγ Ω
γ
α,(6.13)
where Sγβǫ = C
γ
βǫ − C
γ
ǫβ and Ω
γ
α = C
γ
βǫ du
ǫ +Bγα dx+A
γ
α dy.
Proof. In the proof of Theorem (6.1) we showed that if dV ω = 0, then Rαβ has no 1-jet depen-
dence. Since Mαβ = (Rαβ + Rβα)/2, it follows immediately that the functions Mαβ depends
only x, y and u.
To simplify our calculations, we define ω′ = ω− 14dH (Rαβ −Rβα) θ
α∧θβ. A routine calculation
using (5.4) yields
(6.14) ω′ = (Tαβdx+ Vαβdy) ∧ θ
α ∧ θβ +Mαβ(θ
α ∧ θβx ∧ dx− θ
β ∧ θαy ∧ dy),
where Mαβ = (Rαβ +Rβα)/2. Without loss of generality we may assume that Tαβ and Vαβ are
skew-symmetric. Using (5.5) and the exactness of the columns of the variational bicomplex, it
can be shown that dω = 0 if and only if dHω
′ = 0 and dV ω
′ is dH exact. We will later show
that if dHω
′ = 0 for (6.14), then dV ω
′ is necessarily dH exact.
We first calculate dHω
′ and show that dHω
′ = 0 if and only if (6.11)-(6.13) hold. Using (5.4)
we calculate
dHω
′ =
[
(DxVαβ −DyTαβ) θ
α ∧ θβ − 2Mαβθ
α ∧ (dV f
β)
]
∧ dx ∧ dy−(6.15) [
(DyMαβ − 2Vαβ) θ
α ∧ θβx + (DxMαβ + 2Tαβ) θ
α ∧ θβy
]
∧ dx ∧ dy.
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It follows that dHω
′ = 0 if and only if
DxMαβ + 2Tαβ + 2Mαγ
∂fγ
∂uβy
= 0, DyMαβ − 2Vαβ + 2Mαγ
∂fγ
∂uβx
= 0,(6.16)
DxVαβ −DyTαβ −Mαγ
∂fγ
∂uβ
+Mβγ
∂fγ
∂uα
= 0.(6.17)
Decomposing the two equations (6.16) into their symmetric and skew symmetric parts produces
four equations
DxMαβ = −Mαγ
∂fγ
∂uβy
−Mβγ
∂fγ
∂uαy
, DyMαβ = −Mαγ
∂fγ
∂uβx
−Mβγ
∂fγ
∂uαx
,(6.18)
Tαβ =
1
2
(
Mβγ
∂fγ
∂uαy
−Mαγ
∂fγ
∂uβy
)
, Vαβ =
1
2
(
Mαγ
∂fγ
∂uβx
−Mβγ
∂fγ
∂uαx
)
.(6.19)
Substituting (6.19) into (6.17) and taking (6.18) into account, we arrive at
(6.20) Mαγ(H
γ
β +K
γ
β ) =Mβγ(H
γ
α +K
γ
α).
where
Hγα =
∂fγ
∂uα
+
∂fγ
∂uτy
∂f τ
∂uαx
−Dx
[
∂fγ
∂uαx
]
, Kγα =
∂fγ
∂uα
+
∂fγ
∂uτx
∂f τ
∂uαy
−Dy
[
∂fγ
∂uαy
]
.
It follows that dHω
′ = 0 if and only if (6.18) and (6.20) hold. For a system of differential
equations (6.10), we expand (6.18) to arrive at
∂Mαβ
∂x
+
∂Mαβ
∂uǫ
uǫx =Mαγ
(
Cγǫβu
ǫ
x +B
γ
β
)
+Mβγ (B
γ
ǫαu
ǫ
x +A
γ
α) ,
∂Mαβ
∂y
+
∂Mαβ
∂uǫ
uǫy =Mαγ
(
Cγβǫu
ǫ
y +A
γ
β
)
+Mβγ
(
Cγαǫu
ǫ
y +A
γ
α
)
.
Since Mαβ has no first-order dependence, we have
∂Mαβ
∂uǫ
=MαγC
γ
βǫ +MβγC
γ
αǫ,
∂Mαβ
∂uǫ
=MαγC
γ
ǫβ +MβγC
γ
ǫα,(6.21)
∂Mαβ
∂x
=MαγB
γ
β +MβγB
γ
α,
∂Mαβ
∂y
=MαγA
γ
β +MβγA
γ
α.
It follows that (6.21) is equivalent to conditions (6.12) and (6.13). If (6.12) holds, then it can
be shown that the integrability conditions d2Mαβ = 0 for (6.13) are
(6.22) Mασ
(
Hσβ −K
σ
β
)
+Mβσ (H
σ
α −K
σ
α) = 0.
Equations (6.22) and (6.20) both hold if and only if MασH
σ
β = MβσK
σ
α , which is precisely
condition (6.11).
We now show that dV ω
′ is dH exact whenever dHω
′ = 0. We claim that dHζ = dV ω
′ for
(6.23) ζ = 16MασS
σ
βγ θ
α ∧ θβ ∧ θγ
From (6.10), (6.14), and (6.19), we deduce that ω′ can be expressed as
ω′ =Mασ
(
Cστβu
τ
x +B
σ
β
)
θα ∧ θβ ∧ dx+Mαβ θ
α ∧ θβx ∧ dx−
Mασ
(
Cσβτu
τ
y +A
σ
β
)
θα ∧ θβ ∧ dy −Mαβθ
α ∧ θβy ∧ dy.
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We now calculate dV ω
′ − dHζ. Since we are assuming that dHω
′ = 0, we use (6.12), (6.13), and
the fact that Sσβγ = C
σ
βγ − C
σ
γβ to arrive at
dV ω
′ − dHζ = Qαβγ θ
α ∧ θβ ∧ θγ ∧ dx + Rαβγ θ
α ∧ θβ ∧ θγ ∧ dy +(6.24) [(
1
2MασS
σ
βγ −MγσC
σ
αβ
)
θγx ∧ dx −
(
1
2MασS
σ
βγ −MγσC
σ
αβ
)
θγy ∧ dy
]
∧ θα ∧ θβ,
where Qαβγ and Rαβγ are totally skew-symmetrized expressions depending on Mαβ, C
α
βγ , A
α
γ ,
Bαγ and their derivatives. If we skew-symmetrize over α and β, it follows from (6.12) that (6.24)
simplifies to
(6.25) dV ω
′ − dHζ = Qαβγθ
α ∧ θβ ∧ θγ ∧ dx+Rαβγθ
α ∧ θβ ∧ θγ ∧ dy
Since dH(dV ω
′− dHζ) = −dV (dHω
′) = 0, applying dH to the right hand side of (6.25) produces
the equation
(6.26)
[
3Qαβγθ
α
y − 3Rαβγθ
α
x + (DyQαβγ −DxRαβγ)θ
α
]
∧ θβ ∧ θγ ∧ dx ∧ dy = 0.
It follows form (6.26) that Qαβγ = Rαβγ = 0 and we can conclude that dV ω
′ = dHζ. 
7. Concluding Remarks
We conjecture that the methods used in this paper can be used to obtain a complete solution
of the inverse problem for systems of the form
(7.1) gij(x, y, uγ)hαβu
β
ij + fα(x
k, uγ , uγk) = 0,
where α, β = 1, . . . ,m and i, j = 1, . . . , n. In particular, if det gij 6= 0 and dethαβ 6= 0, then
the system (7.1) is a generalization of harmonic map equation. A partial solution of the inverse
problem harmonic map equation was obtained was obtained by Henneaux [14]. It would be
some interest to derive a set of invariant analogous to the invariant derived in this paper that
completely characterize the existence of Lagrangians for systems (7.1).
Appendix
To complete our solution to the inverse problem, we have the following general result on
existence of solutions to systems of total differential equations with an algebraic constraint.
Proposition (A.1) establishes (2.9) and (2.11) and completes the proof of Theorem (2.4).
Proposition A.1. Consider the system of total differential equations
(A.1)
∂zα
∂xi
= Aαγi(x)z
γ 1 ≤ α ≤ m; 1 ≤ i ≤ n,
coupled with the algebraic condition
(A.2) Baγ(x)z
γ = 0, 1 ≤ a ≤ l.
Suppose the integrability conditions for (A.1) are satisfied whenever (A.2) holds and that given
x0 ∈ R
n, there exists a neighborhood U of x0 such that Rank
{
Baγ (x0)
}
= Rank
{
Baγ (x)
}
= k ≤ l,
for all x ∈ U. We also assume that the algebraic system (A.2) is complete in the sense that
differentiating (A.2) and substituting from (A.1) produces no new algebraic conditions. Given
x0 ∈ U ⊂ R
n and z0 ∈ R
m with Baγ(x0)z
γ
0 = 0, there exists unique smooth functions z
α = zα(x)
defined on a neighborhood V ⊂ U of x0, such that z
α(x) satisfy both (A.1) and (A.2), and
zα(x0) = z
α
0 .
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Remark A.2. For the more geometrically inclined reader we note that Proposition (A.1) is
a special case of the following result: For an m + n dimensional manifold M let I ⊂ Ω1(M)
denote an exterior differential system of rank m and let q be a regular value of a smooth map
F : M → Q. Assume for all p ∈ Σ = F−1(q) we have I⊥p ⊂ Ker (F∗ : TpM → TqQ) and that
I
|Σ
is a Frobenius system. Then for all p0 ∈ Σ ⊂ M there is a unique maximal n-dimensional
integral manifold φ : N →M through p0 such that φ(N) ⊂ Σ.
Proof. Since we are only constructing local solutions to (A.1) and (A.2), we will assume that
Rank{Baα(x)} = k for all x ∈ R
n. Assume that no additional algebraic constraints are created if
we differentiate (A.2) with respect to xi and substitute from (A.1). This guarantees the existence
of functions Gaci(x) such that
(A.3)
∂Baγ
∂xi
+Baσ A
σ
γi = G
a
ciB
c
γ .
The system of differential equations (A.1) are associated with the C∞ distribution ∆ on
Rn ×Rm generated by the vector fields
(A.4) Xi =
∂
∂xi
+Aγσiz
σ ∂
∂zγ
, i = 1, 2, . . . , n.
We then define the C∞ function F : Rn ×Rm → Rl by F (x, z) = Baγ(x)z
γ and let Σ = F−1(0).
As a consequence of (A.3) we see that Rank{DF(x,z)} = Rank {B
a
γ (x)} = k for all (x, z) ∈ Σ.
It follows immediately that Σ ⊂ Rn ×Rm is regular submanifold of dimension m + n − k. In
addition, we can use (A.3) to show that Xi(B
a
γ z
γ) vanishes identically for all (x, z) ∈ Σ. We
conclude that for any p ∈ Σ and i = 1, 2, . . . ,m,
(A.5) Xi|p ∈ Ker(F∗ : TpR
n+m → T0R
l) = TpΣ.
It follows from (A.5) that ∆|Σ is a C
∞ distribution on the submanifold Σ. (See Boothby [6],
Lemma IV.2.4.) If the integrability conditions are satisfied for (A.1) whenever (A.2) holds, then
∆|Σ is involutive. For any point (x0, z0) ∈ Σ, we can invoke the Frobenius Theorem to obtain a
unique maximal integral manifold φ : V → Σ with V ⊂ Rn, φ(0) = (x0, z0), and Tp φ(V ) = ∆p.
Moreover, φ is C∞ viewed as map φ : V → Rn+m and φ(V ) defines the graph of a smooth
solution zα(x) to the system of differential equations (A.1). Since φ(V ) ⊂ Σ, we see that zα(x)
satisfies the algebraic condition (A.2). 
References
[1] I.M. Anderson, The Variational Bicomplex, Technical Report, Utah State University, (1993).
[2] I.M. Anderson and T.E. Duchamp, Variational principles for second-order quasi-linear scalar equations, Jour.
Differential Equations, 51, (1984), no. 1, 1–47. MR 0727029 (85k:35005)
[3] I.M. Anderson and N. Kamran, The Variational Bicomplex for hyperbolic second-order scalar partial differ-
ential equations the plane, Duke Math J. 87 (1997), no. 2, 265–319. MR 1443529 (98e:58183)
[4] I.M. Anderson and G. Thompson, The inverse problem of the calculus of variations for ordinary differential
equations, Mem. Amer. Math. Soc. 98, no. 473, 1992. MR 1115829 (92k:58070)
[5] M. Biesecker, Geometric Studies in Hyperbolic Systems in the Plane Ph.D. Dissertation, Utah State Univer-
sity, 2004.
[6] W.M. Boothby, An Introduction to Differentiable Manifolds and Riemannian Geometry, 2nd Edition, Aca-
demic Press, 1986.
[7] M. Crampin, G.E. Prince, W. Sarlet, and G. Thompson, The inverse problem of the calculus of variations:
separable systems, Acta. Appl. Math. 57, (1999), no. 3, 239–254. MR 1722045 (2000j:58031)
[8] M. Crampin, W. Sarlet, E. Mart´ınez, G.B. Byrnes, and G.E. Prince, Toward a geometrical understanding of
Douglas’s solution of the invserse problem in the calculus of variations, Inverse Problems, 10 (1994), no. 2,
245–260. MR 1269007 (95e:49042)
THE INVERSE PROBLEM OF THE CALCULUS OF VARIATIONS 23
[9] J. Douglas, Solution to the inverse problem of the calculus of variations, Trans. Amer. Math. Soc., 50, (1941),
71–128. MR 0004740 (3,54c)
[10] G. Darboux, Lecon sur la theorie generale des surfaces, Gauthier-Villars, Paris, 1894.
[11] H. Eichenherr and M. Forger, Higher local conservation laws for nonlinear sigma models on symmetric spaces,
Commun. Math. Physics, 82, ( 1981), no. 2, 227–255. MR 639059 (83a:81046)
[12] M. Fels, The inverse problem of the calculus of variations for scalar fourth-order ordinary differential equa-
tions, Trans. Amer. Math. Soc., 384, (1996), no. 12, 5007–5029. MR 1373634 (97f:49047)
[13] I. Hauser and F.J. Ernst, Proof of a generalized Geroch conjecture for the hyperbolic Ernst equation, Gen.
Relativity and Grav., 33, (2001), no. 2, 195–293. MR 1834878 (2002h:83026),
[14] M. Henneaux, On the inverse problem of the calculus Of variations In field theory, J. Phys. A, 17, no. 1,
(1984), 75–85. MR 734109 (85h:49085)
[15] M. Henneaux and L.C. Shepley, Lagrangians for spherically symmetric potentials, J. Math. Phys., 23, (1982),
no. 11, 2101–2107. MR 680007 (84c:70016)
[16] M. Jura´sˇ, Geometric Aspects of Second-Order Hyperbolic Differential Equations in the Plane, Ph.D. Disser-
tation, Utah State University, 1997.
[17] M. Jura´sˇ, The inverse problem of the calculus of variations for sixth and eighth-order scalar ordinary differ-
ential equations, Acta. Appl. Math., 66, (2000), no. 1, 25–39. MR 1840898 (2002d:58024)
[18] N. Kamran, Selected Topics in The Geometrical Study of Differential Equations, CBMS Regional Conference
Series in Mathematics, vol. 96, AMS Publications, Providence, RI, 2002. MR 1908466 (2003g:58061)
[19] J.L. Koszul, Homologie et cohomologie des alge`bres de Lie, Bull. Fren. Math. Soc., 78, (1950), 65–127.
MR 0036511 (12,120g)
[20] A.N. Leznov and M.V Saveliev, Representation theory and integration of nonlinear spherically symmetric
squations to gauge theories, Commun. Math. Phys., 74, (1980), no. 2, 111–118. MR 576266 (81h:81073)
[21] J.F. Plebanski, Wronskians, Geometry, and Some General Solutions to the Nonlinear Liouville-like PDE’s,
J. Math Phys., 29, (1988), no. 10, 2162–2174. MR 962550 (89j:58006)
[22] W. Sarlet, M. Crampin, and E. Mart´ınez, The integrability conditions in the inverse problem of the calculus
of variations for second-order ordinary differential equations, J. Phys. A, 54 (1998), 233–273. MR 1671779
(99m:58072)
[23] W. Sarlet, G. Thompson, and G.E Prince, The inverse problem of the calculus of variations: the use of
geometrical calculus in Douglas’s analysis, Trans. Amer. Math. Soc., 354 (2002), 2897–2919. MR 1895208
(2002m:37075)
[24] P.J. Vassiliou, On some geometry associated with a generalized Toda lattice , Bull. Austral. Math., 49 (1994),
no. 3, 439–462. MR 1274524 (95i:58097)
[25] A.V. Vinogradov, The C-spectral sequence, Lagrangian formalism and conservation laws, I and II , Math.
Anal. Appl., 100 (1984), no. 1, 1–129. MR 739952 (85j:58150b)
Department of Mathematics and Statistics, South Dakota State University, Brookings, SD 57006
E-mail address: Matt.Biesecker@sdstate.edu
