Abstract-A collection of converse theorems for integral quadratic constraints (IQCs) is established for linear time-invariant systems. It is demonstrated that when a system interconnected in feedback with an arbitrary system satisfying an IQC is stable, then the given system must necessarily satisfy the complementary IQC. These theorems are specialized to derive multiple versions of converse passivity results. They cover standard notions of strict passivity as well as passivity indices that characterize the tradeoffs between passivity surplus and deficit. Converse frequency-weighted small-gain and passivity theorems are also established.
I. INTRODUCTION
Integral quadratic constraints (IQCs) are a wellestablished tool for robustness analysis of feedback interconnected systems from the input-output perspective [17] , and stand as a parallel to the state-space methods based on dissipativity [24] , [16] , [2] . The IQC analysis, as it was first introduced in [18] , provides a sufficient condition under which robust closed-loop stability of nonlinear systems can be certified. It generalizes the standard small-gain and passivity results, besides allowing the use of dynamical multipliers to reduce conservatism. Despite its immense versatility, necessity of the IQC condition has rarely been studied in the literature. The objective of this paper is to establish certain converse IQC results in the linear timeinvariant (LTI) setting, so as to further substantiate and promote the utility of IQCs in robust stability analysis.
The converse IQC results in this paper are concerned with uncertainties described by IQCs. Specifically, it is shown in Section III that if a feedback interconnection of a given system and any uncertain system satisfying an IQC is (robustly) stable, then the given system must satisfy the complementary IQC. The proof relies on the multiplier admitting a specific J-spectral factorization [6] and the construction of a destablizing open-loop component in the well-known smallgain theorem [25] . In effect, the results demonstrate that IQC analysis is not conservative if the feedback interconnection is required to be robust against all the uncertainties as characterized by a specific IQC.
By specializing the IQC results to particular forms of multipliers, various versions of converse passivity theorems are derived in Section IV. They cover both input and output strict passivity [22] , as well as compensation for the lack of passivity in one subcomponent with excess passivity in another, as elegantly quantified by the notion of passivity indices [23] , [3] , [15] , [22] . While converse passivity theorems have been investigated in the time-varying setting in [13] , they cannot be used to recover the LTI results in this paper. In particular, the set of (nonlinear time-varying) uncertainties in [13] is larger than that considered in this paper, which is taken to be LTI. This gives rise to different ramifications in the sufficiency and necessity proofs of the results. Furthermore, unlike the necessity proofs in [13] , which rely on the Sprocedure lossless theorem [19] , the ones in this paper are constructive. It is also noteworthy that the singleinput-single-output version of the converse passivity theorems in this paper has been considered in [4] using arguments from the Nyquist stability theory. The latter paper is motivated by applications in robotics, as is further elaborated in [21] . Specifically, in order to guarantee the stability of a controlled robot interacting with a passive but otherwise unknown environment, the converse passivity theorem dictates that the robot must exhibit some form of strict passivity as seen from its interaction ports.
In Section V, we establish a generalization of a converse IQC result to infinite-dimensional multipliers. This is subsequently employed to prove converse frequency-weighted small-gain and passivity theorems.
They naturally extend the standard small-gain and passivity results through the use of frequency weights so as to reduce conservatism in robustness analysis.
The results presented in Section IV can be proven via a path that is technically more direct and of a similar spirit [10] . The approach adopted in [10] focuses only on obtaining the converse passivity results, while the theorems presented in Sections III to V are applicable in a much broader range, where uncertain LTI systems are characterized by general quadratic forms that may even be defined by infinite-dimensional multipliers.
Concluding remarks are provided and several future research directions discussed in Section VI. The next section presents the notation and mathematical preliminaries used throughout the paper.
II. NOTATION AND PRELIMINARIES
The results described in this paper hold in both the continuous-time (CT) and discrete-time (DT) domains. Thus, notation is selected to facilitate the development that respects this fact.
denote the sets of real (complex) numbers, n-dimensional real (complex) vectors, and n × m real (complex) matrices, respectively. Let the extended real setR := R ∪ {±∞} and the nonnegative orthant of R n be denoted by R n + . The sets of integers and non-negative integers are denoted as Z and Z + , respectively. The so-called "stability region" is denoted by S, which represents the open left-half of the complex plane for the CT case, and the open unit disk for the DT case. The boundary of S (i.e., "stability boundary") is denoted by ∂S, which is the imaginary axis for the CT case and the unit circle for the DT case. The "instability region" is the complement of S, denoted as S c . Given a matrix M , the transpose and conjugate transpose are denoted by M T and M * , respectively. The maximum singular value of M is denoted bȳ σ(M ). For a square matrix M , the Hermitian part of M (scaled by a factor of 2) is denoted by He(M ) := M +M * . The notation M > 0 (M ≥ 0) means that the matrix M is positive definite (positive semi-definite). The n-dimensional identity matrix and n × m zero matrix are denoted by I n and 0 n×m , respectively. The subscripts of these matrices are dropped when their dimensions are clear from the context. We use L n 2 to denote the space of R n -valued, CT square-integrable functions on R + , or DT squaresummable functions on Z + , with the usual norm and inner product denoted by · L2 and ·, · L2 , respectively. The superscript is dropped when the dimension is evident from the context. The extended L n 2 space is denoted as L n 2e . This consists of functions f that satisfy P T f ∈ L n 2 , for all T > 0, where P T denotes the truncation operator defined as:
.
G is said to be bounded if G ≤ γ for some γ > 0. G is said to be "stable" if G is causal and bounded. The adjoint of G is denoted by G * and G is said to be self-adjoint if G = G * , in which case the notation G ≥ 0 means u, Gu L2 ≥ 0 for all u ∈ L 2 , and
When G commutes with the forward shift operator, it can be represented in the frequency domain as multiplication by a transfer function matrix, which is denoted byĜ : λ →Ĝ(λ). In this case, G is called linear-time-invariant (LTI). It is well-known that when an LTI system G is stable,Ĝ is analytic and bounded in S c , and
The space of all suchĜ is denoted by the symbol H ∞ . It is also well known that when G is finite-dimensional LTI with a state-space realization (A, B, C, D),Ĝ(λ) = C(λI − A) −1 B + D, which belongs to the real rational subspace of H ∞ , denoted by RH ∞ . When the dimensions of G are of significance, we writeĜ ∈ RH n×m ∞ to emphasize that G has m inputs and n outputs. Let F denote the space of continuous functions on ∂S. It is well known that any transfer function matrixX
for any u ∈ L 2 , and output strictly passive if there exists > 0 such that u, Gu L2 ≥ Gu 2 L2 for any u ∈ L 2 . It is well known that G is passive if and only if (iff)
G is input strictly passive iff
and G is output strictly passive iff for some > 0,
Note that input strict passivity implies output strict passivity, as
Thus, if we denote the sets of all (LTI) passive systems, output strictly passive systems, and input strictly passive systems by P, P O , and P I , respectively, we have the following relation
Notice that both inclusions are strict. To see this, we note that the zero system is output strictly passive but not input strictly passive; any non-zero skew symmetric matrix (viewed as a static system) is passive but not output strictly passive. The input passivity index of G is the largest ν such that u, Gu L2 ≥ ν u 2 L2 for any u ∈ L 2 , or equivalently, He(Ĝ(λ)) ≥ 2νI for all λ ∈ ∂S. Evidently, G is input strictly passive when ν > 0. The output passivity index of G is the largest ρ such that u, Gu L2 ≥ ρ Gu 2 L2 for any u ∈ L 2 , or equivalently, He(Ĝ(λ)) ≥ 2ρĜ(λ) * Ĝ (λ) for all λ ∈ ∂S. Evidently, G is output strictly passive when ρ > 0. For more details on passivity indices, the reader is referred to [3] , [15] .
III. MAIN CONVERSE RESULTS ON IQCS
Consider the feedback interconnection of LTI causal systems G 1 and G 2 mapping L 2e to L 2e , as illustrated in Figure 1 . Algebraically, we have
In the following, we denote the feedback interconnection of G 1 and
d2 defined by (2) has a causal inverse on L 2e . It is stable if it is well-posed and the inverse is bounded.
] can be expressed as
Suppose G 1 and G 2 are both stable. Under this assumption, the above identity implies that
] have finite gains.
Henceforth we also use
]. Suppose one of the systems, say G 2 , is taken from a set U. We define uniform feedback stability in the following.
is stable for all G 2 ∈ U, and there exists γ > 0 such that
Let Π be an (n + m) × (n + m), finite-dimensional LTI, bounded self-adjoint operator, and partition Π into
, such that the dimensions of Π 11 and Π 22
are n×n and m×m, respectively. Define the following Π-weighted quadratic forms:
Lastly, with q Π and q c Π , define the sets
and letḠ 1 andḠ 2 be defined similarly to G 1 and G 2 , but with "<" and ">" replaced by "≤" and "≥", respectively. Note that in the IQC literature [18] , [12] , q Π (G) and q c Π (H) are commonly written in the following compact forms:
Moreover, Π is often referred to as a multiplier.
The main results of this paper are established in the following three theorems, which concern necessary and sufficient conditions for (robust) stability and uniform stability. For the remainder of this section, we assume that systems G 1 and G 2 are such thatĜ 1 
A. Robust Stability Theorem 1. Consider the feedback interconnected system shown in Figure 1 with stable subsystems G 1 and G 2 , the multiplier Π and the sets
such that the following conditions hold:
Proof: Sufficiency follows the well-known quadratic separation theorem, see [9] , and also [18] where the roles of G 1 and G 2 are swapped. Here we only prove necessity. Suppose to the contrapositive that G 1 ∈Ḡ 1 . Then
and thus q
is stable, and inequality (4) implies that M L2 ≤ 1.
Hence by the small gain theorem, there exists stable finite-dimensional LTI operator ∆ with ∆ L2 < 1, such that det(I −∆(λ)M (λ)) = 0 for some λ ∈ ∂S.
For the CT case, a constructive proof of this result can be found in [25, 
−1 is stable. Define
One can readily verify that (I − ∆M )(
. Since ψ 3 G 1 + ψ 4 and ψ 4 − ∆ψ 2 are both invertible, we see that I −∆(λ)M (λ) being singular at some λ ∈ ∂S implies the same for
The relationship among G 1 , G 2 , M , and ∆ can be interpreted by a chain-scattering formalism [14] ; see Figure 2 for an illustration. Finally, we show that
We have the following equalities:
. Thus we have ζ 2 = ∆ζ 1 and
as required. We can also prove the following theorem, where G 2 is replaced byḠ 2 andḠ 1 by G 1 . Note that the conditions required for the J-spectral factors are slightly different in this case.
Theorem 2. Consider the feedback interconnected system shown in Figure 1 with stable subsystems G 1 and G 2 , the multiplier Π and the sets
such that the following conditions hold: (2.1) ψ i , i = 1, · · · , 4 are stable, and ψ −1 4 is stable; (2.2) Figure 2 . The chain-scattering transformation utilized in the proof of Theorem
(2.3)
Proof: Sufficiency follows from results in [18] , [9] . Necessity can be proven by exactly the same arguments as those in the proof of Theorem 1, except for the following minor differences. First, in the case where ψ 3 G 1 + ψ 4 is not boundedly invertible, we only need to show G 2 := −ψ On the other hand, the ∆ operator now satisfies ∆ L2 ≤ 1 and hence we require Π 22 := ψ * 2 ψ 2 − ψ * 4 ψ 4 < 0, in order to guarantee that (ψ 4 − ∆ψ 2 ) −1 exists and is stable, which in turn enables the subsequent arguments.
Remark 2. We note that the condition about the negative-definiteness of Π 22 is crucial (cf. (2.3) of Theorem 2). The condition allows the zero system to reside in the set G 1 . If this were not the case, the necessity part of the theorem would be invalid, as [0, G 2 ] is stable for any stable G 2 (and all systems inḠ 2 are stable).
B. Robust Uniform Stability
One can relax the strict negativeness on Π 22 by enforcing uniformity on closed-loop stability. Specifically, we have the following theorem. 
such that the following conditions hold: [9] and [18] . Uniform stability of [G 1 , G 2 ] is inferred from the proof of stability in [18] , where the bound on the gain is shown. See also Lemma 4.1.2 of [11] for a proof of uniform stability on a more general setting, for which the LTI setting considered here is a special case.
For
On the other hand, ifψ
is stable, and
Hence by the small gain theorem, there exists stable LTI operator ∆ with ∆ L2 ≤ 1, such that det(I −∆(λ)M (λ)) = 0 for some λ ∈ ∂S, which implies that [M, ∆] is not stable. We will now show that, by ∆, it is possible to either destabilize [G 1 , G 2 ] by some G 2 ∈Ḡ 2 , or construct a series of G 2 's in
4 ) may not be invertible. Thus we let ∆ ρ := ρ · ∆ with 0 < ρ < 1 and
Clearly, G 2ρ is well-defined and stable for all ρ < 1, as ∆ ρ L2 < 1. Now one can readily verify that
Lastly, to see that G 2ρ ∈Ḡ 2 , we note that the derivation in the last paragraph of the proof of Theorem 1 remains entirely the same when ∆ is replaced by
IV. CONVERSE PASSIVITY THEOREMS
In this section, we apply Theorems 1 to 3 to derive multiple converse passivity theorems. First, we note that, a minus sign will be applied to system G 1 as in [−G 1 , G 2 ] throughout this section in order to stay in line with the negative feedback convention in the passivity literature. In Section IV-A, converse passivity theorems based on the notion of robust closed-loop stability are discussed, while theorems related to the notion of robust uniform stability are discussed in IV-B.
A. Robust Stability
The following proposition follows from Theorem 1 by taking an appropriate multiplier Π and Π-weighted quadratic forms. Proposition 1. Consider the feedback interconnected system [−G 1 , G 2 ] such as the one shown in Figure 1 , where the subsystems G 1 and G 2 are square and stable. Then the system is stable for any input strictly passive G 2 if and only if G 1 is passive. 
Likewise, one can readily verify that
Hence G 1 is passive. This concludes the proof.
Remark 3. Since the sets P I , P O , and P satisfy the strict inclusion relationship described in (1), we immediately have the following conclusions by Proposition 1:
• G 1 being passive is necessary for [−G 1 , G 2 ] to be stable for all output strictly passive G 2 , and in fact, for all passive G 2 .
• G 1 being output strictly passive is sufficient but not necessary for [−G 1 , G 2 ] to be stable for all input strictly passive G 2 .
• G 1 being input strictly passive is sufficient but not necessary for [−G 1 , G 2 ] to be stable for all input strictly passive G 2 . To see the "not necessary" part of the last two statements, take any non-zero skew-symmetric matrix as G 1 , which is passive but not output strictly nor input strictly passive. The sufficiency direction stated in Proposition 1 yields that such G 1 will result in stable [G 1 , G 2 ] for all input strictly passive G 2 .
Furthermore, the condition that G 1 is passive can also be proven to be sufficient for [−G 1 , G 2 ] to be stable over P O . This leads to the following necessary and sufficient condition. Figure 1 , where the subsystems G 1 and G 2 are square and stable. Then the system is stable for any output strictly passive G 2 if and only if G 1 is passive.
Proof: Necessity is established in Proposition 1 and Remark 3. Sufficiency is in fact well-known, see e.g. [3] , [7] , [22] . Here we show that the result can also be obtained by applying Theorem 1. Let > 0 be any positive real number and Π = 0 I I − I , which has the required J-spectral factorization with ψ 1 = ψ 3 = ( √ − √ 2 ) −1 I, ψ 2 = √ I, and ψ 4 = √ 2 I. Thus, by applying Theorem 1 we obtain the following condition:
for all λ ∈ ∂S if and only if He(Ĝ 1 (λ)) ≥ − I for all λ ∈ ∂S.
If G 1 is passive, then (7) holds for any > 0. This in turn implies [G 1 , G 2 ] is stable for each and every G 2 that is output strictly passive. Lastly, the following sufficient condition can also be proven by applying Theorem 1. Figure 1 , where the subsystems G 1 and G 2 are square and stable. If G 1 is output strictly passive, then the system is stable for any passive G 2 .
Proof: Let
> 0 be such that He(Ĝ 1 (λ)) ≥ Ĝ 1 (λ) * Ĝ 1 (λ) for all λ ∈ ∂S. Define Π := I I I 0 and one can readily verify that G 1 ∈Ḡ 1 , whereḠ 1 defined by the quadratic form q Π (·). Moreover, Π has the required J-spectral factorization with
Conditions for robust stability of [−G 1 , G 2 ] over a set of G 2 . Table I N / & N: the condition in the top row (is / is not) necessary for stability over the set in the first column. S / ¡ S: the condition in the top row (is / is not) sufficient for stability over the set in the first column. Finally, we note that it is well-known that G 1 being passive is not sufficient for [−G 1 , G 2 ] to be stable for all passive G 2 . Take G 1 = G 2 = 0 I −I 0 for example; G 1 and G 2 are both passive but I + G 1 G 2 = 0, which is not invertible. As such, [−G 1 , G 2 ] is not even well-posed, let alone stable. Table IV-A summarizes the conditions for robust stability we have discovered so far.
B. Robust Uniform Stability
If we impose uniformity on closed-loop stability, then Theorem 3 can be applied to obtain the following necessary and sufficient condition for robustness against passivity, which can be viewed as the dual of Proposition 1.
Proposition 4.
Consider the feedback interconnected system [−G 1 , G 2 ] such as the one shown in Figure 1 , where the subsystems G 1 and G 2 are square and
Proof: Let Π = 0 I I 0 . It has been established in Proposition 1 that the Π has the J-spectral factorization which satisfies conditions (1.1) to (1.4), and therefore also conditions (3.1) to (3.3). Furthermore, by the arguments similar to those in the proof of Proposition 1, one can readily verify that with this Π,Ḡ 2 is the set of all LTI passive systems, while
Hence G 1 is input strictly passive. This concludes the proof.
Remark 5. By Proposition 4 and the strict inclusion relationship (1), we may arrive at the following conclusions:
• G 1 being input strictly passive is sufficient for [−G 1 , G 2 ] to be uniformly stable for all output strictly passive G 2 and for all input strictly passive G 2 .
• G 1 being output strictly passive is necessary for [−G 1 , G 2 ] to be uniformly stable for all passive
be uniformly stable for all passive G 2 .
The following necessary and sufficient conditions also follow immediately from Theorem 3 by taking appropriate Π's.
Proposition 5. Consider the feedback interconnected system [−G 1 , G 2 ] such as the one shown in Figure 1 , where the subsystems G 1 and G 2 are square and stable.
(5.1) Given any ε > 0, the system is uniformly stable for all G 2 satisfyingĜ 2 (λ)
Proof: Statements (5.1) and (5. By combining Propositions 4 and 5, we obtain the following result that relates the passivity indices of G 1 to those of G 2 .
Proposition 6. Consider the feedback interconnected system [−G 1 , G 2 ] such as the one shown in Figure 1 , where the subsystems G 1 and G 2 are square and stable. Let the input and output passivity indices of G 1 be ν 1 and ρ 1 > 0, respectively. Then, given ν 2 ∈ R and ρ 2 ≥ 0, (6.1) the system is uniformly stable for all G 2 with output passivity index at least ρ 2 if and only if ν 1 + ρ 2 > 0. (6.2) the system is uniformly stable for all G 2 with input passivity index at least ν 2 if and only if ρ 1 + ν 2 > 0.
The first statement in the Proposition 6 provides a lower bound on the input passivity deficit in G 1 for which an excess of output passivity in an arbitrary G 2 can compensate. The second statement lower bounds the output passivity surplus in G 1 that is needed to compensate for a lack of input passivity in an arbitrary G 2 . Sufficiency of these statements is well known in the literature; see [3] , [15] and the references therein. The proofs of necessity given in this paper are novel.
Statement (5.1) leads to the following conditions regarding uniform stability over the set of output strictly passive systems.
Proposition 7.
Consider the feedback interconnected system [−G 1 , G 2 ] such as the one shown in Figure 1 , where the subsystems G 1 and G 2 are square and stable. (7.1) If the system is uniformly stable for all output strictly passive G 2 , then G 1 is passive. (7.2) If G 1 is passive, then for any ε > 0, the system is uniformly stable for all G 2 with output passivity index ε.
Proof: Statement (7.2) follows straightforwardly the sufficiency part of statement (5.1). To establish statement (7.1), note that if G 1 is not passive, then there exists ε > 0 such that He(Ĝ 1 (λ)) > −εI at some λ ∈ ∂S. Hence by the necessity part of statement (5.1),
* Ĝ 2 (λ) ∀λ ∈ ∂S, and thus [−G 1 , G 2 ] is not uniformly stable for all output strictly passive G 2 .
Remark 6. Another straightforward argument for establishing statement (7.1) is to note that G 1 being passive is necessary for stability of [−G 1 , G 2 ] to hold over all output strictly passive G 2 . Hence the same Conditions for robust uniform stability of [−G 1 , G 2 ] over a set of G 2 . Table II N: the condition in the top row is necessary for stability over the set in the first column. S ¡ S: the condition in the top row (is / is not) sufficient for stability over the set in the first column.
must hold for uniform stability, since the latter is a stronger notion than the former. By the same token, G 1 being passive is also necessary for uniform stability of [−G 1 , G 2 ] to hold over all input strictly passive G 2 .
One may notice that there is a gap between the necessary condition (7.1) and the sufficient condition (7.2). The following proposition shows that this gap cannot be closed. Proposition 8. G 1 being output strictly passive is not sufficient for uniform stability of [−G 1 , G 2 ] to hold over all output strictly passive G 2 , nor in fact, over all input strictly passive G 2 .
Proof: To see this, one simply needs to note that the zero system is output strictly passive, and the sets of all output strictly passive systems P O and input strictly passive systems P I both contain systems whose gains are arbitrarily large. Therefore [0, G 2 ] can never be uniformly stable over P O or P I .
As the set of output strictly passive systems is contained in the set of passive systems, it is clear from Proposition 8 that G 1 being passive is also not sufficient for uniform stability of [−G 1 , G 2 ] to hold over P O or P I .
Table IV-B summarizes the conditions for robust uniform stability we have discovered so far.
V. GENERALIZATIONS TO INFINITE-DIMENSIONAL

MULTIPLIERS
In this section, we derive a generalization of Theorem 3 to the case where the multiplier involved is not restricted to be of finite dimension. This is then specialized to deriving a couple of interesting results, namely frequency-weighted small-gain and passivity theorems.
Let Π be an (n + m) × (n + m) LTI and bounded self-adjoint operator. Note that unlike Section III, the multiplier Π is not required to be finite-dimensional here. The following result is in order. Theorem 4. Consider the feedback interconnected system shown in Figure 1 with stable subsystems G 1 and G 2 , the multiplier Π and the sets G i ,Ḡ i , i = 1, 2, stated in (3). Suppose Π admits a J-spectral factorization
Proof: The proof is largely similar to that of Theorem 3, with the exception that in the necessity direction one would need to employ the argument that any transfer function matrixX ∈ H ∞ ∩ F satisfyinĝ X(λ * ) T =X(λ) * can be approximated arbitrarily closely in · ∞ by elements in RH ∞ .
More specifically, note that G 2ρ as defined in (6), though satisfies q c Π (G 2ρ ) > 0 (∀ 0 < ρ < 1), does not necessarily belong toḠ 2 because ψ i , i = 1, · · · , 4, may not be rational. To complete the remaining steps of the proof, let G r 2ρ belong to RH ∞ and note that
Thus,
The above inequality implies that, given any ρ ∈ (0, 1) and G 2ρ defined in (6) , one can find G r 2ρ ∈ RH ∞ such that G r 2ρ − G 2ρ is sufficiently small and
where c is a constant that upper bounds
. Note that such a constant exists because G r 2ρ − G 2ρ = Ĝ r 2ρ −Ĝ 2ρ ∞ can be made arbitrarily small for any given G 2ρ . Finally, notice that since q (I − G 2ρ G 1 ) −1 G 2ρ − c, which diverges to infinity as ρ → 1.
A. Frequency-weighted small-gain theorem
The following result is a generalization of the wellknown small-gain theorem.
Proposition 9. Letψ 1 ∈ H ∞ ∩ F be a scalar function satisfyingψ 1 (λ * ) =ψ 1 (λ) * for all λ ∈ ∂S, and γ(λ) := |ψ 1 (λ)| 2 . Then givenĜ 1 ∈ RH ∞ , [G 1 , G 2 ] is uniformly stable over allĜ 2 ∈ RH ∞ satisfyinḡ σ(Ĝ 2 (λ)) ≤γ(λ) ∀λ ∈ ∂S if and only if σ(Ĝ 1 (λ)) < 1 γ(λ) ∀λ ∈ ∂S.
Proof: The claim follows from Theorem 4 by taking Π = γI 0 0 −I and Ψ = ψ 1 I 0 0 I .
To recover the standard small-gain theorem, simply take ψ 1 = 1.
B. Frequency-weighted passivity theorem
The next result is a generalization of the well-known passivity theorem. where θ 1 , θ 2 ∈ H ∞ ∩ C are any two functions that satisfy θ 1 (λ * ) = −θ 1 (λ) * , θ 2 (λ * ) = −θ 2 (λ) * , and also θ 2 (λ) − θ 1 (λ) * = θ(λ) for all λ ∈ ∂S. To recover the standard passivity theorem, simply take θ = 0.
VI. CONCLUSIONS
This paper established multiple versions of converse integral quadratic constraint (IQC) results within the linear time-invariant setting. They involve both closedloop stability and uniform closed-loop stability, in conjunction with various requirements on the multipliers defining the corresponding IQCs. These results corroborate the utility of IQCs in robustness analysis by demonstrating that such analysis is not conservative provided that the feedback system is required to be robustly stable against all uncertainties described by a certain IQC. The IQC results were then specialized to derive several converse passivity theorems for multivariable transfer functions, which have implications in control systems interacting with unknown but passive environment (e.g. robotics). Generalized smallgain and passivity theorems with frequency weighting functions were also established based on an extension of a converse IQC result.
Future work may involve seeking converse results for linear time-varying state-space systems and largescale interconnected networks. Converse results on classes of negative imaginary systems [1] , [20] and systems manifesting mixed small-gain, passivity, and negative imaginariness across frequencies are also worth investigating. Examining converse IQC conditions that only hold on segments of the frequency axis in the spirit of the generalized Kalman-Yakubovich-Popov lemma [8] is another interesting direction.
VII. ACKNOWLEDGEMENT
The authors would like to express their gratitude to Prof. dr. Arjan van der Schaft of the University of Groningen, the Netherlands, for his encouragement and constructive comments that helped better this manuscript.
