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Abstract
The Sharpe ratio is one of the most widely used measures of the perfor-
mance of an investment with respect to its return and risk. Since William
Sharpe (1966) defined the ratio, as the fund’s excess return per unit of risk
measured by standard deviation, investments have been often ranked and
evaluated on the basis of Sharpe ratio by both private as well as institu-
tional investors. Our study on Sharpe ratio estimator is focused on its fi-
nite sample statistical properties which have being given less attention in
practice.
Approximations aimed at improving the accuracy of likelihood method
have been proposed over the past three decades. Among them, Lugannani
and Rice (1980) and Barndorff-Nielsen (1986a) introduced two widely used
tail area approximations with order of convergence O(n− 32 ) . Furthermore,
Fraser(1988; 1990), Fraser and Reid (1995), Fraser, Reid and Wu (1999) im-
proved their methods and developed a general tail probability methodology,
based on the tangent exponential model.
The objective of this paper is to use the third order asymptotic likelihood-
based statistical method to obtain highly accurate inference on Sharpe ra-
tio. Since the methodology is demonstrated to work well generally for any
parametric distribution, our study will assume the market log returns are
ii
independent identically distributed (IID) normal, or follow an autoregres-
sive process of order one (AR(1)) with Gaussian white noise.
While most literature address large sample properties of the Sharpe ra-
tio statistic (Lo 2002, Mertens 2002, Christie 2005, Bailey and Lopez de
Prado 2012); it is important to compare the performance of investments
when only small sample observations are available, especially before and
after markets change direction. Our research would address this issue.
New tests are developed for testing hypothesis on the Sharpe ratio calcu-
lated from one sample and on the difference of two Sharpe ratios. Compar-
ison between our method and the currently existing methods in the litera-
ture are conducted by simulations. The p-values and confidence intervals
for Sharpe ratio are calculated and various applications are illustrated.
iii
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Chapter 1
Introduction
Performance measurement is an integral part of investment analysis and
risk management. Its goal is to build a ranking of different investments on
the basis of risk-adjusted returns in order to evaluate the relative success
of the investments. The Sharpe ratio is one of the most widely used mea-
sures of the performance of an investment with respect to its return and
risk. Since William Sharpe (1966) defined the ratio, as the fund’s excess
return per unit of risk measured by standard deviation, investments have
been often ranked and evaluated on the basis of Sharpe ratio by both pri-
vate as well as institutional investors. The dominance of this performance
measure is obvious and in literature the Sharpe ratio is referred as "the
most common measure of risk-adjusted return" (Modigliani and Modigliani
1997).
Given its importance, the Sharpe ratio has been extensively studied in
the literature. The study on Sharpe ratio can be classified into two main
stream. One is the study regarding the structure of Sharpe ratio and the
suitability of the Sharpe ratio as a suitable benchmark for portfolio perfor-
mance evaluation. The other, which is also our goal of this study, is focused
on the statistical properties of the Sharpe ratio estimator when it is used to
measure risk and return characteristics of investments.
Approximations aimed at improving the accuracy of likelihood method
have been proposed over the past three decades. Among them, Lugannani
and Rice (1980) and Barndorff-Nielsen (1986a) introduced two widely used
tail area approximations with order of convergence O(n− 32 ) . Furthermore,
Fraser(1988; 1990), Fraser and Reid (1995), Fraser, Reid and Wu (1999) im-
proved their methods and developed a general tail probability methodology,
based on the tangent exponential model. The objective of this paper is to
use the third order asymptotic likelihood-based statistical method to obtain
highly accurate inference on Sharpe ratio. Since the methodology is demon-
strated to work well generally for any parametric distribution, our study
will assume the market log returns are independent identically distributed
(IID) normal, or follow an autoregressive process of order one (AR(1)) with
1
Gaussian white noise. Once we know the distributional assumption with
even small sample, we can make extremely accurate inference on Sharpe
Ratio based on our proposed method.
While most literature address large sample properties of the Sharpe ra-
tio statistic (Lo 2002, Mertens 2002, Christie 2005, Bailey and Lopez de
Prado 2012); it is important to compare the performance of investments
when only small sample observations are available. Our research would
address this issue. New tests are developed for testing hypothesis on the
Sharpe ratio calculated from one sample and on the difference of two Sharpe
ratios. Comparison between our method and the currently existing meth-
ods in the literature are conducted by simulations. The p-values and confi-
dence intervals for Sharpe ratio are calculated and various applications are
illustrated.
The organization of the dissertation is as follows: Chapter 1 provides
a review of statistical properties on Sharpe ratio estimator. In particular,
when the underlying log returns follow a normal distribution, the corre-
sponding estimated Sharpe ratio would follow a noncentral t distribution
exactly and follow a normal distribution asymptotically; in addition when
the underlying returns follow an autoregressive process, we can obtain the
corresponding distribution of estimated Share ratio asymptotically by max-
imum likelihood estimator and Delta’s method. Chapter 2 details the me-
chanics of the likelihood-based third-order methods and the methodology
can be applied to general statistical model. Chapter 3 studies risk-adjusted
behaviors of investments by calculating highly accurate confidence inter-
vals of the Sharpe ratio under normal assumption of underlying log returns.
Applications on examples of small sample size shows difference between
first-order results and third-order results, and the simulation studies tes-
tify the accuracy and stability of the third-order method. In Chapter 4, we
set the assumption of log return to a more powerful and popular base, that
is, the autoregressive time series model. The performance of the proposed
method for time series data is also examined through both real-life data
set and simulated small or medium data sets. Some discussion and future
work are presented in Chapter 5.
1.1 Definition of Sharpe Ratio
The Sharpe ratio is one of the most popular measures available to money
managers to examine the risk-adjusted performance of investments in Fi-
nance. In an investment asset or a trading strategy, the Sharpe ratio,
named after William Sharpe (1966), measures the excess expected return
or risk premium relative to its volatility. Expressed in functional form, the
Sharpe ratio for an asset with an expected return µ and return standard
deviation σ is given by the following:
SR =
µ− rf
σ
, (1.1.1)
2
where rf is the return on a benchmark asset, such as the risk-free rate of
return.
This Sharpe ratio can be shown as the slope between risky and risk-free
asset at (σ, µ) space. Also it measures the slope of the indifference curve in
that space and a higher value implies higher mean variance expected util-
ity. According to the mean-variance theory developed by Markowitz (1952)
and the Capital Asset Pricing model (CAPM) developed by Sharpe (1964)
and Lintner (1965), portfolios with highest Sharpe ratio are mean-variance
efficient with this highest ratio being the slope of the Capital Market Line,
and in equilibrium the market portfolio is one of those mean-variance effi-
cient portfolios.
The (natural) estimator of the Sharpe ratio (ŜR) is:
ŜR =
µˆ− rf
σˆ
, (1.1.2)
where µˆ is the historical, or sample, mean return of funds, and σˆ is the sam-
ple standard deviation. Sharpe admits that one would ideally use predic-
tions of return and volatility, but that “the predictions cannot be obtained in
any satisfactory manner... Instead, ex post values must be used.” (Sharpe
1966).
1.2 Literature Review of Sharpe Ratio
Before the distribution of the Sharpe ratio can be derived, assumptions
must be made about the distribution of the underlying random variable of
which the Sharpe ratio is a function: the return.
1.2.1 IID Normality Assumption on Return
Most financial studies involve returns instead of prices of asset. Campbell,
Lo, and MacKinlay(1997) stated two reasons for using returns. First, for
the average investor, financial markets may be considered close to be per-
fectly competitive, so that the size of the investment does not affect price
changes. Therefore the return is a complete and scale-free summary of
the investment opportunity. Second, for theoretical and empirical reasons,
returns have more attractive statistical properties than prices, like station-
arity, heavy tails, gain/loss asymmetry, volatility clustering, and so on.
We denote Pt as the price of an asset at date t and assume that this asset
pays no dividends. The net return, Rt, of this asset between t − 1 and t is
defined as:
Rt =
Pt − Pt−1
Pt−1
=
Pt
Pt−1
− 1 = gt − 1 , (1.2.1)
where gt is the gross return or relative price of that asset. In addition,
3
the natural logarithm of the gross return is called the continuously com-
pounded return or log return, denoted by rt:
rt = log
Pt
Pt−1
= log(gt) . (1.2.2)
While unequal at most conditions, net return and log return are approx-
imately equal to each other when they are close to zero, which can be proved
by Taylor approximation. Net return is ordinary in everyday use while log
returns are useful for mathematical finance. One of the advantages for log
return is its symmetry: positive and negative percentage ordinary net re-
turns of equal magnitude do not cancel each other, but log returns of equal
magnitude with opposite signs will cancel each other out and result in no
change.
IID normal distribution has been widely proposed in the literature for
the marginal distribution of asset’s log returns. To specify, the log returns,
rt, are independent and identically distributed as normal distribution rt ∼
N(µ, σ2). Or equivalently, the gross return gt will follow an IID lognormal
distribution, gt = (1 +Rt) ∼ LN(µ, σ2).
The advantages of IID normal assumption on log return can be sum-
marized into the following points. First, relative prices under lognormal
assumption are always positive so that the net returns are well bounded
below by -1. On the contrary, other assumptions like normal assumption
on net return would make net returns unbounded from below. Second, the
sum of finite number of IID normal random variables is still normal, so the
multi-period log-return will still be normally distributed. Third, this as-
sumption can be implied by stochastic process dynamics that underpins the
option pricing theory. We will implement the geometric Brownian motion
to derive the validity of normal assumption at the example below. Other ar-
guments as to the plausibility of log-normal prices for the market portfolio
appeared in He and Leland (1993).
Example. Consider asset price Pt, which follows the standard geometric
Brownian motion.
d logPt = µdt+ σdωt ,
where {ωt} is a Brownian motion process. By Ito Lemma from stochastic
calculus, we can have the following general expression for Pt and its one
period lag Pt−1:
Pt = P0e
µt+σwt ,
Pt−1 = P0eµ(t−1)+σwt−1 .
Then we divide these two equations and get:
Pt
Pt−1
= eµ+σ(wt−wt−1) .
According to the definition of Brownian motion, (wT−wt) are IID normal
4
as N(0, T − t). Hence, we will end up with the outcome for gross return as
well as log return:
gt =
Pt
Pt−1
= eµ+σz ,
rt = log
Pt
Pt−1
= µ+ σz ,
with Z ∼ N(0, 1). Therefore, our assumption on the return distribution has
solid base: rt ∼ N(µ, σ2) and gt ∼ LN(µ, σ2).
1.2.2 Exact Statistical Properties of Estimated Sharpe
Ratio under IID Normal Return or Central Limit
Theorem
Let r1, . . . , rn be IID draws from a normal distribution N
(
µ, σ2
)
. Then the
unbiased sample mean and variance are µˆ =
∑
rt
n = r¯ and σˆ
2 =
∑
(rt−µˆ)2
n−1 .
Then we have the exact distribution of the estimated Sharpe ratio described
as follows:
Lemma. The exact distribution of the estimated Sharpe ratio is a
noncentral t distribution with degrees of freedom n − 1 and noncentral pa-
rameter
√
n
µ−rf
σ =
√
n · SR.
ŜR =
µˆ− rf
σˆ
∼ 1√
n
Tn−1
(√
n
µ− rf
σ
)
=
1√
n
Tn−1
(√
n · SR) .
Proof. Generally, a noncentral t distribution, explicitly noted Tν (δ), with
degrees of freedom parameter ν and noncentrality value δ, is defined as
Tν (δ) =
Z + δ√
χ2ν
ν
. (1.2.3)
The Tν (δ) statistic represents the quotient of a standard normal random
variable Z displaced by a constant δ over the square root of a Chi-square
χ2ν random variable divided by its degrees of freedom ν, if these two distri-
butions are independent of each other. In particular, when the noncentral
parameter is zero, Tν (0) coincides with the standard central t distribution
Tν .
Since r1, . . . , rn are IID normal N
(
µ, σ2
)
, it is well known that µˆ = r¯ ∼
N
(
µ, σ
2
n
)
and z =
√
n r¯−µσ ; at the same time
(n−1)σˆ2
σ2 =
∑
(rt−µˆ)2
σ2 ∼ χ2n−1.
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Thus,
ŜR =
µˆ− rf
σˆ
=
1√
n
·
√
n (µˆ− rf )
σˆ
=
1√
n
√
n(r¯−µ)
σ +
√
n(µ−rf )
σ√
σˆ2
σ2
∼ 1√
n
Tn−1
(√
n
µ− rf
σ
)
.
Thus, the distribution of estimated Sharpe ratio assuming IID normal
returns follows a rescaled noncentral t distribution, where the noncentral-
ity parameter defined with population quantities depends only on the true
Sharpe ratio SR and the sample size n. Knowing the distribution of esti-
mated Sharpe ratio is empowering, as interesting facts about the noncen-
tral t distribution or t test can be translated into interesting facts about the
true Sharpe ratio: one can construct hypothesis tests for the SR, find the
power and sample size of those tests, compute confidence intervals of SR,
correct for deviations from assumptions.
Example. There are a number of statistical tests involving the Sharpe
ratio or variants. Here are two examples from Scholz (2007).
(1). The classical one-sample test for mean involves (central) t statistic
which is like a Sharpe ratio variant. Thus, to test:
H0 : µ ≤ µ0 versus H1: µ > µ0
we reject H0 if
t =
µˆ− µ0√
σˆ2
n
> t1−α,ν=n−1 ,
where t1−α,ν=n−1 is the 1−α quartile of the central t distribution with n−1
degrees of freedom. Now if µ = µ1 > µ0, then the power of this test is
1− F
(
t1−α,ν=n−1;n− 1;
√
n
µ1 − µ0
σ
)
,
where F (x; ν; δ) is the cumulative distribution function of the noncentral t
distribution with noncentrality parameter δ and degrees of freedom ν.
(2). A one-sample test for the population Sharpe ratio involves the non-
central t statistic. To test:
H0 : SR ≤ SR0 versus H1: SR > SR0
we reject H0 if
t =
√
nŜR > t1−α,ν=n−1
(√
n · SR0
)
.
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Now if SR = SR1 > SR0, then the power of this test is
1− F (t1−α,ν=n−1 (√nSR0) ;n− 1;√n · SR1) .
(3). We can get confidence intervals on population SR by inversion of
the cumulative distribution function of the noncentral t distribution (e.g.,
by Brent’s method 2013), which is computationally slower than approxima-
tions based on asymptotic normality to be introduced later in subsection
(1.2.3). A (1− α) × 100% symmetric confidence interval on population SR
has endpoints (SRl, SRu) defined implicitly by 1−α/2 = F
(
ŜR;n− 1;√nSRl
)
and α/2 = F
(
ŜR;n− 1;√nSRu
)
.
Before we end this subsection, we look into the moments of the esti-
mated Sharpe ratio. According to Hogben, Pinkham and Wilk (1961), the k
th raw moment of the noncentral t-distribution is generally
E
[
(Tν (δ))
k
]
=

(
ν
2
) k
2
Γ( ν−k2 )
Γ( ν2 )
exp
(
− δ22
)
dk
dδk
exp
(
δ2
2
)
, if ν > k;
Does not exist, if ν ≤ k.
In particular, the mean and variance of the noncentral t distribution are
E [Tν (δ)] =
{
δ
√
ν
2
Γ((ν−1)/2)
Γ(ν/2) = δdν+1, if ν > 1;
Does not exist, if ν ≤ 1,
and
V ar [Tν (δ)] =
ν(1+δ
2)
ν−2 − δ
2ν
2
(
Γ((ν−1)/2)
Γ(ν/2)
)2
= ν(1+δ
2)
ν−2 − {E [Tv (δ)]}2 , if ν > 2;
Does not exist, if ν ≤ 2.
With regard to the third moment, the noncentral t-distribution is asym-
metric unless δ is zero, i.e., a central t-distribution. The right tail will be
heavier than the left when δ > 0, and vice versa. However, the usual skew-
ness is not generally a good measure of asymmetry for this distribution,
because if the degrees of freedom is not larger than 3, the third moment
does not exist at all. Even if the degrees of freedom is greater than 3, the
sample estimate of the skewness is still very unstable unless the sample
size is very large.
The moments of the noncentral t distribution can be trivially translated
into equivalent facts regarding the estimated Sharpe ratio:
E
[
ŜR
]
=
{
SR · dn, if n > 2;
Does not exist, if n ≤ 2,
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V ar
[
ŜR
]
=
 (n−1)(1+n·SR
2)
n(n−3) −
{
E
[
ŜR
]}2
, if n > 3;
Does not exist, if n ≤ 3.
Thus, we can see that E
[
ŜR
]
6= SR; rather there is a systematic geometric
bias dn > 1, implying that the estimated Sharpe ratio will overestimate
the population Sharpe ratio when the latter is positive, and underestimate
it when it is negative (Miller and Gehr 1978; Jobson and Korkie 1981).
The bias term dν+1 =
√
ν
2
Γ((ν−1)/2)
Γ(ν/2) is a function of sample size only with
reasonable asymptotic approximation 1 + 34ν +
25
32ν2 +
105
128ν3 +O
(
n−4
)
. 1
1.2.3 Asymptotic Statistical Properties of Estimated Sharpe
Ratio
1.2.3.1 General Setting on Asymptotic Statistical Properties of Es-
timated Sharpe Ratio
The asymptotic distribution of estimated Sharpe ratio is derived in this sub-
section. The following derivations are based on Jobson and Korkie(1981),
Lo(2002), Mertens (2002), Leung and Wong (2006), Ledoit and Wolf (2008)
and Wright, Yam and Yung (2011). Their methodology are mainly Delta
method and Central Limit Theorem, and thus, imply only first order asymp-
totic results. We will set them as benchmark to compare with our third
order likelihood-based method later.
Consider a general case of p possibly correlated daily return streams
1According to Tricomi and Erdélyi (1951) and Olver, Lozier, Boisvert, and Clark (2010
eq5.11.13), we can obtain the asymptotic expansion of the quotient of two gamma func-
tion by the following method: Firstly, we establish a infinite series {An (α)} with re-
currence relation An (α) = 1n
n−1∑
m=0
(
α−m
n−m+ 1
)
Am (α) (n = 1, 2, . . . and ∀α) and its
initial conditions A0 (α) = 1, A1 (α) =
(
α
2
)
, A2 (α) = 3α−14
(
α
3
)
, A3 (α) =(
α
2
)(
α
4
)
,. . . . Now, if we put Cn (α′ = α− β, β) =
n∑
m=0
(
α′ −m
n−m
)
Am (α′)βn−m
(n = 0, 1, 2, . . . ) and its initial conditions C0 = 1, C1 = 12α
′ (α′ + 2β − 1), C2 =
1
12
(
α′
2
)
[(α′ − 2) (3α′ − 1) + 12β (α′ + β − 1)], . . . on the whole ν-plane cut along any
curve connecting ν = 0 with ν = ∞, we have Γ(ν+α)
Γ(ν+β)
=
∞∑
n=0
Cn (α′, β) να
′−n, provided that ν
avoids the points ν = −α,−α− 1,−α− 2, . . . and ν = −β,−β − 1,−β − 2, . . . .
On the other hand, people can get this expansion result directly at
http://www.wolframalpha.com/ by the code “ Series[Sqrt[n/2] Gamma[(n-1)/2]/Gamma[n/2], {n,
\[Infinity], 5} ”.
Another important expansion that can be derived by the same method and will be used later
is
bν =
√
2
ν
Γ((ν + 1)/2)
Γ(ν/2)
= 1− 1
4ν
+
1
32ν2
+
5
128ν3
+O
(
ν−4
)
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over the past n days, denoted by r = [ri,j ] where i ∈ {1, 2, . . . , p} and
j ∈ {1, 2, . . . , n}. For return stream ri, µi is the population mean E [ri]
and µˆi =
n∑
j=1
ri,j
n = r¯i is the sample mean and unbiased estimator for the
first raw moment; m′2,i is the uncentered second raw moment E
[
r2i
]
and
mˆ′2,i =
n∑
j=1
r2i,j
n = r¯
2
i is the sample mean of the squared returns and unbiased
estimator for the second raw moment.2 We shall assume that the daily p
variate vectors of returns are IID and that the daily return for each fund
has a finite fourth moment. These conditions are general enough to include
a wealth of return models (including Levy processes) and are required in
order for the Central Limit Theorem to be used. Under the multivariate
Central Limit Theorem (Wasserman 2013) 3, we have
√
n


µˆ1
...
µˆp
mˆ′2,1
...
mˆ′2,p

−

µ1
...
µp
m′2,1
...
m′2,p


=
√
n


r¯1 =
n∑
j=1
r1,j
n
...
r¯p =
n∑
j=1
rp,j
n
r¯21 =
n∑
j=1
r21,j
n
...
r¯2p =
n∑
j=1
r2p,j
n

−

µ1
...
µp
m′2,1
...
m′2,p


d→ N

0,Ω = V ar

r1
...
rp
r21
...
r2p

=

V ar
 r1...
rp
 ·
Cov
 r1...
rp
,
r21
...
r2p


′
V ar
 r
2
1
...
r2p



,
where “ d→” represents asymptotic convergence in distribution. Since gener-
2In this thesis, we use mn to denote the nth central moment and m′n to denote the nth
uncentered raw moment and αn = mnσn to denote the nth standardized moment. For more
information, see subsection (2.4.1.1)
3The multivariate Central Limit Theorem states that if Y1, . . . ,Yn are vectors of indepen-
dent observations from any population with mean vector µ and finite covariance matrix Ω,
then the sample mean vector Y¯ follows
√
n
(
Y¯ − µ) d→ N (0,Ω)
Note that, our result differs from Leung and Wong (2006) in the way that the
authors in their paper derive the asymptotic distribution for the 2p × 1 vector(
µˆ1, . . . , µˆp, σˆ21 = mˆ2,1, . . . , σˆ
2
p = mˆ2,p
)′ while we derive that of (µˆ1, . . . , µˆp, mˆ′2,1, . . . , mˆ′2,p)′.
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ally V ar (ri) = E
(
r2i
)− (E (ri))2, or σ2i = m′2,i − µ2i , we have SRi = µi−rfσi =
µi−rf√
m′2,i−µ2i
. By the multivariate Delta method, we can find the asymptotic
distribution of the p× 1 vector of Sharpe ratio estimates ŜR =
[
ŜRi
]
.
√
n(ŜR− SR)
d→ N(0,Σ = ∇SR ·Ω · (∇SR)′)
d→ N
(
0,
(
∂SR
∂
(
µ1, . . . , µp,m′2,1, . . . ,m
′
2,p
))Ω (·)′)
d→ N
(
0,
(
diag
(
σi + µiSRi
σ2i
) ...diag(−SRi
2σ2i
))
Ω (·)′
)
d→ N
(
0,
(
∂ŜR
∂
(
µˆ1, . . . , µˆp, mˆ′2,1, . . . , mˆ
′
2,p
)) Ωˆ (·)′) .
Note that∇SR takes the form of two p×p diagonal matrices augmented to-
gether side by side. In practice, population values µ1, . . . , µp,m′2,1, . . . ,m′2,p,
Ω are all unknown, and so the asymptotic variance has to be estimated,
using the sample estimates (Lo 2002, Mertens 2002).
1.2.3.2 Asymptotic Statistical Properties of Estimated Sharpe Ra-
tio Under IID Return (I)
Based on the content introduced at last subsection, Jobson and Korkie
(1981) and Lo (2002) derived the asymptotic distribution of estimated Sharpe
ratio given IID returns (1.2.4); Mertens (2002) enhanced the result and ob-
tained (1.2.5).
Lemma. Given IID returns, the asymptotic distributions of estimated Sharpe
ratio are
√
n(ŜR− SR) d→ N(0, 1 + 1
2
ŜR
2
) , (1.2.4)
√
n(ŜR− SR) d→ N(0, 1 + ŜR
2
2
− αˆ3ŜR+ αˆ4 − 3
4
ŜR
2
) , (1.2.5)
with (1− α) × 100% confidence interval for population Sharpe ratio:ŜR ±
Zα
2
√
1
n (1 +
1
2 ŜR
2
) and ŜR± Zα
2
√
1
n (1 +
ŜR
2
2 − αˆ3ŜR+ αˆ4−34 ŜR
2
).
Proof. From the results introduced at last subsection, we study the p = 1
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case. Ω takes the form
Ω = V ar
(
r
r2
)
=
(
E
[
r2
]− (E [r])2 E [r3]− E [r]E [r2]
E
[
r3
]− E [r]E [r2] E [r4]− (E [r2])2
)
=
(
m′2 − µ2 m′3 − µm′2
m′3 − µm′2 m′4 − (m′2)2
)
=
(
σ2 m3 + 2σ
2µ
m3 + 2σ
2µ m4 + 4m3µ+ 4σ
2µ2 − σ4
)
= σ2
(
1 α3σ + 2µ
α3σ + 2µ (α4 − 1)σ2 + 4α3σµ+ 4µ2
)
.
Additionally from ∂SR
∂(µ,m′2)
=
(
σ+µSR
σ2 ,− SR2σ2
)
, the asymptotic variance of es-
timated Sharpe ratio and the asymptotic distribution of estimated Sharpe
ratio are obtained
√
n(ŜR− SR) d→ N(0, 1− α3SR+ α4 − 1
4
SR2)
d→ N
(
0, 1 +
SR2
2
− α3SR+ α4 − 3
4
SR2
)
d→ N
(
0, 1 +
ŜR
2
2
− αˆ3ŜR+ αˆ4 − 3
4
ŜR
2
)
.
Here are some important comments for these two asymptotic distribu-
tion.
1. Note that for normally distributed returns, the skewness α3 and (his-
torical) kurtosis α4 of the returns distribution are both zero, and so
Mertens’ form reduces to Jobson and Korkie’s form. These are un-
known in practice, and have to be estimated from the data, which
results in some mis-estimation of the standard error when skew is
extreme.
2. Since the population SR is unknown, Lo suggests to approximate it
with the estimated Sharpe ratio ŜR. In practice, the asymptotically
equivalent form ŜR ± zα
2
√
1+ 12 ŜR
2
n−1 has better small sample coverage
for normal returns.
1.2.3.3 Asymptotic Statistical Properties of Estimated Sharpe Ra-
tio Under IID Return (II)
Another way to obtain the asymptotic statistical properties of estimated
Sharpe ratio is by asymptotic approximation to noncentral t distribution,
which is the exact distribution of the estimated Sharpe ratio under IID
normal return or Central Limit Theorem.
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Bentkus, Jing, Shao and Zhou (2007) investigated the limiting behavior
of the noncentral t statistic and gave a systematic description of its limit-
ing distribution. They showed that by only assuming that E
[
r2t
]
< ∞, the
limiting distribution of the noncentral t statistic can be nonnormal while
those of the central statistic are known to be asymptotically normal. In
fact, when E
[
r2t
]
<∞, the asymptotic behavior of the noncentral t statistic
critically depends on whether or not E
[
r4t
]
= ∞: if E [r4t ] < ∞, the limit-
ing distributions of Tν (δ) are related to the normal or a square of normal
distribution; if E
[
r4t
]
=∞, the limit is related to other stable distributions.
All of them have very different convergence rates.
In particular, assuming E
[
r4t
]
< ∞ and rt is not a specific linear func-
tion of a standardized Bernoulli random variable, Bentkus, Jing, Shao and
Zhou (2007) derived the following limiting distribution of the noncentral t
statistic
Tn−1 (δ)− δ d→ N
(
0, 1− δ√
n
α3 +
δ2 (α4 − 1)
4n
)
.
We can observe that Mertens’ result (Mertens 2002) replicates this known
asymptotic distribution. In addition, Akahira(1995) obtained another higher
order approximation to noncentral t distribution.
Lemma. Akahira (1995) derived the following higher order approximation
result:
ŜRbn−1 − SR√
1
n + ŜR
2 (
1− b2n−1
) = Z−
ŜR
3 (
Z2 − 1)
24
(
1
n + ŜR
2 (
1− b2n−1
)) 32
{
1
(n− 1)2 +
1
4 (n− 1)3
}
+O
(
n−4
)
,
with confidence interval
(
ŜRbn−1 − Zα2
√
1
n
+ ŜR
2 (
1− b2n−1
)
+
ŜR
3 (
Z2α − 1
)
24
(
1
n + ŜR
2 (
1− b2n−1
))
{
1
(n− 1)2 +
1
4 (n− 1)3
}
+O
(
n−4
)
,
ŜRbn−1 + Zα2
√
1
n
+ ŜR
2 (
1− b2n−1
)−
ŜR
3 (
Z2α − 1
)
24
(
1
n + ŜR
2 (
1− b2n−1
))
{
1
(n− 1)2 +
1
4 (n− 1)3
}
+O
(
n−4
))
.
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Proof. From the definition of noncentral t distribution (1.2.3), letting S =√
χ2ν
ν =
χν√
ν
, we have Tν (δ) = Z+δS . Since Z and χ
2
ν are independent, Z and
S are independent too.
Given the first few moments of χν , we can get the first few moments of
S. 4
E [S] =
√
2
ν
Γ((ν + 1)/2)
Γ(ν/2)
=
1
dν+2
√
ν + 1
ν
= bν ,
E
[
S2
]
=
E
[
χ2ν
]
ν
= 1 ,
E
[
S3
]
=
E
[
χ3ν
]
(
√
ν)
3 =
(
1 +
1
ν
)
bν ,
E
[
S4
]
=
E
[
χ4ν
]
ν2
= 1 +
2
ν
,
E (S − E [S])2 = V ar [S] = V ar [χν ]
ν
= 1− b2ν ,
E (S − E [S])3 = E (χν − E [χν ])
3
(
√
ν)
3 = bν
{
2
(
b2ν − 1
)
+
1
ν
}
,
E (S − E [S])4 = E (χν − E [χν ])
4
ν2
=
2
ν
(
1− 2b2ν
)
+
(
1− b2ν
) (
1 + 3b2ν
)
.
For any α with condition 0 < α < 1, there exists a tα,ν (δ) such that
P {Tν (δ) < tα,ν (δ)} = 1− α. The tα,ν (δ) is called the upper 100α percentile
4E [χν ] = µχν =
√
2
Γ((ν+1)/2)
Γ(ν/2)
=
√
ν+1
dν+2
= bν
√
ν
E
[
χ2ν
]
= ν
E
[
χ3ν
]
= 2
√
2
Γ((ν+3)/2)
Γ(ν/2)
=
√
ν(ν + 1)bν
E
[
χ4ν
]
= ν(ν + 2)
E (χν − E [χν ])2 = σ2χν = E
[
χ2ν
]− µ2χν = ν (1− b2ν)
E (χν − E [χν ])3 = E
[
χ3ν
]− 3E [χ2ν]µχν + 2µ3χν = √νbν {1 + 2ν (b2ν − 1)}
E (χν − E [χν ])4 = E
[
χ4ν
] − 4E [χ3ν]µχν + 6E [χ2ν]µ2χν − 3µ4χν = 2ν (1− 2b2ν) +
ν2
(
1− b2ν
) (
1 + 3b2ν
)
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of the noncentral t distribution. Then we have
1− α = P {Tν (δ) < tα,ν (δ)}
= P
{
Z + δ
S
< tα,ν (δ)
}
= P {Z − tα,ν (δ)S < −δ}
= P
{
Z − tα,ν (δ)S − E [Z − tα,ν (δ)S]
V ar [Z − tα,ν (δ)S] <
−δ − [Z − tα,ν (δ)S]
V ar [Z − tα,ν (δ)S]
}
= P
W = Z − tα,ν (δ) (S − bν)√1 + t2α,ν (δ) (1− b2ν) <
tα,ν (δ) bν − δ√
1 + t2α,ν (δ) (1− b2ν)
 .
Note that the statistic W is based on a linear combination of a normal ran-
dom variable Z and a chi-statistic S, with E [W ] = 0 and V ar [W ] = 1. In
order to use the Cornish-Fisher expansion for the statistic W up to the or-
der O
(
ν−3
)
, we need the third and fourth cumulants of W up to the same
order.
κ3
W = Z − tα,ν (δ) (S − bν)√
1 + t2α,ν (δ) (1− b2ν)

=
κ3 (Z)− (tα,ν (δ))3 κ3 (S − bν)(
1 + t2α,ν (δ) (1− b2ν)
) 3
2
=
0− (tα,ν (δ))3E (S − E [S])3(
1 + t2α,ν (δ) (1− b2ν)
) 3
2
=
(tα,ν (δ))
3
bν(
1 + t2α,ν (δ) (1− b2ν)
) 3
2
{
2
(
1− b2ν
)− 1
ν
}
with bνexpanded by footnote 1
=
(tα,ν (δ))
3(
1 + t2α,ν (δ) (1− b2ν)
) 3
2
·
(
−1
4
){
1
ν2
+
1
4ν3
+O
(
ν−4
)}
.
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κ4
W = Z − tα,ν (δ) (S − bν)√
1 + t2α,ν (δ) (1− b2ν)

=
κ4 (Z) + (tα,ν (δ))
4
κ4 (S − bν)(
1 + t2α,ν (δ) (1− b2ν)
)2
=
0 + (tα,ν (δ))
4
{
E (S − E [S])4 − 3
[
E (S − E [S])2
]2}
(
1 + t2α,ν (δ) (1− b2ν)
)2
=
(tα,ν (δ))
4
{
2
ν
(
1− 2b2ν
)
+
(
1− b2ν
) (
1 + 3b2ν
)− 3 [1− b2ν]2}(
1 + t2α,ν (δ) (1− b2ν)
)2
=
2 (tα,ν (δ))
4(
1 + t2α,ν (δ) (1− b2ν)
)2 {(1− b2ν) (3b2ν − 1)+ 1ν (1− 2b2ν)
}
with bνexpanded by footnote 1
= O
(
ν−4
)
.
The fourth cumulant is usually of order ν−3, but in this case the term of the
order vanishes (Kendall and Stuart 1969 p372).
By the Cornish-Fisher expansion, we can obtain a higher order approxi-
mation formula of a percentage point of the noncentral t distribution, tα,ν (δ).
tα,ν (δ) bν − δ√
1 + t2α,ν (δ) (1− b2ν)
= zα +
1
6
κ3 (W )
(
z2α − 1
)
+
1
24
κ4 (W )
(
z4α − 3zα
)
+O
(
ν−4
)
= zα −
(tα,ν (δ))
3 (
z2α − 1
)
24
(
1 + t2α,ν (δ) (1− b2ν)
) 3
2
{
1
ν2
+
1
4ν3
}
+O
(
ν−4
)
,
where zα is the upper 100α percentile of the standard normal distribution.
Regarding it as an equation of tα,ν (δ), the existence and uniqueness of a
solution of the equation is guaranteed when 0.1 ≤ α ≤ 0.15 for ν = 1,
0.03 ≤ α ≤ 0.15 for ν = 2, 0.006 ≤ α ≤ 0.15 for ν = 3 and 0.003 ≤ α ≤ 0.15
for ν ≥ 4 (Akahira, Sato and Torigoe 1995). In addition, from this result,
we can obtain the confidence interval for the noncentrality parameter δ of
level 1− α.
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(
Tν (δ) bν − Zα2
√
1 + T 2ν (δ) (1− b2ν)+
(Tν (δ))
3
(
Z2α
2
− 1
)
24 (1 + T 2ν (δ) (1− b2ν))
{
1
ν2
+
1
4ν3
}
+O
(
ν−4
)
,
Tν (δ) bν + Zα2
√
1 + T 2ν (δ) (1− b2ν)−
(Tν (δ))
3
(
Z2α
2
− 1
)
24 (1 + T 2ν (δ) (1− b2ν))
{
1
ν2
+
1
4ν3
}
+O
(
ν−4
))
.
If we only consider the above approximation up to the order O
(
n−1
)
, a
very neat normality result can be obtained (Abramowitz and Stegun 1964
p949 and Walck 2007 p118).
ŜR
(
1− 1
4 (n− 1)
)
d→ N
(
SR,
1
n
+
ŜR
2
2 (n− 1)
)
. (1.2.6)
1.2.4 Statistical Properties of Estimated Sharpe Ratio
Under Autoregressive Return
The simplest relaxation of the IID assumption of the return is to assume the
time series of returns has a autocorrelation. Lo (2002) proposed that un-
der non-IID returns people can obtain the distribution of estimated Sharpe
ratio by using MLE plus Delta method. Specifically,
ŜR = ψ
(
θˆ
)
d→ N
(
ψ (θ) ,
(
∂ψ (θ)
∂θ
∣∣∣∣∣
θˆ
)′
I−1 (θ)
(
∂ψ (θ)
∂θ
∣∣∣∣∣
θˆ
))
,
Or
ŜR = ψ
(
θˆ
)
d→ N
(
ψ (θ) ,
(
∂ψ (θ)
∂θ
∣∣∣∣∣
θˆ
)′
j−1
(
θˆ
)(∂ψ (θ)
∂θ
∣∣∣∣∣
θˆ
))
.
In addition, Van Belle (2002) noted a special rule of thumb, under for-
mulation of AR(1) with ρ being the autocorrelation of the series of returns
and µ = rf , the noncentral t statistic becomes a central t statistic; and we
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have √
nŜR = tn−1
d→ N
(
0,
1 + ρ
1− ρ
)
.
In this Chapter, we provide a general review on statistical properties of
estimated Sharpe ratio. Note that all the asymptotic distributions for esti-
mated Sharpe ratio introduced here are first order or second order results,
meaning that they will need a relatively large sample to make the inference
results accurate. In Chapter 3 and 4, we will set these results of Chapter
1 as a reference group to compare with our proposed third order methodol-
ogy. But before that, we will detail the mechanics of the likelihood-based
third-order methods in the next Chapter.
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Chapter 2
Likelihood-based
Statistical Inference
Methods
2.1 Introduction
The following is the notation used throughout this thesis:
• Upper case letters, for example, X and Y are scalar random variables.
• Lower case letters, for example, x and y are scalar realizations.
• Bold letters or symbols, for example, X, Y, y or θ, are matrices or
vectors. In addition, all of the vectors are column vectors.
In particular, we let Y = (Y1, . . . , Yn)
′ be a n-dimensional vector of random
variables with probability density function or pdf f(·;θ), where θ ∈ Θ ⊆ Rp
is a p-dimensional vector of parameters. Nuisance parameters λ (θ) arise
in a variety of settings, and typically they are included to make the model
more realistic for the application of interest. The goal of statistical infer-
ence is to draw conclusions about the parameter of interest, ψ(θ), based on
an observed sample vector y = (y1, . . . , yn)
′. Furthermore, throughout this
dissertation, we assume that:
1. dim(ψ(θ)) = 1,
2. p < n.
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2.2 Dimension Reduction-Sufficiency and An-
cillarity
The process of reducing the dimension of data without loss of information is
referred to as dimension reduction. In this section, we review some results
on dimension reduction by means of sufficiency and ancillarity. Sufficiency
and ancillarity reduction are very useful in constructing marginal and con-
ditional distributions which will depend only on the parameter of interest
from the original model, and then these distributions can be used to draw
inference about parameters of interest.
2.2.1 Sufficiency
2.2.1.1 Definition
Fisher (1922) introduced sufficiency as a method to reduce the dimension of
a statistical model. It was further developed by Kalbfleisch (1975), Huzur-
bazar (1976), Cox and Hinkley (1979), Fraser (1979) and others.
Statistic, Sufficient Statistic and Minimal Sufficient Statistic are de-
fined as follows. A statistic is a function of sample data that does not
depend on any unknown parameters and the probability distribution of the
statistic is called the sampling distribution of the statistic. In addition, let
Y be a random vector whose distribution depends on the parameter θ. A
statistic vector S = S(Y) (dim(S) = dim(θ) = p) is said to be sufficient
for θ if, for each s, the conditional distribution of Y given S(Y) = s does
not depend on θ. Also, it is easy to see that if g(·) is a one to one function
(Rp → Rp) and S is a sufficient statistic, then g(S) is also a sufficient statis-
tic. Finally, a sufficient statistic S(Y) is a minimal sufficient statistic if
S(Y) is a function of S∗(Y) for any other sufficient statistic S∗(Y).
To motivate the mathematical definition, we consider the following ex-
ample. There are two people A and B. A knows the entire random sample y
while B only knows the value of sufficient statistic S(y) = s. Since the con-
ditional distribution of Y given S does not depend on θ, people who know
the value of S would also know this conditional distribution. And thus B
can use his computer to generate a new random sample y∗ from this condi-
tional distribution and his new random sample has the same distribution
as a random sample drawn from the population with unknown value of θ.
Finally B can use his random sample y∗ to compute whatever A computes
using his random sample y and B can do, on average, just as good a job
of estimating the unknown parameter θ as A. Or intuitively, all of the in-
formation needed for inference from the data about ψ is contained in the
statistic S in this reduction of data.
Hogg, Tanis and Rao (1977) suggest the application of Factorization
Theorem to check if a statistic is sufficient; Specifically, a statistic vec-
tor S(Y) is sufficient if and only if the density function can be factored as
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follows:
f(y|θ) = u(y)v(S(y),θ) , (2.2.1)
where u and v are non-negative functions.
Example. We consider a Normal distribution. Let Y1, . . . , Yn be a random
sample independent identically distributed or IID as N(µ, σ2). In this case
θ =
(
µ, σ2
)
. The joint density of the sample is
f(y1, . . . , yn|µ, σ2)
= (2pi)
−n2 (σ2)−n2 exp
−
n∑
i=1
(yi − µ)2
2σ2
 (2.2.2)
= (2pi)
−n2 exp
−
n∑
i=1
y2i
2σ2
+
µ
n∑
i=1
yi
σ2
− nµ
2
2σ2
− n lnσ
2
2

= (2pi)
−n2 exp
( µσ2 − 12σ2 ) ·

n∑
i=1
yi
n∑
i=1
y2i
− nµ22σ2 − n lnσ22

= (2pi)
−n2 exp (η(θ)′S(y)−A(θ)) . (2.2.3)
From (2.2.3) and Factorization Theorem (2.2.1), we can find that
u(y) = (2pi)
−n2 ,
v(S(y),θ) = exp (η(θ)′S(y)−A(θ)) .
The sufficient statistic is
S(Y) =

n∑
i=1
Yi
n∑
i=1
Y 2i
 . (2.2.4)
The natural parameter or the canonical parameter is
η(θ) =
(
µ
σ2− 12σ2
)
. (2.2.5)
Log-partition function is A(θ) = nµ
2
2σ2 +
n lnσ2
2 or A(η) =n(− η
2
1
4η2
− 12 ln (−2η2)).
An alternative common sufficient statistic can be achieved by one-to-one
transformation from (2.2.4):
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S∗(Y) =

n∑
i=1
Yi
n
n∑
i=1
(
Yi − Y¯
)2
 .
According to Fraser (1976), the first sufficient statistic in random vari-
able form Y¯ = (
∑n
i=1 Yi) /n is normally distributed with mean µ and vari-
ance σ2/n, that is N(µ, σ2/n). Then
(
Y¯ − µ) / (SE/√n) is distributed as
the Student t distribution with (n− 1) degrees of freedom, where SE2 =∑n
i=1
(
Yi − Y¯
)2
/ (n− 1). Since the distribution of this statistic depends only
on one of the parameters of interest ψ1(θ) = µ, it then can be used for infer-
ence concerning µ. For example, the classical 95% confidence interval for µ
is y¯ ± t∗ se√
n
with P (tn−1 > t∗) = 0.025. On the other hand, the second suf-
ficient statistic
∑n
i=1
(
Yi − Y¯
)2 is distributed as σ2χ2n−1, where χ2n−1 stands
for a Chi-squared distribution with degree of freedom (n− 1). It depends
only on the other parameter of interest ψ2(θ) = σ2 and thus can be used for
inference about σ2.
Hence we successfully reduce the dimension of data from n to 2. In other
words, rather than working with the original Y1, . . . , Yn, it is sufficient to
work with S(Y) or S∗(Y) with no loss of information about θ.
2.2.1.2 Sufficient Statistic and Conditioning
Cox (1988) identifies at least four interrelated roles for conditioning in in-
ference. First, to make probability calculations relevant to the data un-
der study; second, to recover information lost in reducing the dimension
of the problem; third, to eliminate nuisance parameters; and finally, to en-
able computation of accurate approximations to densities. Making probabil-
ity calculations relevant and recovering information are usually associated
with conditioning on ancillary or approximately ancillary statistics; elimi-
nating nuisance parameters is usually associated with conditioning on suf-
ficient or approximately sufficient statistics. These two types of condition-
ing are most transparent in transformation family models and exponential
family modes, respectively.
We start with an example to discuss sufficient statistic and conditioning.
Example. Let Y1 and Y2 be IID as a normal distribution with mean θ and
variance unity, N (θ, 1). Also let S = Y1 +Y2 and T = Y1−Y2 be a one-to-one
transformation from (Y1, Y2) to (S, T ). Thus, S ∼ N(2θ, 2) and T ∼ N(0, 2).
Note that the distribution of T is free of θ and S and T are independent.
Then the conditional distribution of T given S is free of θ:
fT (t) = fT |S(t|s) = fS,T (s, t; θ)
fS(s; θ)
=
fY(y; θ)
fS(s; θ)
.
By Factorization Theorem, we know statistic S is sufficient and the dimen-
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sion of the variable is reduced from 2 to 1 by the marginalization in going
from Y to S. Thus the model for the original sample Y1 and Y 2 is replaced
by the marginal model for the new variable S and inference about θ can be
obtained from the marginal density of S.
To extend the preceding example, we generalize a type of sufficiency re-
duction which is useful in reducing the dimension of the initial variable
Y to p, the dimension of the sufficient statistic S. Suppose there exists a
one-to-one transformation from Y to (S,T) with the Jacobian of the trans-
formation J such that
f(y;θ) = f(s;θ)f(t|s) |J| , (2.2.6)
then S = S(Y) is sufficient for θ and the marginal density of S, f(s;θ), is an
appropriate basis for inference about θ. However, the conditional density
f(t|s) does have a role to play in inference, but not in inference for θ. As is
suggested in Cox and Hinkley (1979), the conditional density is useful for
model checking; in particular because it does not depend on which value
of θ generated the data Y. From the model-checking point of view, θ is a
nuisance parameter which is eliminated in the conditional density.
The most well-known class of models which allows a sufficiency reduc-
tion of the type (2.2.6) is the family of linear exponential models.
f(y;θ) = exp (η′(θ)s(y)−A(θ))u(y) , (2.2.7)
where S = S(Y) is the minimal sufficient statistic with same dimension p
as canonical parameter η(θ). According to the Pitman–Koopman–Darmois
Theorem (Pitman, 1936 and etc), among families of probability distribu-
tions whose domain does not vary with the parameter being estimated, only
in exponential families is there a sufficient statistic whose dimension re-
mains bounded as sample size increases. Note that the form is non-unique,
since η(θ) can be multiplied by any nonzero constant, provided that S (Y)
is multiplied by that constant’s reciprocal, or a constant c can be added to
η(θ) and u (y) multiplied by e−cs(y) to offset it.
Note that A(θ) can always be written as functions of η, regardless of
the form of the transformation that generates η from θ. It is so even when
η (θ) is not a one-to-one function and cannot be inverted, i.e. two or more
different values of θ map to the same value of η (θ). Thus, by defining a
transformed natural parameter η = η(θ) we can always write (2.2.7) as
f(y;η) = exp (η′s(y)−A(η))u(y). Or, more generally, let θ represent η,
written as η (θ) = θ, and in this case the exponential family is said to be in
canonical form or in natural form:
f(y;θ) = exp
(
θ′s(y)−A(θ))u(y) . (2.2.8)
Following the basic setup at the beginning of this chapter, ψ can be an
interest canonical parameter in (2.2.7) or (2.2.8) and then the corresponding
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exponential model is sometimes expressed as
f(y;θ) = exp
(
ψs1 + λ
′s2 −A(θ)
)
u(y) . (2.2.9)
The distribution of S1|S2 = s2 depends only on the interest parameter ψ
and accordingly the conditional distribution of of S1 given S2 = s2 is an
appropriate distribution for inference concerning ψ free of the nuisance pa-
rameter λ. The extension of this point will be presented in the example at
subsection (2.2.3.2).
2.2.2 Ancillarity
2.2.2.1 Definition.
We proceed in a different direction and consider statistics whose distribu-
tion is free of the parameter. Formally, a statistic T(Y) whose distribution
does not depend on the parameter θ is called an ancillary statistic and
a statistic T(Y) is maximal ancillary if every other ancillary statistic is
a function of T(Y). In addition, approximate ancillary means that the
distribution of T (Y) depends on θ only in terms of O
(
n−1
)
or higher, for θ
within O
(
n−
1
2
)
of its true value.
We can see from the definition that ancillary statistic is a pivotal quan-
tity as well as a statistic and ancillary statistics can be used to construct
prediction intervals. However, an ancillary statistic may not exist and a
general method for constructing an ancillary statistic does not exist either.
If one exists at some special cases, an ancillary statistic may not be unique.
Example. Let X1, . . . , Xn be IID N(µ, 1). In this case, let ψ = µ. The
following statistical measures of dispersion of the sample are all ancillary
statistics, because their sampling distributions does not change as location
µ changes:
(1) Range: max {X1, . . . , Xn} −min {X1, . . . , Xn}
(2) Interquartilde Range: Q3 −Q1
(3) Sample Variance: σˆ2 =
n∑
i=1
(Xi − X¯)2/n
Conversely, let X1, . . . , Xn be IID N(1, σ2), and here ψ = σ2. In this case
the sample mean X¯ is, however, not an ancillary statistic of the variance,
as the sampling distribution of X¯ is N(1, σ
2
n ), which does depend on σ
2, and
this measure of location depends on dispersion.
2.2.2.2 Ancillary Statistic and Conditioning
Ideally, one would like to have the dimension of the minimal sufficient
statistic to be equal to p which is the dimension of the parameter θ. How-
ever, Cox and Hinkley (1979) pointed out that it is common to have the
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dimension of minimal sufficient statistic larger than p and thus a reduc-
tion method is needed to obtain inference on θ. In particular, one can
make initial reduction by sufficiency (2.2.6) or (2.2.1), then apply ancil-
lary methods partitioning the minimal sufficient statistic S into
(
M
A
)
such that the marginal distribution of A does not depend on θ. Hence,
we can factorize f(s;θ), the density of the minimal sufficient statistic S, to
f(s;θ) ∝ f(m|a;θ)f(a). Substitute this result to (2.2.6) and we can obtain
f(y;θ) = f(s;θ)f(t|s) |J| ∝ f(s;θ) ∝ f(m|a;θ)f(a) . (2.2.10)
In (2.2.10) A = A(Y) is said to be ancillary for θ and the conditional density
of M given A entails no information loss about θ and thus can be used
for inference concerning θ. In particular, if one takes M to be maximum
likelihood estimator θˆ, which in general will not be sufficient, then one can
ask for an ancillary complement. Since the requirement that A be ancillary
ensures that there is little information about θ in the marginal density
for A, the conditional distribution of θˆ given A is expected to provide a
good inference for θ. Intuitively, an ancillary complement add the missing
information of M without duplicating any. We will see this point again
when introducing p∗ formula at section (2.5).
Fisher (1934) introduced inference conditional on ancillaries as a method
to reduce the size of the sample space and yet retain all the relevant in-
formation in the original sample; he claimed that the argument often ad-
vanced for using this method for inference about θ is either that the con-
ditional density gives more precise inference for θ or that the subset of the
sample space defined by fixing the value of A is the relevant subset for in-
ference about θ. For further discussion see Kass(1989) and Dawid(1991)
.
However, the idea of using the conditional distribution in (2.2.10) for
inference has not been as widely accepted as using the marginal density
in (2.2.6). According to Reid (1995), this may be because the partition in
(2.2.10) is not typically unique, whereas that in (2.2.6) is essentially unique.
The main class of models which allows an ancillary reduction of type
(2.2.10) is the transformation family models, that is, models generated
by a group of transformations acting on the sample space. For the transfor-
mation model exact ancillary statistics exist and are sometimes referred to
as the configuration of the sample.
Example. (1) Denoting the base model by f0(·), the transformation model
is f(y;θ) = f0(gθy), where gθ is a member of a group of transformations in-
dexed by θ that leaves the original sample space unchanged. For example,
in a location-scale model, gθY = Y−θ1θ2 . In a sample of size n from a transfor-
mation model a partition of the form (2.2.10) obtains with M = M(Y) = θˆ,
the maximum likelihood estimate, and A = A(Y) = gθˆY, the maximal in-
variant for the group. Again M has the same dimension as the parameter
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θ. In a sample of size n from a location model, A(Y)=
(
Y1 − θˆ, . . . , Yn − θˆ
)
;
from a location-scale model, A(Y) =
(
Y1−θˆ1
θˆ2
, . . . , Yn−θˆ1
θˆ2
)
.
(2) Let (X1, . . . , Xn) be a random sample from a statistical model 1σf(
x−µ
σ ),
θ =
(
µ, σ2
)
, S1 = X¯ and S2 =
n∑
i=1
(Xi−X¯)2
n−1 then (S1, S2) is a sufficient statistic
given the configuration statistic (Fisher, 1934). Then A =
(
X1−µˆ
σˆ , . . . ,
Xn−µˆ
σˆ
)
which is in turn ancillary; the ancillary defines the orbit on which the ob-
servations reside. Position on an orbit is determined by the MLE
(
µˆ, σˆ2
)
.
Accordingly any sample point can be represented by the pair, the MLE and
the configuration. For detailed discussion see Fraser (1968).
For a continuous statistical model f(y;θ) with asymptotic properties,
the current methods of constructing ancillaries for third order analysis in-
clude the tangent location model of Fraser (1964) and the cumulant method
of McCullagh (1987 ). The cumulant method uses the cumulant of the log-
likelihood derivative to obtain third order ancillaries(McCullagh, 1987) and
the tangent location method constructs tangent directions for first deriva-
tive ancillaries at the data point Y0. The analysis in Fraser and Reid (1995)
shows that first order derivative ancillaries can be adjusted to give second
order ancillaries and no further upgrading is required for third order infer-
ence: these second order ancillaries can however be upgraded to third order
ancillaries (Skovgaard, 1986).
2.2.3 Nuisance Parameters
We assume if the model f(y;θ) satisfies (2.2.6) or (2.2.10), then the marginal
density of sufficient statistic or conditional density given ancillary statistic
will be used as the basis for inference and the dimension of the initial prob-
lem is reduced to that of S or that of M. In exponential or transformation
models, the dimensions of S or M and θ are the same.
For models with nuisance parameters, various generalizations of fac-
torizations (2.2.6) and (2.2.10) are available according to Reid (1995). We
summarize them into three types.
2.2.3.1 Extension Type One
The simplest extension is
f (s;ψ,λ) = f(s1|s2;ψ)f(s2;λ) . (2.2.11)
In this setting, S2 is sufficient for λ in a general sense as in (2.2.6) and the
marginal density for S2 can then be used for inference concerning the inter-
est parameter λ with the nuisance parameter ψ eliminated by marginaliza-
tion. On the other hand if interest lies in obtaining inference about the in-
terest parameter ψ, since S2 is ancillary for ψ as in (2.2.10), the conditional
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density of S1|S2 would be an appropriate choice. For this case, conditioning
eliminates the nuisance parameter λ.
Many definitions of sufficiency and ancillarity in the presence of nui-
sance parameters require the parameters of the model to split into com-
ponent densities in the manner of (2.2.11) (Fraser, 1956; Basu, 1977; Cox
and Hinkley, 1979). Cox and Hinkley (1979) refer to S1 as “conditionally
sufficient for ψ”. Barndorff-Nielsen (2014) uses the terminology “S1 is S-
sufficient for ψ”.
2.2.3.2 Extension Type Two
Very few models with nuisance parameters admit a factorization of the form
(2.2.11). One generalization of it is
f(s;θ) = f(s1|s2;ψ)f(s2;ψ,λ) . (2.2.12)
In this case, S2 is no longer ancillary for ψ, but it is sufficient for λ in the
sense that the nuisance parameter λ has been eliminated in the conditional
distribution. f(s2;ψ,λ) or f(s;θ) can be used for testing λ if plausible val-
ues of ψ can be constructed from the conditional density of S1 given S2.
One motivation for using f(s1|s2;ψ) for inference about ψ is merely prag-
matic: we can do this without specifying a value for the unknown parameter
λ. A more theoretical motivation is that, in testing a hypothesis about ψ
with λ unspecified, any test having a type I error that does not depend on λ
must be constructed from the conditional distribution, at least if S2 is com-
plete (Lehmann, 1986). However, there is potentially information about ψ
in the marginal density of S2 as is indicated explicitly in the notation.
A systematic investigation into ways of quantifying the information in
such marginal or conditional densities is given in Jorgensen (1994) and
Barndorff-Nielsen (2014) .
Example. .
(1) The most common models admitting a factorization of the form (2.2.12)
are exponential family linear models, where f(s;θ) = exp(ψs1 + λ′s2 −
A(ψ,λ)− d(s1, s2)). It is easy to show that
f(s1|s2;ψ) = exp(ψs1 −A2(ψ)− d2(s1)) , (2.2.13)
and that the marginal distribution of S2 depends on (ψ,λ) (Lehmann, 1986,
Ch.2). In (2.2.13) the functions A2(ψ) and d2(S1) depend on S2 and are
usually difficult to calculate. However, tests of hypotheses about ψ based
on (2.2.13) have an unconditional optimality property: they are uniformly
most powerful among the class of unbiased tests. Conditional inference
based on (2.2.13) is discussed in detail in Lehmann (1986) ) from this point
of view. A third order approximation to the likelihood function from the
conditional distribution (2.2.13) is introduced at later section in (2.5.6).
26
(2) The shape parameter of a gamma distribution is a component of
the canonical parameter. Suppose we have a sample of size n from the
density f(y;ψ, λ) = 1Γ(ψ)λ
ψyψ−1e−λy. The minimal sufficient statistic is
(S1, S2) = (
∑
log Yi,
∑
Yi) and the conditional density of S1 given S2 is
given by (2.2.13), where versions of A2(ψ) and d2(S1) are exp(A2(ψ)) =´
exp ((ψ − 1)s1)h (s1, s2) ds1, exp (−d2(s1)) = exp (−s1)h (s1, s2) , h (s1, s2) =
exp (−d(s1, s2)) =
´
S
dy1 · · · dynwithS = {(y1 . . . yn) :
∑
yi = s2,
∑
log yi = s1}.
2.2.3.3 Extension Type Three
A different generalization of (2.2.11) is the case where S2 is no longer suffi-
cient for λ, but is ancillary for ψ:
f (s;ψ,λ) = f (s1|s2;ψ,λ) f (s2;λ) . (2.2.14)
By analogy with the situation in (2.2.12), one motivation for using marginal
density of S2 is pragmatism; we can construct inference for λ without spec-
ifying any value for the nuisance parameter ψ.
If our interest is in the parameter ψ, then we will either use f(s;ψ,λ)
or f (s1|s2;ψ,λ) for inference about ψ. If we use the conditional density,
plausible values of λ might be obtained from the marginal density for S2.
This is a more direct generalization of the ancillarity definition (2.2.10):
the distribution of the ancillary statistic depends on an additional parame-
ter rather than being completely known as in (2.2.10).
Example. Suppose we have a sample of size n from N
(
µ;σ2
)
. Y¯ and S2
stand for the sample mean and variance, we have
f
(
y¯, s2;µ, σ2
)
= f1
(
y¯;µ, σ2
)
f2
(
s2;σ2
)
,
where f1 is the N
(
µ, σ2/n
)
density and f2 is the σ2χ2n−1 density. Because Y¯
and S2 are independent, this is actually an application of both (2.2.12) and
(2.2.14).
First of all, inference about σ2 can be based on the marginal distribution
of S2 as in (2.2.14) S2 is ancillary for µ or the conditional distribution of S2
given Y¯ as in (2.2.12) Y¯ is sufficient for µ. In fact this example highlights
the difficulty with the extended definitions of sufficiency and ancillarity.
Although Y¯ is sufficient for µ, in the sense of definition (2.2.12), it is not
sufficient in our usual understanding of the definition based on (2.2.6); that
is, inference for µ, cannot be constructed from Y¯ alone. This is also the rea-
son why in (2.2.12) f(s2;ψ,λ) or f(s;θ) can be used for testing λ if plausible
values of ψ can be constructed from the conditional density of S1 given S2,
as well as in (2.2.14) we will either use f(s;ψ,λ) or f (s1|s2;ψ,λ) for infer-
ence about ψ if plausible values of λ might be obtained from the marginal
density for S2.
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On the other hand, inference for µ is constructed from the t-statistic√
n
(
Y¯ − µ) /S. The t-test can be derived by formal considerations related to
(2.2.12) and (2.2.14). One derivation is via the construction of similar tests
for the ratio of canonical parameters in the exponential family (Lehmann,
1986) and the other is via construction of an invariant test (Lehmann,
1986). Need to mention that t-statistic is the most well-known example
of a pivotal statistic, that is, a function of the data and parameters whose
distribution is known exactly. The development of inference based on piv-
otal statistics proceeded somewhat separately from that of conditional in-
ference, although recent work emphasizes the connections between them.
Finally, the normal distribution is both an exponential family and a
transformation family, which is why arguments based on sufficiency or an-
cillarity lead to the same result.
Corresponding to the example (1) in (2.2.3.2), in transformation mod-
els tests based on the marginal distribution of the ancillary statistic (the
maximal invariant) also have an unconditional optimality property: they
are uniformly most powerful among the class of invariant tests. This is the
point of view from which the t-test is derived in Lehmann (1986).
For further consideration of various definitions of sufficiency and an-
cillarity in the presence of nuisance parameters see (Fraser, 1956; Basu,
1977; Cox and Hinkley, 1979; Reid, 1996; Lindsey, 1996; Barndorff-Nielsen,
2014).
2.3 First Order Approximation
In statistical inference, people frequently encounter distributional prob-
lems that either have no exact solutions or have solutions so complicated
that they cannot be used directly. Such situations are frequently addressed
by asymptotic statistical theory. In this section, we will review some stan-
dard first-order likelihood-based methods. In the later sections, we will
improve these methods to achieve a higher-order of accuracy.
The likelihood function of θ from the observed response value y is de-
fined as proportional to the sampling density, L (θ; y) = c ·
n∏
i=1
f (yi;θ) where
c = c (y) ∈ (0,+∞) is an arbitrary constant; and the log-likelihood func-
tion is defined as:
` (θ) = ` (θ; y) = ` (ψ,λ; y) = log (L (θ; y))
= a+ log
(
n∏
i=1
f (yi;θ)
)
= a+
n∑
i=1
log f (yi;θ) =
n∑
i=1
` (θ; yi) ,(2.3.1)
where a ∈ (−∞,+∞) is an arbitrary constant. We can see that the likeli-
hood is a function of the parameter as determined by the data. It can be
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viewed as summarizing all the information in the data about the parame-
ter.
The followings represent the notation that will be used throughout this
dissertation.
• fθ (y;θ) = ∂f(y;θ)∂θ and fθθ′ (y;θ) =
∂2f(y;θ)
∂θ∂θ′ ;
• s (θ) = `θ (θ) = ∂`(θ)∂θ is the score function and s
(
θˆ
)
= 0 is the
estimating equation;
• `;y′ = ∂`(θ;y)∂y′ =
(
∂`(θ;y)
∂y1
, . . . , ∂`(θ;y)∂yn
)
is the log likelihood gradient
with respect to the variable y and a second order derivative `θ;y′ =
∂2`(θ;y)
∂y′∂θ =

∂2`(θ;y)
∂y1∂θ1
· · · ∂2`(θ;y)∂yn∂θ1
...
. . .
...
∂2`(θ;y)
∂y1∂θp
· · · ∂2`(θ;y)∂yn∂θp
.
• If V = (V1, . . . ,Vp) is a set of p linearly independent vectors and Vi ∈
Rn then the log likelihood gradient in the direction of V is 1× p
row vector `;V = ∂`(θ;y)∂V = `;y′ ·V =
(
n∑
k=1
∂`(θ;y)
∂yk
vk1, . . . ,
n∑
k=1
∂`(θ;y)
∂yk
vkp
)
.
• j (θ) = jθθ′ (θ) = −sθ′ (θ) = −`θθ′ (θ) = −∂
2`(θ;y)
∂θ∂θ′ =
(
jψψ (θ) jψλ (θ)
jλψ (θ) jλλ′ (θ)
)
is the observed Fisher full information matrix and I (θ) = var [s (θ)]
is the expected Fisher full information matrix. Under certain
regularity conditions (Lehmann and Casella 1998) an alternative ex-
pression for the expected information is given by I (θ) = var [s (θ)] =
E [s (θ) s′ (θ)] = E [j (θ)] =
(
Iψψ (θ) Iψλ (θ)
Iλψ (θ) Iλλ′ (θ)
)
.
• jλλ′ (θ) = −`λλ′ (θ) = −∂
2`(θ;y)
∂λ∂λ′ is the observed information concern-
ing the nuisance parameter λ for given ψ, and it is also called the
observed nuisance information matrix;
• I−1 (θ) =
(
Iψψ (θ) Iψλ (θ)
Iλψ (θ) Iλλ
′
(θ)
)
and j−1 (θ) =
(
jψψ (θ) jψλ (θ)
jλψ (θ) jλλ
′
(θ)
)
are the inverse of the original block information; 1
1From det
(
An×n Bn×m
Cm×n Dm×m
)
= det (D) det
(
A−BD−1C) and(
An×n Bn×m
Cm×n Dm×m
)−1
=
( (
A−BD−1C)−1 −A−1B (D−CA−1B)−1
−D−1C (A−BD−1C)−1 (D−CA−1B)−1
)
,
we can obtain a result on the inverse of information matrix I−1 (θ) =
(
Iψψ Iψλ
Iλψ Iλλ
′
)
= (Iψψ − IψλI−1λλ′Iλψ)−1 = ( |I(θ)||Iλλ′ |)−1 −I−1ψψIψλ (Iλλ′ − IλψI−1ψψIψλ)−1
−I−1
λλ′Iλψ
(
Iψψ − IψλI−1λλ′Iλψ
)−1 (
Iλλ′ − IλψI−1ψψIψλ
)−1

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• Φ (·) and φ (·) are the cumulative distribution function and probability
density function for the standard normal distribution, respectively.
Moreover, throughout this dissertation with θ ∈ Θ, the following regularity
conditions are assumed to hold:
• f (y;θ) > 0 is twice continuously differentiable in θ in a neighborhood
N of θ;
•
´
supθ∈N |fθ (y;θ) |dy <∞ and
´
supθ∈N |fθθ′ (y;θ) |dy <∞;
• E [`θ (y;θ) `′θ (y;θ)] exists and is nonsingular;
•
´
supθ∈N |`θθ′ (y;θ) |dy <∞.
Likelihood analysis typically involves two types of maximum likelihood es-
timation: unconstrained maximum likelihood estimation and constrained
maximum likelihood estimation.
2.3.1 Unconstrained Maximum Likelihood Estimation
The (unconstrained or overall) maximum likelihood estimation aims to solve
the (unconstrained or overall) maximum likelihood estimator or MLE
θˆ =
(
ψˆ, λˆ
′)′
= θˆ (y) = arg maxθ ` (θ; y). θˆ is usually obtained from solving
the first order condition, or equivalently the estimating equation: s
(
θˆ
)
=
`θ
(
θˆ
)
= ∂`(θ)∂θ
∣∣∣
θ=θˆ
= 0 and θˆ ∈ Θ.
The study of parametric statistics based on likelihood function was ini-
tiated by Fisher (1922, 1925). In regular parametric models when the
amount of information is large2, first order asymptotic theory is available.
For these models the Central Limit Theorem and the Law of Large Num-
bers provide access to a range of statistical procedures. In particular, for
models with independent random variables, the score function, being a sum
of independent components is asymptotically normal. Local linearization
then relates the maximum likelihood estimate and likelihood ratio statistic
to the score function. These three, score, maximum likelihood and likeli-
hood ratio, provide important and powerful methods referred to as first or-
der asymptotic theory. Specifically, under the regularity conditions stated
above, first order approximations for testing H0: θ = θ0 are obtained by
Cox and Hinkley (1979):
1.
s (θ)
d→ Np (0, I (θ)) , (2.3.2)
or equivalently the Rao Statistic or Lagrange multiplier statistic
2In more general contexts Central Limit Theorem type results hold as long as the quantity
of information supplied by the sample tends to infinity. Increasing the sample size is just one
simple way of increasing the quantity of information.
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S (θ) = s′ (θ) I−1 (θ) s (θ) d→ χ2p ; (2.3.3)
2.
θˆ
d→ Np
(
θ, I−1 (θ)
)
, (2.3.4)
or equivalently the Wald statistic (see Wald 1941)
q2 (θ) =
(
θˆ − θ
)′
I (θ)
(
θˆ − θ
)
d→ χ2p ; (2.3.5)
3. The log likelihood ratio statistic or the Wilks statistic (see Wilks 1938)
R2 (θ) = 2
[
`
(
θˆ
)
− ` (θ)
]
d→ χ2p ; (2.3.6)
4. By applying Taylor series expansion to I (θ) at θ = θˆ, we have
the asymptotic equivalence of the expected Fisher information and the ob-
served information evaluated at θˆ, i.e. I (θ) ≈ j
(
θˆ
)
. Therefore, when I (θ)
is difficult to obtain, then it can be approximated and replaced by j
(
θˆ
)
and the resulting statistics still converge in distribution to the Central Chi-
square distribution with p degrees of freedom.
When θ = ψ is a scalar parameter of interest, then the three test statis-
tics can be applied in square root version: (1) standardized score statistic
S = S (θ) = s(θ)√
I(θ)
d→ N (0, 1); (2) standardized maximum likelihood de-
parture statistic q = q (θ) = (θˆ − θ)√I (θ) d→ N (0, 1); and (3) signed log-
likelihood ratio statistic or deviance statistic3 sgn
(
θˆ − θ
)√
2
[
`
(
θˆ
)
− ` (θ)
]
d→ N (0, 1). Again, (4) I (θ) can be replaced by j
(
θˆ
)
and the resulting statis-
tics still converge in distribution to the standard normal distribution. (Cox
and Hinkley 1979)
2.3.2 Constrained Maximum Likelihood Estimation
Constrained maximum likelihood estimation is to get the constrained
maximum likelihood estimator or constrained MLE θˆψ =
(
ψ, λˆ
′
ψ
)′
=
arg maxλ `(θ,y) where the maximum is taken given fixed value of ψ. θˆψ is
generally obtained from solving lλ
(
θˆψ
)
= ∂l(θ)∂λ
∣∣∣
θ=θˆψ
= 0 when λ is explic-
itly known. However, when λ is not explicitly available, θˆψ is often obtained
by applying the Lagrange multiplier method. In particular, the Lagrangian
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[
`
(
θˆ
)
− ` (θ)
]
is called the deviance and R is called the directed deviance by Lindsey
(1996)
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function is
H (θ, α) = ` (θ; y) + α [ψ (θ)− ψ] . (2.3.7)
In addition, for any given value of ψ, the constrained MLE θˆψ and the La-
grange multiplier estimator αˆ satisfies the following first order condition:
∂H (θ, α)
∂θ
∣∣∣∣∣
(θˆψ,αˆ)
= 0 , (2.3.8)
∂H (θ, α)
∂α
∣∣∣∣∣
(θˆψ,αˆ)
= 0 . (2.3.9)
Note that since the closed form of θˆ and θˆψ are not always available, nu-
merical methods are often required to calculate them.
The tilted log-likelihood function which will be used later is defined as
˜`(θ) = ` (θ) + αˆ (ψ (θ)− ψ) . (2.3.10)
It is easy to show that ˜`
(
θˆψ
)
= `
(
θˆψ
)
. Also we define j˜ (θ) = j˜θθ′ (θ) =
−˜`θθ′ (θ) = −∂
2 ˜`(θ)
∂θ∂θ′ to be the observed information matrix for the tilted
log-likelihood function.
To test a parameter of interest ψ in the presence of a vector nuisance
parameter λ, the analogs of (2.3.2) to (2.3.6) are indicated by the asymptotic
distribution of ψˆ and `ψ (θ) and (2.3.6):
ψˆ
d→ N (ψ, Iψψ (θ)) = N (ψ,( |I (θ) ||Iλλ′ (θ) |
)−1)
, (2.3.11)
`ψ (θ)
d→ N
(
0,
(
Iψψ (θ)
)−1)
= N
(
0,
( |Iλλ (θ) |
|I (θ) |
)−1)
. (2.3.12)
Hence, for testing the hypothesis, say H0: ψ = ψ0, we have:
q = q (ψ) =
(
ψˆ − ψ
)√√√√ 1
Iψψ
(
θˆψ
) ≈ (ψˆ − ψ)
√√√√√ |j
(
θˆ
)
|
|jλλ′
(
θˆψ
)
|
d→ N (0, 1) ,
(2.3.13)
S = S (ψ) = `ψ
(
θˆψ
)√
Iψψ
(
θˆψ
)
≈ `ψ
(
θˆψ
)√√√√√ |jλλ′
(
θˆψ
)
|
|j
(
θˆ
)
|
d→ N (0, 1) ,
(2.3.14)
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R = R (ψ) = sgn
(
ψˆ − ψ
)√
2
[
`p
(
ψˆ
)
− `p (ψ)
]
= sgn
(
ψˆ − ψ
)√
2
[
`
(
θˆ
)
− `
(
θˆψ
)]
d→ N (0, 1) , (2.3.15)
where `p (ψ) is the profile log-likelihood function which can be transformed
to ordinary log-likelihood function like `p (ψ) = `
(
θˆψ
)
= `
(
ψ, λˆψ
)
and
`p
(
ψˆ
)
= `
(
θˆ
)
= `
(
ψˆ, λˆ
)
. Also jλλ′
(
θˆψ
)
is the observed nuisance infor-
mation concerning the nuisance parameter λ for given ψ. For detailed de-
scriptions, see Barndorff-Nielsen and Cox (1994 p.91).
Before we end this subsection, we need to mention that besides (2.3.11)
and (2.3.12) which come from simple multivariate normal theory, we can
also apply Delta method for approximation:
ψˆ = ψ
(
θˆ
)
d→ N (ψ (θ) , ψ′θ (θ) I−1 (θ)ψθ (θ)) . (2.3.16)
or d→ N
(
ψ (θ) , ψ′θ
(
θˆ
)
j−1
(
θˆ
)
ψθ
(
θˆ
))
(2.3.17)
It corresponds to (2.3.11) and the unknown Iψψ (θ) can be approximated
either by ψ′θ (θ) I
−1 (θ)ψθ (θ) or by ψ′θ
(
θˆ
)
j−1
(
θˆ
)
ψθ
(
θˆ
)
.4
2.3.3 Analysis Over the Three Types of Test Statistics
First, these statistics are asymptotically normal or chi-squared distribu-
tion, and the relative errors are of order O
(
n−
1
2
)
. In other words, these
three statistics have first order accuracy. Engle (1984) showed that the
three tests are asymptotically equivalent. First order asymptotic theory
is very useful and has been widely used in practice. However, it has many
inadequacies that provide the stimulus to further develop asymptotic the-
ory.
1. First-order methods depend heavily on the model being approximately
normally distributed and the sample size or some information mea-
sure being large. In addition when the number of nuisance parame-
ters is large, first order theory may fail to give reasonable and accu-
rate approximations. Therefore there is a great need for more refined
distributional approximations.
2. In addition, first order theory yields different measures of departure
4Note that Delta method itself is a first order approximation plus the first order approxi-
mation of (2.3.4), it is thus an approximation’s approximation and theoretically less accurate
than (2.3.11) or (2.3.12).
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and then different test properties. They may, however, in some situa-
tions produce strikingly different results.
3. Finally, in some problems, when first order theory provides surpris-
ingly good approximations, the application of the higher order asymp-
totic can serve more to verify this than to provide a substantial im-
provement (Pierce and Peters. 1992).
Second, the significance function or p-value function or confidence
distribution function of θ at θˆ is p: Θ → [0, 1] and defined to be p (θ) =
F
(
θˆ; θ
)
= P
(
Θˆ ≤ θˆ; θ
)
. It measures the probability to the left or right of
the data point given the distribution under θ. This definition is discussed
in detail in Fraser (1991). In particular, the corresponding significance
functions approximated by the three methods for testing ψ are defined as
p1 (ψ) = Φ (S), p2 (ψ) = Φ (q) and p3 (ψ) = Φ (R) and we have pi (ψ) =
p (ψ) +O
(
n−
1
2
)
with p (ψ) representing the exact probability for each case.
In other words, these p-values have order of convergence O
(
n−
1
2
)
and
are generally referred to as first-order methods. In addition, all possi-
ble confidence intervals can be obtained by inverting p (θ). A centered
(1− α) × 100% confidence interval for ψ can either be obtained by solving
P
(|S| < zα/2) = 1 − α, P (|q| < zα/2) = 1 − α, P (|R| < zα/2) = 1 − α where
zα is the α quartile of the standard normal distribution, or be obtained by
calculating
(
min
{
p−1
(α
2
)
, p−1
(
1− α
2
)}
,max
{
p−1
(α
2
)
, p−1
(
1− α
2
)})
. (2.3.18)
Example. A sample (y1, . . . , yn) is drawn from N
(
µ, σ20
)
, with unknown
population expectation µ and known population variance σ20 , to test the
null hypothesis H0 : µ ≥ µ∗.
We first derive the exact p-value function.
p (µ∗) = P
(
Y¯ < y¯;µ = µ∗
)
= P
(
n∑
i=1
Yi <
n∑
i=1
yi;µ = µ
∗
)
.
Here, we need an exact theoretical result rather than an approximation,
and this result is if Yi is IID N
(
µ, σ20
)
then
n∑
i=1
Yi ∼ N
(
nµ, nσ20
)
. Replacing
µ∗ with any hypothesized value µ, the exact p-value function of µ at
sample mean y¯ is just the cumulative distribution function of N
(
nµ, nσ20
)
at point
n∑
i=1
yi.
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Then, we derive its approximation. As is known that if Yi is IIDN
(
µ, σ2
)
then Y¯ ∼ N
(
µ, σ
2
n
)
. This result comes from Central Limit Theorem with
the proof listed later in the subsection (2.4.2.2) and we will see that it holds
with first order accuracy O
(
n−
1
2
)
.
p (µ∗) = P
(
Y¯ < y¯;µ = µ∗
)
= P
 Y¯ − µ∗√
σ20
n
<
y¯ − µ∗√
σ20
n
 = Φ
 y¯ − µ∗√
σ20
n
 .
Replacing µ∗ with any hypothesized value µ, we obtain the approximated
p-value function of µ at the sample mean y¯.
p (µ) = Φ
 y¯ − µ√
σ20
n
+O (n− 12) .
On the other hand, we can also derive the approximation of p-value
function from the likelihood-based statistical method. The basic likelihood
results are: ` (µ) = a − 1
2σ20
n∑
i=1
(yi − µ)2, s (µ) = `µ (µ) = 1σ20
n∑
i=1
(yi − µ) =
n
σ20
(y¯ − µ) with µˆ = y¯, `µµ (µ) = − nσ20 and I (θ) =
n
σ20
. From these results, we
can obtain the following equivalent approximations of p (µ):
(1). Standardized score statistic is S = S (µ) = s(µ)√
I(µ)
= n(y¯−µ)
σ20 ·
√
n
σ20
= y¯−µ√
σ20
n
and p (µ) = Φ (S) +O
(
n−
1
2
)
;
(2). Standardized maximum likelihood departure statistic is q = q (µ) =
(µˆ− µ)√I (µ) = (y¯ − µ)√ n
σ20
= y¯−µ√
σ20
n
and p (µ) = Φ (q) +O
(
n−
1
2
)
;
(3). Signed log-likelihood ratio statistic is R = R (µ) and its expression
will be sgn (µˆ− µ)√2 [` (µˆ)− ` (µ)] = y¯−µ√
σ20
n
and p (µ) = Φ (R) +O
(
n−
1
2
)
.
Finally, it is important to note that q is not invariant under a one-to-one
transformations of parameter or the so-called reparameterization, while R
is. In addition, for finite sample, Doganaksoy and Schmee (1993) found that
generally R is more accurate than q. In addition, Fraser (1991) examined
the accuracy of S, q and R using four different models; normal, extreme
value, gamma(3) and the Cauchy distribution and his results show that
quite generally R is superior to both S and q. Neyman and Pearson (1992)
also proved that R gives the most powerful test. However, they also pointed
out that q is more popular in applied analysis than R because of its sim-
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plicity in application. In the present context the two quantities q and R are
more popular in terms of application and in this dissertation only these two
methods will be considered.
2.4 Edgeworth and Saddlepoint Expansion
An active area of development in theoretical statistics is that of so-called
higher-order asymptotics, in which an asymptotic expansion for the density
or distribution function of a statistic of interest is obtained. The purpose in
obtaining such an expansion is to use the first two or three terms to provide
an approximation to the density or distribution function. The inclusion of
the first two or more terms would typically improve finite-sample approx-
imation to the true distribution function than that based on just the first
term. Two basic expansion methods are most frequently involved: Edge-
worth expansion and saddlepoint expansion.
2.4.1 Moment Generating Function, Characteristic Func-
tion and Cumulant Generating Function
This part contains background material on three important transforms in
probability theory. In the next two subsection, they will be of great use to
derive Edgeworth expansion and saddlepoint expansion.
2.4.1.1 Moment Generating Function
A moment is a specific quantitative measure of the shape of a set of points.
If the points represent probability density, then we have the following def-
initions: The nth moment of a probability density function f(x) of a real-
valued random variableX about a value c is
´ +∞
−∞ (x− c)n f (x) dx. However,
the n th moment of a function, without further explanation, usually refers
to the nth moment about zero, the so-called raw moment or crude mo-
ment: m′n =
´ +∞
−∞ x
nf (x) dx = E [Xn]. In addition, the moments about its
mean µ = E [X] are called central moments, mn =
´
(x− µ)n f (x) dx =
E [(X − µ)n] =
n∑
j=0
(
n
j
)
(−µ)n−jm′j .5 For the second and higher moments,
central moments are used in preference to raw moments, because higher-
order central moments provide clearer information about the spread and
shape of the distribution, independently of its location. Finally, n th stan-
dardized moment of a probability distribution is αn =
´ +∞
−∞
(
x−µ
σ
)n
f (x) dx
= E
[(
X−µ
σ
)n]
= mnσn . It is the normalization of the n th moment with re-
spect to standard deviation. Since mk (λX) = λkmk and m′k (λX) = λ
km′k,
5For random variables that have no mean, such as the Cauchy distribution, central mo-
ments are not defined.
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mk and m′k are homogeneous polynomials of degree k, and furthermore, the
standardized moment is scale invariant. This can be understood in a way
that moments have dimension while the dimension cancels in mnσn , leaving
dimensionless numbers, and that the distribution is independent of any
linear change of scale.
When E [|Xn|] =∞, then the moment is said not to exist. However, if the
n th moment about any point exists, so does the (n−1) th moment, and thus
all lower-order moments, about every point. For a bounded distribution of
mass or probability, the collection of all the moments of all orders, from 0 to
∞, uniquely determines the distribution.
For all k, the k th raw moment of a population can be estimated using the
k th raw sample moment
n∑
j=1
Xkj
n applied to a sample X1, . . . , Xn drawn from
the population. It can be shown that if m′k exists, then m
′
k = E
 n∑j=1Xkj
n
.
It is thus an unbiased estimator. This contrasts with the situation for cen-
tral moments, whose computation uses up a degree of freedom by using the
sample mean. So for example an unbiased estimate of the second central
moment, the population variance, is given by
n∑
j=1
(Xj−X¯)2
n−1 in which the pre-
vious denominator n has been replaced by the degrees of freedom n−1. This
estimate of the population moment is greater than the unadjusted observed
sample moment
n∑
j=1
(Xj−X¯)2
n by a factor of
n
n−1 , and it is referred to as the
"adjusted sample variance" or sometimes simply the "sample variance".
The moment generating function of a random variable X is the ex-
pectation of a function of X: MX (t) = E
[
etX
]
= eKX(t), t ∈ R, wherever this
expectation exists. In addition, the central moment generating function is:
CX (t) = E
[
et(X−µ)
]
= e−µtMX (t) = eKX(t)−µt, t ∈ R, wherever this expec-
tation exists. The reason for defining these functions is that they can be
used to find all the moments of the distribution (Bulmer 2012). Specifically
MX (t) =
ˆ +∞
−∞
etxf (x) dx = E
(
etX
)
= E
[
1 + tx+
t2x2
2!
+ · · ·
]
= 1 + tm′1 +
t2m′2
2!
+ · · · =
∞∑
j=0
tjm′j
j!
, (2.4.1)
CX (t) = E
[
et(X−µ)
]
= E
[
1 + t (x− µ) + t
2 (x− µ)2
2!
+ · · ·
]
= 1 + tm1 +
t2m2
2!
+ · · · =
∞∑
j=0
tjmj
j!
.
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Hence, both moment generating functions are the exponential generating
function of the moments of the probability distribution. For a nonnegative
integer n,
m′n = M
(n)
X (0) =
∂nMX (t)
∂tn
∣∣∣∣
t=0
=
∂neKX(t)
∂tn
∣∣∣∣
t=0
,
mn = C
(n)
X (0) =
∂neKX(t)−µt
∂tn
∣∣∣∣
t=0
.
By Faà di Bruno’s formula, the above expressions link the moments in
terms of cumulants, and thus we can obtain m′n =
n∑
k=1
Bn,k (κ1, . . . , κn−k+1)
and mn =
n∑
k=1
Bn,k (0, κ2, . . . , κn−k+1), where Bn,k are incomplete Bell poly-
nomials. Thus, n th moment is a n th degree polynomial in the first n
cumulants, and to express the central moments as functions of the cumu-
lants, just drop from these polynomials all terms in which κ1 appears as a
factor.
In addition, there are particularly simple results for the moment gener-
ating functions of distributions defined by the weighted sums of indepen-
dent random variables:
MSn (t) = M n∑
j=1
ajXj
(t) = MX1 (a1t)MX2 (a2t) · · ·MXn (ant) .
An important property of the moment generating function is that if two
distributions have the same moment generating function, then they are
identical at almost all points. This statement is not equivalent to the state-
ment "if two distributions have the same moments, then they are identical
at all points." This is because in some cases, the moments exist and yet the
moment-generating function does not, due to the fact that the limit
∞∑
j=0
tjm′j
j!
may not exist. The lognormal distribution is an example of when this oc-
curs.
The moment generating function provides the basis of an alternative
route to analytical results compared with working directly with probability
density functions or cumulative distribution functions or the characteris-
tic functions. However, a key problem with moment generating functions
is that it may not exist as the integrals defining expectation need not con-
verge absolutely. By contrast, the characteristic function of a real-valued
random variable and argument always exists for all probability distribu-
tions because it is the integral of a bounded continuous function on a space
of finite measure, and thus may be used instead.
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2.4.1.2 Characteristic Function
The characteristic function of a real-valued random variable X is the
function ϕX : R→ C given by
ϕX (t) = E
[
eitX
]
=
ˆ
R
eitxfX (x) dx =
ˆ
R
e−itxfX (x) dx = P (t) ,
where i is the imaginary unit and t ∈ R is the argument of the character-
istic function. If X has a probability density function fX (x) and P (t) =´
R
e−itxfX (x) dx denotes the continuous Fourier transform of the probabil-
ity density function, then the characteristic function is the inverse Fourier
transform of the probability density function, and is the complex conjugate
of P (t) (Billingsley 2008).6 Likewise, fX may be recovered from ϕX through
the inverse Fourier transform, which will be given below. In addition, Ober-
hettinger (2014) provides extensive tables of characteristic functions.
A characteristic function is uniformly continuous on the entire space
and bounded: |ϕ(t)| ≤ 1. In particular, characteristic function is Hermi-
tian, ϕ(−t) = ϕ(t). Similar to moment generating function, characteristic
function approach is particularly useful in analysis of linear combinations
of independent random variables:
ϕSn (t) = ϕ n∑
j=1
ajXj
(t) = ϕX1 (a1t)ϕX2 (a2t) · · ·ϕXn (ant) . (2.4.2)
Similarly to the cumulative distribution function, the characteristic func-
tion completely determines the behavior and properties of the probability
distribution of a random variable X.
First, there is a bijection between probability distributions and charac-
teristic functions. That is, for any two random variables X1, X2, they both
have the same probability distribution if and only if ϕX1 = ϕX2 . In addi-
tion, the bijection stated above is continuous according to Lévy’s continuity
theorem.7
Second, the formula in definition of characteristic function allows us to
compute ϕ when we know the density function f . If, on the other hand, we
know the characteristic function and want to find the corresponding distri-
bution function, then one of the following inversion theorems can be used.
Suppose characteristic function ϕX is integrable, then FX is absolutely con-
6It should be noted though, that the convention for the constants appearing in the defini-
tion of the characteristic function differs from the usual convention for the Fourier transform
(Pinsky 2002). For example some authors (Bochner 2012) define ϕX (t) = E
[
e−2piitX
]
, which
is essentially a change of parameter.
7Lévy’s continuity theorem: A sequence Xj of n variate random variables converges in
distribution to random variable X if and only if the sequence ϕXj converges pointwise to
a function ϕ which is continuous at the origin. Then ϕ is the characteristic function of X
(Cuppens 2014). This theorem is frequently used to prove the law of large numbers, and the
Central Limit Theorem.
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tinuous and fX (x) = F ′X (x) =
1
2pi
´
R
e−itxϕX (t) dt = 12pi
´
R
eitxϕX (t)dt, and,
FX (b) − FX (a) = 12pi limT→∞
´ +T
−T
e−ita−e−itb
it ϕX (t) dt. For a random variable
bounded from below, one can obtain F (b) by taking a such that F(a) = 0;
otherwise, if a random variable is not bounded from below, the limit for
a → −∞ gives F (b) but is numerically impractical (Shephard 1991). An-
other theorem introduced by Wendel (1961) states that, if x is a continuity
point of FX then FX (x) = 12 − 1pi
´ +∞
0
Im(e−itxϕX(t))
t dt, where the imaginary
part of a complex number z is given by Im (z) = (z − z∗) /2i, but however,
the integral may be not Lebesgue-integrable.
Finally, there is a one-to-one correspondence between cumulative distri-
bution function, moment generating function and characteristic function,
and it is always possible to find one of these functions if we know the other
ones. For example, Lukacs (1970) stated that if a random variable X has
a moment generating function, then the domain of the characteristic func-
tion can be extended to the complex plane8, and MX (t) = ϕX (−it); Or
oppositely, the characteristic function is the moment generating function
of iX or the moment generating function of X evaluated on the imagi-
nary axis. ϕX (t) = MiX (t) = MX (it). In fact, characteristic function is
a Wick rotation of the moment generating function when the latter ex-
ists. Characteristic functions can also be used to find moments of a ran-
dom variable. Provided that the k th moment exists, characteristic function
is k times continuously differentiable on the entire real line and, m′k =
M
(k)
X (0) = (−i)k ϕ(k)X (0). Oppositely, if a characteristic function ϕX (t) has
a k th derivative at zero, then the random variable X has all moments up
to k if k is even, but only up to k–1 if k is odd (Lukacs 1970). Similarly, the
logarithm of a characteristic function is a cumulant generating function,
which is also useful for finding cumulants.
2.4.1.3 Cumulant Generating Function
In probability theory and statistics, the cumulants of a probability distri-
bution are a set of quantities that provide an alternative to the moments of
the distribution. In some cases theoretical treatments of problems in terms
of cumulants are simpler than those using moments.
The n th cumulants κn of a random variable X are defined via the
cumulant generating function KX (t), which is the natural logarithm of
the moment generating function, and via its Maclaurin series expansion:
8As defined above, the argument of the characteristic function is treated as a real number;
however, certain aspects of the theory of characteristic functions are advanced by extending
the definition into the complex plane by analytical continuation, in cases where this is possible.
(Lukacs 1970)
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KX (t) = logE
[
etx
]
= logMX (t) =
∞∑
i=1
κit
i
i!
= κ1t+
κ2t
2
2!
+
κ3t
3
3!
+· · ·+κnt
n
n!
+· · · ,
(2.4.3)
so that differentiate the above expansion n times and we can get K(n)X (t) =∞∑
i=n
κit
i−n
(i−n)! = κn + κn+1t +
κn+2t
2
2! + · · · and evaluate the result at zero: κn =
K
(n)
X (0) =
∂n logMX(t)
∂tn
∣∣∣
t=0
=
∂n log(CX(t)eµt)
∂tn
∣∣∣
t=0
.9 By Faà di Bruno’s formula,
this expression links the cumulants in terms of moments, and we can obtain
for n ≥ 1 κn =
n∑
k=1
(−1)k−1 (k − 1)!Bn,k
(
m′1, . . . ,m
′
n−k+1
)
, and for n > 1 κn =
n∑
k=1
(−1)k−1 (k − 1)!Bn,k (0,m2, . . . ,mn−k+1), where Bn,k are incomplete Bell
polynomials. Therefore, the nth cumulant is an n th degree polynomial
in the first n raw moments and to express the cumulants as functions of
the central moments, drop from these polynomials all terms in which m′1
appears as a factor. Also need to mention that to express the cumulants κn
for n > 2 as functions of the standardized central moments αn, set m′2 = 1
together with m′1 = 0 in the polynomials.
Similar to n th standardized moment, another definition named n th
standardized cumulant is set as ρn = κnσn =
κn
κ
n
2
2
= K
(n)(0)
(Ktt(0))
n
2
.
There are some useful properties of cumulants and the cumulant gen-
erating function. For example, the cumulant generating function KX (t), if
it exists, passes through the origin KX(0) = 0. In addition, for a degener-
ate point mass at a, the cumulant generating function is the straight line:
Ka (t) = at. This result also hints that κ1 (a) = a while for n > 1, κn (a) = 0.
Also working with cumulants can have an advantage over using moments
because for statistically independent random variables, given their cumu-
lant generating functions exist,
KSn (t) = K n∑
j=1
ajXj
(t) = KX1 (a1t) +KX2 (a2t) + · · ·+KXn (ant) , (2.4.4)
9Some writers (Kendall and Stuart 1969, Lukacs 1970) prefer to define the cumulant gener-
ating function as the natural logarithm of the characteristic function, which is sometimes also
called the second characteristic function, hX (t) = logE
[
eitX
]
= logϕX (t) =
∞∑
j=1
κj(it)
j
j!
. An
advantage of hX (t) is that ϕX (t) is well defined for all real values of t even when MX (t) is
not. Although the function hX (t) will be well defined, it nonetheless may mimic KX (t) by not
having a Maclaurin series beyond or, rarely even to linear order in the argument t. Thus, many
cumulants may still not be well defined. Both the Cauchy distribution and stable distribution
(related to the Lévy distribution) are examples of distributions for which the power-series
expansions of the generating functions have only finitely many well-defined terms.
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κn
 n∑
j=1
ajXj
 = an1κn (X1) + an2κn (X) + · · ·+ annκn (Xn) . (2.4.5)
This result also indicates that the nth cumulant is homogeneous of degree
n. Finally, Lukacs (1970) stated that given the results for the cumulants of
the normal distribution, it might be hoped to find families of distributions
for which κm = κm+1 = · · · = 0 for some m > 3, with the lower-order
cumulants orders 3 to m−1 being non-zero. However, there are no such
distributions. The underlying result here is that the cumulant generating
function cannot be a finite-order polynomial of degree greater than 2.
Example. For statistical contexts the cumulant generating function arises
naturally and is directly available for exponential models. At section (2.2.1.2),
we introduced the family of linear exponential models in canonical form
with density (2.2.8). Still at that setting, we take a closer look at the mo-
ments and cumulants of the sufficient statistic in the exponential family.
The moment generating function of sufficient statistic is
MS (t) = E
[
et
′s(y)
]
=
ˆ
et
′s(y)u (y) eθ
′s(y)−A(θ)dy
= eA(θ+t)−A(θ)
ˆ
u (y) e(t+θ)
′s(y)−A(t+θ)dy
= eA(θ+t)−A(θ) .
Thus, the cumulant generating function becomes
KS (t) = A (θ + t)−A (θ) . (2.4.6)
Therefore, A (θ) is also called the nominal cumulant generating function.
By (2.4.6), people can easily get the cumulants of sufficient statistics. For
example E [S] = κ1 = ∂KS(t)∂t
∣∣∣
t=0
= dA(θ+t)d(θ+t)
∣∣∣
t=0
= dA(θ)dθ , V ar [S] = κ2 =
d2A(θ)
dθdθ′ ,
etc. Need to mention that the canonical form is non-unique, but this will
not affect the conclusion from the cumulants of the sufficient statistics.
For example, we consider a gamma distribution characterized by shape
α and rate β. The probability density function is f (y) = β
α
Γ(α)x
α−1e−βy.
It is in the family of linear exponential models with natural parameters
θ =
(
θ1
θ2
)
=
(
α− 1
−β
)
and sufficient statistics S =
(
S1
S2
)
=
(
logX
X
)
and A (θ) = log Γ (θ1 + 1) − (θ1 + 1) log (−θ2). Thus by (2.4.6) we can get
the following solutions: E [S1] = E [logX] = ∂A(θ)∂θ1 =
Γ′(θ1+1)
Γ(θ1+1) − log (−θ2) =
ψ (α) − log β and E [S2] = E [X] = ∂A(θ)∂θ2 = − θ1+1θ2 = −αβ and V ar [S2] =
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V ar [X] = ∂
2A(θ)
∂θ22
= θ1+1
θ22
= αβ2 . All of these calculations can be done using
integration, making use of various properties of the gamma function, but
this requires significantly more work.
2.4.2 The Edgeworth Expansion
2.4.2.1 Hermite polynomials
The Hermite polynomials are a classical orthogonal polynomial sequence
and they have two versions of definition: for n = 0, 1, 2, . . . , the normal ver-
sion is Hn (x) = (−1)n e x
2
2
dn
(
e−
x2
2
)
dxn as well as the generalized version is
φ (x)Hn (x) = (−1)n d
n(φ(x))
dxn equivalently (φ (x)Hn (x))
′
= −φ (x)Hn+1 (x),
where φ (x) = 1√
2pi
e−
x2
2 is the probability density function for the standard
normal distribution. And the Hermite polynomials are given by the expo-
nential generating function ext− t
2
2 =
∞∑
n=0
(
Hn (x)
tn
n!
)
.
In particular, Hn (x) is the Hermite polynomial of degree n and is also
a polynomial of degree n with leading coefficient 1. The first few Hermite
polynomials are: H0 (x) = 1, H1 (x) = x, H2 (x) = x2 − 1, H3 (x) = x3 − 3x,
H4 (x) = x
4 − 6x2 + 3, H5 (x) = x5 − 10x3 + 15x, H6 (x) = x6 − 15x4 +
45x2 − 15, etc. In addition, the sequence of Hermite polynomials satis-
fies the recursion Hn+1 (x) = xHn (x) − H ′n (x) (or Hn+1 (x) = xHn (x) −
nHn−1 (x)) and constitute an Appell sequence H
(m)
n (x) =
n!
(n−m)!Hn−m (x) =
m!
(
n
m
)
Hn−m (x) (orH ′n (x) = nHn−1 (x)) and also follow Turán’s inequal-
ities H2n (x)−Hn+1 (x)Hn−1 (x) > 0. These relations, together with the ini-
tial polynomials H0 (x) and H1 (x), can be used in practice to compute the
polynomials quickly. For example, the Hermite polynomials evaluated at
zero argument are called Hermite numbers, and according to the recursion
relation Hn (0) = −(n− 1)Hn−2 (0), we can obtain
Hn (0) =
{
0 if nis odd;
(−1)n2 (n− 1)!! if nis even.
On the other hand, assuming Hn (x) =
n∑
k=0
an,kx
k, individual coefficients are
related by the following recursion formula, an+1,k = an,k−1 − nan−1,k for
k > 0, and an+1,k = −nan−1,k for k = 0, given the initial condition a0,0 = 1,
a1,0 = 0, a1,1 = 1.
For the differential equation
(
e−
x2
2 u′
)′
+λe−
x2
2 u = 0 or u′′−xu′+λu = 0
with the boundary conditions that u should be polynomially bounded at in-
finity, the equation has solutions only if λ is a non-negative integer, and up
to an overall scaling, the solution is uniquely given by u (x) = Hλ (x). In
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addition, this differential equation can be rewritten as an eigenvalue prob-
lem called the Hermite equation L [u] = u′′ − xu′ = −λu. And the solutions
of it are the eigenfunctions of the differential operator L. In addition, the
Hermite polynomials also have other properties. For example, the Hermite
polynomials can be on Taylor expanding, Hn (x+ z) =
n∑
k=0
(
n
k
)
xn−kHk (z)
and they can be represented as moments Hn (x) =
´ +∞
−∞ (x+ iz)
n
φ (z) dz.
The Hermite polynomials defined above are orthogonal with respect to
the weight function e− x
2
2 and thus orthogonal with respect to the standard
normal probability distribution which has expected value 0 and variance 1.
In particular,
´ +∞
−∞ Hm (x)Hn (x)φ (x) dx = n!δmn. Furthermore, the gener-
alized Hermite polynomials of different variance α where α is any positive
number, H [α]n (x), can also be defined to be orthogonal with respect to the
normal probability distribution whose density function is 1√
2piα
e−
x2
2α .
2.4.2.2 The Edgeworth Expansion
For this section we assume that (Y1, . . . , Yn) are a sequence of IID random
variables from density function fY (y) with mean µ and variance σ2. Also,
set the sample sum Sn =
n∑
j=1
Yj and the standardized sample sum S∗n =
Y¯−µ
σ√
n
= Sn−nµ
σ
√
n
.
Lemma. According to the Central Limit Theorem, S∗n
d→ N (0, 1) with rela-
tive errors of order O
(
n−
1
2
)
.
Proof. According to (2.4.4), the cumulant generating function of S∗n can be
expressed as
KS∗n (t) = K(Y1−µσ +
Y2−µ
σ +···+Yn−µσ ) 1√n
(t) = nKY−µ
(
t
σ
√
n
)
. (2.4.7)
Then by (2.4.3), we can expand the last cumulant generating function
KY−µ
(
t
σ
√
n
)
and obtain KY−µ
(
t
σ
√
n
)
=
∞∑
i=1
κi(Y−µ)
i!
(
t
σ
√
n
)i
. In addition,
from (2.4.5) we obtain κn (Y − µ) = κn (Y ) = κn for n > 1, together with the
case at n = 1, κ1 (Y − µ) = 0. Now we can substitute all these results back
to (2.4.7) and obtain
nKY−µ
(
t
σ
√
n
)
(2.4.8)
= n
∞∑
i=2
κi
i!
(
t
σ
√
n
)i ∞∑
i=2
ti
i!n
i
2−1
(κi
σi
)
=
∞∑
i=2
ρit
i
i!n
i
2−1
=
t2
2
+O
(
n−
1
2
)
.
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Since KS∗n (t) =
t2
2 +O
(
n−
1
2
)
= Kφ−1 (t) +O
(
n−
1
2
)
, we prove that S∗n
d→
N (0, 1) with order of convergence O
(
n−
1
2
)
.
In order to obtain Edgeworth series, we need another conclusion shown
in Barndorff-Nielsen and Cox (1989 p.18).
Lemma. For a random variable S∗ and k = 0, 1, 2, . . . , we have
ˆ +∞
−∞
ets
∗
φ (s∗)Hk (s∗) ds∗ = tke
t2
2 . (2.4.9)
Proof. To prove this result is equivalent to prove
´ +∞
−∞ e
ts∗− t22 φ (s∗)Hk (s∗) ds∗
= tk for k = 0, 1, 2, . . . . In particular, the part ets
∗− t22 can be expanded by
the Hermite polynomial generating function according to section (2.4.2.1).
And finally, we can apply the orthogonal property of Hermite polynomial to
get the conclusion.
ˆ +∞
−∞
ets
∗− t22 φ (s∗)Hk (s∗) ds∗ =
ˆ +∞
−∞
[ ∞∑
n=0
(
Hn (s
∗)
tn
n!
)]
φ (s∗)Hk (s∗) ds∗
=
∞∑
n=0
tn
n!
(ˆ +∞
−∞
Hn (s
∗)Hk (s∗)φ (s∗) ds∗
)
=
∞∑
n=0
tn
n!
n!δnk =
∞∑
n=0
tnδnk = t
k .
Having obtained (2.4.8) and (2.4.9), now we can finally proceed to Edge-
worth series. Starting from (2.4.8), the moment generating function of S∗n
can be expressed as
MS∗n (t) = e
KS∗n (t) = e
t2
2 +
∞∑
i=3
ρit
i
i!n
i
2
−1 = e
t2
2 · e
∞∑
i=3
ρit
i
i!n
i
2
−1 . (2.4.10)
Being expanded in a Taylor series about
∞∑
i=3
ρit
i
i!n
i
2
−1 = 0 and substituted with
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identity of (2.4.9), (2.4.10) can continue to evolve as
(2.4.10) = e
t2
2 ·
1 + ∞∑
i=3
ρit
i
i!n
i
2−1
+
1
2
( ∞∑
i=3
ρit
i
i!n
i
2−1
)2
+ · · ·

= e
t2
2 ·
(
1 +
ρ3t
3
3!n
1
2
+
ρ4t
4
4!n
+
ρ23t
6
2× (3!)2 n +O
(
n−
3
2
))
= e
t2
2 +
ρ3t
3e
t2
2
3!n
1
2
+
ρ4t
4e
t2
2
4!n
+
ρ23t
6e
t2
2
2× (3!)2 n +O
(
n−
3
2
)
=
ˆ +∞
−∞
ets
∗
φ (s∗)
(
H0 (s
∗) +
ρ3H3 (s
∗)
3!n
1
2
+
ρ4H4 (s
∗)
4!n
+
ρ23H6 (s
∗)
2× (3!)2 n
)
ds∗
+O
(
n−
3
2
)
.
Inverting the above expression term by term by the definition of moment
generating function (2.4.1), we can finally find the Edgeworth expansion
for the probability density function of S∗n
fS∗n (s
∗) = φ (s∗)
(
1 +
ρ3H3 (s
∗)
6n
1
2
+
ρ4H4 (s
∗)
24n
+
ρ23H6 (s
∗)
72n
)
+O
(
n−
3
2
)
.
(2.4.11)
We can see from (2.4.11) that, the error of the leading term φ (s∗) is
O
(
n−
1
2
)
in general, provided that ρ3 6= 0. Thus the convergence for first
order theory using the normal approximation is relatively slow, especially
in the tails of the distribution where the value of H3 (s∗) can be appreciable.
Unfortunately, it is often the tails where one wants to get good estimates in
order to construct confidence intervals and obtain p-values. Nonetheless, if
we are concerned with behavior at or near the mean, i.e. s∗ = 0, we virtually
have fS∗n (0) =
1√
2pi
(
1 + ρ48n − 5ρ
2
3
24n
)
+O
(
n−
3
2
)
. In this circumstance, H3 (s∗)
vanishes since all the odd order Hermite polynomials vanish at s∗ = 0, and
thus the term related to 1√
n
will disappear, and the error of the standard
normal approximation is O
(
n−1
)
rather than O
(
n−
1
2
)
.
The general version of the definition of Hermite polynomials leads to´ s∗
−∞ φ (y)Hn+1 (y) dy = −φ (s∗)Hn (s∗). Integrating (2.4.11) term by term
through this way, we obtain the Edgeworth series of the cumulative distri-
bution function of S∗n which completely determines behavior and properties
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of the probability distribution of the random variable S∗n.
FS∗n (s
∗)
= E
[
1{S∗n≤s∗}
]
=
ˆ s∗
−∞
fS∗n (y) dy
=
ˆ s∗
−∞
[
φ (y)
(
1 +
ρ3H3 (y)
6n
1
2
+
ρ4H4 (y)
24n
+
ρ23H6 (y)
72n
)]
dy +O
(
n−
3
2
)
=
ˆ s∗
−∞
φ (y) dy +
ρ3
´ s∗
−∞ φ (y)H3 (y) dy
6n
1
2
+
ρ4
´ s∗
−∞ φ (y)H4 (y) dy
24n
+
ρ23
´ s∗
−∞ φ (y)H6 (y) dy
72n
+O
(
n−
3
2
)
= Φ (s∗)− ρ3φ (s
∗)H2 (s∗)
6n
1
2
− ρ4φ (s
∗)H3 (s∗)
24n
− ρ
2
3φ (s
∗)H5 (s∗)
72n
+O
(
n−
3
2
)
= Φ (s∗)− φ (s∗)
{
ρ3H2 (s
∗)
6n
1
2
+
ρ4H3 (s
∗)
24n
+
ρ23H5 (s
∗)
72n
}
+O
(
n−
3
2
)
.(2.4.12)
Thus, a distribution with given cumulants κn can be approximated through
an Edgeworth series. For background on the Edgeworth expansion see
Cramér (1999). The discussion in this section follows the treatment given
in Barndorff-Nielsen and Cox (1989, ch.4). For a survey of the multivariate
Edgeworth expansion see McCullaugh (1987, Ch.5).
2.4.3 The Saddlepoint Expansion
A modified version of the Edgeworth expansion is the saddlepoint method
(Daniels, 1954; Barndorff-Nielsen and Cox, 1979). The saddlepoint method
provides extremely accurate approximations to density functions based on
corresponding cumulant generating functions. This subsection will intro-
duce the saddlepoint expansion by using two different approaches. The first
approach, from which the approximation takes its name, uses the saddle-
point technique from applied mathematics and it will be outlined in sub-
section (2.4.3.1). In the later subsections, an alternative more statistical
approach is built through an Edgeworth expansion for a tilted exponential
model centered on the data point in question.
2.4.3.1 The Saddlepoint Approximation
Before we derive the saddlepoint approximation, we need a result on Laplace
approximation.
Lemma. Consider a function f (x) that is a smooth function on [a, b], and
the endpoints a and b could possibly be infinite. Assume that xˆ ∈ [a, b] is the
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unique point for f such that f (xˆ) = max
[a,b]
f (x) with f ′ (xˆ) = 0 and f ′′ (xˆ) < 0.
In addition, h (x) is a positive smooth function and is relatively diffuse and
flat over the neighborhood of xˆ. Then we have
ˆ b
a
h (x) eMf(x)dx =
√
2pi
−Mf ′′ (xˆ)h (xˆ) e
Mf(xˆ) +O
(
1
M
)
. (2.4.13)
The idea here is that the integral value is largely determined by the local
properties of f and h at critical value xˆ as expressed through the values
f (xˆ), h (xˆ) and curvature f ′′ (xˆ) at that point. When M is large, the signif-
icant contribution to the integral of these functions is essentially entirely
originating from a neighborhood around xˆ.
Proof. We formalize this proof by Taylor expansion of the function f around
xˆ: f (x) ≈ f (xˆ) + 12f ′′ (xˆ) (x− xˆ)2 +O
(
(x− xˆ)3
)
, and further approximate h
linearly around xˆ: h (x) ≈ h (xˆ) +O ((x− xˆ)). Therefore we can obtain
ˆ b
a
h (x) eMf(x)dx ≈
ˆ b
a
h (xˆ) eMf(xˆ)+
M
2 f
′′(xˆ)(x−xˆ)2dx
= h (xˆ) eMf(xˆ)
ˆ b
a
e
M
2 f
′′(xˆ)(x−xˆ)2dx
≈
√
2pi
−Mf ′′ (xˆ)h (xˆ) e
Mf(xˆ) .
The last approximation comes from a result:
´ b
a
e
M
2 f
′′(xˆ)(x−xˆ)2dx ≈
√
2pi
−Mf ′′(xˆ) .
The left integral is a Gaussian integral if the limits of integration go from
−∞ to +∞, which can be assumed because the exponential decays very fast
away from xˆ when M is large.
A generalization of Laplace method and extension to arbitrary precision
is provided by Fog (2008).
For this section, we assume that the moment generating function ex-
ists in an open neighborhood around the origin. By the inversion theorem
of characteristic function, the probability density function can be got as
fY (y) =
1
2pi
´ +∞
−∞ e
−it0yϕY (t0) dt0 = 12pi
´ +∞
−∞ e
KY (it0)−it0ydt0. Then applying
(2.4.13) on this result, we will have 12pi
√
2pi
−(i)2K′′Y (itˆ0)
eKY (itˆ0)−itˆ0y. Finally we
take tˆ = itˆ0 and obtain the saddlepoint approximation for the probability
density function of Y as
fˆY (y) =
√
1
2piK ′′Y
(
tˆ
)eKY (tˆ)−tˆy , (2.4.14)
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where tˆ = tˆ (y) is known as the saddlepoint and is the solution to the sad-
dlepoint equation K ′Y
(
tˆ
)
= y. We can see that it is never negative.
For a sample of IID random variables (Y1, . . . , Yn), the saddlepoint ap-
proximation to the probability density function of the mean of the random
sample Y¯ = 1n
n∑
j=1
Yj and the sample sum Sn =
n∑
j=1
Yj are
fˆY¯ (y¯) =
√
n
2piK ′′Y
(
tˆ
)en[KY (tˆ)−tˆy¯] , (2.4.15)
where tˆ = tˆ (y¯) satisfies K ′Y
(
tˆ
)
= y¯, and
fˆSn (s) =
√
1
2pinK ′′Y
(
tˆ
)enKY (tˆ)−tˆs , (2.4.16)
where tˆ = tˆ (s) satisfies K ′Y
(
tˆ
)
= sn . In addition, let V1,V2, · · · ,Vn be
IID k-dimensional random vectors from a density fV (v) on Rk. Denote by
KV (t) = logE
[
et
′V
]
the cumulant generating function for Vi. Then the
saddlepoint approximation to fV (v) is given by
fˆV (v) =
√
1
(2pi)
k |K ′′V
(
tˆ
) |eKV(tˆ)−tˆ′v , (2.4.17)
where tˆ = tˆ (v) is the solution to the saddlepoint equation K ′V
(
tˆ
)
= v, and
where K ′V
(
tˆ
)
= ∂K(t)∂t
∣∣∣
tˆ
and K ′′V
(
tˆ
)
= ∂
2K(t)
∂t∂t′
∣∣∣
tˆ
.
Example. For a set of IID normal random variables (X1, . . . , Xn) where
each individual point follows N
(
µ, σ2
)
, according to Bernstein’s theorem
(Lukacs & King 1954), X¯ = 1n
n∑
j=1
Xj also follow a normal distribution but
with mean µ and variance σ
2
n . Then the density function for X¯ should be
fX¯ (x¯) =
√
n
2piσ2 e
−n(x¯−µ)2
2σ2 .
Now let’s construct the saddlepoint approximation for the density func-
tion of X¯. Since the cumulant generating function for a single normally
distributed variable is KX (t) = µt+ 12σ
2t2, then tˆ satisfies K ′X
(
tˆ
)
= x¯ result-
ing that tˆ = x¯−µσ2 . By (2.4.15), the resulting saddlepoint approximation is
fˆx¯ (x¯) =
√
n
2piσ2 e
−n (x¯−µ)2
2σ2 . It is same as the result above.
The original method of proof by Daniels (1954) involves an inversion of
the characteristic function using a complex-plane path specially chosen in
accord with general saddlepoint techniques. The process at this subsection
are standing from the perspective of applied mathematics and in the fol-
lowing subsections we will show a more statistical version of the derivation
on the saddlepoint expansion.
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2.4.3.2 The Conjugate Exponential Family
We start with the normalization of the probability distribution. In general,
an arbitrary function p (y) that serves as the kernel of a probability distri-
bution f (y) can be made into the distribution by normalizing f (y) = p(y)Z ,
where Z =
´
p (y) dy and is called the partition function or the normalizer.
Example. At section (2.2.1.2), we introduced the family of linear exponen-
tial models in canonical form f (y;θ) = u(y)e(θ
′s(y)−A(θ)) = g (θ)·u (y) eθ′s(y).
At this setting, u (y) eθ
′s(y) can be viewed as kernel and partition function
is therefore Z =
´
u (y) eθ
′s(y)dy. Since
´
f (y;θ) dy =
´
g (θ)u (y) eθ
′s(y)dy
= g (θ) ·Z = 1, we obtain A (θ) = − log g (θ) = logZ = log
(´
u (y) eθ
′s(y)dy
)
.
A (θ) is therefore called the log-partition function because it is the loga-
rithm of a normalization factor, without which f (y;θ) would not be a prob-
ability distribution.
Suppose we take kernel to be eytfY (y), then partition function will be´
eytfY (y) dy = MY (t). By doing this, we can define the conjugate den-
sity or tilted distribution fY (y; t), where the first argument in the bracket
denotes the random variable and the second values at which the density is
evaluated.
fY (y; t) =
eytfY (y)´
eytfY (y) dy
=
eytfY (y)
MY (t)
= eyt−KY (t)fY (y) . (2.4.18)
This definition embeds fY (y) in a conjugate exponential family with condi-
tion fY (y; 0) = fY (y), and the operation of forming fY (y; t) is called expo-
nential tilting (Efron 1981).
In addition, from the conclusion of (2.4.6), we haveK∗Y (u) = KY (t+ u)−
KY (t) where K∗Y (u) is the cumulant generating function of conjugate den-
sity. And thus the cumulants and standardized cumulants of conjugate den-
sity can be derived as κ∗n =
∂nK∗Y (u)
∂un
∣∣∣
u=0
= ∂
nKY (u+t)
∂(u+t)n
∣∣∣
u=0
= ∂
nKY (t)
∂tn = K
(n)
Y (t)
and ρ∗n =
κ∗n
(κ∗2)
n
2
=
K
(n)
Y (t)
(K′′Y (t))
n
2
= γn (t), respectively.
In addition, let (Y1, . . . , Yn) be a sequence of IID random variables with
density function fY (y). From (2.4.18), we can obtain the tilted distribu-
tion of Sn =
n∑
j=1
Yj , fSn (s; t) =
n∏
j=1
fY (yj ; t) = e
st−nKY (t)fSn (s) and the tilted
distribution of Y¯ = Snn , fY¯ (y¯; t) = fSn (s; t)
ds
dy¯ = e
n(y¯t−KY (t))fY¯ (y¯). Like-
wise, for IID k-dimensional random vectors (V1,V2, · · · ,Vn) from a density
fV (v) on Rk, the conjugate density of V¯ is fV¯ (v¯; t) = fV¯ (v¯) en[t
′v¯−KV(t)].
2.4.3.3 Saddlepoint Expansion
To obtain an accurate expansion to the density function fY¯ (y¯) = fY¯ (y¯; 0),
we can first get the expansion of fY¯ (y¯; t) from applying the Edgeworth ex-
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pansion to the conjugate density fW (w; t), where w =
y¯−κ∗1√
κ∗2
n
=
y¯−K′Y (t)√
K′′
Y
(t)
n
and
dw
dy¯ is the Jacobian.
fY¯ (y¯; t)
= fW (w; t)
dw
dy¯
=
√
n
K ′′Y (t)
·{
φ (w)
(
1 +
ρ∗3H3 (w)
6n
1
2
+
ρ∗4H4 (w)
24n
+
(ρ∗3)
2
H6 (w)
72n
)
+O
(
n−
3
2
)}
=
√
n
K ′′Y (t)
·{
φ (w)
(
1 +
γ3 (t)H3 (w)
6n
1
2
+
γ4 (t)H4 (w)
24n
+
(γ3 (t))
2
H6 (w)
72n
)}
+O
(
n−
3
2
)
.
Second, according to the last comment in section (2.4.2.2), if t is chosen
such that w is close to zero or y¯ is in the center of the distribution then the
error incurred would be O
(
n−1
)
instead of O
(
n−
1
2
)
. In other words we will
choose t = tˆ, such that E∗
[
Y¯ ; tˆ
]
= y¯. On the other hand, the log-likelihood
function of the tilted distribution of Y¯ is ` (t; y¯) = nty¯ − nKY (t) + a, where
a is a constant and the maximum likelihood estimator of t can be obtained
by solving the estimating equation `′
(
tˆ; y¯
)
= ny¯ − nK ′Y
(
tˆ
)
= 0. Since the
Rao statistic has E∗ [`′; t] = 0, we can obtain E∗
[
Y¯ ; t
]
= K ′Y (t) and thus the
maximum likelihood estimator, tˆ, corresponds to the value of t such that y¯
is in the center if the distribution. Also need to note that this statistical
interpretation as MLE coincides with the mathematical saddlepoint condi-
tion introduced at section (2.4.3.1). Now we estimate the expansion from
first step at y¯ = K ′Y
(
tˆ
)
, that is where w = 0.
fY¯
(
y¯; tˆ
)
=
√
n
K ′′Y
(
tˆ
) ·
{
φ (0)
(
1 +
γ3
(
tˆ
)
H3 (0)
6n
1
2
+
γ4
(
tˆ
)
H4 (0)
24n
+
(
γ3
(
tˆ
))2
H6 (0)
72n
)
+O
(
n−
3
2
)}
=
√
n
2piK ′′Y
(
tˆ
) (1 + γ4 (tˆ)
8n
− 5
(
γ3
(
tˆ
))2
24n
+O
(
n−2
))
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Note that the order of convergence for this step is supposed to be O
(
n−
3
2
)
.
However, all the n− 32 terms at the origin in the edgeworth expansion con-
tain odd degree of Hermite numbers and the resulting zero therefore en-
hance the order of convergence to O
(
n−2
)
.
Finally we obtain the saddlepoint expansion (or the tilted Edgeworth
expansion) for the probability density function of the sample mean Y¯ ,
fY¯ (y) = fY¯
(
y¯; tˆ
) · en(KY (tˆ)−y¯tˆ)
=
√
n
2piK ′′Y
(
tˆ
)en(KY (tˆ)−y¯tˆ)(1 + γ4 (tˆ)
8n
− 5
(
γ3
(
tˆ
))2
24n
)
(2.4.19)
+O
(
n−2
)
.
By the same means, we can also get the saddlepoint expansion for the
probability density function of the sample sum Sn. For this case, w =
s−nκ∗1√
nκ∗2
=
s−nK′Y (t)√
nK′′Y (t)
. Also choosing t = tˆ we have E∗
[
Sn; tˆ
]
= s which leads to
K ′Y
(
tˆ
)
= sn .
fSn (s) =
√
1
2pinK ′′Y
(
tˆ
)enKY (tˆ)−stˆ(1 + γ4 (tˆ)
8n
− 5
(
γ3
(
tˆ
))2
24n
)
+O
(
n−2
)
.
(2.4.20)
An important feature of (2.4.19) and (2.4.20) is that these formulas hold
generally for large deviation regions in the form of |s−nE [Y ] | ≤ bn for fixed
b, and in certain cases even for all s or y¯ ( Daniels 1954, Jensen 1988 and
Barndorff-Nielsen and Cox 1989).
Kolassa (2006 Ch.4) displayed general form for the saddlepoint method
which can be seen as a correspondence to (2.4.14). Suppose we want to
approximate the density function fU (u) and the random variable U may
be any targeted variable such as sample mean or sample sum. The corre-
sponding cumulant generating function is KU (t) which can be derived from
the cumulant generating function of the original model. For example, the
cumulant generating function for Y¯ is nKY
(
t
n
)
. Thus the exponential tilt-
ing can be written as fU (u; t) = etu−KU (t)fU (u). Saddlepoint is set as tˆ such
that K ′U
(
tˆ
)
= u and we obtain fU (u) =
√
1
2piK′′U(tˆ)
eKU(tˆ)−tˆu +O
(
n−1
)
.
For the vector form of the saddlepoint expansion, see Barndorff-Nielsen
and Cox (1989).
2.4.3.4 Normalized Saddlepoint Approximation
Note that the leading terms of (2.4.19) and (2.4.20) in saddlepoint expan-
sion are exactly the same as the saddlepoint approximation of (2.4.15) and
(2.4.16). According to Barndorff-Nielsen and Cox (1989 p.107) and Reid
(1996), these leading terms, considered as functions of y¯ or s, are in gen-
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eral not exactly normalized, i.e. does not integrate to one. This raises the
possibility that we modify (2.4.15) and (2.4.16) to
fY¯ (y¯) = cn
√
n
2piK ′′Y
(
tˆ
)en[KY (tˆ)−tˆy¯] +O (n−1) , (2.4.21)
fSn (s) = cn
√
1
2pinK ′′Y
(
tˆ
)enKY (tˆ)−stˆ +O (n−1) , (2.4.22)
where cn is chosen to normalize the leading terms.
A necessary and sufficient condition that normalization produces a uni-
form improvement from O
(
n−1
)
to O
(
n−
3
2
)
, i.e. from second order to third
order approximation, is that the n−1 term
(
γ4(tˆ)
8n −
5(γ3(tˆ))
2
24n
)
is constant for
all members of the exponential family associated with fY (y). The reason
is that, if the n−1 term is constant, i.e. does not depend on tˆ, hence on s
or y¯, then that term will be absorbed into the normalizing constant. In the
one-dimensional case, there are just three families for which the n−1 term
does not depend on tˆ: the normal, gamma, and inverse Gaussian (Blaesild
and Jensen 1985).
In great majority of cases, however, the n−1 term will vary with s or y¯
and the resulting normalization will in effect depend on the n−1 term in the
central region of the distribution and will produce an error that is O
(
n−
3
2
)
only in the normal deviation region, i.e. |s − nE [Y ] | ≤ c√n for some fixed
constant c.
A detailed discussion of the error properties of the saddlepoint approxi-
mation is given in Kolassa (2006, Ch4).
Even though first introduced by Daniels in 1954, and afterwards en-
hanced by De Bruijn (1970) and Bleistein and Handelsman (1975), the sad-
dlepoint approximation was not well recognized until a paper by Barndorff-
Nielsen and Cox (1979) discussed it for general statistical applications.
A thorough review and detailed discussion of it were given by Barndorff-
Nielsen (1986a, 1991), Daniels (1987), Reid (1988, 1996), Barndorff-Nielsen
and Cox (1989, Ch4), and Jensen (1995).
In particular, Reid (1996) stated the comparison result between Edge-
worth approximation and saddlepoint approximation to Y¯ . In both approx-
imation, the relative errors are not uniform in y¯, the value at which the
density function is evaluated. But an advantage of the saddlepoint ap-
proximation beyond its improved relative error is that the error is nearly
uniform in y¯, which means that in practice the relative errors remain small
far out in the tails. The two-term Edgeworth expansion for the density
of Y¯ , by contrast, has a relative error of O
(
n−
3
2
)
that fluctuates substan-
tially with y¯, and in finite samples the Edgeworth approximation tends to
perform poorly in the tails of the distribution. In addition, Fraser (1988)
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mentioned that saddlepoint approximation is a good approximation for the
normal like case, but may have a poor accuracy for the case far from normal
such as the uniform distribution.
2.4.3.5 Saddlepoint Approximation to the Cumulative Distribution
Function
For practical use in statistical inference, we are more often interested in ap-
proximating the cumulative distribution of a statistic in order to compute
p-values or confidence intervals. The cumulative distribution function for
a continuous random variable Y is defined as FY (y) =
´ y
−∞ fY (s) ds, how-
ever, numerically integrating the saddlepoint approximation of the density
function of Y will introduce significant error for the cases that an analytical
solution does not exist.
Suppose a real continuous random variable Y has cumulative distribu-
tion function FY (y) and cumulant generating function KY (t). Lugannani
and Rice (1980) applied the saddlepoint methods to approximate FY (y),
obtaining the Lugannani-Rice formula:
FY (y) = Φ (R) + φ (R)
(
1
R
− 1
Q
)
+O
(
n−
3
2
)
, (2.4.23)
where
R = sgn
(
tˆ
)√
2
(
tˆy −KY
(
tˆ
))
, (2.4.24)
Q = tˆ
√
K
′′
Y
(
tˆ
)
, (2.4.25)
and tˆ = tˆ (y) is the saddlepoint satisfying K ′Y
(
tˆ
)
= y. Daniels (1987) and
Butler (2007 P.12) showed that (2.4.23) works only under Y 6= E [Y ], be-
cause when it is in the singularity condition, that is Y = E [Y ] or tˆ = 0,
we have R = Q = 0 and the approximation breaks down with the last factor
in (2.4.23) undefined. As Y → E [Y ], the approximation (2.4.23) should be
replaced by the limiting value of (2.4.23).
FˆY (y) =
1
2
+
ρ3
6
√
2pi
=
1
2
+
1
6
√
2pi
K ′′′Y (0)
K ′′Y (0)
3
2
. (2.4.26)
Thus, the entire expression is now continuous and, more generally, contin-
uously differentiable or “smooth”. Apart from the theoretical smoothness,
any practical computation that uses software is vulnerable to numerical
instability when making the computation of FY (y) in the neighborhood of
E [Y ].
Assume that there exists a sample of IID random variables Y1, . . . , Yn,
and Lugannani and Rice approximation can also be applied to FY¯ (y¯), the
cumulative distribution function of Y¯ , with R and Q taking the following
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forms
R = sgn
(
tˆ
)√
2n
(
tˆy¯ −KY
(
tˆ
))
,
and
Q = tˆ
√
nK
′′
Y
(
tˆ
)
.
Similar to the discussion in last subsection, (2.4.23) has third-order accu-
racy, O
(
n−
3
2
)
, in a moderate deviation region that is sequences of sets of
bounded central tendency, or sets of Y¯ for which
√
n
(
Y¯ − E [Y¯ ]) remains
bounded with increasing n, i.e.
√
n|Y¯ − E [Y¯ ] | ≤ c for fixed c. However, it
will be second-order accuracy, O
(
n−1
)
, when the values of Y¯ are in large de-
viation region that is sequences of sets for which Y¯ −E [Y¯ ] remains bounded
as n→∞, i.e. |Y¯ − E [Y¯ ] | ≤ b for fixed b (Butler 2007 P.53).
Daniels (1987) discussed two explicit approximation formulae for the
tail probability of a sample mean, which are shown to arise from differ-
ent approaches to the saddlepoint approximation. The first is the clas-
sical one based on the Edgeworth expansion of the exponentially shifted
density recentred at the mean. The second is just the Lugannani & Rice
formula which controls the relative error uniformly over the whole range
of the mean. The derivation of (2.4.23) using saddlepoint techniques is
reviewed and numerical comparisons with the exact tail probabilities for
typical continuous and discrete distribution are made in this paper. In ad-
dition, uniformity properties of the approximation are discussed in Jensen
(1988, 1995). Accuracy in a variety of simple bootstrap and randomization
applications is discussed in Davison and Hinkley (1988).
Alternatively Barndorff-Nielsen(1986a;1990) proposed an alternative ap-
proximation that incorporates the correction term into the quartile of the
normal cumulative distribution, giving the Barndorff-Nielsen formula:
FY (y) = Φ (R
∗) +O
(
n−
3
2
)
, (2.4.27)
where
R∗ = R− 1
R
log
R
Q
, (2.4.28)
where R and Q are same defined as that in the Lugannani and Rice Ap-
proximation.
Since R and R∗ are asymptotically monotone functions of Y , the approx-
imations (2.4.23) and (2.4.27) also give approximations to the distribution
of R and R∗. It is interesting to note that Barndorff-Nielsen’s method ad-
justs R such that Φ (R∗) is close to the exact cumulative function; whereas
the Lugannani and Rice’s method adjusts Φ (R) such that it is close to the
true cumulative distribution function. The equivalence of these two meth-
ods to third-order accuracy can be verified by expanding R∗ about R and
was rigorously established in Jensen (1992) for exponential family models.
However, a shortcoming with Lugannani and Rice approximation is that it
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may result in having the calculated cumulative distribution function out-
side the allowable [0, 1] range, while Barndorff-Nielsen formula avoids so.
Example. To illustrate the accuracy of the saddlepoint approximation, we
consider the Gamma distribution for sample size n = 1. For y ∈ (0,∞), the
basic functions for Gamma(α, β) distribution are
fY (y) =
βα
Γ (α)
yα−1e−βy , (2.4.29)
FY (y) =
γ (α, βy)
Γ (α)
, (2.4.30)
KY (t) = −α log
(
1− t
β
)
, (2.4.31)
where the shape parameter α > 0 and the rate parameter β > 0 and t <
β. In addition, Γ (s) =
´∞
0
ts−1e−tdt (Re (s) > 0) is the ordinary gamma
function. The upper incomplete gamma function is defined as Γ (s, x) =´∞
x
ts−1e−tdt (Re (s) > 0) ; whereas the lower incomplete gamma function
is defined as γ (s, x) =
´ x
0
ts−1e−tdt (Re (s) > 0). From the definitions, we
have that Γ (s) = Γ (s, 0) and γ (s, x) + Γ (s, x) = Γ (s).
Given the cumulant generating function listed above, we can obtain the
saddlepoint tˆ by solving K ′Y
(
tˆ
)
= y. Hence tˆ = tˆ (y) = β − αy . Therefore
R = sgn
(
tˆ
)√
2
(
tˆy −KY
(
tˆ
))
= sgn (βy − α)
√
2
(
βy − α+ α log α
βy
)
,
(2.4.32)
Q = tˆ
√
K
′′
Y
(
tˆ
)
=
βy − α√
α
.
With these values, expressions (2.4.23) and (2.4.27) are explicit in y and
yield very simple approximations to the gamma cumulative distribution
function.
Table (2.1) compares different approximations of cumulative distribu-
tion function with the exact one for the very skewed Gamma distribution,
Gamma
(
1
2 , 1
)
. In particular, signed log-likelihood approximation which is a
first order approximation is set here as a contrast, illustrating the accuracy
of Lugannani and Rice approximation and Barndorff-Nielsen approxima-
tion which are both third order approximation. In the parenthesis, the per-
centage relative errors are presented and we can find that relative errors
of (2.4.23) and (2.4.27) remain very small for the computations in the right
tail and accuracy appears quite good but not quite as accurate in the left
tail.
For larger values of α with β = 1, the gamma distribution approaches a
normal shape. Since the approximation is exact in the normal setting which
is the limit for large α according to the example at subsection (2.4.3.1),
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one might expect the saddlepoint approximation to gain in accuracy with
increasing α. This can be seen numerically by reproducing Table (2.1) with
α = 2 in Table (2.2).
The rate of convergence for relative error is O
(
α−
3
2
)
as α → ∞ for a
fixed value of the standardized variable Z = Y−α√
α
(Daniels, 1987). This
O
(
α−
3
2
)
relative error statement means that α 32
{
Fˆ(
√
αz+α)
F(
√
αz+α)
− 1
}
remains
bounded as α→∞ for fixed Z.
Finally, to illustrate the accuracy of the saddlepoint approximation meth-
ods, Figure (2.1) and Figure (2.2) plotted the exact cumulative distribution
function of Gamma
(
1
2 , 1
)
and Gamma (2, 1) along with two third-order ap-
proximations given by Lugannani and Rice (2.4.23) and Barndorff-Nielsen
(2.4.27) and one first-order signed log-likelihood approximation. The plots
illustrates that the two forms of third-order approximation and the exact
cumulative distribution function are indistinguishable. Actually Table (2.1)
and Table (2.2) recorded some selected values from these two figure.
2.5 The p∗ Formula
A feature of the saddlepoint approximation is that if the underlying distri-
bution is a member of an exponential family, then the saddlepoint approx-
imation can be reformulated entirely in terms of the likelihood function.
In its likelihood formulation, this approximation can be shown to apply to
more general families of distributions, where it provides an approximation
to the density of the maximum likelihood estimator.
Suppose that the distribution of Y is in the family of linear exponential
model in canonical form. By marginalizing from Y to S (Y), we finally get
the density of minimal sufficient statistic S from the density of Y at (2.2.8):
fS (s;θ) = e
θ′s−A(θ)h (s) . (2.5.1)
h (s) is generally hard to calculate, however, the density of fS (s;θ) can be
accurately approximated by the saddlepoint approximation. Before that,
we need an important result between the maximum likelihood estimate of
the canonical parameter, θˆ, and the saddlepoint, tˆ.
Lemma. The maximum likelihood estimate of the canonical parameter, θˆ,
and the saddlepoint, tˆ are linked by the following result:
θˆ = tˆ + θ . (2.5.2)
Proof. On the one hand, from (2.5.1) the log likelihood function for s can be
written as ` (θ) = a+ θ′s−A (θ). Thus, the maximum likelihood estimator,
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Table 2.1: Tail probabilities of cdf and its approximations for Gamma
(
1
2 , 1
)
Tail Values of y Exact TailProbabilities
Signed
Log-likelihood
Approximation
Lugannani and
Rice
Approximation
Barndorff-
Nielsen
Approximation
Left Tail
P (Y ≤ y)
0.00005 0.0080 (0.00%) 0.0021 (73.90%) 0.0091 (-13.92%) 0.0087 (-9.38%)
0.0001 0.0113 (0.00%) 0.0031 (72.92%) 0.0128 (-13.61%) 0.0123 (-9.06%)
0.0005 0.0252 (0.00%) 0.0075 (70.14%) 0.0284 (-12.62%) 0.0273 (-8.13%)
0.001 0.0357 (0.00%) 0.0112 (68.64%) 0.0400 (-12.03%) 0.0384 (-7.61%)
Right Tail
P (Y ≥ y)
2 0.0455 (0.00%) 0.1020(-124.14%) 0.0458 (-0.58%) 0.0471 (-3.45%)
3 0.0143 (0.00%) 0.0366(-156.08%) 0.0145 (-1.63%) 0.0150 (-4.66%)
4 0.0047 (0.00%) 0.0133(-183.68%) 0.0048 (-2.46%) 0.0049 (-5.59%)
5 0.0016 (0.00%) 0.0048(-208.39%) 0.0016 (-3.13%) 0.0017 (-6.32%)
Table 2.2: Tail probabilities of cdf and its approximations for Gamma (2, 1)
Tail Values of y Exact TailProbabilities
Signed
Log-likelihood
Approximation
Lugannani and
Rice
Approximation
Barndorff-
Nielsen
Approximation
Left Tail
P (Y ≤ y)
0.1 0.0047 (0.00%) 0.0021 (54.81%) 0.0047 (-1.45%) 0.0047 (-0.68%)
0.5 0.0902 (0.00%) 0.0553 (38.68%) 0.0906 (-0.47%) 0.0902 (0.00%)
1 0.2642 (0.00%) 0.1897 (28.21%) 0.2647 (-0.16%) 0.2639 (0.14%)
1.3 0.3732 (0.00%) 0.2849 (23.66%) 0.3735 (-0.09%) 0.3726 (0.15%)
Right Tail
P (Y ≥ y)
4 0.0916 (0.00%) 0.1340 (-46.27%) 0.0917 (-0.17%) 0.0921 (-0.52%)
5 0.0404 (0.00%) 0.0633 (-56.46%) 0.0405 (-0.26%) 0.0407 (-0.65%)
6 0.0174 (0.00%) 0.0288 (-65.94%) 0.0174 (-0.34%) 0.0175 (-0.78%)
7 0.0073 (0.00%) 0.0128 (-74.84%) 0.0073 (-0.42%) 0.0074 (-0.89%)
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Figure 2.1: Exact and approximated cumulative distribution functions for
Gamma
(
1
2 , 1
)
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Figure 2.2: Exact and approximated cumulative distribution functions for
Gamma (2, 1)
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θˆ, satisfies
Aθ
(
θˆ
)
= s . (2.5.3)
And the observed information matrix at θˆ is j
(
θˆ
)
= −∂2`(θ)∂θ∂θ′
∣∣∣
θ=θˆ
= Aθθ′
(
θˆ
)
.
Note that between the minimum sufficient statistic S (Y) and the maxi-
mum likelihood estimate θˆ, the Jacobian matrix is also ds
dθˆ′
= Aθθ′
(
θˆ
)
=
j
(
θˆ
)
.
On the other hand, recall that we have KS (t) = A (θ + t) − A (θ) as
(2.4.6). Therefore, we can obtain
K ′S (t) =
∂KS (t)
∂t
=
∂A (θ + t)
∂ (θ + t)
= Aθ+t (θ + t) , (2.5.4)
and K ′′S (t) =
∂2KS(t)
∂t∂t′ =
∂2A(θ+t)
∂(θ+t)∂(θ+t)′ = A(θ+t)(θ+t)′ (θ + t).
Finally, the saddlepoint, tˆ, satisfies the saddlepoint equation K ′S
(
tˆ
)
= s.
Together with (2.5.3) and (2.5.4), we have K ′S
(
tˆ
)
= Aθ+tˆ
(
θ + tˆ
)
= s =
Aθ
(
θˆ
)
and thus obtain θˆ = tˆ + θ.
After collect the preparation above, we can now apply the saddlepoint
approximation for (2.5.1) and obtain
fS (s;θ) =
√
1
(2pi)
p |K ′′S
(
tˆ
) |e(KS(tˆ)−tˆ′s) +O (n−1)
=
√
1
(2pi)
p |A(θ+t)(θ+t)′
(
θ + tˆ
) |e(A(θ+tˆ)−A(θ)−(θˆ−θ)′s) +O (n−1)
=
√√√√ 1
(2pi)
p |j
(
θˆ
)
|
e(`(θ)−`(θˆ)) +O
(
n−1
)
. (2.5.5)
Example. Consider the exponential model (2.2.9) in which the sufficient
statistic S is decomposed into two components, one component, S1, of di-
mension one and the second component, S2 of dimension (p− 1). Skovgaard
(1987) and Fraser and Reid (1993) showed the following extension based on
(2.2.9) and (2.5.5).
While the saddlepoint approximation to the density function of S has
the form (2.5.5), the same approximation to the marginal density function
of S2 would have the form:
f (s2;θ) =
√√√√ 1
(2pi)
p−1 |jλλ′
(
θˆψ
)
|
e(`(θ)−`(θˆψ)) +O
(
n−1
)
.
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This leads to the conditional density function of S given S2
f (s|s2, ψ) = c
√√√√√ |jλλ′
(
θˆψ
)
|
(2pi) |j
(
θˆ
)
|
e(`(θˆψ)−`(θˆ)) +O
(
n−
3
2
)
,
where c is a normalizing constant. Skovgaard (1987) called this expression
for the conditional density, the double saddlepoint approximation. The
corresponding likelihood function is given as below
`(ψ) = `(θˆψ) +
1
2
log |jλλ′(θˆψ)| . (2.5.6)
It is actually a third order approximation to the likelihood function from the
conditional distribution (2.2.13). And inference concerning the interest pa-
rameter ψ in the presence of the nuisance parameter λ can be constructed
from the conditional likelihood function ` (ψ) at the observed value y0.
Barndorff-Nielsen (1980) shows that (2.5.5) can be transformed to a cor-
responding approximation for θˆ:
fθ
(
θˆ;θ
)
= fS (s;θ)
∣∣∣∣ dsdθˆ′
∣∣∣∣ (2.5.7)
= (2pi)
− p2 |j
(
θˆ
)
| 12 e(`(θ)−`(θˆ)) +O (n−1)
= (2pi)
− p2 |j
(
θˆ
)
| 12 L (θ)
L
(
θˆ
) +O (n−1) .
In addition, Durbin (1980) shows that, similar to subsection (2.4.3.4), a
renormalizing process,
´
θˆ
fθ
(
θˆ;θ
)
dθˆ = 1, can be conducted to (2.5.7) and
we thus get the normalizing constant c (θ) =
(´
θˆ
|j
(
θˆ
)
| 12 e(`(θ)−`(θˆ))dθˆ
)−1
.
This renormalizing process make the error term of the saddlepoint approx-
imation reduce to O
(
n−
3
2
)
and we obtain a more accurate approximation
for the density of the maximum likelihood estimator.
fθ
(
θˆ;θ
)
= c (θ) |j
(
θˆ
)
| 12 e(`(θ)−`(θˆ)) +O
(
n−
3
2
)
(2.5.8)
= c (θ) |j
(
θˆ
)
| 12 L (θ)
L
(
θˆ
) +O (n− 32) .
Barndorff-Nielsen (1980) shows that for exponential models (2.5.8) actually
work in the same way as the saddlepoint expansion for the density of θˆ. In
addition, this expression is invariant under reparameterization: θ need not
be the canonical parameter (Fraser 1990). This approximation also has
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been found to be extremely accurate in the general context for a general
statistical model f (y;θ) where θ has dimension p (Barndorff-Nielsen 1983).
If the dimension of S is greater than p, then fθ
(
θˆ;θ
)
needs to be inter-
preted as a conditional density fθ
(
θˆ|a;θ
)
given some exact or approximate
ancillary A = A (y). It has been assumed that there is a one-to-one corre-
spondence between the minimum sufficient statistic S (Y) and a new statis-
tic
(
θˆ,A
)
, according to subsection (2.2.2.2) as well as Barndorff-Nielsen
(1980). Thus we can write the log-likelihood as a function of
(
θˆ,A
)
in its
dependence on the data; that is, ` (θ) = `
(
θ; θˆ,a
)
; and obtain
fθ
(
θˆ|a;θ
)
= c (θ,a) |j
(
θˆ; θˆ,a
)
| 12 e(`(θ;θˆ,a)−`(θˆ;θˆ,a)) +O
(
n−
3
2
)
= c (θ,a) |j
(
θˆ; θˆ,a
)
| 12
L
(
θ; θˆ,a
)
L
(
θˆ;θˆ,a
) +O (n− 32) , (2.5.9)
where c (θ,a) is a normalizing constant in a sense similar to above.
This p∗ formula holds quite generally, subject to specification of an ap-
proximate ancillary (Barndorff-Nielsen 1980, 1983). The usual presenta-
tion of the formula, however, does not include a general prescription for
determining the ancillary A (Y), and thus it does not lead directly to a plot
of the density of θˆ for particular θ values, unless θˆ is minimal sufficient
or the ancillary A (Y) is otherwise available. An affine ancillary has been
suggested by Barndorff-Nielsen (1980) on asymptotic grounds. A computer
implementable procedure for calculating a preferred ancillary A (Y) based
on differential likelihood is discussed by Fraser and Reid (1988).
In the special case that f (y;θ) is an exponential family model, the suf-
ficient statistic S (Y) is a one-to-one function of θˆ ; thus the likelihood func-
tion depends on the data only through θˆ. In this case (2.5.9) coincides with
the approximation to fθ
(
θˆ;θ
)
with no conditioning involved and it is back
to (2.5.8). Another important feature of this formula is that it gives the
exact conditional density in the case of transformation model (Fraser 1968
Ch2; Barndorff-Nielsen 1980 ). It is because in the special case that f (y;θ)
is a transformation model, a maximal ancillary exists and the factorization
(2.2.10) holds; and with A fixed, θˆ is a one-to-one function of S.
Some discussion and analysis of the p∗ formula is given by Barndorff-
Nielsen (1980,1983,1986b, 2012 ), McCullagh(1984) and Reid (1988); they
use asymptotic calculations based on sample space geometry and cumu-
lants or use transformation model theory. An alternative interpretation
of the approximation using the Laplace-integral method is discussed by
Fraser (1988): a transformation of θ and of θˆ is defined to yield constant
observed information and an approximating exponential model then sup-
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ports a local saddlepoint calculation. Detailed discussion and review of the
literature are given in Reid (1988, 1995) and Barndorff-Nielsen and Cox
(1994 Ch6).
Example. The sufficient statistic of a set of IID data observations is sim-
ply the sum of individual sufficient statistics, and encapsulates all the in-
formation needed to describe the posterior distribution of the parameters,
given the data. Thus it is useful to know a good approximation of the fol-
lowing densities of minimal sufficient statistic from the exponential fam-
ily, fw (w;θ) = e(θ
′w−nA(θ))g (w) and fs¯ (s¯;θ) = e(nθ
′s¯−nA(θ))v (s¯), where
W (Y) =
n∑
i=1
S (Yi) and S¯ (Y) = 1nW (Y) for IID random vectors Yi.
The saddlepoint approximation for fw (w;θ) and the corresponding p∗
formula are
fw (w;θ) =
√√√√ 1
(2pi)
p |jw
(
θˆ
)
|
e(`
w(θ)−`w(θˆ)) +O
(
n−1
)
,
fθ
(
θˆ;θ
)
= c (θ) |jw
(
θˆ
)
| 12 e(`w(θ)−`w(θˆ)) +O
(
n−
3
2
)
,
fθ
(
θˆ|a;θ
)
= c (θ,a) |jw
(
θˆ; θˆ,a
)
| 12 e(`w(θ;θˆ,a)−`w(θˆ;θˆ,a)) +O
(
n−
3
2
)
,
where `w (θ) = a+θ′w−nA (θ) and the MLE, θˆ, satisfies nAθ
(
θˆ
)
= w and
jw
(
θˆ
)
=nAθθ′
(
θˆ
)
.
In addition, the saddlepoint approximation for fs¯ (s¯;θ) and the corre-
sponding p∗ formula are
fs¯ (s¯;θ) =
√√√√ 1
(2pi)
p |js¯
(
θˆ
)
|
e(`
s¯(θ)−`s¯(θˆ)) +O
(
n−1
)
,
fθ
(
θˆ;θ
)
= c (θ) |js¯
(
θˆ
)
| 12 e(`s¯(θ)−`s¯(θˆ)) +O
(
n−
3
2
)
,
fθ
(
θˆ|a;θ
)
= c (θ,a) |js¯
(
θˆ; θˆ,a
)
| 12 e(`s¯(θ;θˆ,a)−`s¯(θˆ;θˆ,a)) +O
(
n−
3
2
)
,
where `s¯ (θ) = a + nθ′s¯ − nA (θ) and the MLE, θˆ, satisfies Aθ
(
θˆ
)
= s¯ and
js¯
(
θˆ
)
=nAθθ′
(
θˆ
)
.
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2.6 Third-Order Likelihood Inference for a Scalar
Parameter of Interest of a General Statis-
tical Model
Theoretically, the third-order likelihood inference for a scalar parameter
of interest is based on the third-order approximation on p-value function
by using two methods, Lugannani and Rice, and Barndorff-Nielsen. The
strength of these two methods are their prominent accuracy for small or
medium data size and applicability on testing any parameter of interest.
However, the associated limitation is the requirement on the existence of
the complete likelihood function or an approximation to the complete like-
lihood function at least.
2.6.1 Single Parameter Model
Let us first discuss a simple situation where both data and the full pa-
rameter are essentially one dimensional. The applications, however, may
incorporate the models that permit a reduction of the data to a one dimen-
sional sufficient statistic. In exponential models the reduction is by means
of minimal sufficiency, while in location models the reduction is by means
of ancillarity. For information on dimension reduction, see section (2.2).
2.6.1.1 Canonical Exponential Family Model with Single Parame-
ter
In section (2.4.3.5), we introduced the saddlepoint approximation to the cu-
mulative distribution function, and in this section we start with its likeli-
hood formulation relative to exponential families, which turns out to apply
much more generally.
Lemma. When the underlying density for random variable Y arises from
univariate canonical exponential family with single parameter, the likeli-
hood formulation of statistics R and Q originated from (2.4.24) and (2.4.25)
becomes
R = R (θ) = sgn(θˆ − θ)
√
2
(
`(θˆ)− ` (θ)
)
. (2.6.1)
This is actually the signed log-likelihood ratio statistic.
Q = Q (θ) = (θˆ − θ)
√
j
(
θˆ
)
= q . (2.6.2)
This is actually the Wald statistic.
Proof. To obtain (2.6.1), we start from (2.4.24). In addition, the derivation
will need the following conclusions: θˆ = tˆ + θ at (2.5.2), K (t) = A (θ + t)−
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A (θ) at (2.4.6) and ` (θ) = a+ θ′y −A (θ) from (2.5.1).
R = sgn
(
tˆ
)√
2
(
tˆy −KY
(
tˆ
))
= sgn
(
θˆ − θ
)√
2
{(
θˆ − θ
)
y − (A (θ + tˆ)−A (θ))}
= sgn
(
θˆ − θ
)√
2
{(
θˆy −A
(
θˆ
))
− (θy −A (θ))
}
= sgn
(
θˆ − θ
)√
2
(
`
(
θˆ
)
− ` (θ)
)
.
To obtain (2.6.2), we start from (2.4.25). In addition, the derivation
will need the following conclusions: θˆ = tˆ + θ at (2.5.2) and K ′′ (t) =
A(θ+t)(θ+t)′ (θ + t) from (2.4.6) and Aθθ′
(
θˆ
)
= j
(
θˆ
)
from (2.5.3).
Q = tˆ
√
K
′′
Y
(
tˆ
)
=
(
θˆ − θ
)√
A′′
(
θ + tˆ
)
=(
θˆ − θ
)√
A′′
(
θˆ
)
=
(
θˆ − θ
)√
j
(
θˆ
)
= q .
Hence, the approximations of p-value function of θ with relative error
O
(
n−
3
2
)
can be expressed in the Lugannani and Rice type formula (2.4.23)
and the Barndorff-Nielsen type formula (2.4.27).
p (θ) = F
(
θˆ, θ
)
= F (y, θ) = Φ (R) + φ (R)
(
1
R
− 1
Q
)
+O
(
n−
3
2
)
, (2.6.3)
p (θ) = F
(
θˆ, θ
)
= F (y, θ) = Φ (R∗)+O
(
n−
3
2
)
= Φ
(
R− 1
R
log
R
Q
)
+O
(
n−
3
2
)
,
(2.6.4)
where R∗ is the same defined in (2.4.28) and is generally referred to as
the modified signed log-likelihood ratio statistic. Barndorff-Nielsen (1990 ,
1990b, 1991) discusses the derivation of (2.6.4) from the p∗ approximation.
In addition, a positive one-to-one relationship θˆ = θˆ (y) is the saddlepoint
satisfying A′
(
θˆ
)
= y, and A′′
(
θˆ
)
> 0.
It is interesting to note that both R and Q have standard normal dis-
tributions to the first order, so the modification and correction implicit in
(2.6.3) and (2.6.4) provides the large improvement fromO
(
n−
1
2
)
toO
(
n−
3
2
)
.
Corresponding to the singularity condition Y = E [Y ] in (2.4.26), both
approximations also have the singularity point θ = θˆ here. Daniels (1987)
and Reid (1996) derived the limiting value pˆ
(
θˆ
)
.
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Lemma. Daniels (1987) and Reid (1996 ) obtained the following limiting
value pˆ
(
θˆ
)
:
pˆ
(
θˆ
)
= FˆY¯
(
y¯; θˆ
)
=
1
2
+
ρ3
6
√
2pin
=
1
2
+
1
6
√
2pin
`′′′
(
θˆ
)
/n(
j
(
θˆ
)
/n
) 3
2
.
Proof. Our derivation starts from (2.4.26). Recall that at singularity condi-
tion, we have tˆ = 0.
FˆY (y) =
1
2
+
ρ3
6
√
2pi
=
1
2
+
1
6
√
2pi
K ′′′Y (0)
K ′′Y (0)
3
2
=
1
2
+
1
6
√
2pi
K ′′′Y
(
tˆ
)
K ′′Y
(
tˆ
) 3
2
=
1
2
+
1
6
√
2pi
A′′′
(
θ + tˆ
)
A′′
(
θ + tˆ
) 3
2
=
1
2
+
1
6
√
2pi
A′′′
(
θˆ
)
A′′
(
θˆ
) 3
2
=
1
2
+
1
6
√
2pi
`′′′
(
θˆ
)
j
(
θˆ
) 3
2
= pˆ
(
θˆ
)
.
In addition, Fraser, Reid, Li and Wong (2003) also proposed a bridging
method for dealing with this singularity problem. However, Reid (1996)
pointed out that for many applications it is only of interest to compute p-
values in the left or right tail of the distribution, well away from the fifty
percent point. Since the aim of this dissertation is just to provide accurate
approximations to the two tails of p (θ), the singularity problem will not be
examined.
Example. In the example at subsection (2.4.3.5), we illustrated the saddle-
point approximation to the cumulative distribution function ofGamma (α, β)
by Lugannani and Rice method and Barndorff-Nielsen method. To illus-
trate the application and accuracy of the third order likelihood methods
discussed up to this point, we continue that example and consider a special
case of gamma distribution. In particular, when α = 1, the distribution
Gamma (1, θ) will just be the exponential distribution with rate parameter
θ and its probability density function is fY (y; θ) = θe−θy.
Firstly, the exact p-value function of θ for the exponential distribution at
θˆ = nn∑
i=1
yi
is 1−FGamma(n,θ)
(
n∑
i=1
yi
)
, where FGamma(n,θ) (·) is the cumulative
distribution function of Gamma (n, θ) in the form of (2.4.30). It comes from
the fact that if Yi ∼ Exp (θ) (Exponential distribution with rate parameter
θ), then the sum
n∑
i=1
Yi ∼ Gamma (n, θ); and thus
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p (θ) = P
(
Θˆ ≤ θˆ; θ
)
= P
 nn∑
i=1
Yi
≤ nn∑
i=1
yi
 .
= 1− P
(
n∑
i=1
Yi ≤
n∑
i=1
yi
)
= 1− FGamma(n,θ)
(
n∑
i=1
yi
)
Secondly, suppose that a sample (y1, . . . , yn) from Exp (θ) is available.
Then we can obtain the following basic likelihood results: ` (θ) = n log θ −
θ ·
n∑
i=1
yi = n (log θ − θy¯), `θ (θ) = nθ −
n∑
i=1
yi with θˆ = nn∑
i=1
yi
= 1y¯ , `θθ (θ) = − nθ2
and j
(
θˆ
)
= n
θˆ2
=
(
n∑
i=1
yi
)2
n = ny¯
2. From these results, we can obtain the
following approximations of p (θ):
(1) Φ (R), where R is the signed log-likelihood ratio statistic from (2.6.1)
R = R (θ) = sgn(θˆ−θ)
√
2
(
`
(
θˆ
)
− ` (θ)
)
= sgn (1− θy¯)√2n (θy¯ − log θy¯ − 1);
(2) Φ (Q), where Q is the Wald statistic from (2.6.2) and Q = Q (θ) =
(θˆ − θ)
√
j
(
θˆ
)
=
√
n (1− θy¯);
(3) Lugannani and Rice approximation in (2.6.3);
(4) Barndorff-Nielsen approximation in (2.6.4).
Finally, to compare the accuracy of these asymptotic methods, we ran-
domly generated 3 data sets from Exp (3) with sample sizes 1, 3 and 10
respectively. The codes in R of this random number generating process are
listed below and the resulting simulated data are recorded in Table (2.3).
> rexp (1 ,3 )
> rexp (3 ,3 )
> rexp (10 ,3 )
Here is the result. Figures (2.3), (2.4) and (2.5) display the exact and the
approximated p-values for a grid of θ values from 0 to 20 for the three data
sets. The horizontal lines indicate the two nominal levels, 0.025 and 0.975,
for the 95% central confidence interval; and the resulting intervals for θ are
given in Table 2.4. We can see that both plots and Table 2.4 show the out-
standing performance of the third-order methods over the first-order meth-
ods, and the third-order methods have remarkable accuracy even when
sample size reaches its admissible lower bound of 1.
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Table 2.3: Three simulated data sets from Exp (3)
Data Set Sample Size n Observations (y1, . . . , yn)
1 1 0.2222027
2 3 0.03838707, 0.27538165, 0.29540766
3 10
0.12836713, 0.02309837, 0.26046243, 0.20793721,
0.30842606, 1.18434839, 0.87649635, 0.03954462,
0.18146885, 0.28150354
Figure 2.3: p (θ) for Data Set 1 (n = 1)
Table 2.4: 95% central confidence intervals for θ
Method n=1 n=3 n=10
Exact (0.1139,16.6014) (1.0156,11.8598) (1.3734,4.8930)
Signed log-likelihood ratio (0.2568,19.8153) (1.2247,12.7702) (1.4351,5.0232)
Wald statistic (-4.3202,13.3210) (-0.6480,10.4974) (1.0889,4.6390)
Lugannani and Rice (0.1095,16.6342) (1.0142,11.8635) (1.3734,4.8932)
Barndorff-Nielsen (0.1114,16.6838) (1.0156,11.8685) (1.3735,4.8934)
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Figure 2.4: p (θ) for Data Set 2 (n = 3)
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Figure 2.5: p (θ) for Data Set 3 (n = 10)
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2.6.1.2 General Model with Single Parameter
For most general application R is still the signed likelihood ratio statistic as
(2.6.1); whereas the quantity Q has various forms depending on the model
and the procedures being used.
In a sample of size n from a one parameter location family, f (y; θ) =
f (y − θ), the one-dimensional variable can be taken as θˆ (or any other lo-
cation estimate of θ), and (2.6.3) and (2.6.4) give approximations to the
conditional distribution of θˆ, given the location-model ancillary statistic
A = (A1, . . . , An), Ai = Yi − θˆ. In this case `
(
θ; θˆ,a
)
=
∑
log f
(
ai + θˆ − θ
)
,
∂`(θ;θˆ,a)
∂θˆ
= −∂`(θ)∂θ , and Q simplifies to Rao statistic. (Reid 1996)
Q = Q (θ) =
s (θ)√
j
(
θˆ
) = S .
Lemma. When the underlying density for random variable Y is a general
density f (y; θ), by using a tangent exponential model approximation, Fraser
(1990) derived
Q = (ϕˆ− ϕ) jˆ 12ϕϕ =
{
`;y
(
θˆ
)
− `;y (θ)
}{∂`;y (θ)
∂θ
∣∣∣∣
θ=θˆ
}−1
j
(
θˆ
) 1
2
.
In addition, an alternative expression for Q was obtained by Barndorff-
Nielsen(1990) by integrating the p∗ approximation directly.
Q =
{
`;θˆ
(
θˆ
)
− `;θˆ (θ)
}
j
(
θˆ
)− 12
,
where `;θˆ (θ) =
∂`(θ;y)
∂θˆ
=
∂`(θ;θˆ)
∂θˆ
and θˆ is typically a one-to-one function of y.
Proof. In this proof, we first develop a procedure for an exponential model
not in standard form that uses only an observed likelihood function and
its first sample space derivative at a data point y0 and produces directly
the cumulant generating function, the canonical parameter and the local
canonical variable; in effect, the procedure gives a characterization of an ex-
ponential model in terms of likelihood properties local on the sample space.
This result is used later to modify the Lugannani and Rice formula and
Barndorff-Nielsen formula so that it is independent of the parameteriza-
tion of the model. Then for a general continuous statistical model we derive
an approximating or tangent exponential model at a point y and then use
the modified Lugannani and Rice formula and Barndorff-Nielsen formula
to obtain a general model version of tail probability approximation. The
main reference for this proof is Fraser (1990).
1. Consider a continuous exponential family model, with some one-one
equivalent canonical variable t (y), a function of minimal sufficient statistic
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y, and one-one equivalent canonical parameter ϕ (θ) and the scalar param-
eter of interest being ψ (θ) = ψ.
fY(y;θ) = exp (ϕ
′(θ)t(y)−A (ϕ (θ)))u(y) . (2.6.5)
The canonical parameter ϕ (θ), the canonical variable t (y), the nominal
cumulant generating function A (ϕ (θ)) and the underlying u (t (y)) are not
uniquely determined. To eliminate the indeterminacy, we standardize the
model with respect to a sample point y0 having the maximum likelihood
estimate θ0 = θˆ
(
y0
)
and we require: t
(
y0
)
= 0, ϕ
(
θ0
)
= 0, A (0) = 0 and
∂ϕ(θ)
∂θ′
∣∣∣
θ=θ0
= I. Thus, the first derivative behavior of ϕ and θ coincide at θ0.
We will have the following conclusions
ϕ′ (θ) = `;y′
(
θ; y0
)
s−1;y′
(
θ0; y0
)
= `;y′
(
θ; y0
)
`−1θ;y′
(
θ0; y0
)
, (2.6.6)
A (ϕ) = −` (ϕ−1; y0) , (2.6.7)
fs (s;θ) = fs(s;θ
0)eϕ
′(θ)s−A(ϕ(θ)) . (2.6.8)
Here are some derivations to get these results. Since log f
(
y;θ0
)
=
log f
(
y; θˆ
(
y0
))
is a function of y with θ0 now taken as fixed, we can let
` (θ; y) = log f (y;θ)− log f (y;θ0) (2.6.9)
be the likelihood function normed with respect to the value θ0.
Also let s = s
(
θ0; y
)
be the θ0 score taken as a function of y. From (2.6.5)
and s
(
θ0; y0
)
= 0, we have:
s
(
θ0; y0
)
=
∂`
(
θ; y0
)
∂θ
∣∣∣∣
θ=θ0
=
∂
(
ϕ′(θ)t(y0)−A (ϕ (θ)))
∂θ
∣∣∣∣
θ=θ0
=
∂ϕ′ (θ)
∂θ
∣∣∣∣
θ=θ0
·t (y0)− ∂ϕ′ (θ)
∂θ
∣∣∣∣
θ=θ0
·∂A
∂ϕ
∣∣∣∣
θ=θ0
=
∂A
∂ϕ
∣∣∣∣
θ=θ0
= 0 .
Thus, we can derive s = s
(
θ0; y
)
as:
s = s
(
θ0; y
)
=
∂` (θ; y)
∂θ
∣∣∣∣
θ=θ0
=
∂ (ϕ′(θ)t(y)−A (ϕ (θ)))
∂θ
∣∣∣∣
θ=θ0
=
∂ϕ′ (θ)
∂θ
∣∣∣∣
θ=θ0
·t (y)− ∂ϕ
′ (θ)
∂θ
∣∣∣∣
θ=θ0
·∂A
∂ϕ
∣∣∣∣
θ=θ0
= t (y) .
Rewrite (2.6.5) as ` (θ; y) = ϕ′(θ)s
(
θ0; y
)−A (ϕ (θ)), express ϕ with the
73
sample space derivatives and we obtain (2.6.6) and (2.6.7).
ϕ′ (θ) =
∂` (θ; y)
∂s′
=
∂` (θ; y)
∂ (y0)
′
∂y0
∂s′
=
∂` (θ; y)
∂ (y0)
′ ·
{
∂s
∂ (y0)
′
}−1
= `;y′
(
θ; y0
)
s−1;y′
(
θ0; y0
)
= `;y′
(
θ; y0
)
`−1θ;y′
(
θ0; y0
)
,
A (ϕ) = ϕ′(θ)s
(
θ0; y0
)− ` (θ; y0) = −` (θ; y0) = −` (ϕ−1; y0) .
Since fY(y;θ0) = eϕ
′(θ0)t(y)−A(ϕ(θ0))u(y) = u(y), thus the exponential
model fY (y;θ) can then be written as
fY(y;θ)
= fY(y;θ
0)eϕ
′(θ)s(θ0;y)−A(ϕ(θ)) = fs(s;θ0)eϕ
′(θ)s−A(ϕ(θ))
∣∣∣∣ ∂s∂y′
∣∣∣∣(2.6.10)
= fs(s;θ
0)eϕ
′(θ)s−A(ϕ(θ)) ∣∣s;y′ (θ0; y)∣∣ = fs (s;θ) ∣∣s;y′ (θ0; y)∣∣ .(2.6.11)
From the results above, we can see that the observed likelihood `
(
θ; y0
)
and its first sample space derivative `;y′
(
θ; y0
)
entirely determine the nat-
ural parameter ϕ by (2.6.6) and the nominal cumulant generating function
A (ϕ) by (2.6.7) and thus fully determine fs (s;θ), the exponential model
for the score variable s, by (2.6.8) and also the density fY
(
y0;θ
)
at the ob-
served data point y0. The density fY (y;θ) elsewhere on the sample space
for y (2.6.11) requires
∣∣s;y′ (θ0; y)∣∣ and would not be available from the y0
likelihood information. In addition, for computation, ϕ and A (ϕ) are di-
rectly available but the null density fs
(
s;θ0
)
would generally require a
Fourier inversion from A (ϕ) ; for statistical purposes, however, an accurate
approximation for fs
(
s;θ0
)
is directly available by the saddlepoint method.
2. We generalize the results above to the more general case where y is
not minimal sufficient or the exponential structure is somehow disguised.
For this, consider a continuous model fY (y;θ) where the parameter θ and
the minimal sufficient statistic have dimension p but the variable y has
dimension n. Thus (2.6.5) is more similar to (2.2.7). In this setting, the
minimal sufficient statistic locally at the point y (Fraser 1966) takes values
in a p dimensional vector space of θ functions, LMS {`1 (θ; y) , . . . , `n (θ; y)},
where ` (θ; y) is given in (2.6.9) and `i (θ; y) = ∂`(θ;y)∂yi . And in the result
above the derivative `;y′ (θ; y) is replaced by `;V (θ; y), which is the direc-
tional derivatives span the space LMS . This would happen typically, unless
a chosen Vi fell in the n − p dimensional null space of the linear forms d`
(Frsaer 1990). In addition, s;y′ (θ; y) is replaced by s;V (θ; y).
3. The Lugannani and Rice formula and Barndorff-Nielson formula give
left-tail probability approximation p (θ) = F
(
θˆ; θ
)
= F (ϕˆ;ϕ) for a one-
parameter exponential model. The accompanying definition (2.6.1) for R
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uses likelihood drop from ϕˆ to ϕ and is invariant under reparameteriza-
tion. The definition (2.6.2) for Q, however, uses the canonical parameter ϕ.
A parameterization invariant version of Q is recorded as
Q = (ϕˆ− ϕ)
√
j (ϕˆ)
=
{
`;V
(
θ0; y0
)
s−1;V
(
θ0; y0
)− `;V (θ; y0) s−1;V (θ0; y0)}√j (ϕˆ)
=
{
`;V
(
θˆ; y
)
− `;V (θ; y)
}{
`θ;V
(
θˆ; y
)}−1
j
(
θˆ
) 1
2
.
In addition, we can total differentiate the estimating equation s
(
θˆ; y
)
= 0,
obtaining ∂s
∂θˆ
dθˆ+ ∂s∂V dV = 0 and
dθˆ
dV = −
∂s
∂V
∂s
∂θˆ
=
`θ;V (θˆ;y)
−`θθ(θˆ;y) = j
(
θˆ
)−1
`θ;V
(
θˆ; y
)
.
Therefore, Q can also be expressed as
Q =
{
`;V
(
θˆ; y
)
− `;V (θ; y)
}{
`θ;V
(
θˆ; y
)}−1
j
(
θˆ
) 1
2
=
{
`;θˆ
(
θˆ; y
)
− `;θˆ (θ; y)
} dθˆ
dV
{
`θ;V
(
θˆ; y
)}−1
j
(
θˆ
) 1
2
=
{
`;θˆ
(
θˆ; y
)
− `;θˆ (θ; y)
}
j
(
θˆ
)− 12 .
In these expressions we have used y for the data point and θˆ for the cor-
responding maximum likelihood estimate and θ remains as the parameter
value for which the tail probability is being calculated. We also note that
normalization of the likelihood function is unnecessary: that log f (y; θ) can
be used in place of ` (θ; y) (Frsaer 1990).
4. Without the exponential assumption, we find it reasonable for in-
ference to use an approximating exponential model in preference to an ap-
proximating normal model. The approximating exponential model is called
a tangent exponential model. For the general continuous model f (y;θ) we
take the tangent exponential model at the point y0 to be the exponential
model (2.6.5) that coincides with the given model at y0.
The comparison between (2.6.3) and (2.6.4) on a variety of models has
been conducted extensively in literature. Barndorff-Nielsen (1990a) for ex-
ponential, inverse Gaussian and von Mises distributions; Fraser (1990) for
the location log-gamma, the gamma, the logistic, and Cauchy distribution;
Barndorff-Nielsen (1991) for Cauchy distribution; Barndorff-Nielsen and
Chamberlin (1991) for the location log-gamma, the inverse Gaussian, and
a specially constructed (2,1) curved exponential family; Fraser and Reid
(1993) for a tilted and shifted logistic model which has one parameter but
is neither an exponential nor a location model; DiCiccio and Martin (1993)
for an exponential model with censoring. In addition, DiCiccio, Field and
Fraser (1990) compare the Lugannani and Rice approximation with the
75
mean and variance corrected version of Fisher’s hyperbola model, which is
a (2,1) curved exponential family. Kolassa (2006), especially in the exer-
cises, considers several numerical illustrations, and provides Mathematica
code for computing many of them.
2.6.2 Exponential family Model and Transformation Model
with Multiple Parameters
This section will study the cases of the exponential family model and the
transformation model with the presence of nuisance parameter λ, and at
next section we will generalize to any statistical model with multiple pa-
rameters. The proposed methodology only depends on the likelihood func-
tion and its first sample space derivative at the data points.
2.6.2.1 Canonical Exponential Model with Multiple Parameters
Consider a canonical exponential family model in (2.2.8) or (2.2.9) with the
canonical parameter θ =
(
ψ,λ′
)′. For any given random sample from this
model, R = R (ψ) remains the signed log-likelihood ratio statistic in the
form of (2.3.15). Taken into the consideration of eliminating the nuisance
parameter λ, Q = Q (ψ) = q (ψ) is the standardized maximum likelihood
departure statistic in the canonical parameter space in the form of (2.3.13).
Hence, we can apply either Lugannani and Rice method or Barndorff-
Nielsen method to obtain p (ψ) with R and Q defined above.
p (ψ) = Φ (R) + φ (R)
(
1
R
− 1
Q
)
+O
(
n−
3
2
)
, (2.6.12)
p (ψ) = Φ (R∗) +O
(
n−
3
2
)
= Φ
(
R− 1
R
log
R
Q
)
+O
(
n−
3
2
)
. (2.6.13)
2.6.2.2 General Exponential Model with Multiple Parameters
Again, since the signed log-likelihood ratio statistic, R = R (ψ), is invari-
ant to reparameterization, it remains unchanged and is defined in (2.3.15).
However, the quantity Q = Q (ψ) has to be re-expressed in the canonical
parameter, ϕ (θ), scale. Here are the steps:
1. For general exponential model, we can obtain canonical parameter by
(2.6.6).
2. Denote ϕψ (θ) to be the row of ϕ−1θ′ (θ) that corresponds to ψ, and∥∥ϕψ (θ)∥∥2 is the squared length of the vector.
3. Let χ (θ) = ϕ
ψ(θˆψ)
‖ϕψ(θˆψ)‖ϕ (θ). And χ (θ) can be viewed operationally
as the scalar parameter of interest ψ (θ) in ϕ (θ) scale, and it is actually
a rotated coordinate of ϕ (θ) that agrees with ψ (θ) at θˆψ. Basically, the
calibrated version χ (θ) of ψ (θ) is a vector from the space spanned by the
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columns of ϕ (θ) and its direction depends on the constrained MLE θˆψ for
given ϕ (θ) ;
4. From above, we can see
∣∣∣χ(θˆ)− χ(θˆψ)∣∣∣ is a measure of departure of
ψˆ from ψ in ϕ (θ) scale. In addition, Fraser, Reid and Wu (1999) obtained an
estimated variance for
{
χ
(
θˆ
)
− χ
(
θˆψ
)}
inϕ (θ) scale: v̂ar
(
χ
(
θˆ
)
− χ
(
θˆψ
))
=
∣∣∣j(λλ′)(θˆψ)∣∣∣∣∣∣j(θθ′)(θˆ)∣∣∣ . By chain rule in differentiation, we have the full information
defined on the canonical parameter apace
∣∣∣j(θθ′) (θˆ)∣∣∣ = ∣∣∣jθθ′ (θˆ)∣∣∣ ∣∣∣ϕθ′ (θˆ)∣∣∣−2
and nuisance information on the canonical parameter space 10
∣∣∣j(λλ′) (θˆψ)∣∣∣ =∣∣∣jλλ′ (θˆψ)∣∣∣ ∣∣∣ϕ′λ′ (θˆψ)ϕλ′ (θˆψ)∣∣∣−1
5. Finally, the standardized maximum likelihood departure of ψ in ϕ (θ)
scale is Q.
Q = Q (ψ) =
sgn
(
ψˆ − ψ
) ∣∣∣χ(θˆ)− χ(θˆψ)∣∣∣√
v̂ar
(
χ
(
θˆ
)
− χ
(
θˆψ
))
= sgn
(
ψˆ − ψ
) ∣∣∣χ(θˆ)− χ(θˆψ)∣∣∣

∣∣∣j(λλ′) (θˆψ)∣∣∣∣∣∣j(θθ′) (θˆ)∣∣∣

− 12
. (2.6.14)
2.6.3 General Model
Fraser(1988)(1990), Fraser and Reid(1995), Fraser, Reid and Wu(1998) de-
veloped a general tail probability formula or called the Tangent Exponen-
tial Model. In their method, the statistic R is same as signed log-likelihood
ratio statistic defined at (2.3.15). In order to get the statistic Q, we will
have to process the following in advance:
First, we obtain the canonical parameter ϕ (θ) by taking the sample
space gradient at the observed data point y0 calculated in the directions
given by a set of vectors V:
ϕ′ (θ) =
∂
∂y′
` (θ)
∣∣∣∣
y0
·V , (2.6.15)
V =
∂y
∂θ′
∣∣∣∣
(y0,θˆ)
= −
(
∂z
∂y′
)−1
∂z
∂θ′
∣∣∣∣(
r0,θˆ0
) . (2.6.16)
The set of vectors in V are referred to as ancillary directions and capture
how the data is influenced by parameter change near the maximum like-
10Note that ϕλ′
(
θˆψ
)
is a p× (p− 1) dimensional matrix.
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lihood value. The differentiation in (2.6.16) is taken for fixed values of a
full-dimensional pivotal quantity and is defined from the total differentia-
tion of this pivotal. A pivotal statistic z (θ,y) is a function of the variable y
and the parameter θ that has a fixed distribution (independent of θ) and is
required component of the methodology.
Implicit in (2.6.15) is the necessary conditioning that reduces the dimen-
sion of the problem from n to p. This is done through the vectors in V which
are based on the pivotal quantity z (θ,y) which in (2.6.15) serve to condition
on an approximate ancillary statistic. This is a very technical point and the
reader is referred to Fraser and Reid (1995) for full technical details.
Second, replace the parameter of interest ψ(θ) by a linear function of
the ϕ(θ) coordinates. This newly calibrated parameter χ(θ) is given by the
following:
χ(θ) = ψθ′(θˆψ)ϕ
−1
θ′ (θˆψ)ϕ(θ) . (2.6.17)
In order to apply Lugannani and Rice approximation in (2.6.12) or the
Barndorff-Nielsen approximation in (2.6.13) to make inference on our pa-
rameter of interest ψ(θ), we need to calculate both R and Q in ϕ(θ) scale.
Since R calculated in the original θ scale is equivalent to that calculated in
ϕ(θ) scale, the key step is to derive Q, the standardized maximum likeli-
hood departure in the canonical parameter ϕ(θ)scale:
Q ≡ Q(ψ) = sgn(ψˆ − ψ)
∣∣∣χ(θˆ)− χ(θˆψ)∣∣∣√
ˆvar(χ(θˆ)− χ(θˆψ))
, (2.6.18)
where
∣∣∣χ(θˆ)− χ(θˆψ)∣∣∣measures the departure of ∣∣∣ψˆ − ψ∣∣∣in the canonical pa-
rameter ϕ(θ) scale. In addition the estimated variance of (χ(θˆ)− χ(θˆψ)) is
given by Fraser and Reid(1995) as:
ˆvar(χ(θˆ)−χ(θˆψ)) =
ψθ′(θˆψ )˜j
−1
θθ′(θˆψ)ψ
′
θ′(θˆψ)
∣∣∣˜jθθ′(θˆψ)∣∣∣ ∣∣∣ϕθ′(θˆψ)∣∣∣−2∣∣∣jθθ′(θˆ)∣∣∣ ∣∣∣ϕθ′(θˆ)∣∣∣−2 . (2.6.19)
In Chapter 2, we review the development of asymptotic likelihood-based
methods, and in the next chapter, we will apply the third-order likelihood
methodology into the reference on Sharpe ratio. The performance of the
proposed method for normally distributed underlying returns is also exam-
ined through both real-life data set and simulated small data sets. Com-
parison between proposed method and existing method in literature will be
conducted to prove the advantages of our proposed method.
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Chapter 3
Asymptotic Likelihood
Inference for Sharpe
Ratio under IID Normal
Log Return
3.1 Inference for Standard Sharpe Ratio un-
der IID Normal Log Return
We emphasize that the third-order methodology discussed in the previous
chapter is applicable under any parametric distributional assumptions, and
thus in this chapter we will demonstrate the use of the method under the
assumption of IID normal log returns, or equivalently, of IID lognormal
gross returns.
3.1.1 Likelihood Methodology for One Sample Sharpe
Ratio
Consider a fund with log-return at time t denoted by rt, t = 1, 2, . . . , T .
Under IID normal assumption, we have rt ∼ N(µ, σ2) and θ′ = (µ, σ2),
meanwhile the canonical parameter of normal distribution and its first or-
der derivative can be written as:
ϕ′(θ) =
(
µ
σ2
,
1
σ2
)
, (3.1.1)
ϕθ′(θ) =
(
1
σ2 − µσ4
0 − 1σ4
)
. (3.1.2)
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In addition, the determinant of this first order derivatives |ϕθ′(θ)| = − 1σ6
and inverse matrix:ϕ−1θ′ (θ) =
(
σ2 −µσ2
0 σ4
)
will be used later at calculat-
ing Q.
Let rf be a constant representing mean return for the risk-free asset.
The parameter of interest is Sharpe ratio and we can explicitly list out its
parametric form and first order derivatives:
ψ(θ) = SR =
µ− rf
σ
, (3.1.3)
ψθ′(θ) =
(
1
σ
,−µ− rf
2σ3
)
. (3.1.4)
Then, we start with unrestricted maximum likelihood estimation, which
maximize the log-likelihood function l(θ).
l(θ) = l(µ, σ2) = a+log
(∏
f(rt;θ)
)
= a−T
2
log σ2− 1
2σ2
∑
(rt−µ)2 . (3.1.5)
Its first order and second order derivatives are calculated as follows:
lµ(θ) =
∑
(rt − µ)
σ2
, (3.1.6)
lσ2(θ) = − T
2σ2
+
∑
(rt − µ)2
2σ4
, (3.1.7)
lµµ(θ) = − T
σ2
, (3.1.8)
lµσ2(θ) = lσ2µ(θ) = −
∑
(rt − µ)
σ4
, (3.1.9)
lσ2σ2(θ) =
T
2σ4
−
∑
(rt − µ)2
σ6
. (3.1.10)
To obtain the unrestricted maximum likelihood estimator θˆ, we solve first
order conditions, that is to solve both (3.1.6) and (3.1.7) to zero. The result
is:
θˆ
′
= (µˆ, σˆ2) = (
∑
rt
T
,
∑
(rt − µˆ)2
T
) . (3.1.11)
Knowing MLE, we can achieve other important variable for future use, such
as the estimated Sharpe ratio ψˆ = µˆ−rfσˆ , the estimated unrestricted like-
lihood function l(θˆ) = a − T2 log σˆ2 − T2 , the observed information matrix
evaluated at θˆ, jθθ′(θˆ) =
( −lµµ(θˆ) −lµσ2(θˆ)
−lσ2µ(θˆ) −lσ2σ2(θˆ)
)
=
(
T
σˆ2 0
0 T2σˆ4
)
, and its
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determinant T
2
2σˆ6 .
The constrained maximum likelihood estimator can be solved by the
Lagrange multiplier method (see (2.3.7)). The Lagrangian function is given
at (3.1.12) and its first order derivatives are listed from (3.1.13) to (3.1.15).
The tilted log-likelihood function can be obtained by replacing α by αˆ on the
Lagrangian function, and its second order derivatives are given by (3.1.16)
to (3.1.18).
H(θ, α) = l(θ) + α(ψ(θ)− ψ) = l(θ) + α(µ− rf
σ
− ψ) , (3.1.12)
Hµ(θ, α) = lµ(θ) +
α
σ
, (3.1.13)
Hσ2(θ, α) = lσ2(θ)− α(µ− rf )
2σ3
, (3.1.14)
Hα(θ, α) =
µ− rf
σ
− ψ , (3.1.15)
l˜µµ(θ) = Hµµ(θ, αˆ) = lµµ(θ) , (3.1.16)
l˜µσ2(θ) = Hµσ2(θ, αˆ) = lµσ2(θ)− αˆ
2σ3
, (3.1.17)
l˜σ2σ2(θ) = Hσ2σ2(θ, αˆ) = lσ2σ2(θ) +
3
4
αˆ(µ− rf )
σ5
. (3.1.18)
Solving first order derivatives, from (3.1.13) to (3.1.15), equal to zero, we
will obtain the restricted maximum likelihood estimator. 1
θˆ
′
ψ = (µ˜, σ˜
2) =
rf + ψσ˜,
−ψw¯ +
√
(ψw¯)2 +
4
∑
w2t
T
2
2
 , (3.1.19)
αˆ = T
(
ψ − w¯
σ˜
)
, (3.1.20)
w¯ =
∑
wt
T
=
∑
(rt − rf )
T
= r¯ − rf . (3.1.21)
Using constrained MLE, we are able to obtain some other important re-
sults, such as estimated restricted likelihood function: l(θˆψ) = −T2 log σ˜2 −
T
2 − αˆψ2 , the tilted observed information matrix evaluated at θˆψ, j˜θθ′(θˆψ) =
1During the derivation, we have four important results:
∑
(rt − µ˜) = −αˆσ˜,
∑
(rt − rf ) =
Tw¯, µ˜− rf = ψσ˜,
∑
(rt − µ˜)2 = (T + αˆψ)σ˜2.
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−∂2 j˜(θ)∂θ∂θ′ |θ=θˆψ=
(
T
σ˜2 − αˆ2σ˜3
− αˆ2σ˜3 αˆψ+2T4σ˜4
)
, and its inverse can be calculated as
j˜−1θθ′(θˆψ) =
∣∣∣˜jθθ′(θˆψ)∣∣∣−1( αˆψ+2T4σ˜4 αˆ2σ˜3αˆ
2σ˜3
T
σ˜2
)
.
Having prepared both the constrained MLE and unconstrained MLE,
then we can obtain the signed log-likelihood ratio statistic R(ψ) = sgn(ψˆ −
ψ)
√
2(l(θˆ)− l(θˆψ)) = sgn(ψˆ − ψ)
√−T log(σˆ2) + T log(σ˜2) + αˆψ, the newly
calibrated parameter χ(θ) = µσ2 σ˜ − 1σ2 (µ˜+rf )σ˜2 , the numerator of ˆvar(χ(θˆ)−
χ(θˆψ)) as 2T σ˜+ψTw¯4 σ˜
5 and the denominator of ˆvar(χ(θˆ)−χ(θˆψ)) as T 2σˆ62 . Fi-
nally, we get all of them to the proposed third order likelihood approximation-
the Barndorff-Nielsen method in (2.6.13).
3.1.2 Simulations for One Sample Sharpe Ratio
3.1.2.1 Reference Group of Existing Methodology
We introduced a couple of existing literature and their methodology to make
inference of Sharpe ratio at Chapter One. Here in order to illustrate the ex-
ceptional accuracy of our proposed methodology, we construct the following
ones as our reference group on numerical studies.
1. Jobson and Korkie (1981) and Lo (2002) derived the asymptotic dis-
tribution of estimated Sharpe ratio given IID returns (1.2.4):
√
n(ŜR− SR) d→ N(0, 1 + 1
2
ŜR
2
) ;
2. Mertens (2002) enhanced Lo’s result and obtained (1.2.5):
√
n(ŜR− SR) d→ N(0, 1 + ŜR
2
2
− αˆ3ŜR+ αˆ4 − 3
4
ŜR
2
) ;
3. The signed log-likelihood ratio statistic in (2.3.15):
R(ψ) = sgn(ψˆ − ψ)
√
2(l(θˆ)− l(θˆψ))
= sgn(ψˆ − ψ)
√
−T log(σˆ2) + T log(σ˜2) + αˆψ ;
4. We also apply the analysis introduced by Abramowitz and Stegun
(1964 p949) who showed a very neat normality result (1.2.6) coming from
the Akahira’s approximation (1995) up to O
(
n−1
)
.
ŜR
(
1− 1
4 (n− 1)
)
d→ N
(
SR,
1
n
+
ŜR
2
2 (n− 1)
)
.
Note that results 1, 2 and 3 are all first order approximation O(n− 12 ),
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result 4 is second order approximation O(n−1), while our proposed method
is the third order approximation O(n− 32 ), meaning that theoretically pro-
posed method is more valid and accurate than the above members in refer-
ence group. In addition, Jensen(1992) proved the asymptotical equivalence
between Lugannani and Rice and Barndorff-Nielsen’s approximation, and
the results from the two methods are very much close to each other. Thus
for all our examples and simulations in this thesis the proposed method
will mainly focus on Barndorff-Nielsen’s approximation.
3.1.2.2 Numerical Studies
Our first simulation study is to compare the accuracy of the confidence
intervals obtained from the reference group of existing methodology and
those obtained by proposed methods. For each combinations of n = 4, 12,
µ = −1, 0, 1, σ2 = 0.05, 1 and rf = 0, ten thousand Monte Carlo replications
are performed. For each generated sample, the 95% confidence interval for
Sharpe ratio is calculated.
The performance of a method is judged using the following criteria 1-
6. The desired values are 0.95, 0.025, 0.025,0, 0 and 1 respectively. These
values reflect the desired properties of the accuracy and symmetry of the
interval estimates of Sharpe ratio.
1. The central coverage probability (CP): Proportion of the true Sharpe
ratio falls within the 95% confidence interval;
2. The lower tail error rate (LE): Proportion of the true Sharpe ratio falls
below the lower limit of the 95% confidence interval;
3. The upper tail error rate (UE): Proportion of the true Sharpe ratio
falls above the upper limit of the 95% confidence interval;
4. The average bias (AB): It is defined as AB = |LE−0.025|+|UE−0.025|2 .
5. The average bias per unit of standard error (AB/SE): AB can also
be quantified by taking reference of the standard error (SE), which
comes from the belief that a value falling into any interval follows
Bernoulli distribution and hence for our simulation the standard er-
ror is
√
0.025(1−0.025)
10000 = 0.0016.
6. The degree of symmetry (SY): It is defined as SY = max
{
LE
UE ,
UE
LE
}
Results are recorded in Table (3.1) and Table (3.2). We can conclude from
the simulation that the proposed modified signed log likelihood ratio method
gives excellent results and outperforms the other four methods in all six cri-
teria even for extreme sample size case:
• Average Bias and Central Coverage: For the case of n = 4, the pro-
posed method produces results that are uniformly within 1.25 units of
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Table 3.1: Simulation Result for One Sample Sharpe Ratio under IID Nor-
mal Return n = 4
Setting Method CP LE UE AB AB/SE SY
µ = −1, σ = 0.05
Lo 0.9345 0.0110 0.0545 0.0218 13.59 4.95
Mertens 0.9961 0.0027 0.0012 0.0231 14.41 2.25
Likelihood Ratio 0.8757 0.0086 0.1157 0.0536 33.47 13.45
Abramowitz&Stegun 0.9866 0.0102 0.0032 0.0183 11.44 3.19
Proposed 0.9467 0.0249 0.0284 0.0018 1.09 1.14
µ = 0, σ = 0.05
Lo 0.9024 0.0467 0.0509 0.0238 14.88 1.09
Mertens 0.9556 0.0210 0.0234 0.0028 1.75 1.11
Likelihood Ratio 0.8879 0.0538 0.0583 0.0311 19.41 1.08
Abramowitz&Stegun 0.9716 0.0133 0.0151 0.0108 6.75 1.14
Proposed 0.9496 0.0240 0.0264 0.0012 0.75 1.10
µ = 1, σ = 0.05
Lo 0.9362 0.0554 0.0084 0.0235 14.69 6.60
Mertens 0.9969 0.0005 0.0026 0.0235 14.66 5.20
Likelihood Ratio 0.8772 0.1166 0.0062 0.0552 34.50 18.81
Abramowitz&Stegun 0.9891 0.0030 0.0079 0.0196 12.22 2.63
Proposed 0.9487 0.0272 0.0241 0.0016 0.97 1.13
µ = −1, σ = 1
Lo 0.9196 0.0250 0.0554 0.0152 9.50 2.22
Mertens 0.9738 0.0251 0.0011 0.0120 7.50 22.82
Likelihood Ratio 0.8840 0.0250 0.0910 0.0330 20.63 3.64
Abramowitz&Stegun 0.9704 0.0250 0.0046 0.0102 6.38 5.43
Proposed 0.9471 0.0253 0.0276 0.0015 0.91 1.09
µ = 0, σ = 1
Lo 0.9036 0.0468 0.0496 0.0232 14.50 1.06
Mertens 0.9518 0.0243 0.0239 0.0009 0.56 1.02
Likelihood Ratio 0.8887 0.0553 0.0560 0.0307 19.16 1.01
Abramowitz&Stegun 0.9698 0.0146 0.0156 0.0099 6.19 1.07
Proposed 0.9488 0.0248 0.0264 0.0008 0.50 1.06
µ = 1, σ = 1
Lo 0.9199 0.0554 0.0247 0.0154 9.59 2.24
Mertens 0.9743 0.0011 0.0246 0.0122 7.59 22.36
Likelihood Ratio 0.8856 0.0897 0.0247 0.0325 20.31 3.63
Abramowitz&Stegun 0.9713 0.0038 0.0249 0.0107 6.66 6.55
Proposed 0.9460 0.0287 0.0253 0.0020 1.25 1.13
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Table 3.2: Simulation Result for One Sample Sharpe Ratio under IID Nor-
mal Return n = 12
Setting Method CP LE UE AB AB/SE SY
µ = −1, σ = 0.05
Lo 0.9433 0.0159 0.0408 0.0125 7.78 2.57
Mertens 0.9960 0.0023 0.0017 0.0230 14.38 1.35
Likelihood Ratio 0.9303 0.0127 0.0570 0.0222 13.84 4.49
Abramowitz&Stegun 0.9592 0.0167 0.0241 0.0046 2.88 1.44
Proposed 0.9489 0.0251 0.0260 0.0005 0.34 1.04
µ = 0, σ = 0.05
Lo 0.9356 0.0325 0.0319 0.0072 4.50 1.02
Mertens 0.9522 0.0254 0.0224 0.0015 0.94 1.13
Likelihood Ratio 0.9341 0.0331 0.0328 0.0080 4.97 1.01
Abramowitz&Stegun 0.9439 0.0291 0.0270 0.0031 1.91 1.08
Proposed 0.9506 0.0252 0.0242 0.0005 0.31 1.04
µ = 1, σ = 0.05
Lo 0.9406 0.0414 0.0180 0.0117 7.31 2.30
Mertens 0.9960 0.0017 0.0023 0.0230 14.38 1.35
Likelihood Ratio 0.9312 0.0540 0.0148 0.0196 12.25 3.65
Abramowitz&Stegun 0.9576 0.0240 0.0184 0.0038 2.38 1.30
Proposed 0.9469 0.0261 0.0270 0.0016 0.97 1.03
µ = −1, σ = 1
Lo 0.9432 0.0200 0.0368 0.0084 5.25 1.84
Mertens 0.9761 0.0189 0.0050 0.0131 8.16 3.78
Likelihood Ratio 0.9361 0.0199 0.0440 0.0121 7.53 2.21
Abramowitz&Stegun 0.9535 0.0212 0.0253 0.0021 1.28 1.19
Proposed 0.9515 0.0252 0.0233 0.0009 0.59 1.08
µ = 0, σ = 1
Lo 0.9367 0.0312 0.0321 0.0067 4.16 1.03
Mertens 0.9524 0.0234 0.0242 0.0012 0.75 1.03
Likelihood Ratio 0.9355 0.0317 0.0328 0.0073 4.53 1.03
Abramowitz&Stegun 0.9441 0.0279 0.0280 0.0030 1.84 1.00
Proposed 0.9510 0.0241 0.0249 0.0005 0.31 1.03
µ = 1, σ = 1
Lo 0.9417 0.0378 0.0205 0.0087 5.41 1.84
Mertens 0.9740 0.0069 0.0191 0.0120 7.50 2.77
Likelihood Ratio 0.9354 0.0441 0.0205 0.0118 7.38 2.15
Abramowitz&Stegun 0.9516 0.0266 0.0218 0.0024 1.50 1.22
Proposed 0.9492 0.0251 0.0257 0.0004 0.25 1.02
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standard deviation while Abramowitz and Stegun’s method produces
around 6-12 units of standard deviation, and other three first order
method produce even less satisfactory results. For the case of n = 12,
our proposed method produces average bias within even one unit of
standard deviation, while Abramowitz and Stegun produces 1-3 units
of standard deviation and other three method give worse results. On
the other hand, the proposed method create decent central coverage
probability even for extreme sample size n = 4. The existing method-
ology in reference group give much less unsatisfactory coverage prob-
ability for n = 4, however, their results improve as sample size rises.
• Sample Size Effect on Central Coverage: In order to make this size
effect clearly visible, a second round of simulation is being conducted,
setting µ = 1, σ = 1, and the sample size to rise from n = 2 to n = 500.
The result is recorded on Figure (3.1). Suppose we take 3 units of
standard deviation as our acceptance level on AB, we can find that
our proposed result can achieve this level even for extreme sample
size n = 4 while the reference group may need at least a sample of
n = 100. Another result that needs to be discussed is Mertens method
which show a weak decaying trend as sample size rises. Theoretically
for normally distributed returns, the skewness and historical kurtosis
of the returns distribution are both zero, and so Mertens’ form reduces
to Lo’s form. These are, however, unknown in practice, and have to be
estimated from the data, which results in some mis-estimation of the
standard error of Sharpe ratio when skew is extreme.
• The Degree of Symmetry: We can conclude from Table (3.1) and Ta-
ble (3.2) that, besides unsatisfactory coverage probability, the exist-
ing methodology in reference group also give asymmetric intervals.
Figure (3.2) is recording the sample size effect on SY, setting µ = 1,
σ = 1, and the sample size to rise from n = 2 to n = 500. We
can see from this figure that even at very extreme case n = 3, our
proposed method already obtains a good degree of symmetry of in-
tervals, about 11% of relative difference between LE and RE ( or
max{LE,RE} -min{LE,RE}
min{LE,RE} =11%). While all the other reference
group may need at least about 100 sample size to make LE and RE
have 50% of such relative difference.
• The Central Effect: If we read Table (3.1) and Table (3.2) carefully,
we can find that whenever µ = 0, the result of reference group could
improve significantly. What is this effect? We conduct another round
of simulation to treat this problem and the result is in Figure(3.3).
We can see that for the methodology in reference group, when Sharpe
ratio approaches its central position around “0”, the average bias de-
creases a lot and the result of simulation improves significantly. On
the other hand, However, our proposed method looks pretty flat across
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Figure 3.1: The Effect of Sample Size on AB/ER, µ = 1 and σ = 1
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Figure 3.2: The Effect of Sample Size on SY, µ = 1 and σ = 1
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the whole domain, proving its great efficiency in making inference
about Sharpe ratio.
3.1.3 Examples for One Sample Sharpe Ratio
In this subsection, we provide examples for inference on Sharpe ratio under
IID normal return. The data set used at this chapter consists of two time
series of monthly return from Aug 2014 to July 2015 and they are listed at
Table (3.3). The first series represents the return for a large-cap mutual
fund (Fund), a measure of the average return of all hedge funds (excepting
Funds of Funds) in the Barclay Hedge Fund database2. The second series is
the market index (Market), the monthly return of the S&P 500 index 3. And
finally we will use the average monthly return of 3-Month Treasury Bill
during the above period as the risk-free rate, and its value is rf = 0.000242.
4
The likelihood methodology constructed in this Chapter is based on the
normality of return, therefore, before conducting any statistical inference,
we need to make sure the normality of the given data. A couple of tests
are being conducted to achieve this goal and their corresponding p-value
are shown in Table (3.4). Since the null hypothesis for all these tests is the
data are normal, and all of the listed p-values are great than 0.1, thus we
conclude a failure to reject the null and there is no enough evidence to go
against the normal assumption for both Fund and Market.
Although a general simulation has been performed at last subsection,
here we do another round of simulation under the setting of our example in
order to validate our statistical inference. We mimic the mutual fund return
data and market index return with Fund: N(0.0009050833, 0.00001932047)
and Market: N(0.002995667, 0.0001244846), and rf = 0.000242. 90%, 95%,
and 99% confidence intervals for the Sharpe ratio were obtained for each
sample. Table (3.5) and Table (3.6) report the results from these simula-
tions for the fund and market returns, respectively. From these results
tables it is clear that, again, our proposed method outperforms the other
methods based on the criteria we examined.
Our first application focuses on confidence intervals for Sharpe ratio.
Table (3.7) reports 95% confidence intervals for Sharpe ratio separately for
the large cap mutual fund and the market index. We can find that the
confidence intervals obtained from the five methods produce different re-
sults. In particular, our proposed method gives more accurate confidence
interval compared with the reference methodology, which can be seen from:
2The index is simply the arithmetic average of the net returns of all the funds that have
reported that month and it has been converted to the log-return for our calculation. Source:
http://www.barclayhedge.com/research/indices/ghs/Hedge_Fund_Index.html.
3Source: http://finance.yahoo.com/q/hp?s=%5EGSPC&a=11&b=1&c=2012&d=00&e=1&f=20
14&g=m
4Source: Board of Governors of the Federal Reserve System (US), 3-Month Treasury Bill:
Secondary Market Rate [TB3MS], retrieved from FRED, Federal Reserve Bank of St.Louis
https://research.stlouisfed.org/fred2/series/TB3MS, March 4, 2016.
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Figure 3.3: The Central Effect of One Sample Sharpe Ratio under IID Nor-
mal Return, n = 12
Table 3.3: Monthly return for Fund and Market
Month logreturn Fund logreturn Market
1 0.005009 0.016249
2 -0.005507 -0.006942
3 -0.001261 0.010148
4 0.002598 0.010492
5 -0.001828 -0.001449
6 -0.000435 -0.013695
7 0.009451 0.022843
8 0.001820 -0.007772
9 0.004665 0.003739
10 0.003504 0.004143
11 -0.004760 -0.009480
12 -0.002395 0.007672
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Table 3.4: p-value of the test for normality on Fund and Market
Test Fund Market
Shapiro-Wilk test for normality 0.9212 0.8919
Anderson-Darling test for normality 0.8973 0.8486
Cramer-von Mises test for normality 0.8946 0.8275
Lilliefors (Kolmogorov-Smirnov) test for normality 0.9054 0.6753
Pearson chi-square test for normality 0.5724 0.8013
Shapiro-Francia test for normality 0.9042 0.9272
Table 3.5: Simulation Result for One Sample Sharpe Ratio under IID Nor-
mal Fund Return n = 12
CI Method CP LE UE AB AB/SE SY
95%
Lo 0.9342 0.0337 0.0321 0.0079 4.94 1.05
Mertens 0.9531 0.0213 0.0256 0.0022 1.34 1.20
Likelihood Ratio 0.9325 0.0350 0.0325 0.0088 5.47 1.08
Abramowitz&Stegun 0.9426 0.0287 0.0287 0.0037 2.31 1.00
Proposed 0.9489 0.0253 0.0258 0.0005 0.34 1.02
90%
Lo 0.8761 0.0658 0.0581 0.0120 5.43 1.13
Mertens 0.8971 0.0500 0.0529 0.0015 0.66 1.06
Likelihood Ratio 0.8750 0.0669 0.0581 0.0125 5.68 1.15
Abramowitz&Stegun 0.8866 0.0585 0.0549 0.0067 3.05 1.07
Proposed 0.8992 0.0511 0.0497 0.0007 0.32 1.03
99%
Lo 0.9848 0.0067 0.0085 0.0026 3.71 1.27
Mertens 0.9936 0.0018 0.0046 0.0018 2.57 2.56
Likelihood Ratio 0.9832 0.0080 0.0088 0.0034 4.86 1.10
Abramowitz&Stegun 0.9878 0.0052 0.0070 0.0011 1.57 1.35
Proposed 0.9889 0.0049 0.0062 0.0007 0.93 1.27
Table 3.6: Simulation Result for One Sample Sharpe Ratio under IID Nor-
mal Market Return n = 12
Setting Method CP LE UE AB AB/SE SY
95%
Lo 0.9406 0.0372 0.0222 0.0075 4.69 1.68
Mertens 0.9696 0.0078 0.0226 0.0098 6.13 2.90
Likelihood Ratio 0.9356 0.0422 0.0222 0.0100 6.25 1.90
Abramowitz&Stegun 0.9490 0.0274 0.0236 0.0019 1.19 1.16
Proposed 0.9482 0.0261 0.0257 0.0009 0.56 1.02
90%
Lo 0.8848 0.0720 0.0432 0.0144 6.55 1.67
Mertens 0.9298 0.0274 0.0428 0.0149 6.77 1.56
Likelihood Ratio 0.8798 0.077 0.0432 0.0169 7.68 1.78
Abramowitz&Stegun 0.8976 0.057 0.0454 0.0058 2.64 1.26
Proposed 0.8997 0.0491 0.0512 0.0011 0.48 1.04
99%
Lo 0.9869 0.0075 0.0056 0.0016 2.21 1.34
Mertens 0.994 0.0004 0.0056 0.0026 3.71 14.00
Likelihood Ratio 0.9830 0.0114 0.0056 0.0035 5.00 2.04
Abramowitz&Stegun 0.9902 0.0042 0.0056 0.0007 1.00 1.33
Proposed 0.9887 0.0055 0.0058 0.0007 0.93 1.05
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(1)theoretically, the proposed method has third-order accuracy whereas the
remaining four methods do not. This result has also been borne out in the
simulations as well; (2) our proposed method produces narrower confidence
interval compared with the other method on average.
The p-value functions calculated from each methods are plotted in Fig-
ures (3.4). These significance functions can be used to obtain p-values for
specific hypothesized values of the Sharpe ratio, which are shown in Table
(3.8) and (3.9). We can see that the p-values vary across the methods and
people can result in different conclusions from the application of difference
methods. For example, for Fund data, we want to test:
H0 : SR = −0.6 versus H1 : SR 6= −0.6
The corresponding p-values for our proposed method is 2 × (1 − 0.9949) >
0.01, and we do not reject the null at 99% significance level, while all the
other methods reject the null at 99% significance level.5 As we are typically
interested in tail probabilities which tend to be very small, it is important
to estimate such probabilities with precision, and our proposed method is
believable to give more convincing value.
Liu, Y., Rekkas, M., & Wong, A. (2012) conduct similar research based on
the Fund and Market data from Matlab Financial ToolboxTMUser’s Guide.
3.1.4 Likelihood Methodology for Two Independent Sam-
ple Comparison of Sharpe Ratio
Suppose one is interested in testing hypotheses concerning the comparison
of Sharpe ratio of two independent fundsX and Y . For instance, one may be
interested in testing the null hypothesis SRX ≥ SRY against SRX < SRY ;
or, testing the null SRX = SRY against the alternative hypothesis SRX 6=
SRY . In fact, this is more useful and practical to know, because in most
applicable conditions people need to identify their preferable investment
from two or more available strategies at hand. In this subsection we apply
the third order methodology introduced in Chapter 2 to test the difference
of Sharpe ratio of independent funds X and Y .
Consider two funds with sample log-returns (x1, . . . , xm) and (y1, . . . , yn).
Assume that these returns are identically and independently distributed as
N(µX , σ
2
X) and N(µY , σ2Y ), respectively, and thus θ
′ = (µX , σ2X , µY , σ
2
Y ). The
canonical parameter, augmented from (3.1.1), and its first order derivative
will be the followings:
ϕ′(θ) =
(
µX
σ2X
,
1
σ2X
,
µY
σ2Y
,
1
σ2Y
)
, (3.1.22)
5However, all of the methods indicate H1 is significant at 5% level of significance
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Table 3.7: 95% Confidence Intervals for Sharpe Ratio
Method CI for SR of Fund CI Length CI for SR of Market CI Length
Lo (-0.6386 0.4945) 1.1331 (-0.3173 0.8329) 1.1502
Mertens (-0.6485 0.5045) 1.1530 (-0.3163 0.8319) 1.1482
Likelihood Ratio (-0.6386 0.4945) 1.1331 (-0.3171 0.8331) 1.1502
Abramowitz&Stegun (-0.6370 0.4962) 1.1332 (-0.3240 0.8279) 1.1519
Proposed (-0.6340 0.4989) 1.1329 (-0.3331 0.8168) 1.1498
Table 3.8: p-values for One Sample Sharpe Ratio under IID Normal Fund
Return
ψ -0.6 -0.55 -0.5 -0.45 -0.4 -0.35 -0.3 -0.25
Lo 0.9954 0.9926 0.9882 0.9818 0.9725 0.9597 0.9424 0.9197
Mertens 0.9960 0.9933 0.9892 0.9832 0.9744 0.9620 0.9452 0.9229
Likelihood Ratio 0.9955 0.9926 0.9882 0.9818 0.9726 0.9597 0.9424 0.9197
A&S 0.9953 0.9923 0.9878 0.9812 0.9717 0.9586 0.9409 0.9177
Proposed 0.9949 0.9919 0.9871 0.9802 0.9704 0.9567 0.9384 0.9146
ψ 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9
Lo 0.0883 0.0639 0.0450 0.0309 0.0207 0.0135 0.0086 0.0053
Mertens 0.0851 0.0610 0.0426 0.0290 0.0192 0.0124 0.0077 0.0047
Likelihood Ratio 0.0883 0.0639 0.0450 0.0309 0.0207 0.0135 0.0086 0.0053
A&S 0.0865 0.0624 0.0439 0.0301 0.0201 0.0131 0.0083 0.0051
Proposed 0.0830 0.0597 0.0419 0.0286 0.0191 0.0124 0.0078 0.0048
Table 3.9: p-values for One Sample Sharpe Ratio under IID Normal Market
Return
ψ -0.5 -0.45 -0.4 -0.35 -0.3 -0.25 -0.2 -0.15
Lo 0.9951 0.9921 0.9875 0.9808 0.9713 0.9582 0.9406 0.9177
Mertens 0.9952 0.9922 0.9876 0.9810 0.9716 0.9585 0.9410 0.9181
Likelihood Ratio 0.9951 0.9921 0.9875 0.9809 0.9714 0.9583 0.9407 0.9177
A&S 0.9947 0.9915 0.9867 0.9797 0.9698 0.9562 0.9380 0.9143
Proposed 0.9943 0.9908 0.9857 0.9782 0.9676 0.9532 0.9340 0.9091
ψ 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
Lo 0.0907 0.0659 0.0467 0.0323 0.0218 0.0143 0.0092 0.0057
Mertens 0.0903 0.0655 0.0464 0.0321 0.0216 0.0142 0.0091 0.0056
Likelihood Ratio 0.0907 0.0660 0.0468 0.0324 0.0218 0.0143 0.0092 0.0057
A&S 0.0878 0.0637 0.0450 0.0311 0.0209 0.0137 0.0088 0.0055
Proposed 0.0820 0.0591 0.0416 0.0285 0.0191 0.0124 0.0079 0.0049
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Figure 3.4: p-value function for One Sample Sharpe Ratio under IID Nor-
mal Return of Fund and Market
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ϕθ′(θ) =

1
σ2X
−µX
σ4X
0 0
0 − 1
σ4X
0 0
0 0 1
σ2Y
−µY
σ4Y
0 0 0 − 1
σ4Y
 . (3.1.23)
Later on, we will also use determinant of first order derivatives |ϕθ′(θ)| =
1
σ6Xσ
6
Y
, as well as its inverse matrixϕ−1θ′ (θ) =

σ2X −µXσ2X 0 0
0 −σ4X 0 0
0 0 σ2Y −µY σ2Y
0 0 0 −σ4Y
.
The mean return for the risk-free asset is represented by rf again. Since
our interest is to test the difference in Sharpe ratio, the parameter of inter-
est ψ and its first order derivative are then defined as follows:
ψ(θ) =
µX − rf
σX
− µY − rf
σY
, (3.1.24)
ψθ′(θ) =
(
1
σX
,−µX − rf
2σ3X
,− 1
σY
,
µY − rf
2σ3Y
)
. (3.1.25)
For fund X, its log likelihood function is lX = a− m2 log σ2X −
∑
(Xi−µX)2
2σ2X
; similarly log likelihood function for fund Y will be lY = b − n2 log σ2Y −∑
(Yj−µY )2
2σ2Y
. The unrestricted maximum likelihood estimation maximizes
the likelihood of both funds’ sample or the joint log likelihood function l (θ):
l(θ) = lX + lY = a+ b− m
2
log σ2X −
∑
(Xi − µX)2
2σ2X
− n
2
log σ2Y −
∑
(Yj − µY )2
2σ2Y
.
(3.1.26)
The corresponding first order and second order derivatives of l(θ) are:
95
lµX (θ) =
∑
(Xi − µX)
σ2X
lσ2X (θ) = −
m
2σ2X
+
∑
(Xi − µX)2
2σ4X
lµXµX (θ) = −
m
σ2X
lµXσ2X (θ) = lσ2XµX (θ) = −
∑
(Xi − µX)
σ4X
lσ2Xσ2X (θ) =
m
2σ4X
−
∑
(Xi − µX)2
σ6X
lµY (θ) =
∑
(Yj − µY )
σ2Y
lσ2Y (θ) = −
n
2σ2Y
+
∑
(Yj − µY )2
2σ4Y
lµY µY (θ) = −
n
σ2Y
lµY σ2Y (θ) = lσ2Y µY (θ) = −
∑
(Yj − µY )
σ4Y
lσ2Y σ2Y (θ) =
n
2σ4Y
−
∑
(Yj − µY )2
σ6Y
Note that all the interactive second order derivatives are equal to zero be-
cause of the independence of samples. By setting first order derivatives
equal to zero, we get the unconstrained maximum likelihood estimator θˆ:
θˆ
′
= (µˆX , σˆ
2
X , µˆY , σˆ
2
Y ) =
(∑
Xi
m
,
∑
(Xi − µˆX)2
m
,
∑
Yj
n
,
∑
(Yj − µˆY )2
n
)
.
(3.1.27)
Knowing this unconstrained MLE, we can achieve other important vari-
able for late use, such as the estimated parameter of interest ψˆ = ψ(θˆ),
the estimated unrestricted likelihood function l(θˆ), the observed informa-
tion at θˆ, jθθ′(θˆ) =

−lµXµX (θˆ) −lµXσ2X (θˆ) 0 0
−lσ2XµX (θˆ) −lσ2Xσ2X (θˆ) 0 0
0 0 −lµY µY (θˆ) −lµY σ2Y (θˆ)
0 0 −lσ2Y µY (θˆ) −lσ2Y σ2Y (θˆ)
 =

m
σˆ2X
0 0 0
0 m
2σˆ4X
0 0
0 0 n
σˆ2Y
0
0 0 0 n
2σˆ4Y
, as well as its determinant m2n24σˆ6X σˆ6Y . We can see
from the derivation process that this two sample unconstrained maximiza-
tion is quite similar with that in one sample introduced in subsection (3.1.1).
This similarity actually results from the independence assumption of two
funds. However, as we will see in the next steps, the constrained likelihood
maximization is far more complicated compared with the previous results.
The constrained maximum likelihood estimators are solved by the La-
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grange multiplier method (see (2.3.7)). The Lagrangian function is given
at (3.1.28) and its first order derivatives are listed from (3.1.29) to (3.1.33).
The tilted log-likelihood function can be obtained by replacing α by αˆ on the
Lagrangian function, and its second order derivatives are given by (3.1.34)
to (3.1.39).
H(θ, α) = l(θ)+α(ψ(θ)−ψ) = l(θ)+α
(
µX − rf
σX
− µY − rf
σY
− ψ
)
, (3.1.28)
HµX (θ, α) = lµX (θ) +
α
σX
, (3.1.29)
Hσ2X (θ, α) = lσ2X (θ)−
α(µX − rf )
2σ3X
, (3.1.30)
HµY (θ, α) = lµY (θ)−
α
σY
, (3.1.31)
Hσ2Y (θ, α) = lσ2Y (θ) +
α(µY − rf )
2σ3Y
, (3.1.32)
Hα(θ, α) =
µX − rf
σX
− µY − rf
σY
− ψ , (3.1.33)
l˜µXµX (θ) = HµXµX (θ, αˆ) = lµXµX (θ) , (3.1.34)
l˜µXσ2X (θ) = l˜σ2XµX (θ) = HµXσ2X (θ, αˆ) = lµXσ2X (θ)−
αˆ
2σ3X
, (3.1.35)
l˜σ2Xσ2X (θ) = Hσ2Xσ2X (θ, αˆ) = lσ2Xσ2X (θ) +
3
4
αˆ(µX − rf )
σ5X
, (3.1.36)
l˜µY µY (θ) = HµY µY (θ, αˆ) = lµY µY (θ) , (3.1.37)
l˜µY σ2Y (θ) = l˜σ2Y µY (θ) = HµY σ2Y (θ, αˆ) = lµY σ2Y (θ) +
αˆ
2σ3Y
, (3.1.38)
l˜σ2Y σ2Y (θ) = Hσ2Y σ2Y (θ, αˆ) = lσ2Y σ2Y (θ)−
3
4
αˆ(µY − rf )
σ5Y
. (3.1.39)
Setting first order derivatives, (3.1.29) to (3.1.33), equal to zero and solv-
ing the resulting system produces the constrained MLE. Five unknown
variables- four constrained MLE θˆ
′
ψ = (µ˜X , σ˜
2
X , µ˜Y , σ˜
2
Y ) plus the estimated
Lagrange estimator αˆ -can be obtained by solving a nonlinear system of five
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equations. Unfortunately, we cannot obtain closed form analytical solutions
like one sample case but numerical solutions by implementing Newton’s
Method (Richard L. Burden and J. Douglas Faires, 2012) with the start-
ing values of iteration being unconstrained MLE θˆ
′
= (µˆX , σˆ
2
X , µˆY , σˆ
2
Y ).
By using constrained MLE, we can thus obtain the estimated restricted
likelihood function: l(θˆψ), the tilted observed information matrix evalu-
ated at θˆψ, j˜θθ′(θˆψ) = −∂
2 j˜(θ)
∂θ∂θ′ |θ=θˆψ= jθθ′(θˆψ) − αˆψθθ′
(
θˆψ
)
= jθθ′(θˆψ) +
0 αˆ
2σ˜3X
0 0
αˆ
2σ˜3X
− 3αˆ(µ˜X−rf )
4σ˜5X
0 0
0 0 0 − αˆ
2σ˜3Y
0 0 − αˆ
2σ˜3Y
3αˆ(µ˜Y −rf )
4σ˜5Y
 and its inverse j˜−1θθ′(θˆψ).
Given the above information, R can be constructed from (2.3.15), χ can
be calculated from (2.6.17), Q can be obtained from (2.6.18) and (2.6.19),
and finally R? can be obtained from (2.6.13).
3.1.5 Simulations for Two Independent Sample Com-
parison on Sharpe Ratio
3.1.5.1 Reference Group of Existing Methodology
In order to illustrate the exceptional accuracy of our proposed method, we
construct the following as our reference group of methodology. These exist-
ing methodology correspond to the methods in part (3.1.2.1).
1. Jobson and Korkie (1981) and Lo (2002): Suppose we have two in-
dependent samples X and Y . Each sample will have its own Sharpe ra-
tio’s asymptotic distribution, ŜRX
d→ N
(
SRX ,
1
m (1 +
1
2 SˆR
2
X)
)
and ŜRY
d→
N
(
SRY ,
1
n (1 +
1
2 SˆR
2
Y )
)
, and then distribution of the difference can be writ-
ten as
ŜRX − ŜRY d→ N
(
SRX − SRY , 1
m
(1 +
1
2
ŜR
2
X) +
1
n
(1 +
1
2
ŜR
2
Y )
)
;
2. Mertens (2002): Suppose we have two independent samples X and
Y . Each sample will have its own Sharpe ratio’s asymptotic distribution,
ŜR
d→ N (SR, σˆ2SR) with σˆ2SR = 1n (1 + ŜR22 − αˆ3ŜR+ αˆ4−34 ŜR2), and then
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distribution of the difference of Sharpe ratio can be written as
ŜRX − ŜRY d→ N
(
SRX − SRY ,
1
m
(
1 +
ŜR
2
X
2
− αˆ3,X ŜRX + αˆ4,X − 3
4
ŜR
2
X
)
+
1
n
(
1 +
ŜR
2
Y
2
− αˆ3,Y ŜRY + αˆ4,Y − 3
4
ŜR
2
Y
))
;
3. The signed log-likelihood ratio statistic in (2.3.15):
R(ψ) = sgn(ψˆ − ψ)
√
2(l(θˆ)− l(θˆψ)) ;
4. Abramowitz and Stegun (1964 p949):
ŜRX
(
1− 1
4 (m− 1)
)
− ŜRY
(
1− 1
4 (n− 1)
)
= sgn(ψˆ − ψ)
√
−T log(σˆ2) + T log(σ˜2) + αˆψ ;
Note that results 1, 2 and 3 are all first order approximation O(n− 12 ), re-
sult 4 is second order approximation O(n−1), while our proposed method is
the third order approximationO(n− 32 ), meaning that theoretically proposed
method is more valid and accurate than the above members in reference
group.
3.1.5.2 Numerical Study
In this part we provide a simulation study to assess the performance of
our third order likelihood method relative to the existing methodology in
reference group. For each combinations of m,n = 6, 12, µ = −1, 0, 1, σ2 = 1
and rf = 0, ten thousand Monte Carlo replications are performed. And
for each generated sample, the 95% confidence interval for the difference
of Sharpe ratio is calculated. The performance of a method is judged using
the same criteria 1-6 in (3.1.2.2).
Results are recorded in Table (3.10). We can conclude from the simu-
lation that the proposed modified signed log likelihood ratio method gives
excellent results and outperforms the other four methods based on the cri-
teria we examined. The analysis is similar with the analysis in (3.1.2.2). We
also have record of all the other simulation results besides our setting on
the parameter and they all show the same excellent results of our proposed
methods.
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Table 3.10: Simulation Result for Difference of Sharpe Ratio under IID
Normal Return
Setting Method CP LE UE AB AB/ER SY
m = 12,
SRX = 1 ;
n = 12,
SRY = 1
Lo 0.9352 0.0325 0.0323 0.0074 4.63 1.01
Mertens 0.9792 0.0099 0.0109 0.0146 9.13 1.10
Likelihood Ratio 0.9309 0.0349 0.0342 0.0096 5.97 1.02
Abramowitz&Stegun 0.9465 0.0268 0.0267 0.0018 1.09 1.00
Proposed 0.9486 0.0256 0.0258 0.0007 0.44 1.01
m = 12,
SRX = 1 ;
n = 12,
SRY = 0
Lo 0.9285 0.0467 0.0248 0.0110 6.84 1.88
Mertens 0.9656 0.0154 0.0190 0.0078 4.88 1.23
Likelihood Ratio 0.9242 0.0510 0.0248 0.0131 8.19 2.06
Abramowitz&Stegun 0.9410 0.0344 0.0246 0.0049 3.06 1.40
Proposed 0.9497 0.0243 0.0260 0.0009 0.53 1.07
m = 12,
SRX = 1 ;
n = 12,
SRY = −1
Lo 0.9244 0.0600 0.0156 0.0222 13.88 3.85
Mertens 0.9757 0.0120 0.0123 0.0129 8.03 1.03
Likelihood Ratio 0.9192 0.0657 0.0151 0.0253 15.81 4.35
Abramowitz&Stegun 0.9416 0.0415 0.0169 0.0123 7.69 2.46
Proposed 0.9514 0.0239 0.0247 0.0007 0.44 1.03
m = 6,
SRX = 1 ;
n = 6,
SRY = 1
Lo 0.9263 0.0351 0.0386 0.0119 7.41 1.10
Mertens 0.9829 0.0087 0.0084 0.0165 10.28 1.04
Likelihood Ratio 0.9124 0.0403 0.0473 0.0188 11.75 1.17
Abramowitz&Stegun 0.9570 0.0205 0.0225 0.0035 2.19 1.10
Proposed 0.9505 0.0234 0.0261 0.0014 0.84 1.12
m = 6,
SRX = 1 ;
n = 6,
SRY = 0
Lo 0.9067 0.0649 0.0284 0.0217 13.53 2.29
Mertens 0.9610 0.0181 0.0209 0.0055 3.44 1.15
Likelihood Ratio 0.8965 0.0746 0.0289 0.0268 16.72 2.58
Abramowitz&Stegun 0.9404 0.0349 0.0247 0.0051 3.19 1.41
Proposed 0.9470 0.0273 0.0257 0.0015 0.94 1.06
m = 6,
SRX = 1 ;
n = 6,
SRY = −1
Lo 0.8912 0.0962 0.0126 0.0418 26.13 7.63
Mertens 0.9699 0.0188 0.0113 0.0100 6.22 1.66
Likelihood Ratio 0.8738 0.1137 0.0125 0.0506 31.63 9.10
Abramowitz&Stegun 0.9421 0.0436 0.0143 0.0147 9.16 3.05
Proposed 0.9502 0.0269 0.0229 0.0020 1.25 1.17
m = 6,
SRX = 1 ;
n = 12,
SRY = 1
Lo 0.9278 0.0307 0.0415 0.0111 6.94 1.35
Mertens 0.9809 0.0134 0.0057 0.0155 9.66 2.35
Likelihood Ratio 0.9145 0.0319 0.0536 0.0178 11.09 1.68
Abramowitz&Stegun 0.9539 0.0260 0.0201 0.0030 1.84 1.29
Proposed 0.9468 0.0258 0.0274 0.0016 1.00 1.06
m = 6,
SRX = 1 ;
n = 12,
SRY = −1
Lo 0.9136 0.0723 0.0141 0.0291 18.19 5.13
Mertens 0.9741 0.0139 0.0120 0.0121 7.53 1.16
Likelihood Ratio 0.9010 0.0850 0.0140 0.0355 22.19 6.07
Abramowitz&Stegun 0.9484 0.0356 0.0160 0.0098 6.13 2.23
Proposed 0.9480 0.0272 0.0248 0.0012 0.75 1.10
m = 6,
SRX = 1 ;
n = 12,
SRY = 0
Lo 0.9129 0.0547 0.0324 0.0186 11.59 1.69
Mertens 0.9597 0.0224 0.0179 0.0049 3.03 1.25
Likelihood Ratio 0.9089 0.0578 0.0333 0.0206 12.84 1.74
Abramowitz&Stegun 0.9345 0.0402 0.0253 0.0078 4.84 1.59
Proposed 0.9478 0.0261 0.0261 0.0011 0.69 1.00
m = 12,
SRX = 1 ;
n = 6,
SRY = 0
Lo 0.9213 0.0562 0.0225 0.0169 10.53 2.50
Mertens 0.9704 0.0097 0.0199 0.0102 6.38 2.05
Likelihood Ratio 0.9078 0.0698 0.0224 0.0237 14.81 3.12
Abramowitz&Stegun 0.9511 0.0264 0.0225 0.0020 1.22 1.17
Proposed 0.9470 0.0281 0.0249 0.0016 1.00 1.13
100
3.1.6 Examples for Two Independent Sample Compari-
son on Sharpe Ratio
In this subsection we provide an empirical example and a simulation study
for inference on the difference of Sharpe ratio from two series of IID normal
return. The data set used here is the same as Table (3.3) and we may,
for instance, be interested in testing whether the risk-adjusted return as
captured by the Sharpe ratio of mutual fund is significantly better than
that of average stock market.
The likelihood methodology constructed in this part is based on the IID
normality of return. Since in subsection (3.1.3), we have proved the normal-
ity of Fund return and Market return, here we will focus on the property
of independence. We calculate their correlation coefficient and test the null
H0 :ρ = 0. The results shows that the estimated correlation coefficient is
0.6870 and the p-value of test is 0.01358. If we take a stricter manner and
decide our significance at 99%, we can conclude that there is not enough
evidence to reject the null hypothesis indicating the independence between
Fund return and Market return.
Although a general simulation has been performed in last subsection,
here we do another simulation under the setting of our example in order
to validate our statistical inference. The parameter values were chosen
to mimic the example data with Fund: N(0.0009050833, 0.00001932047) and
Market: N(0.002995667, 0.0001244846), and rf = 0.000242. 90%, 95%, and
99% confidence intervals for the difference of Sharpe ratio were obtained for
each sample. Table (3.11) report the results from these simulations. From
the result table it is clear that, again, our proposed method outperforms the
other methods based on the criteria we examined.
Our first application focuses on 95% confidence intervals for difference
of Sharpe ratio from the independent samples of Fund and Market, and the
results are recorded at Table (3.12). We can find that the confidence inter-
vals obtained from the five methods produce different results. In particu-
lar, our proposed method gives more accurate confidence interval compared
with the reference methodology, which can be seen from: (1) theoretically,
the proposed method has third-order accuracy whereas the remaining four
methods do not. This result has also been borne out in the simulations as
well; (2) our proposed method produces narrower confidence interval com-
pared with the other method on average.
The p-value functions calculated from each methods are plotted in Fig-
ures (3.5). These significance functions can be used to obtain p-values for
specific hypothesized values of the difference of Sharpe ratio, which are
shown in Table (3.13). One of the most important hypothesized values is
zero. For example, we want to test:
H0 : SRFund − SRMkt ≥ 0 versus H1 : SRFund − SRMkt < 0
The corresponding p-values for our proposed method is 0.4119, and we do
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Table 3.11: Simulation Result for Difference of Sharpe Ratio under IID
Normal Return of Fund and Market
CI Method CP LE UE AB AB/SE SY
95%
Lo 0.9265 0.0325 0.0410 0.0118 7.34 1.26
Mertens 0.9457 0.0251 0.0292 0.0022 1.34 1.16
Likelihood Ratio 0.9253 0.0329 0.0418 0.0124 7.72 1.27
Abramowitz&Stegun 0.9348 0.0303 0.0349 0.0076 4.75 1.15
Proposed 0.9437 0.0267 0.0296 0.0032 1.97 1.11
90%
Lo 0.8695 0.0598 0.0707 0.0153 6.93 1.18
Mertens 0.8881 0.0537 0.0582 0.0060 2.70 1.08
Likelihood Ratio 0.8684 0.0602 0.0714 0.0158 7.18 1.19
Abramowitz&Stegun 0.8789 0.0561 0.0650 0.0106 4.80 1.16
Proposed 0.8930 0.0518 0.0552 0.0035 1.59 1.07
99%
Lo 0.9829 0.0076 0.0095 0.0036 5.07 1.25
Mertens 0.9909 0.0048 0.0043 0.0005 0.64 1.12
Likelihood Ratio 0.9815 0.0081 0.0104 0.0043 6.07 1.28
Abramowitz&Stegun 0.9878 0.0056 0.0066 0.0011 1.57 1.18
Proposed 0.9873 0.0059 0.0068 0.0014 1.93 1.15
Table 3.12: 95% Confidence Intervals for Difference of Sharpe Ratio
Method CI for Difference in SR CI Length
Lo (-0.9094 0.7090) 1.6185
Mertens (-0.9027 0.7022) 1.6049
Likelihood Ratio (-0.9095 0.7089) 1.6185
Abramowitz&Stegun (-0.9080 0.7121) 1.6201
Proposed (-0.9011 0.7170) 1.6181
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not reject the null at 95% significance level, and all the other methods have
the same conclusion. The indifference on Sharpe ratio between investing
on Fund and market is also the same conclusion from Liu, Y., Rekkas, M.,
& Wong, A. (2012), though they arrive this conclusion from a difference set
of data. However, in general, we can see from Table (3.13) that the p-values
vary across the methods and people can result in different conclusions from
the application of difference methods.
At this subsection, the third order likelihood method is constructed un-
der the assumption of independence between two samples. For example, if
we take 99% as our significance level, we can make inference that there are
no significant correlation between the return of Fund and Market. How-
ever, more general and realistic condition is that two investment options
are not independent but correlated, and we are going to investigate this set
of theory at next part.
3.1.7 Likelihood Methodology for Two Correlated Sam-
ple Comparison of Sharpe Ratio
Consider two funds with sample log-returns (x1, . . . , xn) and (y1, . . . , yn).
Assume that these returns are from a bivariate normal distributionN (µ,Σ)
where µ =
(
µX
µY
)
and Σ =
(
σ2X ρσXσY
ρσXσY σ
2
Y
)
and ρ is the correlation
coefficient, and thus θ′ = (µX , µY , σ2X , σ2Y , ρ). The canonical parameter will
be:
ϕ′(θ) =(
1
(1− ρ2)σ2X
,
1
(1− ρ2)σ2Y
,
µXσY − µY σXρ
(1− ρ2)σ2XσY
,
µY σX − µXσY ρ
(1− ρ2)σ2Y σX
,
ρ
(1− ρ2)σXσY
)
.
(3.1.40)
We will also need its first order derivative ϕθ′(θ), the determinant of first
order derivatives |ϕθ′(θ)|, as well as its inverse matrix ϕ−1θ′ (θ) in our later
steps.
The mean return for the risk-free asset is represented by rf . Since our
aim is to test the difference in Sharpe ratio under under correlated samples,
the parameter of interest ψ and its first order derivative are then defined
as follows:
ψ(θ) =
µX − rf
σX
− µY − rf
σY
, (3.1.41)
ψθ′(θ) =
(
1
σX
,− 1
σY
,−µX − rf
2σ3X
,
µY − rf
2σ3Y
, 0
)
. (3.1.42)
The density of Zi =
(
Xi
Yi
)
is f (zi;µ,Σ) = |2piΣ|−
1
2 e−
1
2 (zi−µ)′Σ−1(zi−µ).
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Table 3.13: p-values for Difference of Sharpe Ratio under IID Normal Re-
turn of Fund and Market
Method -1.1 -0.9 -0.8 0 0.5 0.6 0.8 0.9
Lo 0.9923 0.9736 0.9550 0.4041 0.0730 0.0449 0.0146 0.0077
Mertens 0.9927 0.9746 0.9563 0.4033 0.0713 0.0436 0.0139 0.0073
Likelihood Ratio 0.9923 0.9736 0.9549 0.4041 0.0730 0.0449 0.0146 0.0077
Abramowitz&Stegun 0.9923 0.9738 0.9553 0.4063 0.0740 0.0456 0.0149 0.0079
Proposed 0.9927 0.9748 0.9568 0.4119 0.0758 0.0468 0.0153 0.0081
Figure 3.5: p-value function for Difference of Sharpe Ratio under IID Nor-
mal Return of Fund and Market
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Thus the joint likelihood is
L (µ,Σ; z) = c ·
n
Π
i=1
f (zi;µ,Σ) = c |2piΣ|−
n
2 e
− 12
(
n
Σ
i=1
(zi−µ)′Σ−1(zi−µ)
)
The unrestricted maximum likelihood estimation maximizes the joint log
likelihood function l (θ):
l(θ) (3.1.43)
= log (L (µ,Σ; z)) = a− n
2
log |Σ| − 1
2
(
n
Σ
i=1
(zi − µ)′Σ−1 (zi − µ)
)
= a− n
2
log
((
1− ρ2)σ2Xσ2Y )−
1
2 (1− ρ2)
(
n
Σ
i=1
(zi − µ)′
(
1
σ2X
−ρ
σXσY−ρ
σXσY
1
σ2Y
)
(zi − µ)
)
= a− n log σX − n log σY − n
2
log
(
1− ρ2)−
n
Σ
i=1
((
xi−µX
σX
)2
− 2ρ
(
xi−µX
σX
)(
yi−µY
σY
)
+
(
yi−µY
σY
)2)
2 (1− ρ2) .
Hence, the unconstrained maximum likelihood estimators are:
θˆ
′
= (µˆX , µˆY , σˆ
2
X , σˆ
2
Y , ρˆ).
=
(∑
Xi
n
,
∑
Yj
n
,
∑
(Xi − µˆX)2
n
,
∑
(Yj − µˆY )2
n
,
∑
(Xi − µˆX) (Yj − µˆY )
nσˆX σˆY
)
Knowing this unconstrained MLE, we can get other important variable for
late use, such as the estimated parameter of interest ψˆ = ψ(θˆ) = µˆX−rfσˆX −
µˆY −rf
σˆY
, the estimated unrestricted likelihood function l(θˆ), the observed in-
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formation matrix evaluated at θˆ:
jθθ′(θˆ) =
−lµXµX (θˆ) −lµXµY (θˆ) −lµXσ2X (θˆ) −lµXσ2Y (θˆ) −lµXρ(θˆ)
−lµY µX (θˆ) −lµY µY (θˆ) −lµY σ2X (θˆ) −lµY σ2Y (θˆ) −lµY ρ(θˆ)
−lσ2XµX (θˆ) −lσ2XµY (θˆ) −lσ2Xσ2X (θˆ) −lσ2Xσ2Y (θˆ) −lσ2Xρ(θˆ)
−lσ2Y µX (θˆ) −lσ2Y µY (θˆ) −lσ2Y σ2X (θˆ) −lσ2Y σ2Y (θˆ) −lσ2Y ρ(θˆ)
−lρµX (θˆ) −lρµY (θˆ) −lρσ2X (θˆ) −lρσ2Y (θˆ) −lρρ(θˆ)

=

n
(1−ρˆ2)σˆ2X
−ρˆn
(1−ρˆ2)σˆX σˆY 0 0 0
−ρˆn
(1−ρˆ2)σˆX σˆY
n
(1−ρˆ2)σˆ2Y
0 0 0
0 0
(2−ρˆ2)n
4σˆ4X(1−ρˆ2)
−nρˆ2
4σˆ2X σˆ
2
Y (1−ρˆ2)
−nρˆ
2σˆ2X(1−ρˆ2)
0 0 −nρˆ
2
4σˆ2X σˆ
2
Y (1−ρˆ2)
(2−ρˆ2)n
4σˆ4Y (1−ρˆ2)
−nρˆ
2σˆ2Y (1−ρˆ2)
0 0 −nρˆ
2σˆ2X(1−ρˆ2)
−nρˆ
2σˆ2Y (1−ρˆ2)
n(1+ρˆ2)
(1−ρˆ2)2

.
We can see from the derivation process that, when we set ρ = 0, the results
would be pretty much the same as the results of independent case.
The constrained maximum likelihood estimators are solved by the La-
grange multiplier method (see (2.3.7)). The Lagrangian function is given at
(3.1.44) and its first order derivatives are listed from (3.1.45) to (3.1.50).
H(θ, α) = l(θ) + α(ψ(θ)− ψ) = l(θ) + α(µX − rf
σX
− µY − rf
σY
− ψ) , (3.1.44)
HµX (θ, α) = lµX (θ) +
α
σX
, (3.1.45)
HµY (θ, α) = lµY (θ)−
α
σY
, (3.1.46)
Hσ2X (θ, α) = lσ2X (θ)−
α(µX − rf )
2σ3X
, (3.1.47)
Hσ2Y (θ, α) = lσ2Y (θ) +
α(µY − rf )
2σ3Y
, (3.1.48)
Hρ(θ, α) = lρ(θ) , (3.1.49)
Hα(θ, α) =
µX − rf
σX
− µY − rf
σY
− ψ . (3.1.50)
Setting first order derivatives, (3.1.45) to (3.1.50), equal to zero and solving
the resulting system produces the constrained MLE. Thus, six unknown
variables- five constrained MLE θˆ
′
ψ = (µ˜X , µ˜Y , σ˜
2
X , σ˜
2
Y , ρ˜) plus the estimated
Lagrange estimator αˆ -are solved from a nonlinear system of six equa-
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tions. Note that only numerical solutions can be obtained from this sys-
tem with the starting values of iteration being unconstrained MLE θˆ
′
=
(µˆX , µˆY , σˆ
2
X , σˆ
2
Y , ρˆ). By using constrained MLE, we can thus obtain the esti-
mated restricted likelihood function: l(θˆψ), the tilted observed information
matrix evaluated at θˆψ, j˜θθ′(θˆψ) = −∂
2 j˜(θ)
∂θ∂θ′ |θ=θˆψ= jθθ′(θˆψ) − αˆψθθ′
(
θˆψ
)
and its inverse j˜−1θθ′(θˆψ).
Given the above information, R can be constructed from (2.3.15), χ can
be calculated from (2.6.17), Q can be obtained from (2.6.18) and (2.6.19),
and finally R? can be obtained from (2.6.13).
3.1.8 Simulations for Two Correlated Sample Compar-
ison on Sharpe Ratio
3.1.8.1 Reference Group of Existing Methodology
In order to illustrate the exceptional accuracy of our proposed method, we
construct the followings as our reference group of methodology. These exist-
ing methodology correspond to the methods in section (3.1.2.1) and (3.1.5.1).
1. Memmel (2003): Suppose we have two samples X and Y that are cor-
related with correlation coefficient ρˆ. According to Jobson and Korkie (1981)
and Lo (2002), each sample will have Sharpe ratio’s asymptotic distribu-
tion, ŜRX
d→ N
(
SRX ,
1
n (1 +
1
2 ŜR
2
X)
)
and ŜRY
d→ N
(
SRY ,
1
n (1 +
1
2 ŜR
2
Y )
)
.
Later Memmel (2003, eq13) obtained the distribution of the difference of
estimated Sharpe ratio:
Cov
(
ŜRX , ŜRY
)
=
1
n
(
ρˆ+
ρˆ2ŜRX ŜRY
2
)
, (3.1.51)
ŜRX − ŜRY d→ N
(
SRX − SRY ,
1
n
(
2− 2ρˆ+ 1
2
(ŜR
2
X + ŜR
2
Y − 2ρˆ2ŜRX ŜRY )
))
;
2. Wright et al (2014): Suppose we have two samples X and Y that
are correlated with correlation coefficient ρˆ. According to Mertens (2002),
each sample will have its own Sharpe ratio’s asymptotic distribution, ŜR d→
N
(
SR, σˆ2SR
)
with σˆ2SR =
1
n
(
1 + ŜR
2
2 − αˆ3ŜR+ αˆ4−34 ŜR
2
)
. Later Wright et
al (2014 A.11) derived the distribution of the difference of estimated Sharpe
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ratio:
Cov
(
ŜRX , ŜRY
)
=
1
4nσ3Xσ
3
Y
{
4
(
σ2X + µ
2
X
) (
σ2Y + µ
2
Y
)
Cov (X,Y ) + µXµY Cov
(
X2, Y 2
)
− 2µY (σ2X + µ2X)Cov
(
X,Y 2
)− 2µX(σ2Y + µ2Y )Cov (X2, Y )
}
,
ŜRX − ŜRY d→ N
(
SRX − SRY , σˆ2SRX + σˆ2SRY − 2Ĉov
(
ŜRX , ŜRY
))
;
3. The signed log-likelihood ratio statistic in (2.3.15):
R(ψ) = sgn(ψˆ − ψ)
√
2(l(θˆ)− l(θˆψ)) ;
Results 1, 2 and 3 are all first order approximation O(n− 12 ), while our
proposed likelihood method is third order approximation O(n− 32 ), indicat-
ing that theoretically our proposed likelihood method is more valid and ac-
curate than the above members in reference group.
3.1.8.2 Another Proposed Method
Another method is being proposed by extending the results from Abramowitz
and Stegun(1964 p949) as well as the results from Memmel (2003).
Lemma. Extending the results from Abramowitz and Stegun(1964 p949)
as well as the results from Memmel (2003), we can obtain the following dis-
tribution for the difference of estimated Sharpe ratio when their underlying
are correlated:
4n− 5
4n− 4
(
ŜRX − ŜRY
)
d→
N
(
SRX − SRY , 2
n
+
ŜR
2
X + ŜR
2
Y
2 (n− 1) −
2 (4n− 5)2
n (4n− 4)2
(
ρˆ+
ρˆ2ŜRX ŜRY
2
))
Proof. Given two normal random variables X and Y : X → N (µX , σ2X) and
Y → N (µX , σ2Y ). If they are correlated such that ρ = Cov(X,Y )σXσY , then
X − Y → N (µX − µY , σ2X + σ2Y − 2ρσXσY ) . (3.1.52)
First, from the results of Abramowitz and Stegun(1964 p949), we have
the individual distribution of estimated Sharpe ratio ŜRX
(
1− 14(n−1)
)
d→
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N(
SRX ,
1
n +
ŜR
2
X
2(n−1)
)
and ŜRY
(
1− 14(n−1)
)
d→ N
(
SRY ,
1
n +
ŜR
2
Y
2(n−1)
)
. Thus
by (3.1.52), we have
4n− 5
4n− 4
(
ŜRX − ŜRY
)
d→
N
(
SRX − SRY , 2
n
+
ŜR
2
X + ŜR
2
Y
2 (n− 1) − 2
(
4n− 5
4n− 4
)2
Cov
(
ŜRX , ŜRY
))
.
Then, we can take Memmel’s expression of Cov
(
ŜRX , ŜRY
)
at (3.1.51)
into the above expression to obtain another proposed method.
3.1.8.3 Numerical Study
In this part we provide a simulation study to assess the performance of our
third order likelihood method relative to the existing methodology in refer-
ence group. For some combinations of n = 6, 12, µ = 0, 0.5, 1, σ2 = 1, ρ =
−0.5, 0.5 and rf = 0, ten thousand Monte Carlo replications are performed
from bivariate normal distribution with parameters θ′ = (µX , µY , σ2X , σ2Y , ρ).
And for each generated sample, the 95% confidence interval for the differ-
ence of Sharpe ratio is calculated. The performance of a method is evalu-
ated by the same criteria 1-6 in (3.1.2.2).
The simulated coverage probabilities, coverage error, upper and lower
error probabilities and average biases and degree of symmetry are recorded
in Table (3.14). We can conclude from the simulation that proposed modi-
fied signed log likelihood ratio method and proposed modified Abramowitz
and Stegun’s method give excellent results and outperform the other three
methods based on average bias and central coverage.
• The performance of the methodology in the reference group are not
satisfactory. In particular, Memmel’s method and the likelihood ratio
statistic have very similar simulation result. Method of Wright et al
does not always function under the whole sample space, and for some
samples of simulation (especially SRX−SRY is small and ρ = 0.5) this
method may even output negative estimated variance. However, our
proposed methods generally performed extremely well in the criteria
considered in this section.
• Sample Size Effect on Average Bias: The performance of each methods
are supposed to improve as sample size rises. In order to make this
size effect visible, a second round of simulation is being conducted,
setting µX = 1, σX = 1, µY = 1, σY = 1, ρ = −0.5 and µX = 1,
σX = 1, µY = 1, σY = 1, ρ = 0.5, respectively. Each sample size rises
from n = 4 to n = 100 and the results are recorded in Figure (3.6).
Suppose we take 3 units of standard deviation as an acceptance level
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Table 3.14: Simulation Result for Difference of Sharpe Ratio under Bivari-
ate Normal Return
Setting Method CP LE UE AB AB/ER SY
n = 12,
SRX = 1,
SRY = 1,
ρ = 0.5
Memmel 0.9209 0.0396 0.0395 0.0146 9.09 1.00
Wright et al 0.9863 0.0066 0.0071 0.0182 11.34 1.08
Likelihood Ratio 0.9193 0.0407 0.0400 0.0154 9.59 1.02
Distribution Proposed 0.9417 0.0296 0.0287 0.0042 2.59 1.03
Likelihood Proposed 0.9429 0.0290 0.0281 0.0036 2.22 1.03
n = 12,
SRX = 1,
SRY = 1,
ρ = −0.5
Memmel 0.9309 0.0322 0.0369 0.0096 5.97 1.15
Wright et al 0.9753 0.0115 0.0132 0.0127 7.91 1.15
Likelihood Ratio 0.9305 0.0325 0.0370 0.0098 6.09 1.14
Distribution Proposed 0.9408 0.0275 0.0317 0.0046 2.88 1.15
Likelihood Proposed 0.9547 0.0211 0.0242 0.0024 1.47 1.15
n = 6,
SRX = 1,
SRY = 1,
ρ = 0.5
Memmel 0.8869 0.0561 0.0570 0.0316 19.72 1.02
Wright et al 0.9729 0.0143 0.0128 0.0114 7.16 1.11
Likelihood Ratio 0.8781 0.0616 0.0603 0.0360 22.47 1.02
Distribution Proposed 0.9541 0.0212 0.0247 0.0021 1.28 1.17
Likelihood Proposed 0.9442 0.0274 0.0284 0.0029 1.81 1.04
n = 6,
SRX = 1,
SRY = 1,
ρ = −0.5
Memmel 0.9037 0.0442 0.0521 0.0232 14.47 1.18
Wright et al 0.9695 0.0146 0.0159 0.0098 6.09 1.09
Likelihood Ratio 0.8963 0.0486 0.0551 0.0269 16.78 1.13
Distribution Proposed 0.9401 0.0284 0.0315 0.0050 3.09 1.11
Likelihood Proposed 0.9555 0.0209 0.0236 0.0028 1.72 1.13
n = 12,
SRX = 1,
SRY = 0.5,
ρ = 0.5
Memmel 0.9199 0.0401 0.0400 0.0151 9.41 1.00
Wright et al 0.9751 0.0088 0.0161 0.0126 7.84 1.83
Likelihood Ratio 0.9205 0.0475 0.0320 0.0148 9.22 1.48
Distribution Proposed 0.9406 0.0277 0.0317 0.0047 2.94 1.14
Likelihood Proposed 0.9424 0.0234 0.0342 0.0054 3.38 1.46
n = 12,
SRX = 1,
SRY = 0.5,
ρ = −0.5
Memmel 0.9281 0.0411 0.0308 0.0110 6.84 1.33
Wright et al 0.9643 0.0180 0.0177 0.0072 4.47 1.02
Likelihood Ratio 0.9301 0.0403 0.0296 0.0100 6.22 1.36
Distribution Proposed 0.9368 0.0345 0.0287 0.0066 4.13 1.20
Likelihood Proposed 0.9530 0.0221 0.0249 0.0015 0.94 1.13
n = 6,
SRX = 1,
SRY = 0.5,
ρ = 0.5
Memmel 0.8885 0.0548 0.0567 0.0308 19.22 1.03
Wright et al 0.9540 0.0134 0.0325 0.0095 5.96 2.42
Likelihood Ratio 0.8804 0.0737 0.0459 0.0348 21.75 1.61
Distribution Proposed 0.9469 0.0217 0.0314 0.0049 3.03 1.45
Likelihood Proposed 0.9417 0.0196 0.0387 0.0096 5.97 1.97
n = 6,
SRX = 1,
SRY = 0.5,
ρ = −0.5
Memmel 0.8972 0.0580 0.0448 0.0264 16.50 1.29
Wright et al 0.9511 0.0236 0.0253 0.0009 0.53 1.07
Likelihood Ratio 0.8962 0.0604 0.0434 0.0269 16.81 1.39
Distribution Proposed 0.9280 0.0376 0.0344 0.0110 6.88 1.09
Likelihood Proposed 0.9537 0.0207 0.0256 0.0025 1.53 1.24
n = 12,
SRX = 1,
SRY = 0,
ρ = 0.5
Memmel 0.9262 0.0420 0.0318 0.0119 7.44 1.32
Wright et al 0.9675 0.0109 0.0216 0.0088 5.47 1.98
Likelihood Ratio 0.9239 0.0556 0.0205 0.0176 10.97 2.71
Distribution Proposed 0.9428 0.0294 0.0278 0.0036 2.25 1.06
Likelihood Proposed 0.9427 0.0162 0.0411 0.0125 7.78 2.54
n = 12,
SRX = 1,
SRY = 0,
ρ = −0.5
Memmel 0.9250 0.0511 0.0239 0.0136 8.50 2.14
Wright et al 0.9555 0.0249 0.0196 0.0028 1.72 1.27
Likelihood Ratio 0.9275 0.0491 0.0234 0.0129 8.03 2.10
Distribution Proposed 0.9340 0.0421 0.0239 0.0091 5.69 1.76
Likelihood Proposed 0.9522 0.0206 0.0272 0.0033 2.06 1.32
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on AB, we can find that our proposed likelihood method result can
achieve this level even for extreme sample size n = 5, while the refer-
ence group may need a sample size of 50 to achieve the same accuracy.
In addition, it is interesting to see Wright et al method show no sign
of decaying trend as sample size rises. This may be caused by the
fact that, theoretically given normally distributed returns, the skew-
ness, historical kurtosis, and other joint moments of bivariate returns
are known, and Wright et al’ form reduces to Memmel’s method by
substitution of those known variables, however, those statistics are
unknown in practice without distributional assumption and have to
be estimated from the data sample, which results in mis-estimation.
• The Effect of ρ and ψ: We conduct another round of simulation to
reveal the effect of ρ and ψ on the accuracy of our methods, and the
results are recorded in Figure(3.7) and Figure (3.8). We can conclude
that:
1. The proposed likelihood method performs better when ψ = SRX−SRY
is around zero while the proposed modified Abramowitz and Stegun’s
method is doing better when ψ is away from the zero. Very interesting,
they compensate with each other and can do well at the whole domain.
In particular, Figure (3.7) shows, when ρ = 0.5, proposed likelihood
method is doing extremely well at ψ ∈ (−0.5, 0.5) while the proposed
distribution method is doing well on the rest part. On the other hand,
when ρ = −0.5, proposed likelihood method performs better even at
ψ ∈ (−2, 2) and proposed modified Abramowitz and Stegun’s method
is doing good on the rest domain.
2. Figure (3.7) shows the results of proposed likelihood method are rela-
tively worse when ρ = 0.5 than ρ = −0.5, and this can be illustrated
clearer at Figure (3.8). Figure (3.8) recorded the results of simula-
tion where 10,000 random samples are generated, each having a sam-
ple size of 12 from a bivariate normal distribution with parameters
(µX , µY , σ
2
X , σ
2
Y ) being (1, 1, 1, 1) and (0.5, 0, 1, 1) respectively. ρ is tak-
ing a list of values from -0.95 to +0.95. We can conclude that, when
ψ = 0, our proposed likelihood method outperforms the other method
at the whole range, even at the extreme value of ±0.95. On the other
hand, when ψ = 0.5, the proposed likelihood method performs bet-
ter when ρ is less than 0.4. At the same time, our proposed modi-
fied Abramowitz and Stegun’s method shows its extremely accuracy
at ρ ∈ (0.5, 0.9). Thus, we can always find one of the method at their
advantage area to give accurate results.
3. Given the fact that most Sharpe ratio are between -1 to 1 and people
are more willing to compare when Sharpe ratio are close, our proposed
likelihood method could be more applicable in real case.
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Figure 3.6: The Effect of Sample Size on AB/ER (Up: ρ = −0.5 Down: ρ =
0.5 )
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Figure 3.7: The Central Effect on AB/ER (Up: ρ = −0.5 Down: ρ = 0.5 )
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Figure 3.8: The Effect of ρ on AB/ER (Up: ψ = 0 Down: ψ = 0.5 )
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3.1.9 Examples for Two Correlated Sample Compari-
son on Sharpe Ratio
In this subsection we provide an empirical example and a simulation study
for inference on the difference of Sharpe ratio from a correlated bivariate
normal return. The data set used here is the same as Table (3.3) and we
may, for instance, be interested in testing whether the risk-adjusted return
as captured by the Sharpe ratio of mutual fund is significantly better than
that of average stock market.
In subsection (3.1.3), we proved the normality of Fund return and Mar-
ket return; and in subsection (3.1.6), we calculated their correlation coef-
ficient and test the null H0 :ρ = 0. The results shows that the estimated
correlation coefficient is 0.6870 and the p-value of test is 0.01358. If we take
significance at 95%, then we can conclude to reject the null hypothesis, in-
dicating correlation exist between Fund return and Market return.
Although a general simulation has been performed in last subsection,
here we do another simulation under the setting of our example in order
to validate our statistical inference. The parameter values were chosen
to mimic the example data with Fund: N(0.0009050833, 0.00001932047) and
Market: N(0.002995667, 0.0001244846), ρ = 0.6870, and rf = 0.000242. 90%,
95%, and 99% confidence intervals for the difference of Sharpe ratio were
obtained for each sample. Table (3.15) report the results from these simu-
lations. From the result table it is clear that, our proposed methods outper-
form the other methods based on the criteria we examined.
Our first application focuses on 95% confidence intervals for the differ-
ence of Sharpe ratio from the correlated samples of Fund and Market, and
the results are recorded at Table (3.16).We can find that the confidence in-
tervals obtained from the five methods produce different results. In partic-
ular, the simulations indicate that our proposed methods should give more
accurate confidence interval compared with the reference methodology.
The p-value functions calculated from each methods are plotted in Fig-
ures (3.9). These significance functions can be used to obtain p-values for
specific hypothesized values of the difference of Sharpe ratio, which are
shown in Table (3.17). One of the most important hypothesized values is
zero. For example, we want to test:
H0 : SRFund − SRMkt ≥ 0 versus H1 : SRFund − SRMkt < 0
The corresponding p-values for our proposed likelihood method is 0.3456
and for proposed modified Abramowitz and Stegun’s method is 0.3446. They
are quite close and we can not reject the null at 95% significance level,
and actually all the other methods reach the same conclusion. However,
in general we can see from Table (3.17) that the p-values vary across the
methods and people can result in different conclusions by using difference
methods.
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Table 3.15: Simulation Result for Difference of Sharpe Ratio under Bivari-
ate Correlated Normal Return of Fund and Market
CI Method CP LE UE AB AB/SE SY
95%
Memmel 0.9219 0.0390 0.0391 0.0141 8.78 1.00
Wright et al 0.9171 0.0436 0.0393 0.0164 10.27 1.11
Likelihood Ratio 0.9230 0.0361 0.0409 0.0135 8.44 1.13
Distribution Proposed 0.9480 0.0263 0.0257 0.0010 0.62 1.02
Likelihood Proposed 0.9460 0.0280 0.0260 0.0020 1.25 1.08
90%
Memmel 0.8583 0.0709 0.0708 0.0209 9.48 1.00
Wright et al 0.8599 0.0708 0.0693 0.0201 9.11 1.02
Likelihood Ratio 0.8615 0.0671 0.0714 0.0193 8.75 1.06
Distribution Proposed 0.8955 0.0519 0.0526 0.0023 1.02 1.01
Likelihood Proposed 0.8921 0.0566 0.0513 0.0040 1.80 1.10
99%
Memmel 0.9784 0.0114 0.0102 0.0058 8.29 1.12
Wright et al 0.9728 0.0156 0.0117 0.0086 12.30 1.34
Likelihood Ratio 0.9798 0.0093 0.0109 0.0051 7.29 1.17
Distribution Proposed 0.9894 0.0050 0.0056 0.0003 0.43 1.12
Likelihood Proposed 0.9884 0.0053 0.0063 0.0008 1.14 1.19
Table 3.16: 95% Confidence Intervals for Difference of Sharpe Ratio under
Bivariate Correlated Normal Return of Fund and Market
Method CI for Difference in SR CI Length
Memmel (-0.5572 0.3568) 0.9141
Wright et al (-0.5729 0.3725) 0.9454
Likelihood Ratio (-0.6085 0.3964) 1.0049
Distribution Proposed (-0.5778 0.3819) 0.9597
Likelihood Proposed (-0.5535 0.3737) 0.9272
Table 3.17: p-values for Difference of Sharpe Ratio under Bivariate Corre-
lated Normal Return of Fund and Market
Method -0.7 -0.6 -0.5 0 0.2 0.3 0.4 0.5
Memmel 0.9949 0.9840 0.9568 0.3337 0.0990 0.0431 0.0160 0.0050
Wright et al 0.9936 0.9809 0.9513 0.3389 0.1066 0.0485 0.0190 0.0064
Likelihood Ratio 0.9879 0.9733 0.9439 0.3338 0.1061 0.0524 0.0243 0.0108
Distribution Proposed 0.9930 0.9799 0.9497 0.3446 0.1118 0.0520 0.0210 0.0073
Likelihood Proposed 0.9929 0.9830 0.9615 0.3456 0.0985 0.0457 0.0200 0.0084
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3.1.10 Sensitivity Test for Proposed Likelihood Method-
ology under IID Normal Return
In order to know how sensitive our proposed method is to the independent
assumption, we conduct the following sensitivity tests.
1. We generate data with AR(1) structure with Gaussian errors and then
analyze the data set as they are independent data. In particular, we
set the autocorrelated series with zero mean and unit error variance
and the autocorrelation coefficients are 0, ±0.1, ±0.5, ±0.9 respec-
tively. In this way, we want to see if the proposed method still works
for autocorrelated data despite of being designed for IID data. The re-
sults are shown in Figure (3.10) . From the figure, we can see that our
proposed method work well for phi=±0.1. It does not work for large
absolute value of coefficients and the results show a huge dependency,
though our proposed third order method is still better than first or-
der methods. So, it makes sense to develop a third order likelihood
method specifically with AR(1) structure and Chapter 4 will resolve
the issue.
2. In order to check the empirical coverage of our proposed method, we
generate simulations from independent central t distribution with de-
gree of freedom being 1, 2, 3, 4, 6 and use the independent normality
assumption to analyze it. The results are shown in Figure (3.11).
3. Repeat above about generating from some skewed distribution such
as gamma distribution as if we didn’t know that simulated data is not
IID. We set rate parameter to be 1 and the shape parameter to be 100,
50, 10, 5 and 1. The results are shown in Figure (3.12).
Before we precede to next section, it is worth mentioning that very often we
need to deal with general IID lognormal return in real market operation,
and people can just take a log transformation on that lognormal return, and
then transform it to be a normal structure, and then apply our proposed
third-order likelihood method introduced in this section to make reference
of Sharpe ratio.
3.2 Inference for J.S. Sharpe Ratio under IID
Lognormal Gross Return
In this section, we will look into a special type of Sharpe ratio-J.S. Sharpe
ratio-under IID lognormal return. At the end, we will show that our pro-
posed third order likelihood method gives good coverage regardless of which
Sharpe ratio we are using.
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Figure 3.9: p-value function for Difference of Sharpe Ratio under Bivariate
Correlated Normal Return of Fund and Market
Figure 3.10: Sensitivity Test: AR(1) Structure to IID Normal
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Figure 3.11: Sensitivity Test: Student t distribution Structure to IID Nor-
mal
Figure 3.12: Sensitivity Test: Gamma distribution Structure to IID Normal
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3.2.1 J.S. Sharpe Ratio
We first discuss about risk-free asset. There are two basic conditions that
have to be met for risk-free asset. The first is that there can be no default
risk. Essentially, this rules out any security issued by a private firm, since
even the largest and safest firms have some measure of default risk. The
only securities that have a chance of being risk free are government secu-
rities, because they control the printing of currency. Even this assumption,
straightforward though it might seem, there are many emerging market
economies where this assumption might not be viewed as reasonable. Gov-
ernments in these markets are perceived as capable of defaulting even on
local borrowing, or they refuse to honor claims made by previous regimes.
There is a second condition that riskless securities need to fulfill, being of-
ten forgotten, is there can be no reinvestment risk. To illustrate this point,
assume that you are trying to estimate the expected return over a five-year
period, and that you want a risk free rate. A six-month Treasury bill rate,
while default free, will not be risk free, because there is the reinvestment
risk of not knowing what the Treasury bill rate will be in six months. Even
a 5-year treasury bond is not risk free, since the coupons on the bond will
be reinvested at rates that cannot be predicted today. The risk free rate
for a five-year time horizon has to be the expected return on a default-free
five-year zero coupon bond. This clearly has painful implications for anyone
doing corporate finance or valuation, where expected returns often have to
be estimated for periods ranging from one to ten years. So it does exist the
condition that risk-free asset will not be available and hence the conven-
tional type of Sharpe ratio can be modified thereafter.
J.Knight & S.Satchell(2005) advocate a new version of Sharpe ratio, re-
ferred to as J.S. Sharpe ratio , denoted by SRl . That is, under the special
condition without risk-free asset, this special form of Sharpe ratio is defined
as:
SRl =
E( PtPt−1 )
Sd( PtPt−1 )
=
E(Rt) + 1
Sd(Rt)
. (3.2.1)
On the other hand, under lognormal assumption, gt = (1+Rt) ∼ LN(µ, σ2),
we can obtain the expression of expectation and variance of net return as
E(Rt) = e
µ+σ
2
2 −1 and var(Rt) = e2µ+σ2(eσ2−1). By using these expressions,
this type Sharpe ratio can be simplified to an expression solely depending
on σ,
SRl =
E( PtPt−1 )
Sd( PtPt−1 )
=
E(Rt) + 1
Sd(Rt)
=
eµ+
σ2
2√
e2µ+σ2(eσ2 − 1) =
1√
eσ2 − 1 . (3.2.2)
To compare the J.S. Sharpe ratio with the conventional type Sharpe ra-
tio, J.Knight & S.Satchell (2005) explain that SR and SRl may rank port-
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folios differently but these differences arise from different utility functions.
For examples, SR may require more simplifications of quadratic utility to
be applicable. In addition, they discuss the uniformly minimum variance
unbiased estimator for both types of Sharpe ratio under lognormal distri-
bution.
3.2.2 Likelihood Methodology for One Sample J.S. Sharpe
Ratio
In this subsection, we implement the likelihood method introduced in Chap-
ter 2 to get our proposed method of making reference on J.S Sharpe ratio
under the assumption of lognormal gross return. Consider a fund with
gross return , gt = (1 + Rt) ∼ LN(µ, σ2) , t = 1, 2, . . . , T . then, define the
parameter vector θ′ = (µ, σ2) . For lognormal distribution, the canonical
parameter is the same as normal case (3.1.1).
Our parameter of interest is J.S. Sharpe ratio in the expression as
ψ(θ) = SR =
1√
eσ2 − 1 , (3.2.3)
and its first order derivative is
ψθ′(θ) =
(
0,−1
2
(eσ
2 − 1)− 32 eσ2
)
. (3.2.4)
The log likelihood function for lognormal gross return is
l(θ) = l(µ, σ2) = log
(∏
f(gt;θ)
)
= −T
2
log σ2 − 1
2σ2
∑
(log(gt)− µ)2 .
(3.2.5)
We observe that the only difference between normal distribution and log-
normal distribution is replacing rt for log(gt). Thus the unconstrained max-
imum likelihood estimator θˆ is:
θˆ
′
= (µˆ, σˆ2) = (
∑
log(gt)
T
,
∑
(log(gt)− µˆ)2
T
) . (3.2.6)
As for the constrained maximum likelihood estimation, the derivation
are much easier than the case of normal, since the J.S. Sharpe ratio only in-
volves one parameter σ. The Lagrangian function and its first order deriva-
tives, and the second order derivatives of tilted log-likelihood function are
listed below:
l(θ, α) = l(θ) + α(ψ(θ)− ψ) = l(θ) + α( 1√
eσ2 − 1 − ψ) , (3.2.7)
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lµ(θ, α) = lµ(θ) , (3.2.8)
lσ2(θ, α) = lσ2(θ)− α
2
eσ
2
(eσ
2 − 1)− 32 , (3.2.9)
lα(θ, α) =
1√
eσ2 − 1 − ψ , (3.2.10)
l˜µµ(θ) = lµµ(θ) , (3.2.11)
l˜µσ2(θ) = lσ2µ(θ) , (3.2.12)
l˜σ2σ2(θ) = lσ2σ2(θ)− αˆ
2
((eσ
2 − 1)− 32 eσ2 − 3
2
(eσ
2 − 1)− 52 e2σ2) . (3.2.13)
Solving first order condition (3.2.8) to (3.2.10) to zero, we will have the re-
stricted maximum likelihood estimator.
θˆ
′
ψ = (µ˜, σ˜
2) =
(∑
log(gt)
T
, log(1 +
1
ψ2
)
)
, (3.2.14)
αˆ =
2lσ2(θˆψ)
ψ + ψ3
. (3.2.15)
Thus the restricted likelihood function is l(θˆψ), tilted observed informa-
tion matrix is j˜θθ′(θˆψ) =
(
T
σ˜2 0
0 −l˜σ2σ2(θˆψ)
)
and the inverse matrix of ob-
served information would be j˜−1θθ′(θˆψ) =
∣∣∣j˜θθ′(θˆψ)∣∣∣−1( −l˜σ2σ2(θˆψ) 00 Tσ˜2
)
.6
Combining constrained MLE and unconstrained MLE, we can get : R(ψ) =
sgn(ψˆ − ψ)
√
−T log(σˆ2)− T + T log(σ˜2) +
∑
(log(gt)−µ˜)2
σ˜2 and the newly cali-
brated parameter χ(θ) = σ˜
4
2σ2 e
σ˜2(eσ˜
2−1)− 32 , and finally ˆvar(χ(θˆ)−χ(θˆψ)) =
T
4 e
2σ˜2 (eσ˜
2−1)−3σ˜10
T2σˆ6
2
. Now we can obtain the Barndorff-Nielsen approximation
with all given results. One merit of this application is that our proposed
method here could finally obtain an analytical expression result rather than
numerical as others.
6Note that −l˜σ2σ2 (θˆψ) will be canceled later and it will not affect the final results.
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3.2.3 Simulations and Examples for One Sample Sharpe
Ratio
3.2.3.1 Reference Group of Existing Methodology
Although no literature can be referred on the distribution of J.Knight &
S.Satchell’s type Sharpe ratio, we can simulate Jobson and Korkie’s process
to derive the first order asymptotical distribution of SRl. Actually the result
is the same as the Wald Statistic in (2.3.13).
Lemma. Given the definition of J.S. Sharpe ratio and lognormal assump-
tion of the return, then we have the following first order asymptotic results:
√
T (̂SRl − SRl) ∼ N(0, 1
2
σˆ4e2σˆ
2
(eσˆ
2 − 1)−3) . (3.2.16)
Proof. Gross return follows lognormal distribution, gt = (1+Rt) ∼ LN(µ, σ2),
t = 1, 2, . . . , T , so that the expression of maximum likelihood estimator will
be
θˆ′ = (µˆ, σˆ2) =
(∑
log(gt)
T
,
∑
(log(gt)− µˆl)2
T
)
.
Hence, the asymptotic normality for MLE is
√
T (θˆ − θ) ∼ N(0,V ) ,
where
V =
(
σ2 0
0 2σ4
)
.
In this case, SRl = 1√
eσ2−1
= f(θ) and thus the Jacobian term would be:
∂f(θ)
∂θ
=
(
∂f(θ)
∂µ
∂f(θ)
∂σ2
)(
0
− 12eσ
2
(eσ
2 − 1)− 32
)
.
Taking this Jacobian term into the Delta method, that is ŜRl = f(θˆ) ∼
N(f(θ), 1T (
∂f(θ)
∂θ )
′V (∂f(θ)∂θ )), we finally prove the asymptotical distribution
of SRl.
From this distribution, the confidence interval for J.S. Sharpe ratio can
be constructed in the usual fashion:
(
ŜR− zα
2
√
1
2T
σˆ4e2σˆ2(eσˆ2 − 1)−3, ŜR+ zα
2
√
1
2T
σˆ4e2σˆ2(eσˆ2 − 1)−3
)
.
(3.2.17)
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3.2.3.2 Examples and Simulations
This subsection provides examples and simulations for inference on the J.S.
Sharpe ratio. More specifically, we compute confidence intervals and p-
values using our proposed third-order method given in Barndorff-Nielsen’s
approximation. We label this method “proposed” in the tables below. To
make our results more persuasive, our third order method will compare to
asymptotic distribution in (3.2.16) labeled as “Jobson and Korkie”. Results
from the signed log-likelihood ratio statistic in (3.1) are additionally pro-
vided and labeled “likelihood ratio.” At last, 10000 times simulation will
provided to prove our conclusion solid.
The data set for our examples consists of monthly returns for two time
series from Jan 2013 to Dec2013. The data is listed at Table (3.18). The first
series represents gross return for a large-cap mutual fund (Fund), it comes
from Barclay Hedge Fund Index7, Which is a measure of the average return
of all hedge funds (excepting Funds of Funds) in the Barclay database. The
second for a market index (Market), we will see to monthly return of the
S&P 500 index, and the raw data is coming from8.
We first look at estimated confidence intervals. Table (3.19) reports 95%
confidence intervals for J.S. Sharpe ratio separately for the large cap mu-
tual fund and the market index for the three methods discussed previously.
We can find that the confidence intervals obtained from the three methods
produce different results. Theoretically, the proposed method has third-
order accuracy whereas the remaining three methods do not, thus the Wald
method and likelihood ratio statistic produce relatively small variation be-
tween themselves, however a noticeable difference compared with the pro-
posed method. This result will be borne out in the simulations as well. In
addition, we notice that the J.S. Sharpe ratio are numerically different from
the conventional Sharpe ratio because of distinct definitions.
The p-value functions calculated from the methods for J.S. Sharpe are
plotted in Figures (3.13) and (3.14), respectively. These significance func-
tions can be used to obtain p-values for specific hypothesized values of the
Sharpe ratio. A few values with their corresponding p-values are provided
in Tables (3.20) for the market fund and market index, respectively. From
these tables we can see that the p-values vary across the methods. Focus-
ing on the market index and using a 5% level of significance, the J.S Sharpe
ratio that is 50, may or may not fall into rejection region depending on the
method chosen for the hypothesis test.
Two simulation studies of 10,000 replications were performed to com-
pare the two existing methods to the proposed third-order method. The sim-
ulation can be constructed by mimic Fund: LN(0.008803383, 0.0001252401)
and Market: LN(0.02160774, 0.0005975605) . From standard errors, it can be
seen that the proposed method produces results that are uniformly within
7Refer towebsite http://www.barclayhedge.com/research/indices/ghs/Hedge_Fund_Index.html
8Refer to website http://finance.yahoo.com/q/hp?s=%5EGSPC&a=11&b=1&c=2012&d=00&e=
1&f=2014&g=m
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Table 3.18: Monthly return for Fund and Market
Month Gross return Fund Gross return Market
Jan 2013 1.0248 1.050428
Feb 2013 1.0028 1.011061
Mar 2013 1.0137 1.035988
Apr 2013 1.0054 1.018086
May 2013 1.0087 1.020763
Jun 2013 0.9848 0.985001
Jul 2013 1.0162 1.049462
Aug 2013 0.9939 0.968702
Sep 2013 1.0203 1.029749
Oct 2013 1.0171 1.044596
Nov 2013 1.0075 1.028049
Dec 2013 1.0116 1.023563
Table 3.19: 95% Confidence Intervals for J.S. Sharpe Ratio
Method 95% CI for SR of Fund 95% CI for SR of Market
J & K 55.98732 130.6679 25.62482 59.81766
Likelihood Ratio 58.83526 132.8542 26.92776 60.81810
Proposed 52.77824 126.3001 24.15398 57.81744
Table 3.20: Fund: p-values for J.S. SR (Up: Fund; Down:Market)
Method 20 40 60 80 100 120 140
J & K 0.9999 0.9974 0.9599 0.7579 0.3631 0.0808 0.0071
Likelihood 1.0000 0.9994 0.9704 0.7636 0.3646 0.0895 0.0108
Proposed 1.0000 0.9977 0.9343 0.6421 0.2482 0.0484 0.0047
Method 10 20 30 40 50 60 70
J & K 0.9999 0.9954 0.9276 0.6225 0.2020 0.0238 0.0009
Likelihood 1.0000 0.99852 0.9393 0.6238 0.2081 0.0304 0.0019
Proposed 1.0000 0.9949 0.8806 0.4877 0.1274 0.0145 0.0007
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Figure 3.13: p-value function for Fund on J.S. Sharpe Ratio
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Figure 3.14: p-value function for Market on J.S. Sharpe Ratio
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Table 3.21: Results for simulation study on J.S. Sharpe Ratio n=12 (Up:
Fund; Down:Market)
CI Method Lower Error Upper Error Central Coverage
90%
Jobson and Korkie 0.0849 0.0265 0.8886
Likelihood Ratio 0.1048 0.0218 0.8734
Proposed 0.0505 0.0479 0.9016
Nominal 0.0500 0.0500 0.9000
Standard Error 0.0022 0.0022 0.0030
95%
Jobson and Korkie 0.0389 0.0125 0.9486
Likelihood Ratio 0.0572 0.0095 0.9333
Proposed 0.0250 0.0216 0.9534
Nominal 0.0250 0.0250 0.9500
Standard Error 0.0016 0.0016 0.0022
99%
Jobson and Korkie 0.0069 0.0026 0.9905
Likelihood Ratio 0.0148 0.0018 0.9834
Proposed 0.0060 0.0037 0.9903
Nominal 0.0050 0.0050 0.9900
Standard Error 0.0007 0.0007 0.0010
CI Method Lower Error Upper Error Central Coverage
90%
Jobson and Korkie 0.0793 0.0289 0.8918
Likelihood Ratio 0.0988 0.0235 0.8777
Proposed 0.0478 0.0497 0.9025
Nominal 0.0500 0.0500 0.9000
Standard Error 0.0022 0.0022 0.0030
95%
Jobson and Korkie 0.0361 0.0142 0.9497
Likelihood Ratio 0.0548 0.0112 0.934
Proposed 0.0226 0.0232 0.9542
Nominal 0.0250 0.0250 0.9500
Standard Error 0.0016 0.0016 0.0022
99%
Jobson and Korkie 0.0053 0.0022 0.9925
Likelihood Ratio 0.0137 0.0015 0.9848
Proposed 0.0045 0.0033 0.9922
Nominal 0.0050 0.0050 0.9900
Standard Error 0.0007 0.0007 0.0010
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three standard deviations of the nominal value while other two methods
produce less satisfactory results.
3.2.4 Likelihood Methodology for J.S. Sharpe Ratio at
Two Independent Sample Comparison
Consider two independent funds with sample gross returns: (gX1 , . . . , gXn)
and (gY1 , . . . , gYm) . Further assume these returns are identically and inde-
pendently distributed as LN(µX , σ2X) and LN(µY , σ2Y ), respectively.
Our parameter of interest is the subtraction of two sample J.S. Sharpe
ratios:
ψ(θ) = ψ

µX
σ2X
µY
σ2Y
 = 1√
eσ
2
X − 1
− 1√
eσ
2
Y − 1
. (3.2.18)
And its first order derivative is
ψθ′(θ) =
(
0,−1
2
(eσ
2
X − 1)− 32 eσ2X , 0, 1
2
(eσ
2
Y − 1)− 32 eσ2Y
)
. (3.2.19)
The joint log likelihood function is the addition of two sample log likeli-
hood function.
l(θ) = l(µX , σ
2
X , µY , σ
2
Y ) =
− n
2
log σ2X −
∑
(log(gXi)− µX)2
2σ2X
− m
2
log σ2Y −
∑
(log(gYj )− µY )2
2σ2Y
.
(3.2.20)
To obtain unconstrained MLE, we maximize this joint log-likelihood func-
tion. Thus we have
θˆ
′
= (µˆ, σˆ2) (3.2.21)
= (
∑
log(gXi)
n
,
∑
(log(gXi)− µˆX)2
n
,
∑
log(gYj )
m
,
∑
(log(gYj )− µˆY )2
m
)
When we consider the constrained maximum likelihood estimation, ac-
tually we do not need to take µX or µY into consideration, since the J.S.
Sharpe ratio only relates to variance. Thus, µ˜X = µˆX =
∑
log(gXi )
n and
µ˜Y = µˆY =
∑
log(gYj )
m . Now we focus critically on the variance related
parts:
129
l(θ, α) = l(θ) +α(ψ(θ)−ψ) = l(θ) +α( 1√
eσ
2
X − 1
− 1√
eσ
2
Y − 1
−ψ) , (3.2.22)
lσ2X (θ, α) = lσ2X (θ)−
α
2
eσ
2
X (eσ
2
X − 1)− 32 , (3.2.23)
lσ2Y (θ, α) = lσ2Y (θ) +
α
2
eσ
2
Y (eσ
2
Y − 1)− 32 , (3.2.24)
lα(θ, α) =
1√
eσ
2
X − 1
− 1√
eσ
2
Y − 1
− ψ , (3.2.25)
l˜σ2Xσ2X (θ) = lσ2Xσ2X (θ)−
αˆ
2
((eσ
2
X − 1)− 32 eσ2X − 3
2
(eσ
2
X − 1)− 52 e2σ2X ) , (3.2.26)
l˜σ2Y σ2Y (θ) = lσ2Y σ2Y (θ) +
αˆ
2
((eσ
2
Y − 1)− 32 eσ2Y − 3
2
(eσ
2
Y − 1)− 52 e2σ2Y ) . (3.2.27)
The calculation for unconstrained MLE here only involves three first
order conditions (3.2.23) to (3.2.25) . After getting θˆ
′
ψ = (µ˜X , σ˜
2
X , µ˜Y , σ˜
2
Y ),
we can then solve the αˆ from
αˆ = −
− m
σ˜2Y
+
∑
(log(gYj )−µ˜Y )2
σ˜4Y
eσ
2
Y (eσ
2
Y − 1)− 32 =
− n
σ˜2X
+
∑
(log(gXi )−µ˜X)2
σ˜4X
eσ˜
2
X (eσ˜
2
X − 1)− 32 . (3.2.28)
Then we get all the values needed by our proposed method.
3.2.5 Examples and Simulations for Two Independent
Sample Comparison on J.S. Sharpe ratio
In this part, we implement the third order likelihood methodology derived
from last subsection into the data in section (3.2.3). And we will compare
the third order likelihood based inference method to the classical methods
used for testing, namely, Jobson and Korkie and the likelihood ratio statis-
tic.
We continue to use the data presented in Table (3.18) to compare Sharpe
ratios. We may, for instance, be interested in whether the mutual fund’s
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risk-adjusted return as captured by the Sharpe ratio is significantly better
than the market’s return. In Table (3.22), we present the 95% confidence
interval for the difference between the Sharpe ratios for the mutual fund
and market index. As this is an example, we cannot comment on which
interval is more accurate, but it is relevant to note the differences between
the intervals which may be important in real world settings.
For Table (3.23), people can check p-values for testing a null hypothe-
sis of a zero difference between the Sharpe ratios of the mutual fund and
market index. As tail probabilities tend to be small probabilities, it is im-
portant to approximate these as accurately as we can. In particular, we find
that when we measure in J.S. Sharpe ratio, the mutual fund’s risk-adjusted
return is better than market average return at 99% significant level. It
can be used for comparison of the performance levels last year. At last, the
p-value functions calculated from the methods discussed in this paper for
both types of Sharpe ratio are plotted in Figures (3.15).
In this section, we provide a simulation study to assess the performance
of the third order method relative to the Jobson and Korkie method and
likelihood ratio. Table (3.24) records the results from bundles of simulation.
The size of each simulation is 10,000 and the parameter are chosen as Fund
X: LN(0.008803383, 0.0001252401) and Fund Y: LN(0.02160774, 0.0005975605).
As in the one sample case, these simulation results generally indicate that
the proposed method outperforms the other methods based on the criteria
we examined.
In financial market, the assumption to return based on time series struc-
ture is much popular and close to data observation than IID structure.
Thus, in the next chapter, we will precede to the inference of Sharpe ra-
tio given the assumption of autoregressive return. For our proposed third-
order likelihood method, the most significant difference from IID structure
is that the canonical parameters is no longer directly available and we need
to obtain a locally defined canonical parameter instead.
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Table 3.22: 95% Confidence intervals for Sharpe ratio difference
Method 95% for Conventional Sharpe Ratio 95% for J.S. Sharpe Ratio
Jobson and Korkie -1.060531 0.7980580 9.538317 91.67439
Likelihood Ratio -1.061872 0.7967091 11.54955 93.36287
Proposed -1.050943 0.8052257 8.636630 90.70401
Table 3.23: p-values for testing a null hypothesis of a zero difference be-
tween the Sharpe ratios
Method For J.S. Sharpe Ratio
Jobson and Korkie 0.9921362
Likelihood Ratio 0.9951321
Proposed 0.9923669
Figure 3.15: p-value function for two Sample Comparison
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Table 3.24: Simulation Studies for the difference of two J.S. Sharpe Ratios
CI n,m Method Lower Error Upper Error Central Coverage
90%
n=12,m=12
Jobson and Korkie 0.0608 0.0492 0.8900
Likelihood Ratio 0.0726 0.0468 0.8806
Proposed 0.0471 0.0500 0.9029
n=12,m=24
Jobson and Korkie 0.0750 0.0392 0.8858
Likelihood Ratio 0.0908 0.0362 0.8730
Proposed 0.0534 0.0474 0.8992
n=24,m=12
Jobson and Korkie 0.0436 0.0661 0.8903
Likelihood Ratio 0.0464 0.0697 0.8839
Proposed 0.0470 0.0529 0.9001
Reference Nominal 0.0500 0.0500 0.9000Standard Error 0.0022 0.0022 0.0030
95%
n=12,m=12
Jobson and Korkie 0.0291 0.0256 0.9453
Likelihood Ratio 0.0396 0.0244 0.9360
Proposed 0.0248 0.0245 0.9507
n=12,m=24
Jobson and Korkie 0.0349 0.0178 0.9473
Likelihood Ratio 0.0482 0.0160 0.9358
Proposed 0.0273 0.0225 0.9502
n=24,m=12
Jobson and Korkie 0.0214 0.0334 0.9452
Likelihood Ratio 0.0243 0.0380 0.9377
Proposed 0.0229 0.0257 0.9514
Reference Nominal 0.0250 0.0250 0.9500Standard Error 0.0016 0.0016 0.0022
99%
n=12,m=12
Jobson and Korkie 0.0038 0.0058 0.9904
Likelihood Ratio 0.0106 0.0059 0.9835
Proposed 0.0048 0.0056 0.9896
n=12,m=24
Jobson and Korkie 0.0060 0.0046 0.9894
Likelihood Ratio 0.0134 0.0040 0.9826
Proposed 0.0061 0.0053 0.9886
n=24,m=12
Jobson and Korkie 0.0034 0.0042 0.9924
Likelihood Ratio 0.0045 0.0080 0.9875
Proposed 0.0041 0.0035 0.9924
Reference Nominal 0.0050 0.0050 0.9900Standard Error 0.0007 0.0007 0.0010
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Chapter 4
Asymptotic Likelihood
Inference for Sharpe
Ratio under Gaussian
Autocorrelated Return
4.1 Likelihood Methodology for One Sample
Sharpe Ratio under AR(1) Return
The third-order methodology discussed in Chapter 2 is applicable under
any parametric distributional assumptions, and in this chapter we will first
demonstrate the use of the method under the Gaussian AR(1) returns.
Consider a fund with log-return at time t denoted by rt, where t =
1, 2, . . . , T . Under Gaussian AR(1) assumption on this return series, we
have the following basic setting: 1
rt = µ+ 
′
t t > 1;
′t = ρ
′
t−1 + σvt t ≥ 2;
vt ∼ N (0, 1) t > 2.
Additionally, to make this AR(1) process stationary, we assume
|ρ| < 1 .
Stationary process is a stochastic process whose joint probability distribu-
tion does not change when shifted in time. Consequently, parameters such
1Another form of expression can be
{
rt − µ = ρ (rt−1 − µ) + σvt t ≥ 2
vt ∼ N (0, 1) t > 2
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as the mean and variance, if they are present, also do not change over time
and do not follow any trends. Thus, at stationary AR(1) setting, we have
rt ∼ N
(
µ, σ
2
1−ρ2
)
for t > 1 , (4.1.1)
Cov (ri, rj) =
σ2ρ|i−j|
1− ρ2 for any i,jin (1,2,. . ., n) . (4.1.2)
Both expressions in (4.1.1) and (4.1.2) are independent of t, which reinsure
stationary process. (4.1.1) tells that the expectation of return series is µ and
the variance is σ
2
1−ρ2 , and we can use this result to obtain the expression of
parameter of interest and its derivative:
ψ
θ =
 ρµ
σ2
 = µrt − µf√
var (rt)
=
µ− µf√
σ2
1−ρ2
,
ψθ′ (θ) = (ψρ (θ) , ψµ (θ) , ψσ2 (θ)) .
For a clearer understanding of our testing procedure, it is useful to
rewrite our model in reduced matrix formulations:
r = µ · 1 + σ ·  = µ
 1...
1
+ σ
 1...
T
 ,
 ∼ N
(
0,Ω =
(
ρ|i−j|
1− ρ2
)
ij
)
or σ ∼ N
(
0,Σ = σ2 ·Ω =
(
σ2ρ|i−j|
1− ρ2
)
ij
)
.
In addition, what we will make great use of later is the inverse matrix of
Ω, its Cholesky decomposition and its derivative matrix. Specifically,
A = Ω−1 =

1 −ρ 0 0 · · · 0 0 0
−ρ 1 + ρ2 −ρ 0 · · · 0 0 0
0 −ρ 1 + ρ2 −ρ · · · 0 0 0
...
...
...
...
. . .
...
...
...
0 0 0 0 · · · −ρ 1 + ρ2 −ρ
0 0 0 0 · · · 0 −ρ 1

= L′L ,
Aρ =
∂A
∂ρ
=

0 −1 0 0 · · · 0 0 0
−1 2ρ −1 0 · · · 0 0 0
0 −1 2ρ −1 · · · 0 0 0
...
...
...
...
. . .
...
...
...
0 0 0 0 · · · −1 2ρ −1
0 0 0 0 · · · 0 −1 0

,
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Aρρ =
∂2A
∂ρ2
=

0 0 · · · 0 0
0 2 · · · 0 0
...
...
. . .
...
...
0 0 · · · 2 0
0 0 · · · 0 0
 ,
L =

√
1− ρ2 0 0 · · · 0 0 0
−ρ 1 0 · · · 0 0 0
0 −ρ 1 · · · 0 0 0
...
...
...
. . .
...
...
...
0 0 0 · · · −ρ 1 0
0 0 0 · · · 0 −ρ 1

, (4.1.3)
Lρ =
∂L
∂ρ
=

−ρ√
1−ρ2 0 0 · · · 0 0 0
−1 0 0 · · · 0 0 0
0 −1 0 · · · 0 0 0
...
...
...
. . .
...
...
...
0 0 0 · · · −1 0 0
0 0 0 · · · 0 −1 0

.
Note that the dependence of matrices A and L are only on the parameter ρ.
2,3
2Another way to express A is aii =
{
1 i = 1 or n
1 + ρ2 i = 2, 3, . . . n− 1 and aij ={
−ρ |i− j| = 1
0 other cases when i 6=j
3Except Cholesky decomposition, we have another more statistical way to obtain A =
Ω−1 = L′L.
At footnote (1), we know our model can be expressed as
rt − µ = ρ (rt−1 − µ) + σvt t ≥ 2;
vt ∼ N (0, 1) t > 2;
r1 ∼ N
(
µ, σ
2
1−ρ2
)
t = 1.
This allows us to construct a matrix L such that
L (r− µ · 1) = σ · v ,
The property for L is that for all t ≥ 2, the t th row of L has 1 in the t th position, −ρ in
the (t− 1) st position and 0s everywhere else. To account for the first observation, we set the
first row of L to have
√
1− ρ2 in the first position, and 0s everywhere else. Therefore, by this
method the L here is exactly the same as Cholesky decomposition of A in (4.1.3).
We have r− µ · 1 = L−1σ · v = σ ·  which implies that
L−1v =  or v = L ·  ,
Since the variance of v is identity matrix, then
var (L) = E
(
L′L′
)
= LE
(
′
)
L′ = LΩL′ = I .
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For the parameter vector, θ =
 ρµ
σ2
, the probability density function
of rt is given by
f (r;θ) = (2pi)
−n2 |Σ|− 12 e− 12 (r−µ·1)′Σ−1(r−µ·1) ,
Or
f (r;θ) = f (r2, . . . rn|r1;θ) · f (r1;θ)
= {f (rn|rn−1;θ) · f (rn−1|rn−2;θ) · · · f (r2|r1;θ)} · f (r1;θ)
=
n
Π
i=2
(
1√
2piσ2
e−
1
2σ2
(ri−µ−ρ(ri−1−µ))2
)
· 1√
2pi σ
2
1−ρ2
e
− 1
2 σ
2
1−ρ2
(r1−µ)2
.
Since |Ω| = 11−ρ2 , |Σ| = σ
2n
1−ρ2 , and Σ
−1 = Ω
−1
σ2 , the log-likelihood function
can be written as
` (θ) = a− n
2
log σ2 +
1
2
log
(
1− ρ2)− 1
2σ2
(r− µ · 1)′A (r− µ · 1) ,
Or
` (θ) = a− n− 1
2
log σ2 − 1
2σ2
T∑
i=2
(ri − µ− ρ (ri−1 − µ))2
− 1
2
log
σ2
1− ρ2 −
1
2 σ
2
1−ρ2
(r1 − µ)2
= a− n
2
log σ2 +
1
2
log
(
1− ρ2)− 1
2σ2
T∑
i=2
(ri − µ− ρ (ri−1 − µ))2
− 1− ρ
2
2σ2
(r1 − µ)2 .
Next, we can start with unconstrained maximum likelihood estimation,
which maximize the log-likelihood function l(θ). First order and second
order derivatives of ` (θ) are calculated as follows:
lρ(θ) =
−ρ
1− ρ2 −
(r− µ · 1)′Aρ (r− µ · 1)
2σ2
, (4.1.4)
lµ(θ) =
1
σ2
1′A (r− µ · 1) , (4.1.5)
lσ2(θ) = − n
2σ2
+
(r− µ · 1)′A (r− µ · 1)
2σ4
, (4.1.6)
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lρρ(θ) = − 1 + ρ
2
(1− ρ2)2 −
(r− µ · 1)′Aρρ (r− µ · 1)
2σ2
,
lρµ(θ) =
1′Aρ (r− µ · 1)
σ2
,
lρσ2(θ) =
(r− µ · 1)′Aρ (r− µ · 1)
2σ4
,
lµµ(θ) =
−1
σ2
1′A · 1 ,
lµσ2(θ) = − 1
σ4
1′A (r− µ · 1) ,
lσ2σ2(θ) =
T
2σ4
− (r− µ · 1)
′
A (r− µ · 1)
σ6
.
To obtain the unrestricted maximum likelihood estimator θˆ, we solve simul-
taneously the first order conditions, from (4.1.4) and (4.1.6) equal to zero.
Unfortunately, only numerical solutions can be obtained and some iterative
procedure is needed. Given this information about the overall maximum
likelihood estimate, we can obtain other important variable for future use,
such as the estimated Sharpe ratio ψˆ = µˆ−µf√
ˆ
σ2
1−ρˆ2
, the estimated unrestricted
likelihood function `
(
θˆ
)
, the observed information matrix evaluated at θˆ,
jθθ′(θˆ) =

−`ρρ
(
θˆ
)
−`ρµ
(
θˆ
)
−`ρσ2
(
θˆ
)
−`µρ
(
θˆ
)
−lµµ(θˆ) −lµσ2(θˆ)
−`σ2ρ
(
θˆ
)
−lσ2µ(θˆ) −lσ2σ2(θˆ)
, 4 and its determinant.
To derive the constrained MLE, the log-likelihood function ` (θ) must be
maximized with respect to ρ, µ, σ2 while holding ψ fixed and this process
can be managed by the Lagrange multiplier method (see (2.3.7)). The La-
4We can actually obtain the expected Fisher full information matrix as
I(θˆ) =

−E
[
`ρρ
(
θˆ
)]
−E
[
`ρµ
(
θˆ
)]
−E
[
`ρσ2
(
θˆ
)]
−E
[
`µρ
(
θˆ
)]
−E
[
lµµ(θˆ)
]
−E
[
lµσ2 (θˆ)
]
−E
[
`σ2ρ
(
θˆ
)]
−E
[
lσ2µ(θˆ)
]
−E
[
lσ2σ2 (θˆ)
]

=

1+ρ2
(1−ρ2)2
+ n−2
1−ρ2 0
ρ
σ2(1−ρ2)
0
(n−2)(ρ−1)2+2(1−ρ)
σ2
0
ρ
σ2(1−ρ2) 0
n
2σ4

Theoretically, the application of expected Fisher full information matrix instead of the ob-
served information matrix evaluated at θˆ should increase the accuracy of our method, but
since the improvement is not quite significant when we put into simulation, in our paper we
will still use the observed information for the proposed method.
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grangian function is given at (4.1.7) and its first order derivatives are listed
from (4.1.8) to (4.1.11).
H(θ, α) = l(θ) + α(ψ(θ)− ψ) = l(θ) + α
 µ− µf√
σ2
1−ρ2
− ψ
 , (4.1.7)
Hρ(θ, α) = lρ(θ) + αψρ (θ) , (4.1.8)
Hµ(θ, α) = lµ(θ) + αψµ (θ) , (4.1.9)
Hσ2(θ, α) = lσ2(θ) + αψσ2 (θ) , (4.1.10)
Hα(θ, α) =
µ− µf√
σ2
1−ρ2
− ψ . (4.1.11)
Solving first order derivatives, from (4.1.8) to (4.1.11), equal to zero, we can
obtain the restricted maximum likelihood estimator, θˆ
′
ψ = (ρ˜, µ˜, σ˜
2). The
tilted log-likelihood function can be obtained by replacing α by αˆ on the La-
grangian function, and taking its second order derivatives. In addition, we
can also obtain the estimated restricted likelihood function: l(θˆψ), the tilted
observed information matrix evaluated at θˆψ, j˜θθ′(θˆψ) = −∂
2 j˜(θ)
∂θ∂θ′ |θ=θˆψ=
jθθ′(θˆψ)− αˆψθθ′
(
θˆψ
)
and its inverse j˜−1θθ′(θˆψ).
In Chapter 3, the canonical parameters for normal distribution and log-
normal distribution are available explicitly from the exponential family;
However, here the general canonical parameter for AR(1) is not available
but we can obtain a locally defined canonical parameter from (2.6.15) and
(2.6.16). To do that, we first need to find a full-dimensional pivotal quantity
z. Since r = µ · 1 + σ · , and var (σ) = Σ = σ2 · Ω and Ω−1 = L′L, the
pivotal quantity z for this problem is specified as the vector of independent
standard normal deviates:
z = Σ−
1
2 (r− µ · 1) = Ω
− 12 (r− µ · 1)
σ
=
L (r− µ · 1)
σ
=

√
1− ρ21
2 − ρ1
...
n − ρn−1
 .
This choice of pivotal quantity coincides with the standard quantity used
to estimate the parameters of an AR(1) model in the literature (see for
example Hamilton (1994)). Then, the ancillary direction array V can be
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constructed from (2.6.16)
V = −
(
∂z
∂r′
)−1
∂z
∂θ′
∣∣∣∣
θˆ
= −
(
L
σ
)−1
·
(
∂z
∂ρ
∂z
∂µ
∂z
∂σ2
) ∣∣∣∣
θˆ
= −
(
L
σ
)−1
·
(
Lρ(r−µ·1)
σ −L·1σ −L(r−µ·1)2σ3
) ∣∣∣∣
θˆ
=
( −Lˆ−1Lˆρ (r− µˆ · 1) 1 r−µˆ·12σˆ2 ) .
Note that V is a matrix of sample return r and it is not related to the
parameter θ. Finally, the new locally defined canonical parameter at the
data r can be obtained from (2.6.15), given that the sample space gradient
of the likelihood evaluated at the data is ∂∂r′ ` (θ) = − 1σ2 (r− µ · 1)′A.
ϕ′ (θ) =
(
ϕ1 (θ) ϕ2 (θ) ϕ3 (θ)
)
=
∂
∂r′
` (θ) ·V
= − 1
σ2
(r− µ · 1)′A ·V .
Or ϕ (θ) =
 ϕ1 (θ)ϕ2 (θ)
ϕ3 (θ)
 = V′ · ∂∂r` (θ) = V′ · (− 1σ2 A (r− µ · 1)). In addition,
we also need the first order derivative of canonical parameter,
ϕθ′ (θ) = V
′ ·
(
∂2
∂r∂θ′
` (θ)
)
= V′ ·
(
∂2`(θ)
∂r∂ρ
∂2`(θ)
∂r∂µ
∂2`(θ)
∂r∂σ2
)
,
where ∂
2`(θ)
∂r∂ρ = − 1σ2 Aρ (r− µ · 1), ∂
2`(θ)
∂r∂µ =
1
σ2 A1, and
∂2`(θ)
∂r∂σ2 =
1
σ4 A (r− µ · 1).
Before we precede, please note the dimension reduction here: the dimension
is reduced from n (the dimension of r) to 3 (the dimension of the parameter θ
evidenced from the expression for ϕ (θ)) 5. To further reduce the dimension
of the problem from 3 to the dimension of the parameter of interesting ψ,
the calculation of newly calibrated parameter χ (θ) which in turn involves
the parameter vector ϕ (θ) as well as the constrained MLE θˆψ is required.
With the above information, the signed log-likelihood ratio statistic R
can be constructed from (2.3.15), the newly calibrated parameter χ can be
calculated from (2.6.17), the modified maximum likelihood departure mea-
sure Q can be obtained from (2.6.18) and (2.6.19), and finally, the proposed
third order likelihood approximation Barndorff-Nielsen method R? can be
obtained from (2.6.13). Unfortunately, an explicit formula is not available
as a closed form solution for the MLE does not exist.
A centered (1− α) × 100% confidence interval for ψ can be obtained by
5The dimension of variables are zn×1, Vn×3, ∂`(θ)∂y′ 1×n, ϕ
′ (θ)1×3,
∂2`(θ)
∂y∂θ′ n×3.
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solving P
(|R∗| < zα/2) = 1 − α where zα is the α quartile of the standard
normal distribution, or calculating
(
min
{
p−1
(α
2
)
, p−1
(
1− α
2
)}
,max
{
p−1
(α
2
)
, p−1
(
1− α
2
)})
. (4.1.12)
4.2 Simulations for One Sample Sharpe Ratio
under AR(1) Return
4.2.1 Reference Group of Existing Methodology
In order to illustrate the exceptional accuracy of our proposed method, we
construct the followings as our reference group of methodology.
1. Lo (2002) proposed that, for non-IID returns, the distribution of esti-
mated Sharpe ratio can be derived by using MLE plus Delta method:
ŜR = ψ
(
θˆ
)
d→ N
(
ψ (θ) ,
(
∂ψ (θ)
∂θ
∣∣∣∣∣
θˆ
)′
I−1 (θ)
∂ψ (θ)
∂θ
∣∣∣∣∣
θˆ
)
; (4.2.1)
2. Or we can replace the Fisher expected information matrix from the
result above with the observed information matrix evaluated at θˆ:
ŜR = ψ
(
θˆ
)
d→ N
(
ψ (θ) ,
(
∂ψ (θ)
∂θ
∣∣∣∣∣
θˆ
)′
j−1
(
θˆ
) ∂ψ (θ)
∂θ
∣∣∣∣∣
θˆ
)
; (4.2.2)
3. The signed log-likelihood ratio statistic in (4.2.1):
R(ψ) = sgn(ψˆ − ψ)
√
2(l(θˆ)− l(θˆψ)) ;
Results 1, 2 and 3 are all first order approximation O(n− 12 ), while our
proposed likelihood method is third order approximation O(n− 32 ), indicat-
ing that theoretically our proposed likelihood method is more valid and ac-
curate than the above members in reference group.
4. In addition, Van Belle (2002) noted a special rule of thumb, that is,
under formulation of AR(1) with ρ being the autocorrelation of the series of
returns and µ = rf , the noncentral t statistic becomes a central t statistic
and √
nŜR = tn−1
d→ N
(
0,
1 + ρ
1− ρ
)
.
Since this rule of thumb does not contain any theoretical background,
thus our numerical study of next round can illustrate its accuracy.
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4.2.2 Numerical Study
In this part we provide a simulation study to assess the performance of
our third order likelihood method relative to the existing methodology in
reference group. For some combinations of n = 26, 52, µ = −1, 0, 1, σ2 =
1, ρ = −0.5, 0.5 and rf = 0, ten thousand Monte Carlo replications are
performed from a AR(1) process with parameters θ =
 ρµ
σ2
. And for
each generated sample, the 95% confidence interval for the difference of
Sharpe ratio is calculated. The performance of a method is evaluated by
the same criteria 1-6 in (3.1.2.2).
The simulated coverage probabilities, coverage error, upper and lower
error probabilities and average biases and degree of symmetry are recorded
in Table (4.1). We can conclude from the simulation that the proposed mod-
ified signed log likelihood ratio method gives excellent results and outper-
forms the other methods.
• The performance of the methodology in the reference group are not
satisfactory. In particular, Both of the Lo’s methods with expected
information and with observed information share very similar simu-
lation result. Method of Van Belle outputs worse results than Lo’s
method. Yet it is more than that. Van Belle’s method only functions
when µ = rf , therefore very limited. In general, our proposed method
performed extremely well in the criteria considered in this section.
• Sample Size Effect on Average Bias: The performance of each methods
are supposed to improve as sample size rises. In order to make this
size effect visible, a second round of simulation is being conducted,
setting µ = 0, σ2 = 1, ρ = 0.5 and µ = 0, σ2 = 1, ρ = −0.5, respec-
tively. Each sample size rises from n = 6 to n = 100 and the results
are recorded in Figure (4.1). Suppose we take 3 units of standard de-
viation as an acceptance level on AB, we can find that our proposed
likelihood method result can achieve this level even for extreme sam-
ple size n = 8, while the reference group may need a sample size of
over 100 to achieve the same accuracy when ρ > 0.
• The Effect of ρ and ψ: Figure (4.1) also shows that when ρ = −0.5
the simulation results of reference group improve a lot compared with
ρ = 0.5. We conduct another round of simulation to reveal the effect of
ρ and ψ on the accuracy of our methods, and the results are recorded
in Figure(4.2) and Figure (4.3). We can conclude that:
1. The proposed likelihood method performs constantly well over the
whole domain of ψ = SR. Meanwhile, the reference group does not
give constant performance and it gives poorer results when the abso-
lute value of ψ is large.
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Table 4.1: Simulation Result for Difference of Sharpe Ratio under Bivariate
Normal Return
Setting Method CP LE UE AB AB/ER SY
n = 52,
µ = 0,
σ2 = 1,
ρ = 0.5
Lo(exp) 0.9172 0.0414 0.0414 0.0164 10.25 1.00
Lo(obs) 0.9172 0.0415 0.0413 0.0164 10.25 1.00
Likelihood Ratio 0.9389 0.0301 0.0310 0.0056 3.47 1.03
Van Belle 0.9129 0.0433 0.0438 0.0186 11.59 1.01
Proposed 0.9522 0.0238 0.0240 0.0011 0.69 1.01
n = 52,
µ = 0,
σ2 = 1,
ρ = −0.5
Lo(exp) 0.9471 0.0253 0.0276 0.0015 0.91 1.09
Lo(obs) 0.9472 0.0253 0.0275 0.0014 0.87 1.09
Likelihood Ratio 0.9458 0.0259 0.0283 0.0021 1.31 1.09
Van Belle 0.9355 0.0316 0.0329 0.0073 4.53 1.04
Proposed 0.9492 0.0243 0.0265 0.0011 0.69 1.09
n = 52,
µ = 1,
σ2 = 1,
ρ = 0.5
Lo(exp) 0.9226 0.0527 0.0247 0.0140 8.75 2.13
Lo(obs) 0.9235 0.0527 0.0238 0.0145 9.03 2.21
Likelihood Ratio 0.9398 0.0364 0.0238 0.0063 3.94 1.53
Proposed 0.9481 0.0255 0.0264 0.0009 0.59 1.04
n = 52,
µ = 1,
σ2 = 1,
ρ = −0.5
Lo(exp) 0.9515 0.0274 0.0211 0.0032 1.97 1.30
Lo(obs) 0.9518 0.0274 0.0208 0.0033 2.06 1.32
Likelihood Ratio 0.9534 0.0282 0.0184 0.0049 3.06 1.53
Proposed 0.9467 0.0261 0.0272 0.0017 1.03 1.04
n = 52,
µ = −1,
σ2 = 1,
ρ = 0.5
Lo(exp) 0.9216 0.0232 0.0552 0.0160 10.00 2.38
Lo(obs) 0.9225 0.0230 0.0545 0.0158 9.84 2.37
Likelihood Ratio 0.9382 0.0228 0.0390 0.0081 5.06 1.71
Proposed 0.9497 0.0248 0.0255 0.0004 0.22 1.03
n = 52,
µ = −1,
σ2 = 1,
ρ = −0.5
Lo(exp) 0.9531 0.0202 0.0267 0.0033 2.03 1.32
Lo(obs) 0.9528 0.0205 0.0267 0.0031 1.94 1.30
Likelihood Ratio 0.9544 0.0178 0.0278 0.0050 3.13 1.56
Proposed 0.9476 0.0256 0.0268 0.0012 0.75 1.05
n = 26,
µ = 0,
σ2 = 1,
ρ = 0.5
Lo(exp) 0.8769 0.0578 0.0653 0.0366 22.84 1.13
Lo(obs) 0.8780 0.0578 0.0642 0.0360 22.50 1.11
Likelihood Ratio 0.9174 0.0383 0.0443 0.0163 10.19 1.16
VB 0.8690 0.0613 0.0697 0.0405 25.31 1.14
Proposed 0.9462 0.0249 0.0289 0.0020 1.25 1.16
n = 26,
µ = 0,
σ2 = 1,
ρ = −0.5
Lo(exp) 0.9465 0.0278 0.0257 0.0018 1.09 1.08
Lo(obs) 0.9474 0.0274 0.0252 0.0013 0.81 1.09
Likelihood Ratio 0.9443 0.0287 0.0270 0.0029 1.78 1.06
VB 0.9256 0.0383 0.0361 0.0122 7.63 1.06
Proposed 0.9489 0.0258 0.0253 0.0005 0.34 1.02
n = 26,
µ = 1,
σ2 = 1,
ρ = 0.5
Lo(exp) 0.8964 0.0724 0.0312 0.0268 16.75 2.32
Lo(obs) 0.8966 0.0724 0.0310 0.0267 16.69 2.34
Likelihood Ratio 0.9264 0.0476 0.0260 0.0118 7.38 1.83
Proposed 0.9497 0.0256 0.0247 0.0005 0.28 1.04
n = 26,
µ = 1,
σ2 = 1,
ρ = −0.5
Lo(exp) 0.9526 0.0260 0.0214 0.0023 1.44 1.21
Lo(obs) 0.9533 0.0264 0.0203 0.0031 1.91 1.30
Likelihood Ratio 0.9568 0.0260 0.0172 0.0044 2.75 1.51
Proposed 0.9496 0.0243 0.0261 0.0009 0.56 1.07
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Figure 4.1: The Effect of Sample Size on AB/ER under AR(1) Return (Up:
ρ = −0.5; Down: ρ = 0.5 )
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2. Figure (4.2) also shows the results of reference group performs worse
when ρ = 0.5 than the case when ρ = −0.5, and this can be illustrated
clearer at Figure (4.3). Figure (4.3) recorded the results of simula-
tion where 10,000 random samples are generated, each having a sam-
ple size of 26 from a AR(1) process with parameters (ρ, µ, σ2) being
(ρ, 0, 1). ρ is taking a list of values from -0.9 to +0.9. We can conclude
that, different from other compared method, our proposed method is
doing constantly well over the whole region of ρ ∈ (−1, 1).
4.3 Examples for One Sample Sharpe Ratio
under AR(1) Return
In this subsection, we will provide empirical examples for inference on
Sharpe ratio under AR(1) return. The data used are listed at Table (4.2)
and are coming from David Ruppert(2004, page113). The 40 sample series
represent the daily closing prices and returns for GE common stock on the
January 2000 and February 2000.6 Our proposed likelihood methodology is
based on returns which follows an autoregressive process of order one, and
David Ruppert(2004 page124) had tested the validity of this assumption on
this data set. Finally we will use the average daily return of 3-Month Trea-
sury Bill during the above period as the risk-free rate rf , and their value
are 0.000145712 for January and 0.000152 for February.7
Although a general simulation has been performed at last subsection,
here we do another round of simulation under the setting of our example in
order to validate our statistical inference. By maximum likelihood method,
we obtain the MLE θˆ =
 ρˆµˆ
σˆ2
 =
 0.2802319652−0.0074951041
0.0002741755
 for the January
GE returns. Then, we can mimic the January GE return data with an
simulated AR(1) process with population parameter ρ = 0.2802319652, µ =
−0.0074951041, σ2 = 0.0002741755, rf = 0.000145712 and n = 20. Doing
this in the same way, we can also mimic the February GE return data with
another AR(1) process with ρ = 0.1741995144, µ = −0.0005866871, σ2 =
0.0002432038, rf = 0.000152 and n = 20. 90%, 95%, and 99% confidence
intervals for the Sharpe ratio were obtained for each sample. Table (4.3)
and Table (4.4) report the results from 10000 simulations for the January
and February returns, respectively. From these results tables it is clear
that, again, our proposed method outperforms the other methods based on
the criteria we examined.
6It is only a part of the data set of David Ruppert (2004) who make use of a larger sample
for GE from December 1999 to December 2000
7Source: Board of Governors of the Federal Reserve System (US), 3-Month Treasury Bill:
Secondary Market Rate [DTB3], retrieved from FRED, Federal Reserve Bank of St. Louis
https://research.stlouisfed.org/fred2/series/DTB3, May 3, 2016.
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Figure 4.2: The Central Effect on AB/ER (Up: ρ = −0.5; Down: ρ = 0.5 )
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Figure 4.3: The Effect of ρ on AB/ER when ψ = 0
Table 4.2: GE daily closing prices and daily return
Date Closing prices Return Date Closing prices Return
1/3/2000 50.4792 -0.02143497 2/1/2000 45.1667 0.007408923
1/4/2000 48.6771 -0.036352677 2/2/2000 45.2812 0.002531846
1/5/2000 48.2604 -0.008597345 2/3/2000 45.8438 0.012348031
1/6/2000 48.2604 0 2/4/2000 47.2708 0.030652803
1/7/2000 49.3854 0.023043485 2/7/2000 46.2708 -0.021381676
1/10/2000 50.8646 0.029512366 2/8/2000 45.8229 -0.009727126
1/11/2000 50.5521 -0.006162713 2/9/2000 45.2917 -0.011660173
1/12/2000 50.6354 0.001646449 2/10/2000 45.0104 -0.006230219
1/13/2000 51.3229 0.01348611 2/11/2000 45.1458 0.003003678
1/14/2000 50.6979 -0.012252557 2/14/2000 44.9167 -0.005087589
1/18/2000 49.3958 -0.026019089 2/15/2000 45.4896 0.012674065
1/19/2000 49.5312 0.002737374 2/16/2000 45.2188 -0.005970799
1/20/2000 48.7292 -0.016324334 2/17/2000 44.2708 -0.021187612
1/21/2000 48.6979 -0.000642532 2/18/2000 42.8125 -0.033495201
1/24/2000 47.0625 -0.034159402 2/22/2000 42.5104 -0.007081364
1/25/2000 46.2292 -0.017864872 2/23/2000 43.5521 0.024209171
1/26/2000 46.8438 0.01320703 2/24/2000 43.1667 -0.008888558
1/27/2000 46.4688 -0.008037543 2/25/2000 42.7708 -0.009213738
1/28/2000 45.6875 -0.016956382 2/28/2000 43.0417 0.006313786
1/31/2000 44.8333 -0.018873571 2/29/2000 44.0208 0.022492836
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Table 4.3: Simulation Result for Sharpe Ratio under AR(1) January GE
Return
CI Method CP LE UE AB AB/SE SY
95%
Lo(exp) 0.9402 0.0108 0.0490 0.0191 11.94 4.54
Lo(obs) 0.9404 0.0108 0.0488 0.0190 11.88 4.52
Likelihood Ratio 0.9471 0.0117 0.0412 0.0148 9.22 3.52
Proposed 0.9494 0.0270 0.0236 0.0017 1.06 1.14
90%
Lo(exp) 0.8800 0.0254 0.0946 0.0346 15.73 3.72
Lo(obs) 0.8807 0.0244 0.0949 0.0353 16.02 3.89
Likelihood Ratio 0.8864 0.0259 0.0877 0.0309 14.05 3.39
Proposed 0.8965 0.0508 0.0527 0.0017 0.80 1.04
99%
Lo(exp) 0.9884 0.0020 0.0096 0.0038 5.43 4.80
Lo(obs) 0.9888 0.0018 0.0094 0.0038 5.43 5.22
Likelihood Ratio 0.9908 0.0021 0.0071 0.0025 3.57 3.38
Proposed 0.9910 0.0058 0.0032 0.0013 1.86 1.81
Table 4.4: Simulation Result for Sharpe Ratio under AR(1) February GE
Return
Setting Method CP LE UE AB AB/SE SY
95%
Lo(exp) 0.9480 0.0142 0.0378 0.0118 7.38 2.66
Lo(obs) 0.9488 0.0139 0.0373 0.0117 7.31 2.68
Likelihood Ratio 0.9532 0.0135 0.0333 0.0099 6.19 2.47
Proposed 0.9545 0.0269 0.0186 0.0042 2.59 1.45
90%
Lo(exp) 0.8941 0.0281 0.0778 0.0249 11.30 2.77
Lo(obs) 0.8945 0.0277 0.0778 0.0251 11.39 2.81
Likelihood Ratio 0.8996 0.0271 0.0733 0.0231 10.50 2.70
Proposed 0.9035 0.0526 0.0439 0.0044 1.98 1.20
99%
Lo(exp) 0.9908 0.0032 0.0060 0.0014 2.00 1.88
Lo(obs) 0.9911 0.0028 0.0061 0.0017 2.36 2.18
Likelihood Ratio 0.9930 0.0022 0.0048 0.0015 2.14 2.18
Proposed 0.9907 0.0074 0.0019 0.0028 3.93 3.89
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Our first application focuses on confidence intervals for Sharpe ratio.
Table (4.5) reports 95% confidence intervals for Sharpe ratio separately for
the January GE returns and February GE return. We can find that the con-
fidence intervals obtained from the five methods produce different results
and our proposed method should give more accurate confidence interval
compared with the reference methodology. This is because, theoretically,
the proposed method has third-order accuracy whereas the remaining three
methods do not and this fact is also borne out in the simulations.
The p-value functions calculated from each methods are plotted in Fig-
ures (4.4). These significance functions can be used to obtain p-values for
specific hypothesized values of the Sharpe ratio, which are shown in Table
(4.6) and (4.7). We can see that the p-values vary across the methods and
people can result in different conclusions from the application of difference
methods. For example, for GE January return data, we want to test:
H0 : SR ≤ 0 versus H1 : SR > 0
The corresponding p-values for our proposed method is 0.1028, which can
not reject the null at 90% significance level, while all the other methods
reject the null at 90% significance level. As we are typically interested in
tail probabilities which tend to be very small, it is important to estimate
such probabilities with precision, and our proposed method is believable to
give more convincing value.
4.4 Likelihood Methodology for Two Indepen-
dent Sample Comparison of Sharpe Ratio
under AR(1) Return
Suppose one is interested in testing hypotheses concerning the comparison
of Sharpe ratio of two independent funds 1 and 2. For instance, one may
be interested in testing the null hypothesis SR1 ≥ SR2 against SR1 < SR2;
or, testing the null SR1 = SR2 against the alternative hypothesis SR1 6=
SR2. In fact, this is more useful and practical to know, because in most
applicable conditions people need to identify their preferable investment
from two or more available strategies at hand. In this subsection we apply
the third order methodology introduced in Chapter 2 to test the difference
of Sharpe ratio of independent funds 1 and 2 when the underlying returns
are following autoregressive process of order one.
Consider two independent funds’ log-returns, r1 and r2. They are follow-
ing two separate stationary AR(1) process.
149
Table 4.5: 95% Confidence Intervals for Sharpe Ratio under January and
February GE Return
Method CI for SR of January GE Returns CI for SR of February GE Returns
Lo(exp) (-1.0352, 0.1492) (-0.5640, 0.4707)
Lo(obs) (-1.0326, 0.1467) (-0.5683, 0.4750)
Likelihood Ratio (-1.0748, 0.2044) (-0.5868, 0.5573)
Proposed (-1.0690, 0.2801) (-0.6043, 0.5953)
Table 4.6: p-values for Sharpe Ratio under AR(1) GE January Return
ψ -1.2 -1.1 -1 -0.9 -0.8 -0.5 -0.3 -0.1
Lo(exp) 0.9939 0.9852 0.9674 0.9348 0.8813 0.5749 0.3181 0.1282
Lo(obs) 0.9941 0.9855 0.9680 0.9356 0.8823 0.5752 0.3173 0.1271
Likelihood Ratio 0.9890 0.9787 0.9600 0.9279 0.8763 0.5751 0.3180 0.1335
Proposed 0.9890 0.9793 0.9621 0.9327 0.8856 0.6059 0.3554 0.1631
ψ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Lo(exp) 0.0713 0.0362 0.0167 0.0070 0.0026 0.0009 0.0003 0.0001
Lo(obs) 0.0705 0.0356 0.0163 0.0068 0.0025 0.0009 0.0003 0.0001
Likelihood Ratio 0.0796 0.0457 0.0257 0.0143 0.0080 0.0045 0.0026 0.0016
Proposed 0.1028 0.0628 0.0377 0.0226 0.0137 0.0084 0.0054 0.0036
Table 4.7: p-values for Sharpe Ratio under AR(1) GE February Return
ψ -0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1
Lo(exp) 0.9978 0.9933 0.9820 0.9570 0.9096 0.8314 0.7194 0.5801
Lo(obs) 0.9977 0.9929 0.9812 0.9557 0.9078 0.8294 0.7177 0.5794
Likelihood Ratio 0.9953 0.9896 0.9774 0.9527 0.9069 0.8307 0.7194 0.5798
Proposed 0.9941 0.9876 0.9742 0.9481 0.9009 0.8243 0.7145 0.5790
ψ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Lo(exp) 0.4299 0.2893 0.1751 0.0946 0.0453 0.0192 0.0072 0.0023
Lo(obs) 0.4304 0.2908 0.1771 0.0964 0.0467 0.0200 0.0076 0.0025
Likelihood Ratio 0.4308 0.2950 0.1875 0.1121 0.0640 0.0354 0.0193 0.0104
Proposed 0.4351 0.3032 0.1978 0.1223 0.0728 0.0423 0.0244 0.0141
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Figure 4.4: p-value function for Sharpe Ratio (Up: January; Down: Febru-
ary)
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r1(2) = µ1(2) · 11(2) + σ1(2) · 1(2) = µ1(2)
 1...
1
+ σ1(2)
 1(2),1...
1(2),T1(T2)
 ,
1(2) ∼ N
0,Ω1(2) =
 ρ|i−j|1(2)
1− ρ21(2)

ij

or σ1(2)1(2) ∼ N
0,Σ1(2) = σ21(2) ·Ω1(2) =
σ21(2)ρ|i−j|1(2)
1− ρ21(2)

ij

The inverse matrix of Ω1(2), its Cholesky decomposition and its derivative
matrix are all same as the results in last subsection.
Since our interest is to test the difference in Sharpe ratio, the parameter
of interest ψ and its first order derivative are then defined as follows:
ψ (θ) = ψ

ρ1
µ1
σ21
ρ2
µ2
σ22
 =
µ1 − µf1√
σ21
1−ρ21
− µ2 − µf2√
σ22
1−ρ22
,
ψθ′ (θ) =
(
ψρ1 (θ) , ψµ1 (θ) , ψσ21 (θ) , ψρ2 (θ) , ψµ2 (θ) , ψσ22 (θ)
)
.
For fund 1 (or 2), its individual log likelihood function is
l1(2) = a−
n1(2)
2
log σ21(2) +
1
2
log
(
1− ρ21(2)
)
− 1
2σ21(2)
(
r1(2) − µ1(2) · 11(2)
)′
A1(2)
(
r1(2) − µ1(2) · 11(2)
)
Then, the unrestricted maximum likelihood estimation maximizes the like-
lihood of both funds’ sample or the joint log likelihood function l (θ):
l(θ) = l1 + l2 =
a+ b− n1
2
log σ21 +
1
2
log
(
1− ρ21
)− 1
2σ21
(r1 − µ1 · 11)′A1 (r1 − µ1 · 11)
− n2
2
log σ22 +
1
2
log
(
1− ρ22
)− 1
2σ22
(r2 − µ2 · 12)′A2 (r2 − µ2 · 12) . (4.4.1)
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Since the two funds are independent, the overall unrestricted MLE actually
is the combination of separate unrestricted MLE. That is, if ρˆ1, µˆ1, σˆ21 is the
unrestricted MLE for `1, in addition, ρˆ2, µˆ2, σˆ22 is the unrestricted MLE for
`2, then the unrestricted MLE for ` (θ) is
θˆ =

ρˆ1
µˆ1
σˆ21
ρˆ2
µˆ2
σˆ22
 .
Given this information about the overall maximum likelihood estimate, we
can obtain other important variable for future use, such as the estimated
parameter of interest ψˆ = µˆ1−µf1√
σˆ21
1−ρˆ21
− µˆ2−µf2√
σˆ22
1−ρˆ22
, the estimated unrestricted like-
lihood function `
(
θˆ
)
. Also, because of the independence of samples, the
observed information matrix evaluated at θˆ can be obtained by augment-
ing the individual observed information matrix. In particular, if j1 is the
observed information matrix for `1 and j2 is the observed information ma-
trix for `2, then we can obtain the following 8
jθθ′(θˆ) =
(
j1 0
0 j2
)
=
−

`ρ1ρ1
(
θˆ
)
`ρ1µ1
(
θˆ
)
`ρ1σ21
(
θˆ
)
`µ1ρ1
(
θˆ
)
lµ1µ1(θˆ) lµ1σ21 (θˆ)
`σ21ρ1
(
θˆ
)
lσ21µ1(θˆ) lσ21σ21 (θˆ)
0
0
`ρ2ρ2
(
θˆ
)
`ρ2µ2
(
θˆ
)
`ρ2σ22
(
θˆ
)
`µ2ρ2
(
θˆ
)
lµ2µ2(θˆ) lµ2σ22 (θˆ)
`σ22ρ2
(
θˆ
)
lσ22µ2(θˆ) lσ22σ22 (θˆ)

.
After processing unconstrained MLE, we start to derive the constrained
MLE. The log-likelihood function ` (θ) must be maximized with respect to
ρ1, µ1, σ21 ,ρ2, µ2, σ22 while holding ψ fixed and this process can be managed
by the Lagrange multiplier method (see (2.3.7)). The Lagrangian function
is given at (4.4.2) and its first order derivatives are listed from (4.4.3) to
(4.4.9).
8We can actually obtain the expected Fisher full information matrix. Theoretically, the
application of expected Fisher full information matrix instead of the observed information
matrix evaluated at θˆ should increase the accuracy of our method, but since the improvement
is not quite significant when we put into simulation, in our paper we will still use the observed
information for our proposed method.
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H(θ, α) = l(θ) + α(ψ(θ)− ψ) = l(θ) + α(µ1 − µf1√
σ21
1−ρ21
− µ2 − µf2√
σ22
1−ρ22
− ψ) , (4.4.2)
Hρ1(θ, α) = lρ1(θ) + αψρ1 (θ) , (4.4.3)
Hµ1(θ, α) = lµ1(θ) + αψµ1 (θ) , (4.4.4)
Hσ21 (θ, α) = lσ21 (θ) + αψσ21 (θ) , (4.4.5)
Hρ2(θ, α) = lρ2(θ) + αψρ2 (θ) , (4.4.6)
Hµ2(θ, α) = lµ2(θ) + αψµ2 (θ) , (4.4.7)
Hσ22 (θ, α) = lσ22 (θ) + αψσ22 (θ) , (4.4.8)
Hα(θ, α) =
µ1 − µf1√
σ21
1−ρ21
− µ2 − µf2√
σ22
1−ρ22
− ψ . (4.4.9)
Solving first order derivatives, from (4.4.3) to (4.4.9) equal to zero, we obtain
the restricted maximum likelihood estimator, θˆ
′
ψ = (ρ˜1, µ˜1, σ˜
2
1 , ρ˜2, µ˜2, σ˜
2
2).
Notice that this process involves seven unknown variables- six constrained
MLE θˆ
′
ψ = (ρ˜1, µ˜1, σ˜
2
1 , ρ˜2, µ˜2, σ˜
2
2) plus the estimated Lagrange estimator αˆ
and these seven are being solved by a nonlinear system of seven equations.
Unfortunately, we cannot obtain closed form analytical solutions, however,
numerical solutions can be got by implementing Newton’s Method (Richard
L. Burden and J. Douglas Faires, 2012) with the starting values of itera-
tion being unconstrained MLE θˆ
′
= (ρˆ1, µˆ1, σˆ
2
1 , ρˆ2, µˆ2, σˆ
2
2). After that, the
tilted log-likelihood function can be obtained by replacing α by αˆ on the La-
grangian function. Thus, we can also obtain the estimated restricted like-
lihood function, l(θˆψ), the tilted observed information matrix evaluated at
θˆψ, j˜θθ′(θˆψ) = −∂
2 j˜(θ)
∂θ∂θ′ |θ=θˆψ= jθθ′(θˆψ)− αˆψθθ′
(
θˆψ
)
and its inverse j˜−1θθ′(θˆψ).
Like one sample case, here the general canonical parameter for AR(1)
is not available and we try to obtain a locally defined canonical parameter
by the method of (2.6.15) and (2.6.16). First we need to organize our two
independent AR(1) processes into a unified one.
r =
(
r1
r2
)
=
(
µ1 · 11
µ2 · 12
)
+
(
σ1 · 1
σ2 · 2
)
∼ N
((
µ1 · 11
µ2 · 12
)
,
(
Σ1 0
0 Σ2
))
.
Therefore, the pivotal quantity z for this problem is specified as the vector
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of independent standard normal deviates:
z =
(
Σ1 0
0 Σ2
)− 12
·
(
r1 − µ1 · 11
r2 − µ2 · 12
)
=
(
L1
σ1
0
0 L2σ2
)
·
(
r1 − µ1 · 11
r2 − µ2 · 12
)
=
(
L1(r1−µ1·11)
σ
L2(r2−µ2·12)
σ2
)
.
This choice of pivotal quantity coincides with the standard quantity used
to estimate the parameters of an AR(1) model in the literature (see for
example Hamilton (1994)). Then, the ancillary direction array V can be
constructed from (2.6.16)
V = −
(
∂z
∂r′
)−1
∂z
∂θ′
∣∣∣∣
θˆ
= −
(
L1
σ1
0
0 L2σ2
)−1
·
(
∂z
∂ρ1
∂z
∂µ1
∂z
∂σ21
0
0 ∂z∂ρ2
∂z
∂µ2
∂z
∂σ22
)∣∣∣∣
θˆ
=
(
V1 0
0 V2
)
.
where V1 =
(
−Lˆ−11 Lˆρ1 (r1 − µˆ1 · 11) 11 r1−µˆ1·112σˆ21
)
as well as matrix V2 =(
−Lˆ−12 Lˆρ2 (r2 − µˆ2 · 12) 12 r2−µˆ2·122σˆ22
)
. Note that V is a matrix of sample
return r and it is not related to θ. Finally, the new locally defined canon-
ical parameter at the data r can be obtained by (2.6.15), given that the
sample space gradient of the likelihood evaluated at the data is ∂∂r′ ` (θ) =(
− 1
σ21
(r1 − µ1 · 11)′A1, − 1σ22 (r2 − µ2 · 12)
′
A2
)
.
ϕ′ (θ) =
(
ϕ1 (θ) ϕ2 (θ) ϕ3 (θ) ϕ4 (θ) ϕ5 (θ) ϕ6 (θ)
)
=
∂
∂r′
` (θ) ·V
=
(
− 1
σ21
(r1 − µ1 · 11)′A1 ·V1,− 1
σ22
(r2 − µ2 · 12)′A2 ·V2
)
,
Or ϕ (θ) =

ϕ1 (θ)
ϕ2 (θ)
ϕ3 (θ)
ϕ4 (θ)
ϕ5 (θ)
ϕ6 (θ)
 = V
′ · ∂∂r` (θ). The first order derivative of canon-
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ical parameter is
ϕθ′ (θ) = V
′ ·
(
∂2
∂r∂θ′
` (θ)
)
= V′ ·
(
∂2`(θ)
∂r∂ρ1
∂2`(θ)
∂r∂µ1
∂2`(θ)
∂r∂σ21
∂2`(θ)
∂r∂ρ2
∂2`(θ)
∂r∂µ2
∂2`(θ)
∂r∂σ22
)
=
(
V′1 0
0 V′2
)
· ∂2`(θ)∂r1∂ρ1 ∂2`(θ)∂r1∂µ1 ∂2`(θ)∂r1∂σ21 0
0 ∂
2`(θ)
∂r2∂ρ2
∂2`(θ)
∂r2∂µ2
∂2`(θ)
∂r2∂σ22
 ,
where ∂
2`(θ)
∂r1(2)∂ρ1(2)
= − 1
σ2
1(2)
Aρ1(2)
(
r1(2) − µ1(2) · 11(2)
)
, and also ∂
2`(θ)
∂r1(2)∂µ1(2)
=
1
σ2
1(2)
A1(2)11(2), and
∂2`(θ)
∂r1(2)∂σ
2
1(2)
= 1
σ4
1(2)
A1(2)
(
r1(2) − µ1(2) · 11(2)
)
. Before we
precede, please note the dimension reduction here: the dimension is re-
duced from n1 + n2 (the dimension of r) to 6 (the dimension of the param-
eter θ evidenced from the expression for ϕ (θ)) 9. To further reduce the
dimension of the problem from 6 to the dimension of the parameter of in-
teresting ψ, the calculation of newly calibrated parameter χ (θ) which in
turn involves the parameter vector ϕ (θ) as well as the constrained MLE
θˆψ is required.
With the above information, the signed log-likelihood ratio statistic R
can be constructed from (2.3.15), the newly calibrated parameter χ can be
calculated from (2.6.17), the modified maximum likelihood departure mea-
sure Q can be obtained from (2.6.18) and (2.6.19), and finally, the proposed
third order likelihood approximation Barndorff-Nielsen method R? can be
obtained from (2.6.13). A centered (1− α) × 100% confidence interval for ψ
can be obtained by solving P
(|R∗| < zα/2) = 1−α where zα is the α quartile
of the standard normal distribution, or calculating
(
min
{
p−1
(α
2
)
, p−1
(
1− α
2
)}
,max
{
p−1
(α
2
)
, p−1
(
1− α
2
)})
. (4.4.10)
9The dimension of important variables are z(n1+n2)×1, V(n1+n2)×6,
∂`(θ)
∂r′ 1×(n1+n2),
ϕ′ (θ)1×6,
∂2`(θ)
∂r∂θ′ (n1+n2)×6.
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4.5 Simulations for Two Independent Sample
Comparison of Sharpe Ratio under AR(1)
Return
4.5.1 Reference Group of Existing Methodology
In order to illustrate the exceptional accuracy of our proposed method, we
construct the followings as our reference group of methodology. These ex-
isting methodology correspond to the methods in section (3.1.2.1).
1.Suppose we have two samples 1 and 2 that are independent with each
other. According to Lo (2002), each sample will have its own Sharpe ra-
tio’s asymptotic distribution as (4.2.1). Therefore, the distribution of the
difference of two estimated Sharpe ratio will be
ŜR1 − ŜR2 = ψ
(
θˆ
)
d→ N
(
ψ (θ) ,(
∂ψ1 (θ1)
∂θ1
∣∣∣∣∣
θˆ1
)′
I−11 (θ1)
∂ψ1 (θ1)
∂θ1
∣∣∣∣∣
θˆ1
+
(
∂ψ2 (θ2)
∂θ2
∣∣∣∣∣
θˆ2
)′
I−12 (θ2)
∂ψ2 (θ2)
∂θ2
∣∣∣∣∣
θˆ2
)
;
2. Like (4.2.2), we can replace the Fisher expected information matrix
from the result above with the observed information matrix evaluated at θˆ:
ŜR1 − ŜR2 = ψ
(
θˆ
)
d→ N
(
ψ (θ) ,(
∂ψ1 (θ1)
∂θ1
∣∣∣∣∣
θˆ1
)′
j−11 (θ1)
∂ψ1 (θ1)
∂θ1
∣∣∣∣∣
θˆ1
+
(
∂ψ2 (θ2)
∂θ2
∣∣∣∣∣
θˆ2
)′
j−12 (θ2)
∂ψ2 (θ2)
∂θ2
∣∣∣∣∣
θˆ2
)
;
3. The signed log-likelihood ratio statistic in (2.3.15):
R(ψ) = sgn(ψˆ − ψ)
√
2(l(θˆ)− l(θˆψ)) .
Results 1, 2 and 3 are all first order approximation O(n− 12 ), while our
proposed likelihood method is third order approximation O(n− 32 ), indicat-
ing that theoretically our proposed likelihood method is more valid and ac-
curate than the above members in reference group.
4. In addition, a permissive derivative of Van Belle (2002)’s special rule
of thumb, under µ = rf , is
ŜR1 − ŜR2 d→ N
(
0,
1
n1
1 + ρ1
1− ρ1 +
1
n2
1 + ρ2
1− ρ2
)
.
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Since this rule of thumb does not contain any theoretical background, thus
our numerical study of next round can illustrate its accuracy.
4.5.2 Numerical Study
In this part we provide a simulation study to assess the performance of our
third order likelihood method relative to the existing methodology in refer-
ence group. For some combinations of n1, n2 = 20, 30, µ = −1, 0, 1, σ2 = 1,
ρ = −0.2, 0.7 and rf = 0, ten thousand Monte Carlo replications are per-
formed. And for each generated sample, the 95% confidence interval for
the difference of Sharpe ratio is calculated. The performance of a method
is judged using the same criteria 1-6 in (3.1.2.2). The simulated coverage
probabilities, coverage error, upper and lower error probabilities and av-
erage biases and degree of symmetry are recorded in Table(4.8). We can
conclude from the simulation that the proposed modified signed log likeli-
hood ratio method gives excellent results and outperforms the other four
methods based on the criteria we examined. We also have record of all the
other simulation results besides our setting on the parameter and they all
show the same excellent results of our proposed methods.
The analysis is very much similar with the analysis in (4.2). In particu-
lar, the performance of the methodology in the reference group are not sat-
isfactory. Both of the Lo’s methods with expected information and with ob-
served information share very similar simulation result; besides method of
Van Belle outputs worse results than Lo’s method. In addition, Van Belle’s
method only functions when µ = rf , therefore this method is very limited.
In general, our proposed method performed extremely well in the criteria
considered in this section.
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Table 4.8: Simulation Result for Difference of Sharpe Ratio under AR(1)
Return
Setting Method CP LE UE AB AB/ER SY
n1 = 20, ρ1 = −0.2,
n2 = 30,ρ2 = 0.7.
µ1 = µ2 = 0;
σ21 = σ
2
2 = 1.
Lo(exp) 0.8744 0.0640 0.0616 0.0378 23.63 1.04
Lo(obs) 0.8759 0.0630 0.0611 0.0371 23.16 1.03
Likelihood Ratio 0.9129 0.0450 0.0421 0.0186 11.59 1.07
VB 0.8683 0.0670 0.0647 0.0409 25.53 1.04
Proposed 0.9479 0.0278 0.0243 0.0018 1.09 1.14
n1 = 20, ρ1 = 0.7,
n2 = 30,ρ2 = 0.7.
µ1 = µ2 = 0;
σ21 = σ
2
2 = 1.
Lo(exp) 0.8443 0.0783 0.0774 0.0529 33.03 1.01
Lo(obs) 0.8471 0.0767 0.0762 0.0515 32.16 1.01
Likelihood Ratio 0.8893 0.0543 0.0564 0.0304 18.97 1.04
VB 0.8436 0.0793 0.0771 0.0532 33.25 1.03
Proposed 0.9494 0.0248 0.0258 0.0005 0.31 1.04
n1 = 20, ρ1 = −0.2,
n2 = 30,ρ2 = 0.7.
µ1 = −1,µ2 = 0;
σ21 = σ
2
2 = 1.
Lo(exp) 0.8935 0.0462 0.0603 0.0283 17.66 1.31
Lo(obs) 0.8955 0.0451 0.0594 0.0273 17.03 1.32
Likelihood Ratio 0.9225 0.0326 0.0449 0.0138 8.59 1.38
Proposed 0.9530 0.0252 0.0218 0.0017 1.06 1.16
n1 = 20, ρ1 = 0.7,
n2 = 30,ρ2 = 0.7.
µ1 = −1,µ2 = 0;
σ21 = σ
2
2 = 1.
Lo(exp) 0.8483 0.0485 0.1032 0.0509 31.78 2.13
Lo(obs) 0.8516 0.0473 0.1011 0.0492 30.75 2.14
Likelihood Ratio 0.8901 0.0387 0.0712 0.0300 18.72 1.84
Proposed 0.9473 0.0235 0.0292 0.0029 1.78 1.24
n1 = 20, ρ1 = −0.2,
n2 = 30,ρ2 = 0.7.
µ1 = 0,µ2 = 1;
σ21 = σ
2
2 = 1.
Lo(exp) 0.8707 0.0394 0.0899 0.0397 24.78 2.28
Lo(obs) 0.8720 0.0386 0.0894 0.0390 24.38 2.32
Likelihood Ratio 0.9144 0.0312 0.0544 0.0178 11.13 1.74
Proposed 0.9499 0.0258 0.0243 0.0008 0.47 1.06
n1 = 20, ρ1 = −0.2,
n2 = 20,ρ2 = 0.7.
µ1 = µ2 = 0;
σ21 = σ
2
2 = 1.
Lo(exp) 0.8377 0.0811 0.0812 0.0562 35.09 1.00
Lo(obs) 0.8407 0.0799 0.0794 0.0547 34.16 1.01
Likelihood Ratio 0.8937 0.0529 0.0534 0.0282 17.59 1.01
VB 0.8264 0.0861 0.0875 0.0618 38.63 1.02
Proposed 0.9491 0.0247 0.0262 0.0008 0.47 1.06
n1 = 20, ρ1 = 0.7,
n2 = 20,ρ2 = 0.7.
µ1 = µ2 = 0;
σ21 = σ
2
2 = 1.
Lo(exp) 0.8264 0.0858 0.0878 0.0618 38.63 1.02
Lo(obs) 0.8330 0.0817 0.0853 0.0585 36.56 1.04
Likelihood Ratio 0.8790 0.0594 0.0616 0.0355 22.19 1.04
VB 0.8276 0.0854 0.0870 0.0612 38.25 1.02
Proposed 0.9502 0.0239 0.0259 0.0010 0.62 1.08
n1 = 20, ρ1 = −0.2,
n2 = 20,ρ2 = 0.7.
µ1 = −1,µ2 = 0;
σ21 = σ
2
2 = 1.
Lo(exp) 0.8570 0.0651 0.0779 0.0465 29.06 1.20
Lo(obs) 0.8597 0.0637 0.0766 0.0452 28.22 1.20
Likelihood Ratio 0.9004 0.0429 0.0567 0.0248 15.50 1.32
Proposed 0.9495 0.0272 0.0233 0.0020 1.22 1.17
n1 = 20, ρ1 = 0.7,
n2 = 20,ρ2 = 0.7.
µ1 = −1,µ2 = 0;
σ21 = σ
2
2 = 1.
Lo(exp) 0.8303 0.0616 0.1081 0.0599 37.41 1.75
Lo(obs) 0.8352 0.0592 0.1056 0.0574 35.88 1.78
Likelihood Ratio 0.8782 0.0474 0.0744 0.0359 22.44 1.57
Proposed 0.9480 0.0248 0.0272 0.0012 0.75 1.10
n1 = 20, ρ1 = −0.2,
n2 = 20,ρ2 = 0.7.
µ1 = 0,µ2 = 1;
σ21 = σ
2
2 = 1.
Lo(exp) 0.8416 0.0487 0.1097 0.0542 33.88 2.25
Lo(obs) 0.8445 0.0477 0.1078 0.0528 32.97 2.26
Likelihood Ratio 0.8994 0.0355 0.0651 0.0253 15.81 1.83
Proposed 0.9511 0.0241 0.0248 0.0006 0.34 1.03
159
Chapter 5
Discussion and Future
Work
Throughout this dissertation, we applied third-order likelihood-based asymp-
totic methods to provide statistical inference for a widely applied risk-adjusted
return measures Sharpe ratio. There are mainly two scenarios where our
methods can make great use of:
1. Limited Sample Size: Ideally, to mitigate various data biases, the
larger the data set, the better the estimation would be. However, it is
not only financial costly for researches to acquire data from data ven-
dors, the existing databases are largely overlapped. In addition, data
vendors do not provide information in a uniformed way. So it would be
time consuming for researches to clean up the data even when acquir-
ing larger data set is possible. In this condition, our proposed methods
is more reliable because they are shown to be extremely accurate even
when the sample size is small.
2. Time Aggregation Data: As pointed by Lo(2002), in many applications
it is necessary to convert Sharpe ratio estimates from one frequency to
another, however, the aggregation process may create a mis-specified
manner, especially for non-IID returns. Thus, for example, we take
yearly data for comparison, and the available sample size may be very
small and our proposed method may be very useful.
The following highlight some possible future researches for the next few
years.
• We can compare the general third order likelihood approach with the
non-parametric Bootstrap method.
• All the current research is done in the frequentists’ context as all the
parameters are assumed to be unknown but fixed. It is also rea-
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sonable to assume that the parameters have certain prior distribu-
tion. However, due to the stationary condition, the prior distributions
should be chosen with caution as the stationary constraints on the pa-
rameters. Therefore, Bayesian approach for both inference and pre-
diction will be taken into consideration in my future research.
• Autoregressive models and moving average models are well-known
time series models with relatively simple structure. Similar research
can be applied to more complex time series model structures, such
as the stationary ARMA model which captures both autoregressive
and moving average trend. Even try to apply generally into ARCH or
GARCH.
• Models with gaussian error structure are widely studied as normal
distribution is a simple and reasonable choice for the error term. Al-
ternative to the normal distribution, the error terms can be assumed
to follow other distributions, such as student-t distribution, Cauchy
distribution. Therefore, similar studies can also be performed for mod-
els with non-Gaussian errors.
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Glossary of Notation
O (·) Order of Convergence
µ Expected Return
σ Standard Deviation
SR Population Sharpe Ratio
rf Risk-free Rate of Return
Pt Price of an Asset at Date t
Rt Net Return
gt Gross Return
rt Log Return
ωt Brownian Motion Process
N(µ, σ2) Normal Distribution with Mean µ and Variance σ2
LN(µ, σ2) Lognormal Distribution with Location µ and Scale σ
Tν (δ) Noncentral T Statistics with Degrees of Freedom ν and
Noncentrality Value δ
χ2ν Chi-square Distribution with Degrees of Freedom ν
t1−α,ν 1− α Quartile of the Central T Distribution with ν Degrees of
Freedom
t1−α,ν(δ) 1− α Quartile of the Noncentral T Distribution
F (·) Cumulative Distribution Function
f (·) Probability Density Function
E [·] Expected Value
Γ (·) Gamma Function
V ar (·) Variance
m′k Uncentered k th Order Raw Moment
mk k th Order Central Moment
αk k th Order Standardized Moment
∇g Gradient of Function g
zα Upper 100α percentile of the Standard Normal Distribution
κn n th Order Cumulant
ψ (θ) Parameter of Interest
I (θ) Expected Fisher Full Information Matrix
j (θ) Observed Fisher Full Information Matrix
Rn Set of Ordered n-Tuples of Real Numbers
dim (·) Dimension
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S (Y ) Sufficient Statistic
η(θ) Natural Parameter
J Jacobian of Transformation
λ (θ) Nuisance Parameter
L (θ) Likelihood Function
` (θ) Log-likelihood Function
s (θ) Score Function
jλλ′ (θ) Observed Nuisance Information Matrix
S (θ) Rao Statistic or Lagrange Multiplier Statistic
q (θ) Wald statistic
R (θ) Signed Log-likelihood Ratio Statistic
˜`(θ) Tilted Log-likelihood Function
α Lagrange Multiplier
θˆψ Constrained MLE
H (θ, α) Lagrangian Function
j˜ (θ) Observed Information Matrix for Tilted Log-likelihood
Function
p (θ) p-value Function
MX (t) Moment Generating Function
CX (t) Central Moment Generating Function
ϕX (t) Characteristic Function
KX (t) Cumulant Generating Function
ρn n th Order Standardized Cumulant
Hn (x) Hermite polynomials
φ (·) The Probability Density Function for Standard Normal
Distribution
ϕ (θ) Canonical Parameter
χ (θ) Scalar Parameter of Interest ψ (θ) in ϕ (θ) Scale
V Ancillary Directions
Q(θ) Standardized Maximum Likelihood Departure in Canonical
Parameter ϕ(θ) scale
CP Proportion of True Sharpe Ratio Falls within 95% Confidence
Interval
LE Proportion of True Sharpe Ratio Falls below the Lower Limit
of 95% Confidence Interval
UE Proportion of the true Sharpe Ratio Falls above the Upper
Limit of 95% Confidence Interval
AB Average Bias Defined as
AB = (|LE − 0.025|+ |UE − 0.025|) /2
SE Standard Error
SY Degree of Symmetry Defined as SY = max
{
LE
UE ,
UE
LE
}
ρ Correlation coefficient (for Two Samples IID case) or
Autocorrelated Coefficient (for AR(1) Structure)
SRl J.S. Sharpe Ratio
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