Abstract-Currently, binary biclustering algorithms are too slow and non-specific to handle biological datasets that have a large number of attributes, which is essential for the computational biology problem of microarray analysis. Specialized computers may be needed to execute an algorithm, and may fail to produce a solution, due to its large resource needs. The biclusters also include too many false positives, the type I error, which hinders biological discovery. We propose an algorithm that can analyze datasets with a large attribute set at different densities, and can operate on a laptop, which makes it accessible to practitioners. EMFP produces biclusters that have a very low Root Mean Squared Error and false positive rate, with very few type II errors. Our binary biclustering algorithm is a hybrid, axis-parallel, pattern-based algorithm that finds multiple, non-overlapping, near-constant, deterministic, binary submatricies, with a variable confidence threshold, and the novel use of local density comparisons versus the standard global threshold. EMFP introduces a new, and intuitive way to calculate internal measures for binary biclustering methods. We also introduce a framework to ease comparison with other algorithms, and compare to both binary and general biclustering algorithms using two real, and 80 synthetic databases.
D
ATA is growing at an astronomical rate. Some fields of science report a hundred to thousand-fold increase in data volume. In physical sciences, physics, and biology, terabyte-sized data sets are common [1] . One reason for the increase in data size is the advances in instrumentation, like high-throughput instruments [2] . Data Science, or Big Data Analytics, is needed to produce knowledge from the immense collections of scientific data.
Methods that analyze high dimensional data are becoming more important, as the size of datasets increase [1] , [2] , [3] , [4] . In 2012, the Obama Administration launched a big data initiative, and six Federal departments and agencies announced more than $200 million in new commitments towards advancing the methods, architecture, and skills needed to make discoveries in large volumes of digital data [5] . The National Science Foundation recognizes this need, per the National Science Foundation Strategic Plan for 2014 through 2018 [6] , and is making an investment in human capital, methods, and infrastructure for data science one of three agency priority goals.
EMFP, a big data algorithm, was born out of the need to extract knowledge from the Ellington Aptamer Database [7] . Aptamers are peptides, or small nucleic acids, that bind strongly and specifically to one target, like a protein, or a small molecule. They have several applications including biosensors that can find targets at very low concentrations, medicine that treats only the specific target area instead of the entire body, thus reducing systemic side-effects, and faster medical tests, to name a few [8] , [9] , [10] . They are similar to anti-bodies, but have several advantages: they are easy to manufacture, do not activate the immune system, and are small enough to get into biological compartments [10] .
The Ellington Aptamer Database has a large number of attributes compared to the number of examples, which is a problem commonly found in bio-medical problems, like micro-array research. The database is a dataset of exemplars that is dwarfed by the field of possibilities it seeks to search. More specifically, we have 304 examples of non-modified, non-inorganic, single-strand DNA aptamers, and the search space for aptamers has roughly 10 15 possibilities, which is equivalent to the number of ants that occupy earth, and the examples may represent the number of ants in a a single colony [11] , [12] . We are motivated to find high quality examples of DNA aptamers, which will be represented by biclusters, to aid in the search for more DNA aptamers, thus driving our need for an efficient, low error biclustering method.
Motivation
Biclustering is one way to analyze this growing set of data. Biclustering finds areas of similarity in high dimensional data. It was introduced in 1972 by Hartigan [13] , but has evolved to analyze data of different types, sizes, and densities, to solve a variety of problems across domains. Biclustering is a local unsupervised learner that may find areas of similarity in datasets where a global unsupervised learner, like clustering, is confounded. Clustering requires that a model is applicable to all attributes in a row, and that every row belongs to a model. Biclustering finds areas of similarity, that consist of a subset of rows and columns, and may not require every row and column to belong to a model, this allows local models to be found [14] , [15] , [16] . Biclustering consists of two tasks that are NP-Complete, subspace search and cluster determination. In order to remain solvable, heuristics must be used [15] . Some other factors that contribute to the difficulty of biclustering include: noise in the data that obscures the signal, the size and density of datasets, and the use of a global density to find biclusters [14] , [15] , [16] , [17] , [18] .
The use of global density thresholds in biclustering algorithms is a problem because of the "curse of dimensionality" [14] , [15] , [19] . As dimensions increase, similarity measures become less meaningful, thus making search algorithms much less effective. A global threshold value affects the size and density of the biclusters, and excludes other biclusters. In order to find larger biclusters, a lower density threshold is needed, and conversely, a higher threshold for smaller biclusters. To find biclusters of varying densities, a local and/or variable threshold is needed within the biclustering algorithm, because interesting subspaces vary in density [15] , [18] , [20] .
Goals and Contributions
The first three goals of this work involve the development of an algorithm, while the fourth and fifth goals seek to improve the comparison of algorithms. The algorithm goals are: 1Þ the development of a non-overlapping, fuzzy, binary biclustering algorithm that uses two features to determine the membership of a bicluster, a comparison of bicluster density to local densities instead of to a global density and 2Þ a variable confidence density threshold. Goal 3Þ is to increase the specificity of the bicluster solution. To meet these three goals, we propose the use of a binomial confidence interval (CI) that indicates if the column average of each column, in a statistically determined cluster, is greater than the average of the entire column. This CI mechanism is placed within multiple loops that reduce the following parameters: CI percentage, rule size, and rule confidence, until all biclusters that meet those parameters are exhausted. The CI is used to prune un-interesting columns within the found clusters; entire biclusters can be removed if they are not different enough from the dataset background. This CI mechanism provides a local density threshold that determines the fitness of biclusters, a variable density threshold [15] , reduces the rate of false positives in the bicluster, and retains the true positives, all while ensuring that the biclusters meet statistical standards for both the column and row dimensions. Another plus of the CI function is that it allows the algorithm to find the most significant biclusters first, but doesn't ignore smaller biclusters in less dense neighborhoods.
Binary bicluster algorithms are at a disadvantage; while an average can be utilized, the spread of constituents cannot be expressed in the same way as in numerical comparisons. Goal 4Þ of this paper is to provide an information rich, internal measurement for binary biclustering algorithms. An internal measure is an indicator of the goodness of the biclusters that does not require external information. We propose the use of a popular machine learning algorithm, that is proven to work well on a variety of variable types. The general purpose learner, Naive Bayes (NB) [22] , will evaluate the biclusters, and indicate the probability of the clusters occurring within their subspace.
Finally, we seek to provide another way to compare the performance of binary biclustering algorithms. Goal 5Þ is to design a framework that allows direct comparison of the biclustering algorithm performances. This framework will reduce the sources of error by reusing components of the proposed binary biclustering algorithm, EMFP. The usefulness of CI pruning can also be investigated using this framework by omitting the CI pruning for one configuration of the competing algorithm, and comparing the solutions that use different pruning parameters.
To demonstrate the utility of the algorithm and framework, tests will be conducted using two real databases [23] , [24] , and one group of 80 synthetic databases [17] . The Ellington Aptamer Database [7] will be used for data discovery. The synthetic databases will provide insight into the performance of our algorithm, and a competitor, on databases of differing sizes, densities, and the ability to find biclusters embedded in noise. The Yeast dataset [24] , [25] will show how the two binary biclustering algorithm solutions compare to other well-known biclustering algorithms.
This work applies to datasets that need a fine-grained, low error analysis of the patterns hidden in the data. These databases may have the irregular form of a large number of attributes, with few observations, which is common in biomedical data. The density of the observations can be sparse or dense. Datasets that have previously been too large, or complex for analysis with other clustering, or biclustering algorithms may find success with this method.
Section 2 discusses binary biclustering, pattern-based biclustering, and general biclustering algorithms. Section 3 describes our algorithm, EMFP, the common characteristics of binary biclustering algorithms, and the proposed comparison framework. Section 4 describes the databases, tests, testing strategy, and the performance measures used to quantify our algorithm. Section 5 shows the results of the tests from the previous section. Section 6 summarizes the paper and findings.
RELATED WORKS
This section describes several biclustering algorithms. They are separated into categories based on their type. The binary algorithms are direct competitors of our proposed algorithm. The general purpose algorithm section provides details of algorithms, some of which will be compared to our algorithms using a well known database. The last section shows how others have used frequent pattern methods to find biclusters. This section cannot cover the breadth of biclustering algorithms, so we refer you to the following surveys [14] , [15] , [16] , [18] , [24] , [26] , [27] , [28] , [29] , [30] , [31] , [32] , [33] .
Binary Algorithms
In 2008, van Uitert et al. [17] , only found two algorithms that were designed for biclustering binary data, Cmnk and Bimax [24] , [34] , defending the need to develop their algorithm BicBin. BicBin was evaluated against the standard algorithm at that time, BiMax [24] , and was found to be more computationally efficient, since BiMax was overcome by the complexity of the dataset [17] .
BiMax [24] is a standard binary biclustering algorithm. It uses a divide and conquer approach to find all biclusters that are not entirely contained within another bicluster. It searches for areas of 0s in the matrix to eliminate from consideration, continuously splitting the space until it finds a matrix of 1s [24] . This algorithm only works on sparse databases [17] .
Cmnk was developed to find "unusually dense patterns in binary (0-1) matrices" [34] . Cmnk uses a random binary column vector to initialize the algorithm. It iteratively searches the matrix for groups of rows and columns that maximize the Binomial Chernoff Bound, and must run several times to find convergent biclusters [34] . It works on sparse databases and is confounded by increasing the density of 1s in the data [17] .
BicBin extends Cmnk, in algorithm and cost function. They use the Upper Binomial Chernoff Bound, with a global database average, as a fitness function to differentiate the proposed bicluster from the background. BicBin uses this value to rank the biclusters, and returns them in descending rank order. It normalizes the multiplicative Chernoff bound exponent using the parameters (a; b). These parameters also influence the shape of the bicluster [17] .
Since 2008, other binary biclustering algorithms have been developed. One these algorithms is BiBit. It converts the binary examples into 4-bit integers, in order to take advantage of native logical operations. The search phase uses logical ANDs of the 4-bit integer words to determine row membership in the biclusters. BiBit starts by comparing the first two rows and records the similarity, then it continues to compare this pattern with other rows, keeping rows that have a minimum number of columns in common with the pattern. It repeats this process until all biclusters with the minimum number of rows are found [35] .
QBB is an algorithm designed for internet data. Like EMFP, it finds fuzzy biclusters by allowing a small percentage of 0s to be present in the bicluster. QBB has a query vector that is compared to all of the rows in the database. If the query vector is missing, a random row may be selected to use in its place [36] .
Binary Matrix Factorization (BMF) is a variant of nonnegative matrix factorization (NMF) [37] . It finds the global optima more often than the greedy strategy derivatives of NMF. BMF uses two binary matrices, instead of the one in NMF, to represent the cluster members. This algorithm requires the number of clusters to be specified before execution.
General Algorithms
Statistical-Algorithmic Method for Bicluster Analysis (SAMBA) [38] is a graph-theoretic algorithm that uses a heuristic to search weighted bipartite graphs. It models gene expression data as a bipartite graph, with two columns of nodes, one that represent genes, and the other for conditions. The weighted edges of the graph represent the gene expression changes in response to the condition. The weight of a graph is the sum of the weights of the edges. The algorithm then finds the heaviest bipartite graphs, which are the most significant biclusters, due to the statistically based weighting scheme. SAMBA executes in polynomial time.
CC, an algorithm developed by Cheng and Church [20] , looks for large constant sub-matrices with a low mean squared residue. They greedily delete rows and columns that have a MSR greater than the threshold, and then add rows and columns with a low MSR that do not increase the matrices' MSR value [15] , [20] , [26] , [28] . The CC algorithm is deterministic, it will output the same biclusters for a matrix, given the same parameters. The CC algorithm has weaknesses, two of which are the number of biclusters must be set in advance, and it cannot handle missing values.
The Order Preserving Submatrix (OPSM) [39] algorithm seeks sub-matrices that have coherent evolutions [15] , where the sub-matrix has cells with values that increase concurrently, but not by a set step-size. It has a greedy bottom-up approach, keeps the best bicluster, then iteratively extends the bicluster, choosing the bicluster with the greatest statistical relevance and row count [15] . It finds only one bicluster, and is deterministic [40] .
The Iterative Signature Algorithm (ISA) [41] was created to find transcription units in bio-medical micro-array data. This algorithm normalizes each row and column to a mean of 0 and variance of 1. After normalization, the rows and columns are placed into a separate matrices, which are used to find biclusters [28] , [41] .
RIn-Close [42] is an exhaustive algorithm family that finds maximal biclusters with constant rows, constant columns, or coherent values. These algorithms are based on a formal concept analysis algorithm (FCA) In-Close2 [43] . RIn-Close is suitable for small to medium datasets, and takes polynomial time per pattern.
Govaert and Nadif [44] , [45] have developed block clustering mixture models that find optimal combinations of row and column sets for large data sets. It uses a Bernoulli mixture model for binary dataset, and Gaussian for continuous datasets. Two of the block clustering mixture models they created are block EM and block CEM.
Another variation of biclustering uses several runs of an algorithm to find the bicluster amidst the noise. Bootstrapping, Bagging and Meta-clustering [46] , [47] are techniques that were used to distinguish the true bicluster among several perturbations. The use of a conglomeration of parameter sets produced better results than a single run.
Pattern-Based Biclustering Algorithms
Pattern-Based Biclustering Algorithms describe patterns of values in a subspace of a database, using frequent patterns or association rules [14] , [15] , [33] , [48] , [49] . EMFP is a Pattern-Based Biclustering algorithm, since it uses the patterns found by FP-Growth, an Association Learner, in its search for biclusters.
DeBi uses the MAFIA algorithm [50] to find frequent item sets. It iteratively reduces the support parameter until a minimum support threshold is reached. Then it filters and merges biclusters by comparing the pattern vector with each row, testing for increased similarity and independence. The similarity of the row to the pattern vector is calculated using the Fisher's Exact Test on the contingency table, and is compared to a global p-value to determine the row's relevance. The negative sum of the log p-values of all the biclusters, by row, is computed and used to optimize the final biclusters by modifying the p-value to find the best normalized negative log sum of the p-values. This optimization requires several repetitions of the DeBi algorithm. [51] .
TD-Close [52] is an association rule learner that finds all frequent closed item sets. Fuzzy C Means iteratively clusters association rules that were produced by Apriori [53] . It seeks to minimize the fuzzy within-group least squares function, and uses Information Gain to assess the quality of the clusters [54] . This biclustering algorithm was developed to solve an inventory problem.
Plasse et al. [55] studies different combinations of association learners and clustering methods. They use Apriori and Eclat with two and ten hierarchical cluster partitions. The association rules are mined from the hierarchical clusters.
BicPAM [49] is a pattern-based biclusterer that exhaustively mines biclusters using a flexible framework. It has three phases of operation: mapping, mining, and closing. The mapping step turns the matrix into a transactional dataset with an optional range support. Like other patternbased biclusters, BicPam relies on frequent itemsets or association rules. The mining is done by "Apriori-based, pattern-growth, or combined approaches" [49] with several known pattern miners, and a variant of FP-Growth as options. The closing phase either extends, merges, or filters the biclusters in order to reduce noise and create biclusters of specific sizes.
While EMFP bears resemblance to some of the algorithms, we do not seek to combine components to create yet another algorithm, but to solve the issues of low specificity, long computational time, and to provide a meaningful internal measure for binary biclustering algorithms. While increasing the speed and specificity, EMFP also added variable confidence thresholds, and a comparison of bicluster averages to local thresholds to prune biclusters [15] . The operations of the algorithms can be examined in Fig. 1 . The exhaustive nature of BiMax, DeBi, and BicPAM are a detriment to efficiency. BicBin relies on the practitioner to provide algorithm parameters, and the looping construct. A biclustering framework is constructed around BicBin in Fig. 1 . Binary Biclustering Algorithms. Three competing algorithms, and EMFP, are described in terms of the basic operations that occur during the algorithm's execution. EMFP, proposed, produces more biclusters per algorithm iteration, and stops execution early based on the outlined topping criteria, instead of exhaustively biclustering. It also uses a frequent pattern algorithm, FP-Growth, that uses fewer resources by limiting the number of candidates that it generates [21] .
order to evaluate its bicluster searching capabilities against EMFP. EMFP has a speed advantage because of FP-Growth, which takes a shortcut in not generating all of the candidates, several logical stopping criteria, and the production of multiple biclusters per iteration.
Internal measures are used to describe biclusters without using external information. They tend to focus on inter and intra-bicluster distance, coverage, repetition, and bicluster averages [32] , [56] , [57] , [58] . While they describe the biclusters density and separation well, much more information is available without using an external measure. Our proposed measure Naive Bayes reveals the likelihood of the biclusters through the classification confusion matrix, which can be converted into quality measures like the F1 measure. These quality measures are more intuitive, and provide a statistical method to compare biclustering algorithms on the same database. NB also has the advantage of working in a subspace, so it do not suffer from dimensionality in the way the distance measures can. In our application, Naive Bayes evaluates the clusters that are produced by Expectation Maximization (EM) in the subspace defined by FP-Growth. In the next section, the algorithm EMFP will be described.
ALGORITHMS
This section introduces the EMFP algorithm and describes its operations. An analysis of similar binary biclustering algorithms is contained in the second section, from which BicBin is chosen as EMFP's competitor. Finally, a framework to facilitate comparison between EMFP and BicBin, as well as other general biclustering algorithms, is outlined below.
EMFP
EMFP uses frequent patterns and probabilistic clustering to identify biclusters. FP-Growth [59] , a frequent pattern algorithm, finds logical rules that are stated in an if-then form. EMFP uses the top twenty rules to define the subspace, by compiling a list of attributes from the rules, and limiting the search for clusters to this subspace. Expectation Maximization Clustering [60] puts rows into groups by calculating the likelihood that they belong in a specific group. EM determines the number of clusters by increasing the number of clusters until the log-likelihood does not increase [61] . These clusters may be pruned in the next step.
Prior to algorithm execution, a confidence interval is found for the average of each column, at each level of assurance, see Fig. 3 , [62] , [63] , [64] , [65] for the equations used to calculate the CIs, and Table 3 for assurance parameters. These CIs determine the value at which a bicluster column average is considered greater than the database's column average.
The confidence interval for the upper bound of the Binomial Distribution is shown in eqn. (1) of Fig. 3 . The confidence interval approximations use a different value for the mean of each column, m n . The Wald Approximation uses eqn. (2), and the Add4 Approximation is eqn. (3) . In the equations, C(m,n) represents the bicluster, m and n are the rows and columns in the bicluster, M is all of the rows in the database, k is the number of ones in the bicluster, and z 1 À 1 2 a is the CDF value from the standard normal distribution for the desired confidence level.
Using the CI of each column average instead of the database average for comparison to the bicluster density, constitutes as a local threshold [15] . This is significant, because the use of global threshold for biclusters is a shortcoming of most biclustering algorithms EMFP finds biclusters in an iterative manner, as shown in Algorithm 1. EMFP starts with the highest confidence interval parameter, and FP-Growth parameters: rule support and confidence. Using these parameters, FP-Growth and EM execute. The biclusters defined by EM are then evaluated using Bayesian statistics through the machine learning algorithm Naive Bayes with a 10-fold Cross Validation [22] . The results from NB are saved and used as an internal evaluation of the quality of the biclusters. The biclusters are then pruned using the columnar CIs. If the column average of a given column in the bicluster is not determined to be statistically greater than the column in the database, the column will be removed from the bicluster. The CI pruning, described in the previous sentence, removes unimportant columns from the bicluster, and effectually removes entire uninteresting biclusters. Once the pruning is complete, the remaining biclusters are masked, so that new biclusters can be found. To mask the biclusters, the value in all cells of the bicluster are changed to 0. Then EMFP searches for another subspace, and continues through the algorithm. The CI and FP-Growth parameters are decreased when a subspace or bicluster cannot be found. The algorithm continues to find biclusters until all CIs, rule support, and confidence sets have been processed. The * marks the lines which differ from the biclustering framework that will be described in the next section.
Characteristics of binary biclustering algorithms were gleaned from the original papers, surveys, and comparison papers. Table 1 describes the objective function, and [7] , while the unaltered BicBin has much more. The low false alarm rate for the pruned BicBin configurations suggest that CI pruning increases the specificity of BicBin. bicluster attributes of several binary biclustering algorithms. The cost function is the measure used to determine cluster membership. The zeros column indicates methods that allow a percentage of 0s in the biclusters. An algorithm that ranks its biclusters will output biclusters in order the of the scores from the cost function. The bic/loop column denotes the number of biclusters produced by one iteration of the algorithm. EMFP is unique in that it produces multiple biclusters per iteration. 
Comparison Framework
BicBin [17] was chosen as a competitor for EMFP, because it is the most similar to EMFP, see Table 1 . Like EMFP, BicBin allows biclusters to contain zeros, outputs the best bicluster first, and has parameters that allow the user to change the general shape of the bicluster.
BicBin is a non-discriminate algorithm that produces one bicluster. It is executed in two ways: standalone and in the framework. The standalone configuration places BicBin into a loop, where the goodness of the biclusters is evaluated by NB, and the biclusters are masked, so that new biclusters can be found. BicBin, in the framework configuration, as seen in Algorithm 2, is very similar to EMFP, but BicBin is used to find the bicluster, not FP and EM. The * marks the lines that differ between EMFP and BicBin within the biclustering framework. BicBin uses the same CI loops, evaluation by NB, CI pruning, and bicluster masking as EMFP. This allows us to easily compare the results of EMFP and BicBin.
Implementation
EMFP and the biclustering framework are written using Weka [61] machine learning routines, Awk, and Bash. Awk is a pattern matching language, and Bash is a Linux Shell Scripting Language. Weka [61] 
EXPERIMENT
The primary objective of this experiment is to compare EMFP to BicBin, and other biclustering algorithms. Secondarily, the bicluster pruning framework, and CI pruning are evaluated. Two approximations of the binomial confidence interval are explored for use in the pruning framework, and the proposed internal performance index is employed. Criteria from two prominent biclustering papers are used to evaluate the objectives, and validate the binary biclustering algorithms. The database types, content, and creation are described, and the measures used to quantify the results are outlined.
Datasets
The datasets used in this experiment are diverse. The experiments use unsupervised and supervised databases, as well as real and synthetic databases. The synthetic database generation is described, and parameters are provided. The two biological databases are used to show the algorithm's utility on real problems.
Supervised databases, in this paper, are datasets that have previously been analyzed. They differ from the labeled databases in Machine Learning, because the labels are not included as an entry in the dataset, but are in a separate file. The supervised dataset undergoes unsupervised learning, just as in machine learning, where you may ignore the classification and learn on the unlabeled dataset. The purpose of supervised databases is to compare the new analysis to a previous one.
In unsupervised databases, the underlying structures or classifications are unidentified. The analysis of unsupervised databases is focused on discovery, specifically the discovery of the underlying structures, and the classifications of objects within the dataset. A supervised database can be treated as an unsupervised database if prior knowledge of the data is ignored during analysis.
Synthetic databases are test databases that contain a specified number of objects and level of noise, but real databases contain data that approximate processes and objects. The most important thing to note about "Real" databases is that they contain data that models reality. These databases could be the results from an experiment, census data, or a collection of sensor readings, for example.
Supervised Synthetic
The synthetic datasets are constructed by inserting biclusters and random noise into an data file of empty, or random values. In this paper, they were created using the utility [51] Fisher test x single BiBit [35] Min-Cols single Bimax [24] Max-Incl. single Table 1 describes the objective function, and resulting bicluster attributes of several binary biclustering algorithms.
provided by BicBin [17] , which makes this comparison advantageous to BicBin. This program requires parameters to guide the construction of the synthetic databases. A test set of 80 synthetic databases are created by filling a matrix of size M by N with random values, using the system clock as a seed. Then a block of m by n, 1 s are placed at the origin. To create background noise, cells with a value less than or equal to p are changed to 1 s. The rest of the cells less than 1 are changed to 0. Five databases were created per parameter set, see Table 2 . The proportion of the embedded cluster size to total database size is larger in the first four databases.
Supervised Real
The Saccharomyces cerevisiae, or yeast, gene expression dataset is used to compare the findings of EMFP and BicBin to some general purpose algorithms. The dataset represents a study of how yeast responds to different environmental stressors, and is provided by Gasch et al. [25] , and modified by [24] . The resulting dataset has a maximum of 173 stress conditions, which are represented by columns, and 2,993 genes, as rows. It is available at http://www.tik.ee.ethz.ch/ sop/bimax.
The Yeast dataset contains numbers in a float format. The data is represented by two datasets in binary, the up and down-regulated genes. EMFP and BicBin will analyze databases created from the BiMax biclusters. All of the cells in the BiMax biclusters are marked as a 1 s, and all others as a 0 s in the new databases. The BiMax up-regulated dataset has 17 conditions, as cols, and 943 genes, as rows, and the BiMax down-regulated dataset has 37 conditions, and 1; 728 genes.
Unsupervised Real
The Ellington Aptamer Database [7] is a real database that contains sequences for nucleic acids that bind strongly and specifically to one target molecule. Very little information is available about them, so the analysis of this data set could be beneficial to aptamer research. For this experiment, the Ellington Aptamer Database [7] was queried for noninorganic DNA aptamers that contained only the unmodified bases of G, T, A and C. The incidence of all combinations of G, T, A, and C of length four, 4-mers, are used as attributes. 
List of Experiments
Using the databases from the previous section, the experiments assess the performance of the algorithms on supervised, unsupervised, real and synthetic databases. The tests evaluate the following components of the algorithms: subspace selection and cluster assignments, the CI method, and the CI pruning method. The bicluster solutions, generated by the algorithms, are assessed on their ability to match published or synthetic bicluster solutions. The bicluster solutions are generated under multiple parameter sets to find the best configuration for our solution and to ensure that the algorithms exhibit stable performance.
First, we test the goodness of the subspace selection and clustering model by testing the preliminary cluster assignments, within the subspace, using Naive Bayes. This novel assessment measures the predictability of the clusters in the local attribute space. After a subspace is found and the potential biclusters are defined, the biclusters are pruned using the two confidence interval approximations that test for a higher than normal column average in the bicluster. The utility of the confidence interval pruning framework is illustrated by comparing the performance of the algorithms under different pruning ranges, and by running BicBin in its original configuration without pruning. The best biclusters are expected from the CI with the highest assurance level, using EMFP.
The algorithms are configured using three parameter sets per algorithm. The ranges, CI values, and labels used for the algorithms, are found in the Algorithm Confidence Interval Table 3 . BicBin is executed at two CI ranges, and without pruning. The general algorithm parameters used in this experiment for EMFP are listed in Table 4 , EMFP Parameters. BicBin is executed using the recommended settings of (a; b) both set to 0:5 [17] .
Synthetic databases allow us compare algorithms based on how well they find embedded biclusters in the presence of noise. Our experiments include two kinds of supervised databases, synthetic databases and a real database. The bicluster solutions are compared to the known biclusters in each database. EMFP and BicBin's solutions are compared to the embedded biclusters in the synthetic databases. For the real database, EMFP and BicBin's solutions are compared to the bicluster solutions generated by general biclustering algorithms. The variety in the databases should help determine size and density performance characteristics of the algorithms. We seek to discover if the Wald Approximation to the Binomial CI is sufficient to determine the limit above which a column average is considered significant. A preferred binomial CI approximation, the Add4 Binomial Confidence Interval [62] , [63] , [65] , is used as a competitor to the Wald approximation. To explore which approximation of the left-sided Binomial Confidence Interval provides the best pruning, the resulting biclustering solutions are compared to the known biclusters in the supervised databases, and the performance characteristics are compared for unsupervised databases.
Performance Measures
There is more than one method for evaluating general biclustering algorithms. In this paper, we utilize principles from two highly cited works, Maderia and Oliveria [14] , and Preli c et al. [24] , to assess EMFP's validity. Multiple measures are employed to quantify the algorithm's performance, but the measures in this experiment may differ from general biclustering measures since our data is binary.
Maderia and Oliveria' s Criteria
Maderia and Oliveria [14] identify three criteria for the assessment of biclustering methods, in their survey of bicluster algorithm papers: the "Value of the merit function", the "Statistical significance of the solution, measured against the null hypothesis", and the "Comparisons against known solutions". While they state that one criterion is sufficient to assess the quality of any biclustering algorithm, all three are addressed in this analysis [14] .
The "Value of the merit function" is the first criterion for a general biclustering algorithm. This standard proposes that when quality components or methods are used in the merit function, the merit function imparts its quality to the solution [14] . In Cheng and Church [20] , they assert that their algorithm, CC, generates quality biclusters, because the fitness function minimizes the mean squared residue score. EMFP's merit function comprises of components that find, cluster and prune the subspace. FPGrowth, Expectation Maximization Clustering, and a binomial confidence interval are responsible for the above operations. They are well-known and commonly used methods. Some binary biclustering algorithms that use this method of validation are found in the following references [34] , [36] . The "Statistical significance of the solution, measured against the null hypothesis" ensures that the biclusters vary significantly from the rest of the database [14] , [18] . EMFP's biclusters are tested against the null hypothesis of "the column averages of the bicluster are greater than the database column average," which completely meets this standard.
This criterion is also satisfied when an element of the merit function has an underlying statistical model [14] . All three elements of bicluster selection, FP-Growth, EM, and the binomial CI, employ statistical models. FP-Growth selects groups of attributes by their frequency, and in our case, is constrained by the maximization of "confidence," which is the number of times the attributes of both the right and left side of the association rule occur together in an example, divided by the number of times the right hand side of an association rule is true. Expectation Maximization [60] is a clustering algorithm that uses a finite multivariate Gaussian mixture model [61] . The bicluster pruning, using the binomial confidence interval, guarantees that bicluster column averages are denser than the database's column averages. Other binary biclustering algorithms that employ statistically significant solutions are referenced here [17] , [34] . The "Comparison against known solutions" [14] , as the name suggests, requires a supervised dataset. The solution set of biclusters may have been generated by a biclustering algorithm, or an expert. By comparing an algorithm's biclustering solution to a known solution, we are validating our work against a predecessors. The ability to match the solution is a general measure of the ability to find biclusters. This type of comparison is subjective, in that a known solution is unlikely to be perfect [66] , or may have a lower level of statistical significance than the competing biclusters. The weight of this evaluation is based on the reliability, or perceived reliability, of the known solution. Binary Biclustering methods that compare their solution to known solutions are in the following references: [24] , [34] , [35] , [36] .
Prelic' s Criteria
The second set of criteria are from Preli c et al. [24] . These measures are more quantitative in nature. They use three types of indices: external, internal, and relative to measure an algorithm's usefulness. The indices will be described in the following paragraphs. The type of database used by the indices will be indicated, and specific measures for each category of index will be discussed.
External indices use datasets, with known biclusters, to validate the biclustering algorithms, like the "comparison against known solutions," from the previous set of criteria. The supervised databases provide a standard, by which the performance of an algorithm can be compared to other algorithms. Match Scores [24] , [56] , [57] are a non-symmetric measure of the similarity of two biclustering Above are the parameters used to control the execution of EMFP. The second half of the table has parameters for the FP-Growth algorithm within EMFP.
solutions that are used to compare biclustering solutions. In match scores, the first of the two comparisons looks to see if the second biclustering has the same groupings of cells in each bicluster. Each bicluster in solution 1 submits a score for the best bicluster match from solution 2. For the second comparison, reverse the order of solutions in comparison 1. The various match scores are generated by different ratios of match averages and bicluster sizes. The Preli c [24] , [57] , Liu-Wang [57] , [67] , Jaccard, Dice, and Smith [57] Match Scores quantify the ability of the algorithm to find biclusters in the presence of noise. These measures are ratios of the columns and/or rows that are in common between biclusters from each solution, contrasted with the total number of rows or columns, or the disjoint number of rows and/or columns in the two biclusters. For a complete set of match score equations, see [57] . The Prelic Match Scores only measure the ability to retrieve the same rows, where all of the other measures take rows and columns into consideration. The highest score for each bicluster is used to calculate the total match score. Standard pointwise measures: true positive, true negative, false positive, false negative, and ratios, can be used if one solution is designated as the actual solution, and the other as the prediction. Internal indices quantify the goodness of the algorithm's biclustering using only the input data, and biclusters for evidence. Internal indices evaluate biclusters by the degree that they adhere to the algorithm's cluster model, and by the similarity of the points in a bicluster. Typical measures are the number of biclusters, bicluster size, shape, intra and inter-bicluster distance [32] , [56] , [57] , [58] , [68] .
We propose to expand the definition of internal index by introducing an new paradigm for measuring the performance of a biclustering algorithm. EMFP uses Naive Bayes as a local, internal measure to calculate the predictability of the biclusters within the columnar subspace. Naive Bayes [60] , in this application, evaluates the ability of an algorithm to find subspaces and clusters. This method provides a local, internal evaluation that generates easy to understand internal metrics, like the probability of detection (pd), probability of failure (pf) or false alarm rate, and root mean squared error (RMSE). Other supervised machine learning algorithms could have been used, but NB is shown to be a good general purpose learner that works well on data with differing underlying models, especially in a small attribute space like the bicluster subspaces [22] . A relative index measures the influence of the parameter settings on the biclustering outcome. The nonparametric Wilcoxon Rank Sum [69] test is used to show that the algorithm's performances, on the set of synthetic databases, is statistically different for the parameter sets. The relative index assessment is used to compare the two binary confidence interval methods, and the CI p-value selections. EMFP runs using three sets of confidence interval p-values, and BicBin ran with two p-value sets and in its original configuration. The configurations for the CI p-value settings are in Table 3 .
Execution Time
One way to measure the efficiency of an algorithm is by the time it takes for the algorithm to process a database. The Linux utility, time, was used since profiling tools like gprof aren't available for Bash or Awk code. The Awk family of languages has a profiling tool, but the use of tool slows the execution of the code. While generic, time is compatible with Bash, Awk, and Matlab.
RESULTS
This section contains the results of comparisons between EMFP and BicBin, and to general biclustering algorithms. EMFP was tested on a variety of datasets: real and synthetic, unsupervised and supervised. The results of the tests are detailed below.
Confidence Interval Selecton
Two approximations to the Binomial Confidence Interval were used for EMFP and BicBin, on the synthetic and the unsupervised real databases. The CIs behaved similarly on the synthetic databases, but had a few differences on the denser unsupervised database, the Ellington Database [7] . BicBin has a better F1 ratio using the Wald CI, but EMFP wins or ties on all of the other measurements. Using the Add4 CI, EMFP has the better F1 ratio, but the pruned BicBin wins pf. We are choosing to use the Wald CI for the remainder of the experiments.
Unsupervised Real
The results for the analysis of the Ellington Database are favorable for EMFP. The RMSE for all configurations of BicBin are at least three times greater than EMFP configurations, see Fig. 2 . The probability of a false alarm is much lower with EMFP, and the pruned BicBin configurations. EMFP is marginally better on all of the pattern determination metrics, pd, precision, and F1, and is faster than BicBin, as measured on an Intel quad-core 2.70 GHz I7 processor, see Table 5 . Overall, EMFP dominates the internal measures.
Supervised Synthetic
The 80 synthetic databases, created by a BicBin utility, were analyzed using the multiple configurations of EMFP and BicBin. The 999-95 configuration of EMFP yields the most specific biclusters, and finishes first, since there are fewer iterations of the algorithm. There is a trade off between specificity and pattern determination, with respect to CI percentage. The higher the CI percentage, the lower the chance of false positives, but some true positives may be omitted. A lower confidence interval will find more true positives, but will also have more false positives. The denser databases show the greatest benefit from the higher confidence intervals, since the sparser databases have similar error rates.
In Fig. 5 , the RMSE, pf and pd for EMFP and BicBin are shown. The points represent the biclustering outcome of the datasets listed in Table 2 . The RMSE of both algorithms indicate a preference for the lower density datasets in the smaller datasets, as evidenced by the sawtooth curve from x ¼ 0 À 7. The RMSE stabilizes in the larger datasets, with EMFP having less error. EMFP had a very low rate of false alarms over the synthetic datasets, with one exception, where the dataset was small, dense, and with a 5x8 embedded bicluster. The 80 and 95 percent CI pruning has increased the specificity of EMFP. The CI pruning used in BicBin-999-95 and 80 reduced the pf rate, while the unaltered BicBin has a higher rate of false alarm, and a preference for less dense datasets. The probability of detection for EMFP is higher overall than BicBin, ranging from :75 À 1 versus :3 À 1. EMFP had a more difficult time choosing the bicluster members in the larger datasets, but has a more balanced performance between pf and pd. The CI pruned BicBin configurations fall short on pd, possibly over pruning the bicluster members. BicBin has an excellent pd, but the pf rate shows that it overestimates bicluster members. The ROC curves (pf, pd) in Fig. 4 , further punctuate the findings from the RMSE, pf, and pd. The curve shows that BicBin overestimates bicluster members, the pruned BicBin is too stringent, and EMFP has a nice balance between selectivity and specificity, with all but one point residing in the top left-hand corner of the graph.
EMFP dominates on the match scores for the synthetic databases. The Match Scores show that BicBin can find some of the single biclusters embedded in each synthetic database, but EMFP finds more of the bicluster, and finds additional patterns in the noise. EMFP was statistically better than BicBin on five indexes and tied on five more, as determined by the Wilcoxon Rank Sums method with 99 percent confidence for the match scores, see Table 6 . The Wilcoxon Rank Sums test was used because the results bore no resemblance to the normal curve. The Wilcoxon column shows the magnitude of the differences, where a 0 indicates a tie, and a negative number indicates that EMFP has a better score, with the larger the negative value, the greater the difference between EMFP and BicBin's performances. EMFP appears to have an edge in average module recovery, the (2, 1) scores, showing that it finds biclusters well, but with slight variation from the embedded cluster. This could be due to the pruning of the bicluster column members, since EMFP may be holding the statistical significance of the columns to a higher value than the original bicluster generator. The Odds Ratio was calculated and shows no clear relation to the Wilcoxon outcomes, as similar odds ratios are found in the Wilcoxon win and tie rows. Fig. 4 . ROC curves for Synthetic Databases. The ROC curves for BicBin and EMFP (inset) as calculated over the 16 synthetic database configurations are shown above. BicBin, "State of the Art", has a high pd, accompanied with higher overall pf. This means that BicBin overestimates the membership of the biclusters, as measured by Naive Bayes. The pruned BicBin configurations have a much lower false alarm rate, but also a lower detection percentage. EMFP, "Proposed", has a much better ratio of detection and false alarm, and favorable pf, and pd. The configurations with a higher confidence limit exhibit the best biclustering ratios, and pruned the one outlier. Fig. 5 . RMSE, pf, and pd for the Synthetic Databases. The graphs from top to bottom represent the average Root Mean Squared Error, average probability of false alarm, and the average probability of detection for the 16 configurations of the synthetic databases. These charts show that EMFP has very low error on the larger databases, pts. 8-15, while the unaltered BicBin has increasing levels of overestimation of cluster members. The ability to find bicluster members varies with database size and database density. The sawtooth waves of EMFP and BicBin show that EMFP prefers more dense data, while BicBin prefers data with a lower density.
Supervised Real
Two binary datasets describe the regulation of the yeast genes. The first is labeled up for the up-regulated genes, and the second is labeled down for the down-regulated genes. The previous study of the yeast dataset [24] provided the biclusters found by the general purpose algorithms in this study. The algorithms that used the yeast dataset in binary for are Debi and BiMax. The binary datasets used the up and down-regulated datasets. EMFP and BicBin used the BiMax results as a binary dataset, as described in Section 4. All other algorithms analyzed the data in its original numerical format.
When BicBin was applied to the approximated upregulated binary yeast database, its biclustering solution was most the similar to OPSM followed by ISA, as measured by the match scores, see Table 7 . The BicBin biclusters for the approximated down-regulated database were most like the biclusters produced by OPSM, and Samba. The EMFP analysis of the approximate up-regulated yeast database was the most like ISA and Debi00001Up, while the approximate down-regulated database bore the most similarity to ISA and Samba.
EMFP and BicBin biclusters are very much like the original BiMax biclusters. The up-regulated yeast database solutions are 1 to 2 orders of magnitude more similar than the response to the other algorithms' solutions. The downregulated yeast database solutions aren't as strongly related to the original BiMax biclusters. The down-regulated dataset, approximated by the BiMax biclusters, is roughly half the size of the up-regulated dataset.
The biclusters were measured for reproducibility by NB, as in the previous experiments. EMFP had better scores for the internal measures than BicBin for both the up and down-regulated databases. EMFP had perfect scores for pf, pd, precision, and F1 for the up-regulated yeast database.
Limitations
EMFP has shown in the Synthetic Database tests that it has lower error on larger databases, but sacrifices a little determination ability for that result. EMFP has higher error on the smaller databases and may not be the best choice on small, sparse databases.
There may be estimation errors in the CI pruning, due to the number of comparisons, which cannot be remedied during the algorithms without altering the results. A post run correction is not an option, since the comparison is only used during computation.
CONCLUSION
We propose the creation of a binary biclustering algorithm that produces more specific biclusters. To attain that goal, we tackled two biclustering challenges [15] by using a variable confidence threshold and a local density threshold to determine bicluster fitness. Our method also introduced an internal biclustering measure that evaluates clusters in their subspace. A biclustering framework was developed to produce an objective comparison between EMFP and other binary biclustering algorithms. The pruning of clusters in their subspace, using a CI on a local average, was applied to all EMFP and two BicBin algorithms.
EMFP finds biclusters that are more specific than its competitors. It reduces root mean squared error, and with a greater margin, the false alarm rate. It quickly finds biclusters, because it is efficient. While it does well on sparse datasets, EMFP distinguishes itself on denser datasets by reducing the time to execute, RMSE, and pf. The CI pruning produced biclustering solutions with fewer errors, with lower errors for higher confidence levels. The pruned BicBin runs showed less predictive error, i.e., RMSE and pf, than the nonpruned runs. This suggests that the local CI pruning eliminates extraneous bicluster members, and thus increases the specificity of the resulting biclusters.
We intend to develop this algorithm further. The current iteration of the EMFP algorithm uses a data structure that has a single row to describe one object. Future development of the algorithm will let one object reference data in multiple rows of multiple tables. This will allow EMFP to analyze rational databases and larger datasets. This direction was chosen so that we can analyze two-dimensional aptamer features, and try to group and characterize them by patterns. This development benefits the bio-medical community, since the algorithm still applies to micro-array research, where the same test may be repeated multiple times with differing results, but the algorithm will also be able to tackle a relational database. The match scores were computed using the synthetic embedded biclusters for 80 synthetic databases. The negative numbers in the Wilcoxon column show that EMFP matches the synthetic database's embedded bicluster better than BicBin. EMFP wins on mostly (2, 1), the average module recovery score, that shows that it finds biclusters well, but may nave some variation from the embedded bicluster in its bicluster definition. BicBin ties with EMFP in finding the embedded biclusters, but does not best EMFP on any match score. Erin Jessica Moore received the BS degree in computer engineering from West Virginia University in 1999, and the MEng degree with a specialty in systems engineering in 2006 from the University of Arizona, while working in industry as a software and systems engineer. In 2012, she entered the computer engineering PhD program at West Virginia University. She received a one year STEM Fellowship, and a two-year Nano-SAFE Fellowship, funded by NSF EPSCoR, which which she conducted interdisciplinary research in data mining, nanotechnology, and bio-nano-technology. Her research interests include algorithms, data mining, bioinformatics, and systems biology. She is a member of the IEEE.
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