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ABSTRACT 
An efficient compression algorithm is vital for storage and transmission of video 
signal. Many video coding standards such as ISO MPEG-1/2 and .ITU-T 
H.261/262/263 apply block motion estimation and compensation algorithms to exploit 
temporal redundancies where reduction is the key to high performance in video 
coding. The full search algorithm is a brute force for block motion estimation method 
used in the standards. It offers the best quality so far but its high computational 
complexity makes it unsuitable for real-time implementations. This thesis proposes 
and demonstrates a new scanning order that will minimize the computational 
complexity of the matching process especially in full search algorithm either with 
similar or acceptable degradation in quality performance. Several types of scanning 
algorithms are tested and developed. These scanning algorithms are based on the 
early jump out and sub-sampling technique. Presented results are able to illustrate the 
potential benefits of using different kind of scanning order in block matching 
algorithm. Another goal of this thesis is to develop a methodology that will predict a 
good starting point to perform any type of fast search algorithms in motion estimation. 
A good prediction method is normally able to find better motion vectors compared to 
the original fast search schemes. This thesis introduces mUltiple predictors and 
. considers spatial correlation for the selection of the final motion vector predictor. 
This method has been implemented and simulated in Full Search and several classic 
fast search algorithms and the performance have noticeable improvements. However, 
there is often a trade-off between accuracy of motion estimation techniques and their 
computational requirements. The investigations presented in this thesis have also 
been reported in a conference and a couple of journal papers, which are listed at the 
end of the document. 
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CHAPTERl 
INTRODUCTION TO VIDEO CODING STANDARDS 
1.1 INTRODUCTION 
A video coding standard defines a coded representation that describes visual data in a 
compressed form and a method of decoding a specific syntax to reconstruct the visual 
information [I]. The video coding process requires many different components to be 
compatible such as video decoding equipment, network connections etc. to enable 
effective coding and transmission. When the video coding equipment is compatible, 
it is termed interoperable or standard compliant. Two main organizations responsible 
for defming video standards to ensure interoperability in the video coding process are 
the International Telecommunications Union Video Coding Experts Group (ITU-T 
VCEG) and the International Standardization OrganizationlInternational Electro-
technical Commission Moving Picture Experts Group (lSOIIEC MPEG). 
In December ZOOI ITU-T and MPEG formed the Joint Video Team (JVT) to finalize 
the new video coding standard H.Z64/AVC. JVT was formed after MPEG recognized 
the potential benefits ofH.26L which was being developed by ITU-T since 1998. The 
key feature of the new standard was the significantly better compression efficiency . 
than any other existing video coding standards[84]. The ITU-T video coding 
standards, which are also known as recommendations, are denoted as H.Z6x series 
such as H.Z61,H.Z6Z,H.Z63 and H.Z6L, while the other standards are denoted with 
MPEG-l, MPEG-Z, MPEG-4, MPEG-7 and MPEG-Zl [93],[49]. Both ITU-T VCEG 
and ISOIIEC MPEG have defined different standards for video coding which are 
targeted for a wide range of emerging application areas. Some of the standards are 
discussed and reviewed by Sikora in [9Z]. For real-time video communication 
applications, such as video conferencing and video telephony, many suppliers use the 
compression algorithms proposed by ITU-T. On the other hand, the algorithms 
proposed by ISOIIEC JTCl in MPEG standards are mostly used to address the needs 
on video storage(DVD), broadcast video (Cable, Satellite TV), and video streaming 
(e.g., video over the internet, video over wireless, etc.) applications. For comparison 
1 
purposes, some of the standards, their applications and special features are briefly 
described here. 
1.2 MPEG-2 
MPEG2 is an extension of MPEG-I and it was standardized in 1995 and resulted in 
the ISOIIEC 13818 [47]. It was developed in collaboration with ITU-T and is also 
known as Recommendation H.262. The MPEG-l and MPEG-2 standards are similar 
in basic concepts but MPEG-2 includes extensions to cover a wider range of 
applications such as digital TV(cable, satellite and terrestrial broadcast), Video on 
Demand(VoD), Digital Versatile Disc(DVD), High Definition Television(HDTV) 
etc. Since it is targeted for TV quality (4-8 Mbps) and HDTV (18-45 Mbps), MPEG-
2 has additional syntax for efficient coding of interlaced video sequences. This is the 
most significant enhancement over MPEG- I because MPEG-l is strictly meant for 
progressive sequences and its only target application was compact discs. MPEG2 
video includes a system to convert progressive film format video (24 frames/sec) to 
interlaced format (25 frames/sec) for PAL and (30 frames/sec) for NTSC [1 I 1]. 
Other features of MPEG-2 are the scalable extensions which permit the bit streams to 
represent video at different resolutions, picture quality or picture rates. It also 
provides various profiles and levels and each combination is targeted for a different 
application. A profile offers a collection of compression tools such as the bit stream 
scalability and the colour space resolution that together make up the coding system. A 
different profile means that a different set of compression tools is available. The 
profiles in MPEG-2 system are Simple Profile, Main Profile, SNR Scalable Profile, 
Spatial Scalable Profile, High Profile, Multi-view and 4:2:2 Profile. A level is the 
definition for physical parameters such as bit rates, picture sizes and image 
resolutions. There are four levels specified in MPEG2: High level, High 1440, Main 
level, and Low level. Examples of functionaIities of profiles and levels are dealing 
with pictures having colour resolution of 4:2:2 and higher bit rates or encoding two 
video sequences issued from two cameras shooting the same scene with a small angle 
between them[ 45]. MPEG-2 defines a range of picture sizes to suit a range of 
different applications. The newer MPEG-2 standard offers resolutions of 72Ox480 
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and 1280x720 at 60 frame per second, with full CD-quality audio. This is sufficient 
for all the major TV standards, includingNTSC, and even HDTV[III]. 
More descriptions, features and coding tools for MPEG-2 are discussed in Chapter 2. 
1.3 H.263 
The H.263 standard was developed and published by ITU in 1995[48]. Its objective 
was to support video compression (coding) for video conferencing and video-
telephony applications. So it was aimed at video coding for low bit rates (typically 
20-30 kbps) and its basic configuration for video coding at low bit rates was based on 
Recommendation H.261. The standard can operate on non-interlaced pictures which 
can be used in 625- and 525- line television standards. H.263 pictures are transmitted 
with QCIF resolutions and there are five standardised picture formats: sub-QCIF, 
QCIF, CIF, 4CIF and 16CIF. 
The coding algorithm of H.263 is similar with the previous ITU standard (H.261) 
which was published in 1990, but it has some improvements in terms of picture 
quality and coding efficiency. H.263 has half-pel integer accuracy with no loop 
filter, whereas H.261 has full integer-pel accuracy and a loop filter. The loop filter 
improves visual and statistical quality. In this respect, H.261 does a better job than 
H.263. It also offers several optional features which some of them are not available in 
MPEG-2 and these options can be used together or separately. There are unrestricted 
motion vectors, syntax-based arithmetic coding, and advanced prediction and PB-
frames modes. 
In the unrestricted motion vector mode of H.263, motion vectors are allowed to point 
outside the picture and the edge pixels are used as prediction for the "non existing" 
pixels. The standard also includes an extension of the motion range so that larger 
motion vectors can be used. It further uses arithmetic coding instead of variable 
length coding (VLC) to generate bit-streams. Arithmetic coding is more efficient than 
VLC and results in bit rate savings while the quality of the reconstructed picture is 
still the same. In its advanced prediction mode, it uses overlapped block motion 
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compensation (OBMC) which involves using motion vectors of neighbouring blocks 
for motion compensation. Each luminance block in the macroblock is allowed to 
have its own motion vector and the encoder needs to decide whether it wants to send 
one motion vector or four motion vectors per macroblock. The overall effect of using 
this mode is to reduce blocking artefacts and leads to better predictions for the same 
bit rates[ 41]. 
Lastly, in PB- frame mode, both P and B pictures are probably encoded together and 
are treated as a single entity. It supports three different picture types namely I, P and 
B pictures. The B pictures are predicted from both the previous decoded P-picture 
and the P-picture currently being decoded. The delta motion vectors are introduced 
here to take care of accelerated motion across P-B-P pictures. They are added to 
scaled forward vectors for P-pictures in order to acquire vectors for the B-pictures. 
This results in less bit rate overhead for the B pictures. However, the PB-frames do 
not work as well as the B picture scheme in MPEG-2, especially for sequences with 
significant motion. However, in low motion sequences, the picture rate can be 
doubled with this mode with minimal increase in the bit rate. Another disadvantage of 
the use ofPB-frame mode is that it also increases the end-to-end delay, thus it may 
be potentially unsuitable for two-way interactive communication [13]. 
In 1998 and in 2000 much new functionality were added to H.263 in order to broaden 
the range of applications and to improve compression efficiency and the newer H.263 
came to be known as H.263+ (H.263 version 2). It offered greater error resilience for 
wireless or packet-based transport networks. Moreover, a number of improvements 
were added in order allow the use of a wide range of custom source formats and this 
opened the standard to a broader range of video scenes and applications, such as wide 
format pictures, resizable computer windows and higher refresh rates[41]. The 
H.263+ achieved this performance improvement by using optional modes called 
annexes and some of the most important annexes are described below: 
• Annex I (Advanced INTRA Coding mode) 
Annex I is a mode which improves the con:pression efficiency for INTRA 
macroblock encoding. This is accomplished by using inter-block prediction from 
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neighbouring intra-coded blocks. This mode is effective in reducing the size of the 
encoded bitstream. 
• Annex J (DebJocking Filter mode) 
Annex J is a mode which reduces the amount of block artefacts in the final image 
by filtering across block boundaries using an adaptive filter. 
• Annex K (Slice Structured mode) 
Annex K is a mode which provides enhanced error resilience capability and 
"better network awareness". A slices structure, instead of a GOP structure, is used 
in this mode. 
• Annex M (Improved PB-Frame Mode) 
This mode is an enhanced version of the H.263 PB-frames mode. The main 
difference is that the H.263 PB-frames mode allows only bidirectional prediction 
to predict B franles in a PB frame, whereas the improved PB-frame mode permits 
forward, backward and bidirectional prediction. This makes the improved PB 
frame less susceptible to significant changes that may occur between pictures. 
• Annex S (Alternative INTER VLC Mode) 
The intra VLC table for encoding quantized intra DCT coefficients in the 
advanced intra coding mode can be used for inter block coding when this mode is 
enabled. ll1is mode offers flexibility at the decoder side. 
• Annex T (Modified Quantization Mode) 
This mode includes three features. First, it allows rate control methods to change 
the quantizer at the macroblock level. Second, it enhances the chrominance 
quality by specifying a finer quantization step size. ll1ird, it improves the picture 
quality by extending the range of DCT coefficients. 
The H.263+ standard also includes guidelines that describe levels consisting of 
recommended mode combinations that are obtained based on the performance of 
individual modes in its Appendix n entitled "Recommended optional Enhancement". 
It has been proven in [41] that by using a higher level of mode combinations, it 
provides better compression performance especially for highly active video 
sequences. 
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1.4 MPEG-4 
Mpeg4 was finalized in October 1998 and it is known as ISOIIEC 1 4496(part 2)[79]. 
It has been developed in order to bring together a variety of applications on a single 
platfonn such as digital television, interactive graphics applications including 
synthetic content and interactive multimedia (World Wide Web, distribution of and 
access to content etc.). Examples of applications of MPEG-4 Part 2 visual are 
streaming video over the internet and mobile channels and rendered computer 
graphics using 2D and 3D defonnable mesh geometry and/or animated human faces 
and bodies. 
MPEG-4 is efficient for low and high bit rates and Figure 1.1 shows a basic 
classification of the bit rates and functionalities provided by the MPEG-4 Visual 
standard for natural images and video. It provides the VLBV (Very Low Bit-rate 
Video) core, the high bit-rate tools and also the content based functionalities. The 
VLBV at the bottom end of the diagram, provides algorithms and tools for 
applications operating at bit-rates typically between 5 - 64kbitls. The MPEG-4 
coding tools also support applications at higher bit-rates and the bit rates envisioned 
range typically from 64kbitls up to more than 1 Gbitls [79] which are suitable for 
multimedia broadcast or interactive retrieval signals with a quality comparable to 
digital TV. MPEG-4 also standardizes a number of media objects such as still 
images, video objects and audio objects in both natural and synthetic content types, 
which can be 2- or 3- dimensional. Each media object can be represented 
independently of its surroundings or background. This enables interactions between 
the user and the system such as in high-quality video editing and distribution for the 
studio production environment. Features of the MPEG-4, easy extraction and editing 
of an object or having an object in a scalable fonn, can only be done when the 
decoding and reconstruction of arbitrarily shaped video objects is allowed separately. 
So, other functionalities that MPEG-4 supports are the content-based functionalities. 
It allows separate encoding and decoding of content using COl' tent-based coding of 
images and videos. It also offers extended manipulation of content in video sequences 
such as warping of synthetic or natural text, textures, image and video overlays on 
reconstructed video content. For instance, it allows a "cut-out" from a live-action 
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image of a person walking so that the person's image can be imposed onto an 
animated background or another video image. Its mechanism is known as shape 
coding i.e. describing the boundaries of an object in an image. Moreover, MPEG-4 
also allows random access of content in video sequences such as pause, fast forward 
and fast reversed of stored video objects. 
Figure 1.1: Classification of the MPEG-4 Image and Video Coding Algorithm Tools 
Bit-rates 
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The MPEG-4 concept is illustrated in Figure 1.2. The MPEG-4 treats a video 
sequence as a collection of video objects (VOs) whereas MPEG-2 relies on "Macro-
Block" (MB) based structure. So, each frame of an input sequence is segmented into 
a number of arbitrarily shaped image region or video object planes (VOP). Each of 
VOP may possibly cover particular image or video content of interest and it can be 
made individually available for further processing. Figure 1.2 shows a VOP of the 
sequences "Akiyo" which consists of two objects: the static background (VOPI) and 
the person (VOP2). The input to be coded can be a VOP image region of arbitrary 
shape and the shape and location of the region can vary from frame to frame. Each 
VO is individually coded and transmitted into a separate video object layer (VOL) by 
coding its contour, motion and texture information. If the original input image 
sequences, such as the static background, are not decomposed into several video 
object layer's (VOL's) of arbitrary shape, the coding structure simply degenerates into 
a single layer representation which supports conventional image sequences of 
rectangular shape as in the MPEG-l and MPEG-2 standards. So MPEG-4 recognizes 
the conventional rectangular video frame as well as images and video or arbitrary 
shape as a special case ofa VOP. In general, MPEG-4 is understood as a composition 
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of Video Objects (VOs) characterised by their shape, motion, and texture and a video 
object in a scene is an entity tbat can be individually accessed and manipulated. 
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Figw.., 1.2: The VLBV Core and the Genedc MPEG-4 Code.· 
Figure 1.3 shows the general structure of the MPEG-4 encoder. It is composed into 
two parts: the shape coder and the traditional motion and texture coder. Since the 
input images to be coded can be in arbitrary shapes, both the motion 
estimation/compensation and texture coding blocks had to be adapted to deal with 
arbitrarily shaped VOPs. For the motion and texture information in arbitrarily shaped 
VOP's, the MPEG-4 still relies on a macroblock based structure. The MPEG-4 
introduces the concept of a "VOP image window" together with a "shape-adaptive" 
rnacroblock grid. The VOP window (a rectangular bounding box) is adjusted to 
collocate with the top-most and left-most border of the VOP. The shape information 
is also referred as "alpha planes" in the context of MPEG-4. It is coded prior to 
coding motion vectors based on the VOP image window macro block grid as shown in 
Figure 1.4. 
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Figure 1.3: Basic block diagram ofMPEG-4 Video Encoder 
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There are three types of macroblocks in the VOP bounding box: 
• transparent macroblocks(for which no information is sent) 
• standard macroblocks (macroblocks fully within the VOP) 
• contour macroblocks 
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i macroblock i , , 
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Figure 1.4: VOP bounding box 
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Only the motion and texture information for the standard macroblocks and the contour 
macroblocks are coded in the subsequent processing steps. The basic processing steps 
used in the motion and texture coder are common to all MPEGs standard. The 
processing steps include mode selection, temporal compression, spatial compression 
and entropy encoding. In the first step, mode selection, for each MB, the coder can 
choose whether to use intra-frame or inter-frame VOP coding mode. The previously 
coded VOP frame is stored in a VOP frame store. If inter-VOP bas been chosen, 
temporal compression, i.e. motion estimation and compensation, is performed in a 
block or macro block basis. Only one motion vector is estimated between VOP frame 
Nand VOP frame N-J for a particular block or macroblock to be encoded. In texture 
coding for standard macroblocks, an 8 x 8 discrete cosine transform (DCT) is then 
applied to each of the 8 x 8 blocks contained in the block or macroblock followed by 
quantization (Q) of the DCT coefficients with subsequent run-length coding and 
entropy coding (VLC). For contour macroblocks, there are two techniques to cboose 
from: 
• Regular DCT after block padding for the pixeis outside the VOP sbape 
• Sbape adaptive DCT 
The VOP shape information can be either binary or grey-scale. A binary alpha map 
defines whether or not a pixel belongs to an object. It can be 'on' or 'off. A gray 
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scale map offers the possibility to define the exact transparency of each pixel. Thus 
efficient techniques provided in the shape coding, allow coding of binary as well as 
gray scale alpha planes. This is to assist the description and composition of 
conventional images and video as well as arbitrarily shaped video objects. 
The video coding information can be multiplexed in two separate modes: 
• A combined motion-texture mode where motion and texture infonnation are 
arrange in an macroblock basis and put in the bit-stream macroblock after 
macroblock for each VOP 
• Separate motion-texture mode where all the motion and texture infonnation 
are arranged in a VOP basis and put in the bit-stream separately one after the 
other. 
In terms of prediction techniques, MPEG-4 uses standard 8 x 8 or 16 x 16 pixel block-
based motion estimation and compensation with up to y.. pel accuracy. By 
comparison, MPEG-2 used only the 16 x 16 macroblock and has only up to Y, pel 
accuracy. MPEG-4's global motion compensation is based on the transmission of a 
static sprite, i.e. a possibly large still image, describing panoramic background[79]. 
10 terms of quality scalability, MPEG-4 Visual supports several coding schemes: 
spatial scalability, temporal scalability, fine granularity scalability (FGS) and object-
based spatial scalability. Object and FGS scalabilities are advancements in 
comparison to MPEG-2 and H.263 since object-based scalability implies that any 
object can be accessed independently in a video sequence with scalable rate/qUality 
and FGS implies that the rate/quality is available in fme grain steps. Furthermore, 
FGS allows compressed video sequences to be delivered through channels with wide 
ranges of bit rates but with similar behaviour to analogue video in tenns of 
robustness. 
More information on MPEG-4 and its overview can be found from the MPEG-4's 
homepage http://mpeg.telecomitalialab.com and MPEG-4 Industry Forum 
httpJ/www.m4iforglmpeg4/ . 
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1.5 MPEG-7 
The MPEG standardization group has developed several generations of audiovisual 
compression standards such as MPEG-I , MPEG-2, and MPEG-4, and it has extended 
its range towards the description of multimedia content. MPEG-7 is the result of this 
extension and it is an ISOllEC 15958 standard which formally named ''Multimedia 
Content Description Interface"[54]. Although MPEG-7 is not used for storing 
compressed multimedia content, it can be integrated into existing systems. For 
example, a shape descriptor used in MPEG-4 and the motion fields used in MPEG-2 
can be exploited in an MPEG-7 context. MPEG-7' s elements provide support to a 
broad range of applications such as multimedia digitallibraries(e.g. image catalogues, 
musical dictiouary, film archives), broadcast media selection(e.g. radio channel, TV 
channel), multimedia editing( e.g. personalised electronic news service, media 
authoring), home entertainment devices( e.g. systems for the management of personal 
multimedia collections including manipulation of content, home video editing, 
searching game), etc. [54]. So it is a standard that supports some degree of 
interpretation of the meaning of the encoded information, which can be passed onto, 
or accessed by a device or a compnter code. 
Figure 1.5 shows the scope of the MPEG-7 standard and its processing chain. The 
MPEG-7 chain includes description generation (feature extraction), the description 
itself, and the description consumption but the MPEG-7 only concentrates on the 
description part. The audiovisual features extraction and the search engine or other 
Description 
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Figure 1.5: Scope ofMPEG-7 
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applications that can make use of the description are non normative for most parts of 
the standard[94] because they are not required to allow interoperability. Furthermore, 
the syntax and the semantics of descriptors must conform to the MPEG-7 
specifications in order to be compliant to the MPEG-7 standard. Hence, the feature 
extractions and how the MPEG-7 descriptors are being used for further processing are 
open for industry competition in order to allow improvements in these areas and to 
produce the best results. 
The processing chain in MPEG-7 starts from the multimed.ia content where the 
audiovisual description is obtained or extracted. There are variations of multimedia 
content and they can be classified into these types: audio, speech, moving video, still 
pictures, graphics, 3D models and information on how objects are combined in 
scenes. The kind of description that can be obtained from the audiovisual content are 
informalion about the content (e.g. recording date and conditions, title, author, coding 
format, classification, etc.) and information present in Ihe conlent which can be a 
combination of low level and high level descriptors. Some examples of low level 
descriptors from visual material are shape, size, texture, colour, motion and etc., and 
for audio, they may be described by key , tempo, mood, timbre/spectral composition 
and etc[3]. The high level descriptors would give semantic information such as 
scenes, people, events, places, objects and etc. 
All of tJlese descriptions may be physically stored with the associated audiovisual 
content either in the same storage system or in the same data stream[94]. The 
description can also be located somewhere else on the network and can be streamed 
directly depending on the application's domain. An example of the MPEG-7 chain is 
shown in Figure 1.6. 
In description consumption as shown in Figure 1.5, there are two types of 
applications. One is known as pull applications or search browsing which a set of 
descriptions matching the user' s query are returned for browsing. Some examples of 
queries that can be enabled by MPEG-7 are [54]: 
• Audio - Search for songs by humming or using music excerpt from artist, and 
get artist's records and video clips that the artist sings or appear. 
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• Graphics - Find a set of images containing similar graphics, logos, or 
ideograms by drawing few lines on the screen. 
• Video - Search or retrieve movements from surveillance video automatically 
or allow mobile phone to access any video clips such as goals scored in a soccer 
game. 
• Image - Retrieve any interesting objects to compose a design by defining 
objects, textures or colour patches. 
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Figure 1.6: Example application using MPEG-7 
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The other type of applications is push applications or filtering where an intelligent 
agent filters descriptions and performs prograDlIDed actions such as switches a 
broadcast channel or records the described stream. 
Therefore, the goal of the MPEG-7 standard is to allow interoperable searching, 
indexing, filtering and access of audio-visual content by enabling interoperability 
among devices and applications. The main tools to describe the features of 
multimedia content in MPEG-7 consist of several main elements such as Descriptors 
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(D) and Description Schemes (DS), Description Definition Language (DDL) and 
System tools. The binary representation (BiM) is also defined by the standard for 
efficient delivery and storage of the descriptions and reference software 
implementations. Figure 1.7 shows the relationship among the different MPEG-7 
elements. 
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Figure 1.7: MPEG-7 WorkingArea 
The MPEG-7 Description Tools allow creating descriptions (i.e. , a set of instantiated 
Description Schemes and their corresponding Descriptors at the user will) to 
incorporate application specific extensions using DLL and to deploy the descriptions 
using system tools. 
The MPEG-7 Descriptors (Ds) are designed to describe features, attributes, or group 
of attributes of multimedia content as in low-level audio or visual features such as 
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colour, texture, motion, audio energy and so forth. They also describe other attributes 
of audio-visual content such as location, time, quality, etc. The MPEG-7 Description 
Schemes (DSs) provide a standardized way of describing the important concepts 
related to audio-visual content description and content management in order to 
facilitate searching, indexing, filtering and access. They are defined using DLL and 
instantiated as documents or streams. They are designed to describe higher-level 
audio-visual features such as regions, segments, objects, events and other changeless 
metadata related to creation, productioll, usage, etc. 
The Data Definition Language (DDL) defines the syntax of the MPEG-7 Description 
Tools, allows the creation of new Description Schemes and Descriptors, and 
furthermore allows the extension and modification of existing Description schemes. It 
is based on the extensive markup language (XML) Schema Language which can be 
broken down into three components: 
• the XML structural language components; 
• the XML data type language components; 
• the MPEG-7 specific extensions 
Lastly, the system tools provide the means to support binary coded representation for 
efficient storage and transmission, transmission mechanisms, multiplexing of 
descriptions, synchronization of description with content, management and protection 
of intellectual property in MPEG-7 descriptions, etc. 
A wealth of information about MPEG-7 can be found at the MPEG industry forum 
website (http://www.m4if.orgl). 
1.6 H.264/ADVANCED VIDEO CODING 
The H.264/ AVC is also known as MPEG-4 Part 10 (ISO 14496-10) and was 
published in 2003 [96]. This CODEC (encoder / Decoder) is developed by the Joint 
Video Team (JVT). Even though it was still based on traditional structure, it has 
numerous advantages in the functional elements compared to previous standards and 
it provides twice as good compression as compared to H.263 and MPEG-4 Part 2 
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visual for the same qua1iry[84]. The encoder structure for H.264 AVe is shown in 
Figure 1.8. The functional elements that have some important changes are prediction, 
transfonn, quantization and entropy encoding. 
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In motion estimation or prediction process, the frame is still processed in units of 
macroblocks and not in combination of arbitrary-shaped video objects as in MPEG4. 
In order to improve coding efficiency, the macro blocks are broken down into smaller 
blocks up to 4 x 4 in size in order to give arbitrary and flexible block shapes. This 
results in strong motion isolation and greater precision in the motion vector 
prediction. ill addition, H.264 uses quarter-sample-accurate motion compensation as 
in MPEG-4 Visual (part 2). Besides that, each macroblock is encoded in intra or inter 
mode. For inter mode prediction, H.264 introduces the concept of multiple reference 
frames where five frames back in time can be llSed for motion compensation. As for 
intra estimation, it attempts to predict the current block by extrapolating the 
neighbouring pixels from adjacent blocks in a defined set of directions. 
In the transfonn process, H.264! A VC uses a DCT -like 4 x 4 integer transfonn. In 
contrast, MPEG-2 and MPEG-4 Visual (part 2) employ a DCT 8 x 8 transfonn that 
operates on floating-point coefficients. The integer coefficients eliminate rounding 
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errors that are implicit in floating point coefficients and may cause drifting artifacts 
in MPEG-2 and MPEG-4[96]. 
A de-blocking filter, an optional feature of H.263+, is brought within the motion-
compensated prediction loop in H.264 to improve video quality and it operates on 
both I 6 x I 6 macroblocks and 4 x 4 block boundaries. It is applied to reduce the 
effects of blocking di stortion which may be caused by transforrnlquantization and 
from differences in motion vectors between adjacent macroblockslblocks. 
In aU previous standards except H.263, variable length coding (VLC) has been used in 
entropy encoding. More efficient coding in H.264/AYC is realized with the adoption 
of the context adaptive variable length coding (CAYLC) and context adaptive binary 
arithmetic coding (CABAC) that selects an appropriate context (positional context) of 
the various coding coefficients. However, the amount of calculations to be perfonned 
by this method is increased due to its more sophisticated and complex coding[lll) 
1.7 SUMMARY AND THESIS OBJECTIVES 
Several video coding standards have been briefly di scussed above in tenns of their 
applications and features. In general, the H.26x and MPEGl12/4 standards provide 
video coding technology for a wide variety of applications sucb as digital storage, 
video conferencing, broadcasting and content-based multimedia database access. 
Despite the emergence of H.264/ AYC, a new and even better video compression 
algorithm which contains a rich set of coding tools and features to support a variety 
of applications and specifications, MPEG-2 is still needed and going to be around for 
a good while because of the widespread adoption of appJjcations and systems. As 
motion estimation is the most computational parts for most of video encoders, this 
thesis only concentrates on motion estimation optimization for MPEG-2 encoder. 
In the search for more efficient algorithm for motion estimation, thi s thesis sets out to 
fulfil three main objectives. These objectives are as follows: 
(i) Develop an algorithm for motion estimation that not only reduces the 
complexity especiaUy if) processing time but also maintains or improves the 
quality as provided by MPEG-2. 
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(ii) Concentrate on minimizing the matching criterion computation and finding 
better motion vector predictor to improve t.he performance of fast search 
algorithms 
(iii) Develop an algorithm that is compatible with all fast search algorithms 
To fulfil these objectives, the tllesis presents new scanning algorithms for minimizing 
tlle matching criterion computation and multiple sets of motion vector predictor to 
improve the performance of any fast search algorithms 
1.8 THESIS OUTLINES 
This tllesis cOJJtains six chapters which are organized as follows: 
Chapter 2 presents the overview of MPEG-2 standards and describes some encoding 
process in its test model i.e.TMS. It al so describes some important factors that affect 
the complexity and the quality given hy the available block matching search 
algorithms. 
Chapter 3 reveals the importance of different types of video sequences used in the 
experiments. Besides their image format, their motion characteristics are also 
presented in this chapter. TIle performance measurements used throughout the 
experimentation are al so highlighted. 
Chapter 4 initially deals with tlle need for better scanning order in matching criterion 
computation. Using information from Chapter 3 conceming various directions of 
motions in video sequences, Chapter 4 introduces several selections of scanning 
orders that will help reducing the complexity in full search algorithm. A comparative 
study between the proposed scanning order and other sub-sampling techniques is 
initiated in Chapter 4 to investigate tlle effectiveness of tlle methods in terms of 
complexity. 
Chapter S initially describes the importance of motion prediction in motion estinlation 
process. It introduces multiple sets of motion predictor in order to fuld more accurate 
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initial search point. Chapter 5 also investi gate the robustness and the effectiveness of 
the proposed algorithm by implementing them in several fast search algorithms. 
The final chapter, Chapter 6, provides a conclusion and discussion for aU the 
experimental research. This includes the effectiveness of the scanning order in block 
matching algorithm and multiple predictors in any search methods along with the 
fulfilment of the thesis ' objectives. Finally, some suggestions for further work are 
made regarding improvements and possible implementation ideas for both methods. 
2D 
CHAPTER 2 
CODING FUNDAMENTALS 
2.1 INTRODUCTION 
In addition to the profiles and levels that have been mentioned in Chapter I , this 
chapter describes more about MPEG-2 and its encoder system which is based on 
Test Model 5 (TM5) coding model [75] and literature review in motion estimation. 
TM5 was developed by MPEG Software Simulation Group (MSSG) in order to 
standardise the syntax, verifY proposals, and test the relative compression 
performance of proposals. TM5 was only defined for main profile experiments[20j. 
The encoding of video information can be achieved by applying interframe 
compression, intraframe compression or a combination of both. 
Iotraframe or spatial compression is compression applied to still images and exploits 
redundancy in the image. This spatial redundancy can be frequencies that are not 
visible to the hwnan eye and the homogeneous textures areas that need few bits to 
code are discarded in this process. The intraframe compression technique can be 
applied to individual frames of a video sequence. lnterframe or temporal 
compression is applied to a sequence of video frames. It exploits the similarities 
between successive frames by not encoding any similar part of the scene but the only 
information that needs to be encoded is the part of the frame that contains movement . 
Thus, this will reduce the volwne of data required to describe the sequence. Some 
parts of a video frame such as fast moving sequences may have low temporal 
redundancy while other parts may have low spatial redundancy such as complex 
frame content. The teclmiques employed in MPEG-2 to remove spatial and temporal 
redundancies and to reduce the bit rate are intra-frame Discrete Cosine Transform 
(DCT) coding and motion-compensated inter-frame prediction. They are combined in 
an MPEG-2 codec stnlcture as depicted in Figure 2.1. In the following sections, 
elements in MPEG-2 coder such as motion compensation, quantizati0n and etc. as 
shown in Figure 2.1 are described in detail . 
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2.2 MPEG2 VIDEO CODER 
In MPEG-2 encoder system, the first stage is to create an Intra-frame in which the 
subsequent frames will be preclicted from this frame. The red, green, blue (RGB) 
signals from the frame are converted into a lurninance(Y) and chrominance (UV) 
components. The CCIR recommendation 601 [74] provides a standard method of 
encoding television information in digital form and it defines how the component 
(YUV) video signals can be sampled and cligitised to form discrete pixels. The 
chrominance resolution may be reduced relative to the luminance without 
significantly affecting the picture quality. The terms 4:2:2 and 4:2:0 are often used to 
descnbe the sampling structure of the digital picture. 4:2:2 means the chrominance is 
horizontally sub-sampled by a factor of two relative to the luminance; 4 :2:0 means the 
chrominance is horizontally and vertically sub-sampled by a factor of two relative to 
the luminance. 
When encoding a video frame, the difference between the current frame and a 
previous reference frame is always considered, because video frames do not change 
much when t11ey are close in time. Thus it would be efficient to use as much as 
possible the information in a previously encoded frame and to encode OIi1y the 
difference or residual of those frames with respect to the current rather than coding 
independently current frame. Figure 2.1 illustrates in block diagram form the video 
coder system. See Table 2.1 for the description of the individual block. 
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Figure 2.1: Motion Compensated Dcr (MC-DCT) video codel' 
TABLE 2-1: DESCRIPTIONS OF THE BLOCK DIAGRAM IN 
VIDEO CODER 
BLOCK NAME 
Buffer 
Frame Store 
DCT 
Q 
VLC 
IQ 
IDCT 
RC 
ME 
MCP 
BLOCK D FSCRI1'TION 
Video Buffer 
Frame Store 
Discrete Cosine Transfonn 
Quantization 
Variable Length Coding 
Inverse Qnantization 
Inverse Discrete Cosine Transfonn 
Rate Control 
Motion Estimation 
Motion Compensated Prediction 
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Generally, in the encoding process, the input video is typically broken up into 
macroblocks, which are 16x 16 blocks of luma data accompanied by corresponding 
blocks of chroma data . In the case of I frame the actual image data is passed through 
the transform process. P and B frames are first subjected to a process of motion 
compensation. For each macroblock in PIB frames, a search is made for the closest 
match in the search area of the previous frame in motion estimation process. When a 
match is found and its motion vector is determined, motion compensation uses them 
in reconstructing the frame. The encoder subtracts the motion-compensated prediction 
from the source frame to form a prediction error frame. The macroblock strip in I 
frame or the prediction residue macroblock in PIB frame is transformed with the 8x8 
discrete cosine transform (DCT) to reduce spatial statistical correlation. The output 
of the tTansform is then quantized and entropy encoding is applied to the quantized 
values. When a DCT has been used, the coefficients are typically scanned using a 
zigzag scan order, and the entropy coding typically combines a number of consecutive 
zero-valued quanti zed coefficients with the value of the next non-zero quantized 
coeffi cient into a single symbol , and also has special ways of indicating when all of 
the remaining quantized coefficient values are equal to zero. The entTopy coding 
method typically uses variable-length coding tables. The decoding process consists 
of performing an inversion of each stage of the encoding process. The quantised 
coeffici ents are reconstructed and inverse transfonned to produce the pred iction error. 
This is added to the motion-compensated prediction generated from previously 
decoded frames to produce the decoded output. Detai led descriptions of the process 
are discussed in the following sect ion. 
2.2.1 Motion Compensation 
The process to estimate the current frame from the reference frame is called motioll 
compellsated predictioll (MCP). This process depends on sources of motion, e.g. the 
camera motion (zoom, pan or tilt) and the motion of objects within the scene, 
between two successive frames. The means to obtain this information is known as 
motion estimatioll (ME). Motion estimation attempts to adequately represent the 
changes, or differences between two video frames by finding the best match of the 
current macroblock inside a search window in the reference frame. In addition, the 
common approach to do is to work at the macroblock level instead of the whole 
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frame all at once in order to increase coding efficiency. Once al l the best matches 
of macro blocks in the prediction frame are identified, the difference between the 
actual and the prediction frame is computed to produce the residual to be encoded. 
Figure 2.2 shows an example of a displaced frame difference (DFD), which is the 
residue between the predicted frame and the source frame. 
Frame l(previous) 
Displaced frame 
difference 
Frame 2 (current) 
Figure 2.2: Example of displaced frame difference fromf/owergardell sequences 
Thi s is the only necessary information to be sent instead of the frame itself. 
Subsequently, the difference frame is then subject to spatial compression through 
transform coding. 
25 
x 
LuminancelChrominance 
AmpUtude 
-. -.-JJCF-"--~ 
y 
11 
DCT coe.{ficient 
( DC coefficient 
Where x,y are spatial co-ordinates iD the image block and U, v are co-
ordinates in the ocr coefficient block 
Figure 2.3: The Discrete Cosine Transform 
2.2.2 Discrete Cosine Transform (DCT) Coding 
v 
Spatial compression relies on similarities between adjacent pixels in a frame and on 
dominant spatial frequencies in areas of texture. In spatial coding, the first step is to 
perform an analysis of spatial frequencies using transforms. A transform is simply a 
way of expressing a waveform in a different domain, in this case, the frequency 
domain. The most well known transform is the Discrete Cosine Transform[63] which 
is the real part of the Fourier Transform. The DCT transforms a block of 8 x 8 pixels 
(for Intra frame) or a block of 8 x 8 errors (for PIB frames) into a block of 8 x 8 
coefficients and Figure 2.3 illustrates the transformation ofpixels/errors value to DCT 
coefficients. 
The N x N two dimensional DCT is defined as 
F( ) 2 C( )C( )~~f( ) (2x + J)U1l" -"(2,,,-Y-,-+...::I),-,-v:'-.1l" 
-1 U , V =- U v ~~ x,Y cos cos-
N _)~o 2N 2N (6.1) 
C(U)'C(V)={~; u,v=O 
l ' otherwise 
, 
(6.2) 
The inverse DCT (!DCI) is defined as: 
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f( ) 2 ~ ~ C( )C( )F( ) (2x + l)u7r (2y + l)v7r x,y =- L.,L., u v < 1I,V cos cos 
N . , 0 ". 0 2N 2N 
(6.3) 
The output of a transform is a set of coefficients that describe how much of a 
particular combination o f hori zontal and vertical spatial frequency is present. The 
coe fficient corresponding to zero horizontal and vertical frequency (as shown in 
Figure 2.3) is called the DC coefficient, and may be thought of as the average 
brightness of the block. The coefficients from left to right, represent increasing 
hori zontal frequencies and the coefficients moving down the block represent 
increasing vertical frequencies. An inverse transform reproduces the original 
waveform. If the coefficients are handled with sufficient accuracy, the output of the 
inverse transform is identi cal to the original waveform. 
Typically an 8-bi t pixel/error block resu Its in an I I-bit coefficient block since the 
transform requires muftiplication by fTactions. Thus the DCT doesn' t directly reduce 
the number of bits required to represent the block but it tends to concentrate the 
energy into low frequency coefficients and many o f the other coefficients are near-
zero. The bit rate reduction is achieved when coefficients are quant ised and coded 
and the near-zero coefficients are not transmitted. 
2.2.3 QU3utisation & Coding 
Nex t, the coefficients from the DCT are divided by constants that are a ftmction of 
their two dimensional fTequency. Coefficients representing low spatial frequencies 
are quanti zed with relatively small steps and have low reconstruction errors. 
Coeffi cients representing higher spatial frequencies are quantized with large steps and 
have larger reconstruction errors. This process is called visual quantization because 
tolerance of HVS to larger error in higher spatial frequencies. Quantization is used to 
reduce the number of possible values to be transmitted, hence reducing the required 
number of bits. 
After quanti zation, high value coeffi cients might be truncated to zero. Higher 
compression is obtained if all of the non-zero coeffic ients are sent first, followed by a 
code indicating that the remainder are all zero. Scanning coefficient is the technique 
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which increases the probability of achieving thi s result. This is because it sends the 
quanti zed DCT coefficients in descend ing order of magnitude. For a non-interlaced 
system, a 45 degree diagonal zigzag scan is the best order for scanning coefficients 
because the probabili ty of a coefficient having a high value is highest in the top-left 
corner and lowest in the bottom-right corner. MPEG-2 has an additional 'alternate' 
scan pattern intended for an interlaced system and the optimal scanning order is on a 
diagona l that is twice as steep compared to z igzag scanning order because an 8 x8 
DCT block from one field ex tends twice the vertical screen direction, i.e., vertical 
frequencies appear to be twice as big as horizontal frequencies. Both types of 
scanning are shown in Figure 2.3. 
(a) (b) 
Figure 2.4: (.) Zigzag or classic (nominally for frames) (b) a llernate (nomina lly for fields). 
Further compressIon can be achieved by run-length (RLC) and variahle-Iength 
coding (VLC). The li st of values produced by scanning is entropy coded using a VLC 
and each VLC code word denotes a run of zeros fo llowed by a non-zero coefficient of 
a particular leve l. Frequently occurring values are converted to short code words and 
infrequent va lues are converted to long code words. 
The following tables illustrate an example of the variable-length coding process. 
Table 2.2 shows the quantiz~d coefficients from a transformed block. 
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Table 2-2: Quantized COEFFICIENT TABLE. 
° 
5 
° ° r ° 
10 
° 
12 
° 
° ° ° ° 
° ° ° ° 
° ° 
After scanning the example quanti zed coefficients in a zigzag pallern , the val ues are 
grouped into runs of zeros followed by a non-zero value as follows: 
(12), (34),(16),(6),(0,0,5),(0,0,0,0,0,0, 12) EOB. 
The fi nal run of zeros is replaced wi th an end of block (EOB) marker. 
Then, these values are looked up in a fixed table of variable length codes and in thi s 
case, VLC table (IS 13818-2 Table B.14) is referred. This tab le is com mon to MPEG-
I and MPEG-2 but MPEG-2 has add itional intra VLC table (IS 138 18-2 Table B.15) 
optimized for coding intra blocks. They are differing part icularly in the length of 
EOB code which is 2 vs. 4 bits, respectively. Table 2.3 shows the generated variable 
length code words corresponding to each group and the EOB marker. If there are 
certai n coefficient values that are not likely to occur or there is no code for that 
particular run-length and coefficient, escape sequences are used to prevent the code 
tables from becoming too big. 
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I TABLE 2-3: EXTRACT FROM THE MPEC-2 DCT 
COEFFICIENT VLC TABLE 
Length Value of Variable- length 
of non-zero 1 codeword 
run of coefficient 
zeros 
I N/A -r 12 1000000001101 00 
ro--If-:3:-:4---1 00000000001011 00 
I 0 116 I 0000 0000 0 111 11 0 
10 16 1001000010 
12 1 5 100000000 1010 00 
16 112 I 00000011 110 
1 EOB 1 1 10 
Note that the second run of 6 zeroes has been very effi ciently represented with only 
11 bits, and the last run of 50 zeroes has been entirely eliminated and represented only 
with a 2 bit EOB marker. Considering that the original 8x8 block o f 8-bit pixels 
required 51 2 bits for full representation. It can be seen that quanti zation and coding 
represent the block by a sequence of 8 1 bits only. Thus at thi s poi nt , a compress ion 
of approx imately 6.2 : I is achieved. 
The infonnation obtained from thi s process is fomled into a bit-stream for 
transmission. So the better the prediction, the smaller the error signal and hence the 
tTansmission bit rate. 
In the decoder, the inverse quantization is applied and coeffi cients are placed in the 
matrix according to the zigzag scan to recreate the DCT matrix. Following an inverse 
transfonn, the 8 x 8 pixel/errors block are recreated at the receiver end, and the 
decoder builds the reconstructed frame by adding these blocks to their p red ictors from 
the reconstructed reference frames. 
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2.2.4 Frame Coding Types 
Besides the motion vector and prediction error, the choice of prediction mode is also 
transmitted to the decoder so that it may regenerate the correct prediction. For each of 
macroblock to be coded, the encoder chooses the prediction modes and one of them 
can be the zero-value prediction in which macroblock pixels are DCT coded, i.e. 
Intra, rather than the macroblock prediction errors. The macroblock may also be 
predicted by forward prediction from a previously reconstructed frame, backward 
prediction from a future frame or bidirectionally predicted (interpolated) by averaging 
forward and backward prediction. The prediction mode is chosen in order to 
maximize the decoded frame quality within the constraints of the bit rate and it is also 
based on the frame types. The MPEG standard defines three types of frames: 
• I (intra) frames: these are coded without reference to other frames. I frames 
use only spatial compression and they achieve less compression than P or B 
frames but have higher peak signal to noise ratio (PSNR). 
• P (predictive) frames: these are coded using motion-compensated prediction 
on the previous frame (which could be an I or P frame) and this is called forward 
prediction. P-frames can always achieve higher compression than I-fTames but 
smaller PSNR. Errors can propagate with P-frames since their reconstructed 
versions can be referenced by other predicted or bi-directionally predicted frames. 
• B (bi-directional) predicted fTames: these are coded using motion 
compensated prediction from the immediately previous I or P reference frame and 
from the immediately future I or P reference frame. B-frames give the maximum 
compression with the smallest PSNR's. They do not propagate errors since they 
are never used as a reference. 
All macroblocks within an I frame, must be coded as Intra but macroblocks within a P 
frame may either be coded as Intra or forward predicted. For macroblocks within aB 
frame, they can be independently coded as either Intra, forward predicted, backward 
predicted or interpolated. 
The I, P and B frames can be formed into a group of pictures (GOP). However, 
MPEG-2 does not insist on a regular GOP structure because there is a possibilitj of 
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having a badly predicted P-frame if the reference frame for prediction is completely 
different from the picture being predicted. In TM5, however, a fixed periodic 
structure is used and a typical structure of GOP is shown in Figure 2.5. In this 
particular and typical example as shown in Figure 2.5(b), frame I, is first encoded 
without motion compensation. Then frame 4 (not frame 2) is coded using frame I as 
reference. Afterward, in encoding frames 2 and 3, both frames I and 4 can be used as 
references. This arrangement has advantages in compression effic iency. Detailed 
description can be found in the standards documents which can be accessed from [30]. 
Even though GOPs are optional header in an MPEG-2 bit-stream, they are useful for 
indicating when non I-frames occur at the beginning of a sequence, resynchronization 
is needed. GOP can be made of different lengths to suit the type of video encoded. In 
conventional MPEG encoding, it is common to define an M-parameter to indicate the 
distance in frame periods between P-frames and their corresponding reference frames 
and an N-parameter to indicate the number of frames in the GOP. 
In TM5, for main profile, common parameters for most experiments are M=3 and N= 
IS for 30 Hz video and M=3 and N=12 fo r 25 Hz video. The lower the GOP, the 
closer the location of I-frames and the higher the relative bit rate. Meanwhile, in the 
simple profile, backward or interpolated prediction is not required. This profile has 
the fewest tools, namely intra and predicted frame encoding only. Thus its GOP is 
made up of P- and 1- frames only, and each P-frame in the sequence is motion-
compensated on the basis of the previous P or I-frame as shown in Figure 2.5. 
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(a) Source order and encoder input order 
Forward Prediction 
Bidirectional Prediction 
(b) Encoded order and order in the coded bitstream 
(c) Decoder output and display order (same as input order) 
F1gure 2.5: Example of Group of Pictures (GOP) 
At GOP level the total available bits are allocated among various frame types. There 
can be differences in the total number of bits that are used to represent the I, P and B 
frames because of varying amounts of information and varying coding complexities 
from frame to frame. Thus, the coding efficiency changes relative to the type of 
frame used. 
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.. 5 Rate Control 
A buffer, which is placed between the encoder and the channel, is filled with a bit 
stream at variable rate. However, for many applications, the bit stream must be 
carried in a fixed bit rate channel and the buffer must be emptied at a constant rate by 
the channel. To prevent the buffer from under- or over-flowing, a mechanism called 
rate-control. It acts to adjust the average coded bit-rate as a function of the buffer 
fullness. 
From the view point of rate control, the encoding can be classified into variable bit 
rate (VBR) coding and constant bit rate (CBR) coding. The VBR coding provides a 
constant picture quality with variable coding bit rate while CBR coding provides a 
constant bit rate with a variable picture quality. 
Although MPEG-2 system provides both encoding methods, the TM5 does not 
support variable bit-rate encoding. In video coding, the information loss happens in 
the stage of quantization since a larger step size in quanti zation result s in a lower bit 
rate and a larger amount of distortion [95] . So the problem of rate control in video 
coding is mainly about how to control the quanti zation part by choos ing a step-size 
scaling to be used for quantization of the transformed difference signal in order to be 
optimal in rate-distortion sense. In other words, rate control adapts the quanti zer to 
meet bit-rate and delay constraints based on current frame complex ity, channel bit-
rate, buffer fullness and also mathematical modelling. 
In TM5, the rate control algorithm consists of three steps to adapting the macroblock 
quantization parameter for controlling the bit rate. 
Step 1 - Target Bit Allocation 
This step estimates the number of bits available to code the next frame. 
This estimation is done before coding a frame of a certain type (1, P, B) and it is 
based on the frame type, buffer fullness and frame complexity. Then the 
complex ity (X; , Xp, Xb) of the current frame is updated according to the average 
quanti zation parameter (Q;, Qp, Qb) and the actual produced number of bits (R;, 
Rp, Rb ) as: 
(6.4) 
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These complexities (Xi,Xp,Xb) are reflected by the typical coded frame size ofl, 
P and B frames. I frames are assigned the largest weight and B frames are 
assigned the smallest weight since B frames do not propagate errors into other 
fTames through the prediction process. The target number of bits (T j , Tp, Tb) for 
the nex t frame is allocated according to the complexity (X j , Xp, Xb) and the bits 
left in the current GOP (RGOP) and it is computed as 
max 
max 
max 
R GOp bit rate 
( 
I + _N..2p,-X-Lp + 
XiX P 
Nb X b J ' 8 * picture 
Xi K b 
R GOP bit rate 
N b K X b J ' 8 * p icture + P 
XpK b 
rate 
R GOP bit rate 
( 
N K b X J' 8 * picture Nb + P P 
K pX b 
rate 
rate 
(6.5) 
(6.6) 
(6.7) 
where Kp, Kb are universal constants dependent on the quantization matrices and 
RGop is the remaining number of bits assigned to the GOP. R is updated as 
follows : 
After encoding a picture, RGOP = RGOP - Si.p.b 
Where is S,.p.b is the number of bits generated in the frame just encoded (frame 
type is J, P or B). 
Before encoding the first frame in a GROUP OF PICTURES (an I-frame): 
RGop = G + RGOP 
G = (11, + IIp+llb)*(bitJate/frameJate) (6.8) . 
where 1l" llp,lIb are the number (l,P,B) fram es in the GOP. Np and Nb are the 
number of P-frames and B-frames remaining in the current GOP in the encoding 
order for both equations. 
35 
Step 2 - Rate Control via Buffer Monitoriug 
Th is step sets the re ference va lue of the quanti zation parameter, i.e. the step size, 
for each macroblock from the number of bits available. If the virtual buffer 
begins to overOow, the macroblock quantization step size is increased, resulting in 
a smaller yield of coded bits in subsequent macroblocks. Likewise, if the 
underOow begins, the step size is decreased. In TM5, the target frame has 
spati all y uniform distribution of bits. 
The computation for the re ference quanti zation parameter Qj for macroblock) is 
as fo llows: 
=(d j X3 1) Q , 
J r 
(6.9) 
where dj is the actual fullness of the appropriate virtual buffer and the reaction 
parameter r is given by 
bit rale r = 2x--~-­
pictllre _ rate 
(6.10) 
The fullness of the appropriate virtual buffer depending on the fram e type is given 
by 
( 
Tx{j -I)) d j = cl. + Bj _, - , MB Cllt (6. 11 ) 
where cia are intial fu llness of virtual buffer, Bj is the number of bits generated by 
encoding all macroblocks in the frame up to including) and MB_cnt is the number 
of macroblocks in the frame. 
Step 3 - Adaptive Quantization 
This final step modulates the reference value of the quantization parameter 
according to the spati al activity in the macroblock to derive the va lue of the 
quantization parameter, mquant that is used to quantize the macroblock. The 
mquant for macroblock) is computed as follows: 
mquant . = Q . x N act . 
J J - J (6.12) 
where Qj is the re ference quantization par3Pleter obtained in Step 2 and N_actj is 
the normalised spati al act ivity for macroblockj. 
The normalised spatial activity is derived from : 
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(2 x act )+ avg _ act 
N act . = J . 
- J act j + (2 x avg _ ae!) , (6.13) 
where aVLact is the average va lue of actj the last frame to be encoded . The 
activity for a macroblock is chosen as the minimum among the four 8 x8 block 
luminance variances. Thus, actj is: 
aCl j = I+min(vblk"vblk , ..... ,vblk,) 
where 
I 64 ' 
vblk =-x "(p.," -P mean) 
• 64 ~ - n 
k: 1 
(2.12) 
and 
I 64 
P _ mean" = -x L: fln 64 ,_, 
and Pk are the sample values in the n-th original 8*8 block. 
2.2.6 MPEG-2 Bit-Stream 
(6.14) 
(6.15) 
(6.16) 
The outline of the MPEG-2 video bit-stream structure is illustrated in Figure 2.6. It 
begi ns with the video sequence layer. The video stream data hierarchy defined by 
MPEG-2 is designed to help with error handling, random search, buffer regulation and 
synchronization. 
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FIgure 2.6: MPEG-2 video blt-stI-eam st .... ctures 
The sequence layer starts with a start code and a sequence header. The header carries 
sequence parameter which includes width, height, and aspect ratio of pixels, buffer 
size, frame rate and bit rate. It also carries optional quanlizer matrices: one for intra-
coded blocks and one for inter-coded blocks. Profile information is also included in 
sequence header and it selects one of 3 chroma format. It contains p number of 
frames. 
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The GOP is opt ional. It begins with a start code and a header. The GOP header is 
located next in the bit-stream syntax with at least one fram e foll owing each GOP 
header. The header carries time code infornlation, edit ing infonmation and optional 
user data. 
The frame layer also begins with a start code and a header. The header carries frame 
flags that will code the frame as progress ive or interl aced frame. In interl aced frames, 
frames may be coded as either a frame or as two separately coded fi eld (top/bottom 
field) frames. Frame frames also provide the option of coding each macro block 
locally as either field or frame. Field frames may be chosen to save memory storage 
or reduce the end-to-end encoder-decoder delay by one fi eld period [19]. MPEG2 
allows several combinations of using fi elds and frames in motion compensation in 
order to take advantages of fi eld and frame correlation. Frames are divided into sli ces 
and the fram e layer contains m number of slices. 
The slice layer acts as a resynchronization unit. It also begins with a start code and a 
sli ce header. The slice header carri es the address infonmation that allows the 
HuffrnanlRun-Level Coding decoder to resynchronize at s lice boundari es. It also 
contains the quanti zer scale that is used in the coding of the current s li ce. The slices in 
MPEG-2 begin and end in the same horizontal row of macro blocks. 
The macroblock layer acts as a motion compensation unit. It contains the macroblock 
address increment, the macroblock type, the quanti zer scale, motion vector and the 
coded block pattern which defines the coding patterns of the 6 blocks in the 
macroblock. Each macroblock has Least Conunon M ultipJe (LCM) of Y, Cb, Cr of 8 
x8 blocks in 4:2:0 sampling structure. Lastly, the block layer consists of coded 8 x 8 
DCT coefficients. 
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2.3 LITERATURE REVIEW 
2.3.1 Fundamentals of Motion-Estimation 
The basic idea of motion estimation is to examine tile movement o f objects In an 
image sequence and to obtain vectors representing the estimated motion. This 
motion information is represented by a two-dimensional di splacement vector or 
motion vectors. The image intensity of a pixel at the current frame can be defin ed as 
J,(r) =J'ol (r+v) (6 .1 7) 
where I,(r) is the grey level of the pixel at the location given by position vector r in 
the frame t, and v is a di splacement mapping the region in the current frame t into the 
previous frame t-1. Thus, the motion vector, v, is ilie only parameter that is required 
in equation 2.17 for performing motion estimation. 
In general, there are three major types of motion estimat ion algorithms which they 
search for thi s motion parameter: block matching techniques, pel-recllrsive 
techniques, and phase correlation techniques. Pel-recursive techniques are iteratively 
refining the motion estimation for individual pels by gradient methods[32] . These 
techniques involve more computational complexity and less regularity, so they are 
difficult to reali ze in hardware. The phase correlation techniques estimate the 
di splacement between two image blocks by means of a normalized cross-correlation 
function in the 2-D spatial Fourier Domain[39J. The location of peak(s) in thi s phase-
correlation function indicates the relative displacement between the two blocks. In 
block matching techniques, as shown in Figure 2.7, a block of pixels or a macroblock 
within the current frame can be modelled as a translation of a macroblock from a 
previous [Tame. 
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This means that each pixel within the macroblock undergoes the same amount of 
translational motion. Thus block matching algorithms estimate motion on the basis of 
macroblocks and produce one motion vector for each macroblock as in MPEG-2 but 
in other standards, the macroblock may have more motion vectors. 
The criterion for the best match can be the minimum error or energy of the residue 
obtained from the sum of absolute differences of corresponding pixels between the 
macroblocks. The criterion can be described by the following equation[34] : 
E(B,v) = III,(r)-IH(r+v)j", 
r€lJ 
(6.18) 
where B contains all the pixels in the current macroblock, v is a displacement vector 
that addresses the reference macroblock location in 11-1 . The motion vector (MV) 
obtained for the current macroblock B can be generally formulated as follows: 
MV(B) = arg min E(B, v) , 
yeS 
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(6.19) 
where S is the search area in the reference frame. 
Macroblock matching techniques are widely used because of their better 
performance and smaller complexity in terms of hardware implementation compared 
to pel-recursive and phase correlation moti on estimation techniques [72]. 
Macroblock matching techniques have been employed by most standard video 
encoders such as H.261, H.263, MPEG-I ,-2,-4. In these techniques, every image is 
partitioned into macroblocks and the current or target macroblock is compared with 
candidates in a bounded area of the previous frame in order to find a matching 
macroblock. The size of image macroblock, n, in most video coding systems is 
usually 16 by 16 pixels. This size is claimed to be a good trade-off between accuracy 
and computational cost and it also corresponds to the Least Common Multiple 
(LCM) of 8 x 8 blocks, given the normative 4: 2: 0 chroma ratio[20]. 
The matching macroblock or the best match is identified after all the candidates have 
been checked through and the relative location of the best candidate induces the 
estimated motion vector. In the searching process, several parameters will affect the 
performance. There are six paranleters identified to have an impact on the 
performance and complexity of the motion estimat ion algorithnls and they are: 
2.3.1.1 Size of macroblock 
The macroblock size can lead to wrong motion vectors because there is a possibi li ty 
that there may be two different objects moving into different directions within one 
macroblock and it is possible not to find the exact match of the macroblock in the 
previous frame. Therefore the macroblock size can be reduced to avoid thi s effect. 
Even though the small macroblock sizes can provide good approximation to real 
motion, they also produce large amount of raw motion infomlation which increases 
the number of transmission bits or the required data compression complexity to 
condense thi s motion information. Furthermore, from perfonnance point of view, 
small macroblock sizes suffer from object ambiguity problem and the random noise 
problem[37]. Thus, in some techniques such as in H.263, variab le macroblock sizes 
are used [41 , 105] in adaptive manner. Some of macro block sizes are chosen to be as 
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large as possible in order to get fewer motion vectors and less noise influence for the 
matching criterion and some use smaller macroblock sizes in order to have better 
performance and also to reduce bit rate if the motion vector bits are also optimal. 
Although macroblocks can be in any sizes, macroblock sizes of integer power of 2 are 
preferred for architectural purposes and macroblock sizes of 8 and 16 pixels 
predominate. 
2.3.1.2 Number of search points in reference frame 
In block matching algorithm, all candidates macroblock from a search area have to be 
examined in order to get the best match. This search is computationally very 
intensive and requires the matching function to be evaluated many times for each 
target block to be matched. Thus in order to reduce the computations, some 
algorithms tests only some of the candidates. By deliberately skipping search 
positions and only restrict the search to a few points within a search area, these 
methods can also accelerate motion estimation by avoiding the calculation of the 
matching criterion. However, they may sacrifi ce accuracy because they may trap into 
local minima. A local minimum is a candidate macroblock location where the 
neighbouring macroblocks have greater distortion but the candidate macroblock is not 
the best of the entire search area. This can be seen in Figure 2.8 where the SAD 
surface taken from one of the macroblock in the sequence Mobile and the contour 
clearly shows that there is a couple of optima. In thi s fi gure, if less search points are 
needed, the search should be done around the centre area with smaller step, otherwise 
it might be trapped in other local optimum. 
Even though the choice of using less searching point in matching macroblock might 
not be as good as that chosen by an exhausti ve, the quali ty-cost trade-off is usually 
worthwhile. 
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Figure2.8: SAD error surface and contour 
2.3.1.3 Number of pixels in a macroblock 
The complexity and the qual ity of block motion estimation can also be optimized if 
the operation of block matching algorithm is reduced. This reduction can be done if 
a subset of pixels in a macroblock is used in evaluating the macroblock matching 
criterion. Besides selecting certain pixels, a technique called half-stop technique can 
remove unnecessary computation by stopping the remained calculation of matching 
criterion. Both of these techniques have been employed in several algorithms such as 
in [42, 98] and they have proven that the number of pixels in a macroblock do give 
impact on the performance of motion estimation especially in terms of complexity. 
However, by leaving out some pixels, the accuracy in the estimation of motion 
vectors may be reduced unless the discarded pixels contribute less error or energy to 
the residue. 
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2 .. 1.4 Size of search area 
The search can be carried out on the entire reference frame but it is usually centred on 
the position of the target macroblock in the current frame. The search area is 
specified by the x and y displacements, so if the maximum displacements in the 
horizontal and vertical directions are dx and dy respectively and the macroblock size 
is n, then the search area will be of size (2dx + n)(2dy + /I). It can be seen that the 
number of candidate blocks in the search area increases quadratically as the 
di splacement increases, which can result in a large number of candidate blocks being 
compared to the target macroblock. This means that the larger the allowable 
displacement the greater the probability of finding a good match. However, if a large 
search area is used, it does not only need more computations but it also invites 
uncert ainties. This is also due to the existing of local minima especially in a large 
search area. In order to improve performance by directly addressing the problem of 
convergence on local minima, Lee et a!. introduced dynamic search window size [66]. 
They used three convergence modes; fast, normal and slow. Based on these modes, 
the algori thm chose suitable window size and they had opportunity to recover if the 
wrong target was chosen by decreasing the window size. Therefore by varying the 
search area size, the motion estimation algorithm can produce better results but wi th 
fewer computations and this has been proven by Lee et a!. 
2.3.1.5 Initial search point 
Block matching algorithm usually refers to the motion of the objects within the scene. 
Since the macroblocks used in the block matching are generally smaller than the 
objects, it is sensible to assume that there is correlation between the motion of the 
adjacent macroblocks[77]. In other words, motion vectors of spatially adjacent 
blocks can be highly correlated especially when these belong to the same object. 
These motion vectors are used to calculate the prediction of the macroblock's motion 
and this prediction is used as a starting point for the search. This concept is already 
exploited during the coding process of the motion vectors in several fast motion 
estimation architectures[8, 36]. Thus, the initial search point is also considered to 
give an important effect to the performance and complexity of motion estimation 
algorithms. In terms of complexity, a good initial search point can speed up the 
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search if the initia l search point is close to the optimal motion vector thus enable early 
termination of the search. It also can improve the quality and hence the bit rate by 
reduci ng the risk of being trapped in local minima. 
2.3.1.6 The matchin g function 
The matching criterion is used to evaluate the block distortion measure and it has its 
own complexi ty and effici ency. These factors can also affect the performance of 
motion estimation in terms of speed and quality. 
There are numbers of cri teria to evaluate the quality of block matching and some of 
them are defined here: 
Sum of Absolute Difference (SAD) 
N-J N - I 
SAD = L LIJc(k+i, / + j) - Jp(k+x+i,l+ y+ j)1 
;=0 j ""O 
Mean Absolute Difference (MAD) 
1 N- I N- J 
MAD = -, L L IIc(k+i,/+ j)- Jp(k +x+i, / + y+ j)1 
N ;.,0 j EO 
Mean Square Error (MSE) 
I N- I N - J 2 
MSE = -, L L IIc(k + i,l + j) - Jp(k +x +i,l + y+ j)1 
N ; ... 0 j>£O 
where 
(ij) is the coordinate of the pixel of the block 
le is the pixel intensity of current block 
(6.20) 
(6.21) 
(6.22) 
Ip is the pixel intensity of corresponding block of previous/reference frame. 
x, yare locations in given search range 
N is the size of the matching block (usually 16) 
The distortion measure used in MPEG-like coders, TM5 [75], is typically the mean 
abso lute difference<;(MAD) or equivalently sum of absolute differences(SAD). The 
matching functions vary in complex ity. The MSE requires many multiplications 
whereas the MAD and SAD primarily use additions. While multiplication might not 
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have too great an impact on a software coder, a hardware coder using MSE could be 
more expensive than a hardware implementation of the MAD/SAD funct ion. 
However, as stated in [31] , the MAD does not always relate monotonically with the 
number of bits required to code the residue. This means that it is not guaranteed that 
the residue from this best match requires the few est bits for coding. So, altematively, 
matching functions other than SAD, MAD or MSE can also be used. For example, 
mean-removed absolute difference (mrMAD)[31] can be used to reduce the bits and 
to reduce the power consumed, adaptive pixel truncation is used[ II 0]. Other 
approaches include hierarchical feature matching [100] , normalized minimum 
correlation teclUliques[83] and minimax matching criterion [73] but most of them are 
chosen either because of quality or less in complexity. 
In thi s research, SAD is used as a matching criterion becau'se of its simplicity in terms 
of hardware implementation and its quality is as good as MSE performance. 
2.3.2 Search Algorithms 
Based on the parameters discussed above, some of dominant search methods 111 
motion estimation are described as follows: 
2.3.2.1 Full Search Technique 
A full search algorithm IS also known as an exhaustive search because every 
candidate macroblock in the search area is considered as a potential match and all 
pixels inside a macroblock are used to seek a matching macroblock. It has small 
overhead information to represent motion field due to one motion vector per block 
and easy hardware implementation with simple structure [7]. 
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For each macroblock in the current frame, a search range, d. is defined in the 
reference image. The current image macroblock is compared to the reference image 
macroblock by using a selected match criterion. The reference image macroblock 
with the minimum match error is used as a predictor and the relative positions of the 
two blocks define a motion vector for the current macroblock. Figure 2.9 best 
describes the exhaustive search algorithm in block matching motion estimation. 
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Figure 2.9: FuU Seal'ch Algorithm 
The full search examines every region in a search window in the reference frame to 
find the best match. In terms of finding the best match, FS is optimal (only in the area 
it searches) but it is computationally intensive due to high number of operations that 
are involved and it is not suitable for real-time and low power applications especially 
in the case of large frame sizes or large search range or bi-directional coding. For 
example, the SAD calculation for a macroblock size 16 x 16 requires 256 subtractions 
and 255 additions and 16 comparisons if early jump out is applied . For a maximum 
displacement ofw = 7, the number oflocations searched is (2 x 7 + 1)2 = 255 and each 
block requires 255 x 255 = 65025 additions, 255 x 256 = 65280 subtractions and 255 
x 16 = 4080 comparisons. For an image of352 x 288, 396 block motion vector need 
to be calculated and a total cost of 396 x 65025 =25.7 million additions, 396 x 
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65280=25.8 million subtractions and 396 x 4080 = 1.6 million comparisons need to 
perfonned for each frame. If we assume time rate of 25 frame/sec, tllere are over I 
billion additions and subtractions and 40 million comparisons per second for a small 
frame. 
Thus the complexity cost of perfonning motion estimation is proportional to the 
number of checking points, the number of pixels used to perfonn the matching and 
the complexity to evaluate one pixel match plus the additional complexity to generate 
the motion vector. 
Even though the FS methods give the best solution in the viewpoint of estimation 
error, they are computationally too costIy for a practical real-time application. They 
also usuaUy do not produce tile natural motion field , physical motion , which could 
produce better subjective frame quality[51]. Their motion vectors tend to be rather 
chaotic and such chaotic motion fields could create problems when transmitted in 
noisy environments, since it is ratller hard to predict erroneous and missing motion 
vectors in the error-concealment post processing stage of the decoder[1 l]. 
For these reasons, many alternative motion estimation techniques have been 
developed and aimed at reducing the computational burden of the motion estimation 
with negligible degradations in image quality. Unfortunately, some of them are not 
vel)' efficient in tenns of computational complexity while others suffer in their 
performance especiaUy when the motion is large. 
2.3.2.1. Fa~.t Search Techniques: 
Another class of search methods are fast searcb techniques. These techniques intend 
to reduce the complexity by using less number of locations searched or by limiting the 
search space to some pattern. Examples of this technique are Three-Step Search(TSS) 
[89) , Cross Search (CS)[72), New Three-Step Searcb(NTSS)[80), Four-Step 
Search(FSS)[65),Block-Based Gradient Descent Search(BBGDS)[64) and 
Unrestricted Centre-Biased Diamond Search(UCBDS) [60). These fast BMA's search 
patterns and search strategies are based on the assumption that the error surface 
decreases monotonicaIly as tile motion vector moves to tile global minimum point. As 
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mentioned before, by selecting certain positions or candidates within search area in 
reference frame, these methods might be trapped in local mi nima and resu lt in poor 
matching accuracy. 
There are a very large number of fast algorithms and recentl y, there are some 
algorithms that use certain patterns such as diamond-shaped pattern of di fferent sizes 
as in cross-diamond[26, 27], ki te-cross-diamond search[26] and hexagonal-shaped 
pattern as in hexagonal search[2, 17) etc. as their strategies to fi nd the best matching 
macroblock. They use several patterns in one algori thm in order to prevent from 
being trapped in local minima. For reviewing purposes, only fi ve traditional 
algorithms are reported here and they are implemented in experiments in order to be 
compared with the proposed algorithms in tenns of their simplicity and 
effectiveness. 
2.3.2.1.1 Tbree Step Searcb(TSS) 
The three step search was proposed in 198 1 by T.Koga[89] and it is based on coarse 
to fine approach with logarithmic decreas ing step size. It consists of three eva luation 
steps and they are as fo llows: 
Step 1: The initial step size is set to half of the maximum motion d isplacement d 
( i .e.d/2). It tests eight points at a di stance of step size around the centre with the 
position of minimum distortion becoming the new centre in the next step. 
Step 2: Then the step size is halved and again the best candidate search point in 
thi s step becomes the centre of the next step. 
Step 3: Steps I and 2 are repeated till the step size becomes I and the algorithm 
typically halts after the three steps when d equal to 7 as shown in Figure 2. 10. 
The number of checking points depends un the maxll1mm disp lacemcnt vcctor 
allowed and the accuracy of estimation: e.g., a range of +- 7 would require 
(9+8+8)=25 checking points. For larger search window, the number of checking 
points required equals [I + 8(1og, (d + I»] . 
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Figure 2.10: Three Step Search 
The problem with TSS is it uses unifonnly allocated search pattern in its first step and 
it is not very efficient to catch small motions appearing in stationary or quasi-
stationary macrobocks. Despite of this problem, it is a popular algorithm because of 
its simplicity and near optimal performance especially for large motion sequence. 
2.3.2.1.2 Orthogonal Search Algorithm(OSA) 
This search is a composite of the Three Step Search and the Two Logarithmic 
Dimensional Logarithmic Search and was introduced by Puri in 1987 [14]. It 
consists of pairs of horizontal and vertical steps with a logarithmic decreasing in step 
size. The algorithm may be described as follows: 
Step 1: Three checking points are searched in horizontal direction with its initial 
step size is half of the maximum displacement in the search window 
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Step 2: The point with minimum distortion from previous step becomes the 
centre of the vertical searching step which also consists of three checking points. 
Step 3: The step size is halved and the same searching scheme as in step I and 2 
are used until the step size equals to one. 
Examples of the OSA are shown in Figure 2.11(a) and (b). As can be seen, the 
algorithm halts when the step size is equal to one and the step size is halved after 
checking points in both directions. Figure 2.11 a shows the path needed when the 
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Figure 2.11: OrtbogonaI Search 
minimum distortion does not occur at the centre of the horizontal/vertical direction 
while Figure 2.8(b) shows the other cases. They also show that they only require a 
total of 13 checking points when cJ=!7 although they have different locations of 
minimum distortion. For the maximum number of search points, the OSA algorithm 
requires (1 + 4[logid+ 1 )]) checking points. Thus, the OSA is the fastest search 
method in terms of computational complexity when it is compared with TSS and 
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other fast search methods. Hence, the OSA is also considered to be a simple algorithm 
however the quality of match is still not very good. 
2.3.2.1.3 Cross Searcb 
M.Ghanbari introduced this algorithm in 1990[72] and thi s algorithm is similar to a 
two dimensional logarithmic search by Jain & Jain[58] except the chosen search 
locations are at the end points ofa cross in the shape of the symbol "x" rather than a 
"+". The algorithm can be described as follows: 
Step 1: The first five set of points are picked around the centre of thi s cross. The 
search step s ize is usually half the maximum di splacement of the search window 
and the point with minimum distortion measure is chosen to be the centre of the 
next search. Figure 2.1 2 shows that there are five checking points placed in a 
cross pattern in each step. 
Step 2: The search continues for 4 more points but the step size is halved in each 
iteration and the centre is moved to the point of minimum di stortion. 
Step 3: If the step size is bigger than I, repeat step 2, otherwise eva luate 
distortion at 4 more points around the new centre. These four points can be placed 
in a different cross pattern and it depends on the minimum di stortion point of the 
prev ious step. If the point is either at the centre, upper-left or lower-right 
checking point, a "+" cross search pattern is used. Otherwise, an "x" cross search 
pattern is used as shown in Figure 2.1 2(a). Figure 2. 12(b) shows that the final 
minimum distortion point is located at the upper-l eft check ing point, thus a "+" 
cross is used. 
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Figure 2.12: Cross Search 
In terms of the number of checking points, the CS algorithm needs 17 checking 
points for d =1. For general case, it requires (5+4 [lOg2 d]) checking points. 
2.3.2.1.4 Four Step Search(FSS) 
The four step search is proposed by L.M.Po and W.C.Ma [65] and the algorithm 
utilizes a centre-biased search pattern with nine checking points and the initial step 
size is fourth of the maximum motion displacement d(i.e. d/4) whereas in TSS, the 
initial step size is d/2. The algorithm is briefly described as follows: 
Step 1: Find a point with minimum distortion from nine checking points on a 5 
x5 window at the centre or the search area if d=7 . If the minimum occurs at the 
centre of the search window, go to step 4; other wise go to step 2 
Step 2: 3 or 5 additional checking points are evaluated according to the previous 
minimum distortion location. If the minimum is found at the corner, 5 checking 
points are needed; otherwise 3 checking points facing the minimum are evaluated. 
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If the best match is found to be the previous point, then go to step 4; oth erwise 
proceed to step 3 
Step 3: The search continues with the same searching pattern strategy as Step 2, 
but wi ll proceed to Step 4 if the search has reached at the end of the search 
window or the minimum is the previous best match. 
Step 4: The search window is reduced to 3 x 3 if the step size is already reduced 
to one but if it is greater than one, and then another four-step search is perform ed 
with the first step equals to the last step of the previous search. 
Figure 2.1 3 shows two search paths as an example for FSS in searching sequences 
with large motion. In the second step, there are three checking points in the upper-
right path as shown in Figure 2. 13(a) but five checking points are requ ired in the 
lower-left path as shown in Figure 2. 13(b). Since the minimum is located at the corner 
in the third searching step for both figures , so they need five check ing points. At the 
fo urth step, the step size is reduced by ha lf and all the eight points around the centre 
of the search are examined. Thus, the right path requ ires 25 checking points whi le for 
the left path, it requires 27 checking points which is the worst case of the algorithm 
for d=7. 
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In general, the number of checking points required for the worst case is 
[18(1082 d :1)+9] , The FSS is not excluded from local minima problem however 
its performance in terms of quality is better than the TSS for image sequences with 
small motion and complex movements[65). 
2.3.2.1.5 Unrestricted Centre-Biased Diamond Search (UCBDS) 
As other searches discussed above, the UCBDS also starts the search from the center 
of the search window by evaluating the minimum distortion at nine checking points 
[onumg a diamond pattern . If the minimum distortion occurs at the center of 
diamond pattern, the shrunk diamond pattern with four checking points are used, 
Otherwise, three or five additional checking points are evaluated depending on 
location of minimum distortion, The process is repeated until the minimum distortion 
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is found at the diamond center and the shru nk diamond is used to determ ine the final 
reference macroblock and hence the motion vector. 
Figure 2.14 illustrates two search paths of the UCBDS as an example. The left 
search path (Figure 2.14 (a)) requires fi ve steps and the minimum distortion is found 
to be at the side of the diamond. Thus, three points facing the minimum di stortion are 
evaluated and thi s process is repeated twice because the minimum di stortion is not 
located at one of the corners or at the previous location. However, in Figure 2. 14(b), 
the mini mumdistortion from the first step is located at the left corner of the diamond. 
Hence, fi ve new candidate search points around the corner are eva luated. The same 
process is continued either with three or five points are evaluated depending on the 
location of the lowest di stortion measure. Any candidate point that extends beyond 
the search window is ignored and the centre is always updated when the new lowest 
distortion measure point is found . The process halts when the minimum distort ion is 
found to be at the same location as the previous minimum distort ion and a shrunk 
diamond will be used to find the final vector. Similar with other searches, the 
UCBDS still does not perfonn well either for sequences containing large or small 
moti on. This is due to the pattern itself, i.e. large di amond, which a ll ows several 
po ints to be skipped and enables loca l minima trap 
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So the assumption that the block distortion measurement increases monotonically as 
the checking point moves away from the global minimum block distortion 
measurement point is not necessarily true. For example in UCBDS, there is a 
possibility that the location of the lowest distortion can be the point between the 
centre and the corner of a large diamond but since the minimum is found at the 
corner, this point never be checked in the next search unless that corner is still the 
location of the minimum distortion in the following search and becoming the centre of 
the shrunk diamond. Thus in some cases especially cases with relatively large global 
motion, the algorithm had poor performance. However, among all the traditional 
s=ches described briefly above, the UCBDS is considered to be optimal in some 
cases since it is able to reduce complexity without affecting the quality of the video 
stream. Furthennore, the diamond pattern has been adopted in recent algorithms such 
as in Cross-Diamond[26],Advanced Diamond Zonal Search(ADZS)[12] and 
Advanced Predictive Diamond Zonal Search (APDZS)[6] algorithms because the 
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diamond shaped pattern is much more regular than rectangular or circular shaped 
which makes the algorithm easier and simpler to implement especially for hardwf1fe. 
Moreover by using diamond pattern, fewer points are necessary to be examined thus 
significantly increasing speed up[6]. 
2.3.2.2 Sub-sampling Techniques 
In sub-sampling or pixel decimation techniques, the computational cost is reduced by 
evaluating the block matching criterion at a fraction instead of at all of the pixels 
within a macroblock. The reason is that some pixels in a macroblock contribute most 
of the error or energy to the residue and not all of the pixels are needed in the 
matching criterion. Sub-sampling technique can be embedded in almost all search 
strategies such as the full range search and the fast search algoritllms. 
In 1988, Bierling[69] implemented a uniform 4: I sub-sampling pattern to selecting 
pixels for tlle search motion vectors. Tlus fixed pixel pattern linuts the accuracy of 
motion vector since part of the pixels do not enter into the matching criterion. The 
djscarded pixels could be crucial especially in tlle case of high activity block and the 
error contributed by them may be high. Later, Liu and Zaccarin[15] introduced an 
alternating 4: I pixel sub-sampling and it is implemented for the full search algorithm. 
This technique use all four patterns 4:1 pixel in a specific alternating manner and it 
gives a better result than using only one 4: I sub-sampling pattern since all pixels in 
the current macroblock are used in the evaluation of block match.. Figure 2.15 shows 
the 4:1 sub-sampling and alternating pixel-decimation patterns as in Liu[IS]. Chan et 
al. [103] presented an adaptive pixel-decimation which tlley can vary the IIwnber of 
selected pixels based on the image details such as edges and texture for the matching 
criterion. Yankang et a\.[108] also utilized edge information and adaptive pixel-
decimation but this method extends the algorithm by looking directly for edge pixels 
instead of requiring an initial wliform divis ion of block. Otller algorithm that also use 
tius dynamic selection pixels is new fast and efficient two step search [35]. 
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(a) 4:1 subsampling technique 
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(b) Pixel pattern in alternating 4 : 1 subsampliog 
Figure 2.15: Sub-sampling techniques in 8 x 8 block size 
Apart from ti.Je sub-sampling techniques mentioned above, halfway stop or early 
jump out techniques can also be considered as sub-sampling because it also evaluate 
matching criterion with reduced number of pixels. This teclmique is based on partial 
distortion search(PDS)[18j. This algorithm can reject vector and does not calculate 
the rest distortions of k components if the i lb accumulated partial distortion is greater 
than the current minimum distortion in which the total distortion is obtained by 
adding all the distortion of k components. Some algorithms applied this technique to 
the block distortion measure calculation in motion estimation but they compare the 
nonnalized partial distortion of the candidate motion vectors instead of the partial 
distortion directly and the associated algorithms are nonnalized partial distortion 
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search [25] and the generalized partial distortion search algorithm COPDS) [24, 61]. 
Several critetia have been added to this technique such as the edge pixels in the block 
and the pixels with lar.;est gradient magnitude as in [55] in order to improve 
performance. 
Although these methods, i.e. half-way stop and sub-sampling technique, can maintain 
the ir PSNR performances very close to the full search algorithm, the dynamic 
selection of pixels based on gradient magnitude and edge detection will cost more in 
terms of computation since pre-processing such as the edge detection or gradient 
evaluation must be done before the selection process can begin. 
2.3.2.3 Hierarchical or Multi-Resolution Techniques 
All of the matching techniques discussed above are only involved with number of 
search positions and number of pixels. In order to improve those methods in terms of 
accuracy and speed, other parameters such as the initial search point and the size of 
macroblock are considered and they are available as in these techniques: 
The hierarchical block matching a1gorithmCHBMA) is proposed by [69]. The 
hierarchical methods use the same frame size but different block sizes at each level. 
The motion vector obtained from a larger block size provides a good initial estimate 
for motion vectors associated with smaller blocks that are contained by the larger 
block. For example if there is a hierarchical block matching algorithm with two 
levels, the lower level is formed by sub-sampling the higher level by a factor of two in 
both horizonta l and vertical directions. One pixel displacement at lower level 
corresponds to .. two pixel displacements at higher level. It also restricts the number of 
search locations at large-scale motion vectors at first and refines the predicted motion 
vector later. The llierarchical methods is also known as multi-resolution techniques 
because they rely on the idea of predicting an approximate large-scale motion vector 
in a coarse-resolution video and refining the predicted motion vector to obtain the 
motion vector in the fmer resolution. 
There are several improved hierarchical coding techniques which are also known as 
pyramid coding techniques for example those of [53,62,92, 104]. Many researchers 
are investigating hierarchical coding teclmiques because of their reliability and quality 
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and they can be divided in two groups: constant block size[53] and variable block 
size[26, 88]. However, these techniques are still considerably more complex than 
simple macroblock matching methods and they are computational expensive. 
2.3.2.4 Motion Vector Predictors 
Another approach to improve fast motion estimation and to find optimal motion 
vector is by using initial search centre prediction. It is used to serve as the starting 
point for the motion vector estimation by exploiting the correlation among motion 
vectors of adjacent macroblocks. In these methods, the temporal and spatial 
information are used to reduce the number of search points and thus speed up the 
motion vector estimation. Spatial correlation exploits the information provided by the 
motion vectors of the neighbouring macroblocks in the current frame in order to 
provide a good starting point for motion estimation in the reference frame. On the 
other hand, the temporal information is utilized to perform motion vector prediction 
based on the motion vectors of the neighbouring macroblocks in the previous frame. 
Some algorithms only use spatial information to speed up the motion vector 
estimation because statistically the motion vector of a macroblock is highly 
correlated with the motion vectors of the neighbouring macroblocks in the current 
frame[50, 68, 70] . This is based on the assumption that objects usually span through 
several macroblocks and the motion vectors of the macroblocks will not differ too 
much when translational motion is considered. Chalindabhongse and Kuo[52, 85] , 
on the other hand, make use of the temporal and spatial information correlation due to 
global and local motion that typically coexists across frames and most of the blocks 
are moving alqng the same direction between inter-frames[71] . Thus it may result in 
better quality and bit rate. 
The spatial and temporal correlation techniques however, suffer from one major 
problem. They always select the motion vectors of the neighbouring blocks in the 
current or previous frame or the weighted average of the motion vectors of the 
neighbouring blocks as candidate motion vector of the current block. This asswnes 
that the motion vector of the current block must have a relationship with the motion 
vector of the neighbouring blocks, which is not always the case. In reality, these 
assumptions may not be true and it is not reasonable to assume that all pixels in a 
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macroblock always have the same motion because pixels at the same position of 
adjacent frames usuaUy correspond to different parts of object, shapes and motion. 
Thus, for certain cases such as non -smooth motion fields, scene changes or for object 
boundary macroblocks , the motion vector of a block may not be equal to one of the 
neighbouring blocks or the weighted average of the motion vectors of the 
neighbouring blocks[43]. 
Most of fast block motion estimation algorithms developed in the recent years have a 
ntixture of a couple of search patterns in one algorithm. They also have been 
combined with motion vector predictors as starting point in order to develop all 
efficient motion estimation algorithm that can provide good rate and distortion 
perfonnance. The recent search methods that implement this kind of strategies are 
such as Predictive Line Search[107] ,Adaptive Dual-Cross Search[IOI],Enhanced 
Hexagonal Search[29], Nearest-Neighbours Search[71] and zonal search[9-1l]. 
Tourapis introduced a range of zonal search algoritluns and one of his algorithm 
comprises motion vector predictors and multi-resolution teclmique i.e. Modified 
Circular Zonal Search [11]. It is a modified version of Circular Zonal Search and 
subsequently, other zonal based algorithms are developed or ellhanced from thi s 
algoritlun such as Hexagon-based zonal search[761. PMVFAST[II] ,APDZS[8] , 
Enhanced Predictive Zonal Search(EPZS) and 3-Dimensional Predictive Diamond 
Search(3D-PDS)[IO, 11]. Among aU these methods, PMVFAST has beeu accepted 
as part of tile Optimization Model 1.0 of MPEG-4 standard [44] and a brief 
description of this technique is described here. 
2_3.2.4.1 ~redictive Motion Vector Field Adaptive Search Technique 
(PMVFAST). 
PMVFAST is about similar with APDZS which is an improvement of an earlier 
version of zonal algorithms, i.e. MVF AST, with the use of generalized predictor 
selection and adaptive threshold parameters. Like APDZS, besides considering the 
motion vectors of the adjacent macroblocks in the current frame, PMVF AST also 
consider the motion vector of the coUocated macroblock in the previous frame since 
high correlation also exists in the tempora! domain. The foUowing steps describe the 
algoritlun: 
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Step 1: Set threshold parameters T, and T}. These are selected using an adaptive 
technique by considering the minimum SAD value of the three adjacent 
macroblocks. T, =min (SADrejl,SAD,op.SADIOp-righJ and T}=T, +256 
Step 2: Examine a set of s ix pred ictors which includes the median pred ictor from 
three adjacent macroblocks(left, top, top-right), the (O,O)MV, the MVs from the 
three adjacent macroblocks and the MV of the collocated macroblock in the 
previous frame but in PMVFAST, the median pred ictor is examined first whether 
the current minimum SAD satisfies a small threshold (e.g. T=256) . If so 
terminate algorithm, otherwise continue examine all predictors. If current 
mInimum SAD satisfies an adaptively calculated threshold Tr then terminate. 
Otherwise continue. The best predictor is used as the centre of a diamond pattem 
search. 
Step 3: A second threshold T} is used for the decision of the diamond pattern. 
Th is threshold is only used when the median predictor is found to be in the centre 
of the search wi ndow and it is equivalently known as a distortion predictor 
because it is another prediction of the SAD of the current macroblock. 1f T} is less 
than some value K (e.g. K= 1536), the sma ll diamond is used because the SAD of 
the current block is also like ly to be small and the MV is likely to be found in 
small neighbourhood around the centre . Other wise, the large diamond should be 
used . 
An imp lementation of the PMVF AST algorithm is shown in Figure 2 .1 6. Most of the 
fast search zonal based mot ion estimation requires multiple predictions based on the 
motion vectors of neighbouring macroblocks with adaptive threshold and adaptive 
nu mber of zones in order to improve the estimation accuracy and the speedup of many 
ex ist ing fa st search methods. However, the use of mUltiple predictions with adapt ive 
thresho lds can add add itional computational overhead. 
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Figure 2.16: Implementation ofPMVFAST 
2.4 SUMMARY 
In tbis chapter, some process in TM5 has been described and some important block 
matching search methods. Some factors affecting motion estimation and problems 
related to this method have been discussed and addressed. The drawbacks of motion 
estimation methods are either having enormous computation overhead or lacking in 
quality reliability. It was observed that the full search method, wbich tests all search 
points, achieves the best motion vector resulting in the bighest peak signal to noise 
ratio (PSNR) but it requires huge computation. This algorithm needs a solution to 
eliminate some of the data from further consideration without having to go through 
each of them. Although the elimination can be done by pixel decimation or sub-
sampling, these techniques still do not give the same quality as FS. 
In the case of the reviewed fast search algorithms either with or without sub-
sampling, we noticed that they can reduce the computation but at the expense of 
degraded image quality. Although several predictors have been introduced in order to 
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overcome thi s problem, they are onl y designed for certain search strategies and they 
do not give th e best quality and bit rate. 
This thes is is concentrated on finding novel elimination procedures to reduce the 
computation of the fu ll search method for the same quality and bit rate. To address 
this problem and to fu lfil the first and second research objectives, the scanning order 
during matching criterion is investigated in Chapter 4. 
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CHAPTER 3 
EXPERIMENT AL ENVIRONMENT 
T his chapter describes the experimental environment and the performance 
measurement on which moti on estimations and their moti on vector predictors are 
based. 
3.1 TYPE OF VIDEO SEQUENCES 
The perfo rmance of motion estimation algorithm is heavily dependent on video being 
coded. Therefore, several fa mous sequences have been selected for the performance 
eva luation in thi s research. Each video sequence exhi bits different motion 
characteristics. As clarifi ed in [98Jand [87]. motion arising in an image sequence is a 
combination of global and local moti on acti vities. Global motion is usually introduced 
by camera's operation and/or movement such as panning, rotation and zooming, while 
local moti on comes fTOm the di splacement of objects in the scene such as translation, 
rotation, defomlation etc. The test sequences that have global/loca l only or both 
motions are Bowing, Coastguard, Deadline, Flower garden, Football, MotlIer alld 
Daughler, Mobile Ca/elltiar, Paris, Stlldents, Tennis and Rotating City. All the 
sequences are tested at the frame rate 25 framesfs and in progressive mode. The kinds 
of motion and frame sizes for each sequence are summari zed be low according to their 
motion characteristi cs. Besides the sum mary, th e first image from each sequence is 
also shown with its motion vector fi e ld . This is to illustrate the dominant motion the 
sequence has. 
3.1.1 Low Motion Sequences 
Deatiline (F igure 3. I(a)) and Stllt/ents (F igure 3. I(b» can be catego ri sed as slow 
moti on sequences. They are like other news sequences with movement restricted to 
the face area of the speaker and with a fi xed background in these 50 frames 
sequences. The test sequences Paris (Figure 3.1 (c» is al so considered as low moti on 
sequence a lthough it still has a little movement around the other objects such as the 
movement of the ba ll and the objects' body when they are laughing. So th e dominant 
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motions in these sequences are either horizontal or no motion at all as illustrated by 
their motion fields in Figure 3.1. All of them have image pixel288 x 352. 
(a) 
(b) 
(c) 
Figure 3.1: (a) Deadline (b) Students (c) Paris and their respective motion fields estimated by FS 
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3.1.2 Intermediate Motion Sequences 
The intennediate motion sequences are generally sequences with slow motion but 
they have abrupt changes in their motion in some of the frames in the sequences. 
Bowing is a sequence of 50 images with image pixel 352 by 288. The sequence 
shows a man moves forward (zooming) the camera and then he bows (vertically). 
There is relatively little motion except when he bows. There is no motion at the 
background. So the dominant motion occurred armmd the man at the beginning of the 
sequence is in horizontal motion and it turns to vertical motion with large vector when 
the man bows quickly as shown in Figure 3.2(a). 
Mother and Daughter (Figure 3.2(b)) can also be categorized in the intermediate 
motion sequence since the mother and daughter only moves her head to their side at 
the beginning of the sequence. The rest of the objects are either stay still or moves 
slowly for the rest of the sequences. 
-I Slow motion in early sequence Fast and vertical motion 
(a) 
Figure 3.2: Sequence (a) Bowing and its ''eSpective motion vector fields 
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· 
(b) 
Figure 3.2(continued): Sequence (b) Mother and (Iaugllterwith tbeir respective motion vector 
fields. 
3.1.3 High Motion Sequences 
Sequences with combination of still, slow and fast moving objects, camera zooming 
and panning are considered as high motion sequences. Below are sequences that fall 
in this category: 
The sequence Mobile Calendar (Figure 3.3(a» is a slow moving sequence but has 
random motion of objects such as the train is in horizontal motion, the calendar is in 
vertical motion and the ball is in rotational motion. Flower gllnlell (Figure 3.3(b» is a 
sequence with global motion since the motion is due to camera panning and its 
dominant motion is horizontal. Coast guard, Tenllis and Football (Figure 
3.3(c),(d),(e» are also sequences with combination of still, slow and fast moving 
objects, and their objects move in different directions. TenniS consists of global and 
local motion and it is a fast paced sequence. Its objects move vertically and it also 
involves with camera zooming. Coastguard is another interesting sequence with 
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dominant horizontal motion of objects moving with different speeds and different 
directions (the two vessels in the sequence) and with oscillating motion (the water in 
the sequence). Finally, Football is a very fast paced sequence with multiple motions 
along different directions. 
The sequence Rotating City has 35 frames and 384 x 512 pixell frame. Contrary to 
other sequences, it contains many irregular and random larger global motion types. 
This is due to camera motions which are rotating and zooming and all objects in the 
sequence seem to change their position in every frame as shown below in Figure 
3.3(f} 
I 
I 
(a) 
.. . . 
(b) 
Figure 3.3: Sequences (a)Flower garden (blMobi/e Calendar with their respective motion vector 
fields in one of their frames. 
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Figure 3.3: (continued) Sequences (c)Coast guard (d)FootbaJl (e)Tennis with their respective 
motion vector fields in one of their frames. 
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(I) 
Figure 3.3: (continued) Sequences (I) RotaJing City and its .... pective motion vector field. in one 
of their frames. 
3.2 PERFORMANCE MEASUREMENT 
Among many block distortion measure as described in Chapter 2, the SAD is 
preferred because its computation cost is not as expensive as others and it does not 
need multiplication in implementation. So it is the most important criterion that 
justifies the best match of certain search algorithms. 
The performance of the reconstructed video sequence can be evaluated by using MSE. 
The MSE is calculated between the original frame t and its motion compensated 
prediction obtained from frame /-1 . To evaluate the quality of a reconstructed video 
sequence ofa video codec quantitatively, PSNR (peak signal to noise ratio) is used . It 
is defined as follows: 
r 
2552 1 PSNR = JOlog,o - .,.....,N;-----
J.. L(X, - x,)' 
, N f=l .. 
where 255 is the peak value of a 8-bit quantized pixel. 
However, in some experiments, the PSNR values in single I, P and B frame differ of 
few tenths of dB and consequently the average PSNR of the whole sequence does Llot 
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change sensib ly with the number of frames. In these cases, we have to refer to 
differences in their MSE performance rather than in their PSNR va lues. The MSE 
compares the motion-compensated image frame wi th the o riginal fram e. The lower 
the MSE, the smaller the energy of the prediction error and therefore the more 
effective motion estimation algorithm is. 
Apart from the quali ty of a video, computationa l complex ity is also an important 
criterion to evaluate the performance of motion estimation algorithm. For fast motion 
estimations such as TSS, FSS, CS, and etc., they reduce the complexity by limiting 
the number searching points. Thus, in this research, for experiments that involve with 
fa st motion BMA, their complexity can be compared directly by considering the 
number of searching points and number of rows required for each macroblock in 
block matching. The computationa l complex ity perfo rm ance al so refers to the 
number of operations required in the who le process of motion est imat ion algorithm . 
The operations can be grouped in arithmetic, compari son, logica l or memory 
operations such as the foll owing: 
• Comparison operations: they correspond to C operators H=", " !=", "> ", H>=", 
"<" and H<=". 
• Logicol operotions: they correspond to C operators " !" , " &&", "11"· 
• Memory operotions: they correspond to C operators "=", "[]", "->" and the 
pointer dereferencing operator "*". 
• Arithmetic operations: all the other operati ons. 
Due to the complexity of counting the whole operati ons, the performance in terms of 
complexi ty only considers arithmetic and comparison operati ons. However, in o rder 
to be certain with the results, the actua l running time to encode each of the tested 
sequences is also considered as a measurement for algorithm complexity. 
3.3 SUMMARY 
In this chapter, the types of video sequences used in this research are introduced. 
T heir kinds of mot ions and sizes are li sted O..1t in detail s. The measurements to 
quantify the quality of reconstructed sequence and tne complex ity of block matching 
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algorithms are also discussed. In this research, SAD is used as a matching criterion 
because it is the simplest and its performance is as good as complex method. The 
number of rows and the number of searching po ints needed for each macroblock are 
used to measure the computational complex ity of the algorithms where as the MSE 
and the PSNR criterion are used to evaluate the quali ty performance of a video codec. 
So throughout the experiments, performances between the algorithms are based on 
these measurement criteria. 
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CHAPTER 4 
SCANNING ORDER FOR FAST ELIMINATION OF 
CANDIDATE PREDICTORS FOR FULL SEARCH. 
4.1 INTRODUCTION 
As reviewed in Chapter 2, many motion estimation algorithms reduced computation 
by matching only some of the checking points inside the search window. Other 
schemes reduced complex ity by sub-sampling techniques and Early Jump Out (EJO) 
such as generalized partial distortion searches(GPDS) [24] and adjustable parti al 
di stortion searches(APDS) [91 ]. In these techniques only a subset of macroblock 
pixels is considered for motion estimation. Some schemes. proposed in the literature 
examine only a subset of the pixe ls for a given search position in the reference frame 
and/or for the macroblock to be encoded, but in contrast to sub-sampl ing techniques 
they are able to find the best match in statistical terms without quali ty degradation. 
These schemes are successive elimination algorithms (SEA) [33,40,59,8 1,82,90, 
102], fast 2-d finite impulse response filters (1 06], vertica l-horizontal and massive 
projection techn iques fo r candidate and re ference blocks [86, 97] etc. 
In this chapter another type of sub-sampling techn ique with EJO is proposed. It is 
re lied on the scan order to calculate the Sum of Absolute Differences (SAD) between 
the pixels of the macroblock to be encoded and the pixe ls of its candidate predictors 
inside a fi xed size search window in the reference frame(s). 
In MPEG-2 , for the macro block matching of P and B frames, it uses a rasler scan 
order in order to calculate the SAD. If the SAD found exceeds the minimum SAD 
found so fa r, the candidate predictor is rejected and the search continues with the next 
candidate predictor. To speed-up the search even further, a compari son of the SAD 
measure occurs only once at the end of every pixe l row inside a macroblock (1 6 
pixels) and the identification of the predictor SAD as greater than the minimum SAD 
results in early ba iling out of the search for the current predictor. This speeding up of 
the Motion Estimation is often referred to as Early Jump Out Technique (EJO)[75] . 
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Although Full Search combined with EJO is guaranteed to find the best predictor 
ins ide the search window, it is still computationally intensive since it is exhaustive in 
the num ber of predictors it checks. 
A central issue in the search methods w ithout quali ty degradati on is the scanning 
order for the computation of the sum of absolute di fferences (SAD) between pixels in 
the macroblock to be encoded and its potential best match in the reference frame. 
Although scanning orders have rece ived a lot of attention in terms of effecti ve 
encoding of DCT coeffi cients using zigzag scanning, alternate scanning etc.(99), 
much less attention has been focused on scanning orders for motion estimation. 
These motion estimation scanning orders are usually prediction schemes that attempt 
to determine maximal changes of the local motion fi e ld through SAD computation, as 
fast as possible. The local moti on fi e ld max imal changes will in turn result in 
computational sav ings since if the SAD for a search pos ition in the reference frame is 
greater than the maximum SAD found so fa r, an early jump out (EJO) will occur and 
the rest of the operations for that search position in the reference frame will be saved. 
The search will then continue from the next search position in the reference frame. 
Due to simplicity in its implementation, the MPEG-2 standard in TM-5 chose to 
examine EJO points at the end of every macroblock row and it a lso chose a fixed 
raster-scan order for the SAD computation of the pixels involved. This fi xed raster-
scan order, which accumulates SAD in the two macroblocks from top to bottom and 
from left to ri ght, can be very innex ible and thus cause unnecessary computational 
overh ead as the fo llowing fi gure suggests: 
!-.. _ ....... __ .. _ .. _ .. , 
Candidate 
predictors 
I Reference frame Current frame 
Figure 4. 1: Similarity between macrobl ocks of the current and reference fram es 
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.In Figure 4. 1, it is clear that the diss imilar areas (represented as white patches in the 
refere nce frame) of candidate macroblock predictors, can be faster identified and 
potentially eliminated by di fferent scanning orders than the one used by the standard . 
In one of the cases (macroblock on the top left of reference frame) depicted in the 
fi gure, a scanning order from the right-most co lumn to the left-most and from the 
bottom-most row to the top-most would be ideal for fast rej ection of candidate 
predictors. This is because the di ssimilar areas that give most absolute di fference 
between pixels at reference and current macroblock will be calculated first and if the 
SAD is more than the threshold i.e. minimum distortion, EJO will occur and the rest 
of the computation will be omitted. The above figure also suggests that joint 
exploitation of horizontal and vertical SAD information may speed-up the rej ecti on of 
candidate predictors that are not the best matches such as the one with free form open 
contour in the reference frame. This idea will be further exploited in the design of the 
scanning orders we propose. 
The des ign of scanning orders fo r search algorithms w ithout quali ty degradation can 
be subdivided in zero overhead and in limited pre-processing schemes. In zero 
overhead schemes, the order of SAD computation between pixels in the current and 
reference macroblocks is usually fi xed and the choice of the order tries to compensate 
for the blindness of the estimation. Relevant work can be found in [56]. In limited 
pre-processing schemes, the maxi mal changes in the local motion fi eld are identified 
through some kind of pre-processing such as grad ient estimation, grad ient sorting etc. 
[57]. It has to be noted that the gains of the limited pre-process ing methods through 
accurate identification of the max imal changes in the loca l motion fi eld have to be 
weighted against the time that sI/ch pre-processing needs for real time motion 
estimati on schemes. Thi s is the reason that we present in the experiments section both 
computational savings in terms of the average number of rows examined per 
macroblock but also computational savings in terms of the actual run times for our 
schemes, since the latter considers pre-processing overhead as well. 
In this chapter, we propose three novel scanning orders for motion estimation. The 
first two belong to the category of zero overhead schemes since they attempt to 
eliminate unsuitable predictors in the reference frame as fast as possible, based on 
joint exploitation of horizontal and vertica l SAD in fo rmation. The third scanning 
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order proposed belongs to the category of limited pre-processing schemes, since it 
utili ses SAD information only of the boundary macroblock rows and columns for 
determining the scan direction . 
4.2 PROPOSED SCANNING ORDERS 
4.2.1 Spiralling inward scanning order 
This scanning order is based on the idea that the SAD value between pixels located on 
the sides of squares of decreasing size inside the current and reference macroblocks 
may be used to reject candidate predictors faster. For a 16*16 pixel area there are 8 
such squares with sides 16, 14, 12, I 0,8,6,4 and 2 pixels respectively. Formally, let ' s 
assume that f , (i,j) is the intensity of pixe l (iJ) inside a frame I, dx and dy are the 
motion vector co-ord inates for a candidate best match of the macroblock to be 
encoded in the reference frame and (le,!) are the co-ordinates of the upper left hand 
corner of the current macrob lock. Furthermore, assume that q indicates the offset of 
the upper left hand corner of any inner square from the co-ordinates (k, I) and m is an 
offset from the upper left hand corner of any square. Then the SAD difference 
between the reference and the current macroblocks accord ing to the proposed 
scanning order can be represented by the following equation: 
SA D ujtrellrr _ macrobloclc - currrm _ "wC'rob/ode = 
"'"I;"q l f , (k + q + 111,1 + q) -
mo O I ,_,(k + q + 111 + dx,l +q + dy)i + 
m''f' ' l f , (k + (I S - q),1 + q +111) -
, . , moO I ,_,(k + (15 - q) + dx, i + q + m + dy)l + ~ m" H " l f, (k + ( IS - q) - m,l +(lS - q)) -~ f ,_,(k + (IS - q) - m+dx,l +(IS - q) +dy) I + 
m"I;"' l f ,(k + q, i + (IS - q) - m)-
moO J,_,(k + q + dx,l + ( IS - q) - m + dy) I 
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(6 .23) 
, 
The following fi gure shows the proposed scanning order: 
, ; ~ 
, 
'1 1. 
j 
0 
E 
E 
figure 4.2 Spiralling inward scanning order 
In the above figure, SAD computation starts from the points depicted as diamonds and 
potential Early Jump out (£JO) points are at the corn ers of the squares of decreasing 
size for both the reference and current macroblocks. The directi on of the SAD 
computati on for the pixels on the sides of squares of decreasing size is shown using 
arrow-heads. The scanning order moves inwards in the macroblocks and the minimum 
size of the s ides of the squares is 3 pixels. The dott ed arrow-head shows the direction 
of the scanning order from the borders of the macroblocks to the center. In the case 
that an EJO occurs, motion estimation continues as in the sp iral search from the next 
search point inside the search window of the reference frame . Finally, it has to be 
noted that the scanning order has to be the same for both the current macroblock 
and its potentia l best match, since thi s is a pre-condition for finding exactly the 
same best matches as the Full Search (FS). If the scan order is different, we ri sk 
premature search term ination with adverse effects on quality and bit rate. 
4.2 .2 Alternating spi ra lli ng inward scanning order 
The design of this scanning order is based on the idea that the spira ll ing inward 
scanning order may be wasting computations due to the fi xed direction of the 
scannlllg order (tor horizontal side of square-right vertical side of square- bottom 
horizontal s ide of sc;uzre-Ieft vertical side of square). In fact, the spira lling inward 
scanning order will reject faster candidate macroblocks on the basis of horizontal 
SAD informa~ ion rather than on the basis of vertical SAD infonnati on. This is evident 
from the order itself, since a candidate macroblock to be rejected in the reference 
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frame on the basis of vertical SAD inform ati on will have to wa it until the hori zontal 
SAD computat ions are perform ed. For thi s reason, a less biased scheme can be 
des igned which uses horizontal and vertical SAD inform ation fo r rej ecti on of 
candidate macroblocks on an a lternating bas is. Thus, we proposed an a lternating 
spiralling inward scanning order (depicted in Figure 4.3) as in [2 1] . 
Figure 4.3: Alternatin g Spiralling (I ) 
The scan directions (top horizontal side of outer square - ri ght vertical side of outer 
square-bottom horizontal side of outer square-left verti cal side of outer square) and 
(left vertical side of the inner square- top horizontal side of the inner square-right 
vertical side of the inner square- bottom hori zontal side of the inner square) are used 
for the fi rst type of alternate scanning order. This feature in effect unbiased the early 
rejecti on of candidate predictors, thus enab ling our scanning order to perfo rm well in 
both horizontal and verti ca l motion sequences. It has to be noted th at the EJO points 
are examined in an a lternating manner a nd it only needs 2 compari sons per spiral. 
Thi s is only to reduce the number of comparisons needed in the computation. This 
algorithm has been modified in order to reduce more of its computation especia lly in 
terms of the num ber of operati ons [78]. The modified version of a lternating 
spiralling scanning order whi ch has been proposed in [22]is shown in Figure 4.4. 
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Figure 4.4: Modified alternating spiralling inward sC~lnning order 
The scan directions (top horizontal s ide of outer square-right vert ica l s ide of outer 
square-bottom horizontal side of outer square-left verti ca l side of outer square) and 
(left vertical side of the inner square- bottom horizontal side of the inner square-right 
vertical side of the inner square- top horizontal side of the inner square) are used for 
in this modified a ltern ating spira lling inward scanning o rder. The difference between 
them is just that the directions for the alternatin g cycles a re in counter clockwise. 
They also start at the top of the iteration and not at the bottom as in the first 
alternat ing scanning method. This wi ll reduce overhead processing time by reducing 
the amount of memory access . In the algorithm, the cycle completes after two 
iterations and subsequently the outer square becomes inner and the algorithm 
continues. Aga in notice that for a 16* 16 pixel area there are 8 inner squares. 
The equat ions in (4.2) can represent the SAD difference between the reference and the 
current macroblocks according to the proposed scanning order 
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SADrejerence _ macroblock- curren, _ macroblock = 
m- II",xql /, (k + 2 x q + 111,1 + 2 x q) -
moO 1,_I(k+2 x q+lII+dx,l+2xq+dy)l+ 
m=II",xql /, (k + (15- 2x q),I + 2xq + m)-
qIl{ moO 1'_I(k +(15-2xq)+dx,l+2xq+m+dy)l+ 
q=O m=II",xql /, (k +(15 - 2x q)-m,1 +(15- 2x q))-
moO ' ,- I (k + (15- 2 x q) - m + dx,l + (15 - 2 x q)+ dy) 1+ 
m- II",xql /, (k + 2 x q,l + (15- 2x q)-m)-
moO 1,- 1 (k + 2x q + dx,l + (15- 2xq)- m + dy) I 
m: ls-!xq+2ll /, (k + (2xq + 1),1 + (2xq + I) + m)-
m=O 1,- 1 (k + (2x q + I) +dx,l + (2x q + 1)+ 1/1+ <!Y) I + 
+ 
m' ls-! xq+2ll /, (k + (2xq + 1)+ m,l +(15-(2x q + 1)))-
moO 1,- 1 (k + (2xq+ I) + m+ dx,l + (15 - (2xq + 1)) + <!Y) I + 
m. IS-tq+2ll /, (k + (15 -(2 xq + 1)),1 + (15- (2xq + I)) - m)-
moO 1,- 1 (k + (15 - (2xq + I)) + dx,l + (15 - (2 x q + I)) - 1/1 + <!Y) I + 
m- IS-tQ+2ll /, (k + (15-(2 x q + I)) -m,l + (2x q + 1))-
moO 1,- 1 (k + (15 - (2 x q + I)) -m + dx,l + (2 x q + 1) + <!Y) I 
(6.24) 
In the above equation, the first part of the summation computes the SAD for pixels on 
the sides of squares with side length 16,12,8 and 4 pixels which are visited during the 
first cycle of the proposed scanning order. Similarl y, the second part of the 
summation computes the SAD fo r pixels on the sides of squares wi th side length 
14, 10,6 and 2 pixels which are visited during the second cyc le of the proposed 
scanning order. 
As in the previolls fi gu re, SAD computation starts from the points depicted as 
diamonds and potential Early Jump Out (£JO) points are at the corners of the squares 
of decreas ing size inside the reference and current macroblocks. The direction of the 
SAD computation for the pixels on the sides of squares of decreasing s ize is shown 
using arrow-heads. The dotted arrow-head shows the direction of the scanning order 
from the borders of the macroblocks to the centre . Furthermore, the star symbol 
indicates the pos ition where the cycle is restarted and again the minimum size of the 
sides of the squares is 3 pixeis. 
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4.2.3 HorizontalNertical scanning order 
In essence, both the preceding scanning orders attempt to predict the maxImum 
change in the direction of the motion field with zero initial assumptions. This 
maXimum change in the motion field direction will enable faster rejecti on of 
candidate macrob locks in the reference frame, thus saving a significant amount of 
computations. Although both the preceding orders are ideal for online 
implementations due to the zero initial assumptions, some computationally 
economical pre-processing could be beneficial for more accurate estimation of the 
max imum change in the motion fi eld direction. The trade-off here is that the more 
accurate the determination of the motion field maximal change, the more pre-
processing is required in general. This pre-processing may out-weigh the benefits of 
computational reduction when the optimal scanning order is found. This leads to the 
idea of the selection o f a horizonta l/vertical scanning order for the candidate 
macroblock in the reference frame by using only very limited pre-processing. 
Independent of our research, a horizontal/vertica l scanning order has also been 
proposed by Kim and Choi [56] but with a much more computationally intense pre-
processing phase as wi ll be shown in the section regarding complexity considerations. 
Specifica lly, their first scheme utilises grad ient measures both on the pixel and block 
leve l for finding the best scanning direction per macroblock. The second scheme they 
propose, further uses sorting of the block gradients in order to improve the accuracy 
of the predict ion of the maximal change in the moti on fi eld . In contrast, our proposed 
scanning order is determined from examining onl y the SAD difference between the 
boundary rows and columns of the macroblock to be encoded and the candidate 
macroblock in the reference frame. The d irection of the maximal SAD diffe rence is 
then chosen as the scanning direction . A further difference between thei r scanning 
orders and the one we propose is the number and the location of the check in g points 
for Early Jump Out (EJO) in the vertical direction . The fo llowing fi gures along with 
the algor ithmic steps show our proposed scanning order: 
84 
a 
c 
Figure 4.5: Step 1 of horizontal/vertical scanning order 
Step 1 .' This step is applicable only for the top, bottom, le ft and right most 
macroblock rows and columns for the current and reference macroblocks. For 
notational reasons, let 's consider the verti ca l directions bl -b4 as di stinct in thi s step 
a lthough they are the same. SAD information is computed initially from the top 
macroblock rows of the macroblock to be encoded and its candidate predictor in the 
re ference frame (direction a), the left most and ri ght most co lumns of the two 
macroblocks (directions bl to b4) and the bottom rows of the two macroblocks 
(direction c). If the SAD is greater than the minimum SAD found so fa r a long any 
di rection, an early jump out (EJO) can occur at the end of the top most and bottom 
most rows or in the middle and at the end of the right most co lumn. This is indicated 
by the arrow-heads in the fi gure above. The SAD computation is sequentia l in the 
above fi gure since if an EJO does not occur for the direction a, the computation for 
SAD continues in the directions bJ to b4 and if we still have not jumped out, we 
examine SAD across the direction c. Notice that there are only two potentia l EJO 
po ints in the vertical directi on. For the first EJO point, we are essenti ally adding 
SADs across the first half of the left-most and right-most columns and then we check 
fo r EJO. In the case of the EJO condition not being sati sfi ed, we continue with the 
SAD computation in the same manner across the second half of the left-most and 
right-most co lumns and we repeat the check again . This is indicated by the use star 
symbols instead of arrow-heads in the left most column of the macroblock in Figure 
5.5. If an EJO has not occurred at the end of the bottom macroblock row, the SADs 
from d irections a and c and the cumulati ve SAD from directions bl-b4 are used to 
determine the scanning order in Step 2. 
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Step 2: There are three potential scanning orders (directions d, e and I) for the rest of 
the SAD calculation and they are chosen according to the following scheme: 
If (max (SA Db_cumulative, SADa,SADc) = = SADb_cumulative) use direction d 
Else if (max(SADb_cumulative,SA Da,SADc) = = SADc) use direction e 
Else use directionf 
The fo llowing fi gure shows the potential scanning orders for the current and reference 
macroblocks according to the outcome of Step 2: 
I 
) V 
Direction d Direction e Direction f 
Figul"e 4.6: Potential scanning orders according to the outcome of step 2 of the horizontaVvertical 
scan method 
In the above fi gure, the dashed arrow-heads show the direction of the scanning order 
when directions e and f are chosen. However, when the vertica l direction is chosen 
(di rection d), we check for EJO in the middle and at the end of the second right most 
macroblock column after we added the corresponding SADs of the second left most 
macroblock column. If an EJO is not found , the algorithm continues with the third left 
most and right most macroblock columns and so on until we either jump out because 
we found an EJO or we reach the middle of the macroblock. Assume (k)) are the co-
ordinates of the upper left-most corner of the first inner square in the current 
macroblock, m and n are the horizontal and vertica l offsets from the upper left-most 
corner of the first inner square and dx and dy are the motion vector co-ordinates for a 
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cand idate best match of the macroblock to be encoded in the reference frame. Step 2 
of the proposed scanning order can then be expressed formally as: 
If direction d is chosen 
SA D -reference _ mucrobloc/c- currel1f _ marroblodS/ep2 -I I II J,(k + n,l + m) - JH(k + n +dx,1 + m +dy) 1 + 
n=' mo, l J,(k + (15 - n),l + m) - J,_,(k + (15 - n) +dx,l + m + dy) 11 + I III J,(k + n,l + 8+ 11/) - J,jk + n + dx, 1 + 8 +m+ dy) I + 
n=' m=,1 J,(k + (15 - n),1 + 8+ 111) - J,_,(k + (15- n) +dx,l + 8 + m + dy) 11 
else if direction e is chosen 
SAD -
reftnmce _ macroblock- ('urN'nf _ marroblod Jltp2 -
[%. ~I J,(k + m,l + n) - J,jk + III +dx,l + n + dy) I] 
else (direction f is chosen) 
SAD -
rtfrrtlla' _macrohlod -currtlll _ mOC'robJodJltp2 -
(6.25) 
Finally, it is worth noting that we can further simpli fy Step2 with a " rough" 
knowledge of the dominant motion in a video sequence. For example, Step2 will 
enable fa ster rejecti on of candidate reference macrob locks for sequences that have 
predominantl y horizontal rather than vertica l motion . This is due to the fact that most 
of the cases will be handled by the first conditional branch and thus two extra 
comparisons can be saved in most of the cases . Conversely, we can save comparisons 
for predominantly vertically moving sequences by simply rearranging the order of the 
conditiona l statement. We wi ll provide comprehensive results for both predominantly 
horizonta l, vertica l and purely mi xed sequences in the experiments section. 
4.3 COMPLEXITY CONSIDERATIONS 
The issue of complexity has been addicsscd in the litciaturc mainly from the number 
of operation~ point of view and indirectly using metrics related to memory accesses 
[78). However, issues like the pre-processing time for spec ific a lgorithms have largely 
be~n neglected. Thi s pre-process ing time can indeed make a motion estimat ion 
a lgorithm slower as compared to MPEG-2 at run time even if there is reduction in the 
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number of operal ions and Ihe number of memory accesses. For thi s reason, we discuss 
pre-processing complexity issues in this section but we also measure actual run times 
for the th ree a lgorith ms we developed in the fo llowing section describing 
experiments. The closest po int of compari son for the schemes we deve loped are the 
four motion estimati on algori thms proposed in [55, 56] and [1 6] which may reduce 
the average num ber of check ing rows per macroblock but they do suffer from pre-
process ing overhead. The schemes are illustrated in Figure 4.7 for better 
understanding of the ir complex ity. In the scanning order determination based on 8 x 
8 block gradients in [56] , the overhead stems purely from the grad ient computation 
for each block in a macroblock. In the scanning order determination based on sorted 
macrob lock rows [56] or sorted sub-block gradi ents [55], the overhead stems both 
from the grad ient computation per block but also from the sorting required. Let's 
examine closely the overhead of grad ient computation for the scanning order 
determinati on based on S*S block grad ients in [56]. To compute the gradient of an 
8*8 block in the most computati onally effi cient way, one has to eva luate the pixel 
gradients at each pixel separate ly fo r both the x and y directions and then the sum of 
the gradient magnitudes along the two directi ons will be the value of the gradient for 
the pixel. Thi s is clearl y seen using the fo llowing approximations from [55]: 
I G[J(x,y)]I= JG: + G/ "'I G, I + I Gy 1"'1 f (x, y)- f(X+ l,y)1 + I [ (x ,y) - [(x,y+ 1)1 
(6.26) 
where f(x,y) is th e pixe l intensity at position (x,y), G is the gradient of the pixel 
intensity and G, and Gyare the partial pixel grad ients across the horizontal and 
vertica l directions respecti ve ly. 
The above ca lculation requires 3 additions/subtracti ons per pixel gradient in the best 
case and 2 absolute va lue calculati ons. For a 256 pixel area, the gradient computation 
will thus require 76H add itionsisubtractions and .5 ) 2 abso lute vo.!ue computations. 
Subsequently in [56] the block gradient (S*8 pixel area) is computed as the sum of 
pixe l grad ients. This will result in fu rther 63 ~dditi ons per block fo r a total of 252 
addit ions fo r the macrob lock. Thus the block grad ient algorithm wili cost 1020 
additions/subtracti ons and 512 absolute value computations. The block gradients are 
subsequently added in pairs and according to the maximum value of these pairs a 
scanning direction is chosen (right to left, left to right, top to bottom or bottom to top). 
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(d) Dithering - fixed scanning order based on 4 x 4 sub-blocks 
Figure 4.7: Some scanning methods from literature 
This further costs 4 additions and 3 compansons, for a total cost of 1024 
additions/subtractions, 512 absolute value computations and 3 comparisons. 
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The scanning order determinati on based on sorted macroblock rows in [56] , chooses 
the scanning direction in exactly the same manner as the first one . The only 
difference is that after the scanning direction has been chosen, there is the extra 
overhead of sorting the macroblock rows or columns. The fastest sort ing algorithms 
require O(n log.) compari sons with n the size of input (in this case 16 macroblock 
rows or columns), thus requiring 64 comparisons for the sorting phase. Furthermore, 
16 more add itions are required for forming the grad ients of the macroblock rows or 
co lumns from the partial gradients on the correspond ing blocks, resulting in total pre-
processing cost of 1040 add itions/subtractions, 512 absolute va lue computations and 
67 comparisons. 
In the scanning order determination based on so rted sub,block gradients [55], the 
scanning direction is chosen in terms of sorted sub-blocks rather than in terms of 
sorted scan lines in a macroblock. The argument here is that sorted sub-blocks inside 
a macrob lock can better pinpoint the direction of the max imal change in the local 
motion field as compared to sorted scan lines, thus operati ons can be saved in the 
process of finding the best macroblock match in th e reference frame. Let 's cons ider 
the computational overhead of such a scheme: For a 256 pixel area, the gradient 
computation will require 768 addi tions/subtractions and 5 12 absolute value 
computations as in the algorithms above . To group these gradients into 16 sub-blocks, 
where the gradient of each sub-block is the sum of the gradients of its constituent 
pixels we need 240 additions for a total of 1008 addit ions/subtractions and 512 
absolute value com putations fo r the sub-block gradient formation phase. To sort 16 
sub-blocks, we further need 64 comparisons fo r a total pre-process ing cost of 1008 
add it ions/subtractions, 512 abso lute value computations and 64 compari sons. 
It is clear that although the average number of macroblock rows examined by the 
three aforementioned schemes is indeed less than the number of rows examined in 
partial distortion schemes like the one used in TM5 of MPEG-2 [75], the pre-
process ing cost of these schemes is higher than the dithering method and the three 
algorithms we propose. In particular, the dithering, spiralling inwan.l and the 
alternat ing spiral schemes have zero pre-processing cost, while the content dependent 
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horizontal /vertical scanning order of the third proposed scheme only requires 120 
additions/subtractions for SAD calcu lation and 4 comparisons, since only the 
macroblock boundary row and column pixels are used for determining the scanning 
order. 
4.4 EXPERIMENTS 
The proposed scannmg orders were extensively tested for motion estimation 
performance in a variety of commonly used video sequences exhib iting different 
moti on characteristics. The video sequences are Deadline, Mother and Daughter 
(MaD), Students, Bowing, Tennis, Paris and Rotating City. Each sequence consisted 
of 50 frames except Rotating City which only consisted of 35 frames. The 
perform ance evaluati on in terms of speed-ups was also performed for a vari ety of 
search windows with sizes ranging from ±7 to ±63 pixels. To facilitate compari sons, 
the computational savings in terms of average number of rows examined in the 
motion estimation process are presented, operation count rat io including the pre-
process ing stage of motion est imation and finall y the actual run time complexity ratio. 
This stage by stage presentati on of results is intentional because although the average 
number of examined macrob lock rows is commonly used in the literature [55, 56], 
such a metric cannot account for pre-processing costs. Furthermore even if the pre-
process ing cost is accounted for in metrics such as the operati on count ratio, issues 
like regularity in memory accesses still remain unaccounted for. The metric that 
encompasses all the factors affecting the performance of different scanning orders is 
therefore the actua l run time complex ity ratio. It should be noted that both the average 
num ber of examined macroblock rows and the operation count ratio can still be useful 
performance indicators for multiple pass coding schemes since the motion estimation 
statistics of the first pass can significantly reduce costs in subsequent passes. The 
experiments were performed on a Pentium-3 processor at I GHz. We also compare 
our schemes with other well-known work in the literature and we use the following 
acronyms in the graphs: 
• Spiral denotes the spiralling inward scanning order we propose. 
• Alt-Spiral_ l denotes the alternating spiral scanning order we propos-: in [2 1]. 
• A11-Spiral_2 denotes the alternating spiral scanning order we propose in[22] 
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• Vb! and Tbv denote the vertica llhorizontal and the horizontal/verti ca l scanning 
orders we propose. In fact Vbt stands for the vertical-bottom-top scanning order 
and Tbv for the top-bottom-vertical order. 
• Kiml denotes the second scanning algorithm in reference [56). 
• Kim2 denotes the scanning algorithm based on complexity using 4 x 4 sub-
blocks in reference [55). 
• Kim3 denotes the first scanning algorithm in reference [56). 
• Dithering denotes a fi xed scanning order based on 4*4 sub-blocks as in 
re ference [25). 
• MPEG-2 denotes the fixed scanning order (left to right-top to bottom) that is 
used in the standard (TM5). 
The results from [21) , as shown in Table 4.1, show that the. first alternating spira lling 
inward scanning order able to reduce the complex ity by comparing the number of 
operations occurred in the conventional method with the number of operations in the 
Alt-Spi ral( I) algorithm. After considering the effect of pre-processing time needed 
during the encoding process, AIt-SpiraL I has been modified into AIt-Spira l_2. The 
experimental results from Table 4.2 show that both methods have better performance 
than the raster scan but Alt-Spiral_ 1 requ ires more rows to be checked especia lly for 
sequences with constant and less motion . It also needs more time than alt-spiral_2 
since it has to dea l with the overhead computation due to irregular memory access . 
Table 4. 1 Co m pa riso n Performance between Raster Scan w it h Alterna tin g Spira l_ 1 
Scan Order 
A verage computation 
computation % Difference in the A verage 
for SAD per frame 
Sequence (MPEG-2, raster scan for SAD per frame A verage computation 
(Proposed Order) for SAD 
order) 
Bowing 11333 18I ops 101 55700 ops 10% 
Paris 682 1205 ops 648 1092 ops 5% 
Students 9483257 0ps 82338460ps 13 % 
Tennis 10142055 ops 98409 160ps 3% 
Rotating city 58810 11 l ops 54132367 ops 8% 
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Table 4.2: Performance comparison between aiternating spira l_ I and alternating 
spiral_2 
Average Dumber of examined 
Total encoding time (s) 
Window rows 
Sequence 
Size alt- alt- .It- alt-
raster spirall spiral2 raster spirall spiral2 
Bowing 7 5.23 4.88 4.54 6 .10 5.95 5.72 
15 3.94 3.8 3.43 17.26 17.09 15.83 
23 3.26 3.23 2.84 3 1.79 32.0 1 28.92 
3 1 2.82 2.81 2.47 48.68 50.23 44.41 
MaD 7 5.84 5.61 5.29 7.06 7.19 6.98 
15 4.57 4.44 4.10 20.5 1 20.8 19.71 
23 3.82 3.77 3.42 38.00 38.74 36. 11 
3 1 3.36 3.35 2.98 58.59 60.25 55 .38 
Students 7 3.25 3.08 2.92 4.60 4.8 1 4.47 
15 2.45 2.40 2. 18 11.80 12.8 11.2 1 
23 2.05 1.97 1.82 2 1.45 23.94 20.27 
3 1 1.82 1.80 1.64 33.36 38.3 3 1.50 
Tennis 7 6.26 6.25 5.98 6.67 6.84 6.6 1 
15 5.29 5.27 4.98 21.37 2 1.46 20.60 
23 4.78 4.76 4.48 43. 13 43.27 41.33 
3 1 4.49 4.48 4.19 7 1.89 72. 15 68.43 
rotating city 7 10.73 10.65 10.46 13.72 13.83 13.77 
15 8.88 8.82 8.59 45.36 45. 14 44.53 
23 7.56 7.50 7.26 87.74 87.32 85.46 
3 1 6.66 6.61 6.35 138.60 137.07 133.03 
Since the Alt-Spiral_2 performs beller than the Alt-Spiral_ I, it is considered as one of 
the prospective scanning orders and we acknowledge this method as the alternate 
spiral (Alt-Spiral) scanning order th roughout the rest of the experiments . 
The next t:xperiment was to reveal that the proposed scanning order perform \ove ll than 
the conventional method in any type of search algorithms. The proposed scanning 
orders have been implemented not only in the full search (FS) method but also in fast 
search methods. In this case, we have selected classic fast search methods i.e. Three 
Steps Search (TSS); Four Steps Search (FS ) and Unrestri cted Biased Diamond 
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Search (UCBDS) and only three sequences i.e. BOlVing, Tennis and Rotating City 
have been considered to represent di fferent type of motion. The performances of the 
proposed scanni ng orders are shown in Figure 4.8(a), (b) and (c). The bar charts 
show that the average number of checked rows for the proposed scanning orders in 
every search algorithms is smaller than the raster scan order but their encoding 
process increases when they are implemented on fast search a lgori thms. This is due 
to the increased number of rows to be checked especia lly with the fast algorithm that 
has hi gh probability of having better match and thi s is added w ith the irregular 
memory access done in the proposed method. 
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In Tab le 4.3 (a) - (e), the average number of examined rows per macroblock with 
respect to the window size is shown. This average is over a ll the candidate positions 
ins ide a search window in the reference frame. It can be seen from Figure 4 .9(a), (b) 
and (c), that the average num ber of rows examined decreases as the search window 
mcreases. 
Tabte 4.3(.) Aver.ge Numbers of Examined Rows Per M.croblock fo r sea rch arc. ±7 
Low Compluity l:Iigb Compluily 
SEQUENCE ALT· 
MPEG2 SPIRA L VBT TBV DITHER K1MI K1M2 KIMJ 
SPIRAL 
BOWING 5.23 4.46 4.54 4.57 4.57 4.85 4.36 4. t3 4.55 
0% 15% 13% 13% 13% 7% 17% 21% 13% 
DEAD LINE 3.08 2.77 2.79 2.78 2.78 3.01 2.60 2.39 2.81 
10% 90/0 10% 10% 2% 16% 22% 9% 
MaD 5.84 5.19 5.29 5.32 5.32 5.61 5.1 0 4.80 5.31 
11 % 9% 9% 9% 4% 13% 18% 9% 
3.06 2.73 2.75 2.73 2.73 2.94 2.52 2.31 2.69 
PARIS 
11 % 10% 11 % 11 % 4% 18% 25% 12% 
3.25 2.89 2.92 2.9 1 2.9 1 3. 10 2.7 1 2.46 2.90 
STUDENT 
11 % 10% 10% 10% 5% 17% 24% 11 % 
6.26 5.89 5.98 5.98 5.98 6.15 5.64 5.52 5.96 
TENNIS 
6% 4% 4% 4% 2% 10% 12% 5% 
ROTATING 10.73 10. 14 10.46 10.52 10.52 10.77 10.64 10.57 10.60 
CITY 0% 5% 3% 2% 2% 0% 1% 1% 1% 
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Table 4.3(b) Average Numbers of Examined Rows Per Maerobloek fo r sea r ch arca ± IS 
SEQUENCE 
Low Complexil )' High Complexily 
MPEG2 SPIRAL ALT-SPIRAL VBT mv DITHER KIMI KIM2 KIM3 
BOWING 3.94 3.39 3.43 3.45 3.45 3.69 3.35 3.23 3.54 
14% 13% 12% 12% 6% 15% 18% 10% 
DEAD LINE 2.33 2. 1 2. 11 2.1 2. 1 2.28 2.04 1.93 2.19 
10% 9% 10% 10% 2% 12% 17% 6% 
MaD 2.34 2.08 2. 1 2.09 2.09 2.26 2 1.9 2. 11 
JJ % 10% 11 % 11 % 3% 15% 19% 10% 
2.45 2.17 2. 18 2.17 2. 17 2.34 2.11 1.98 2.25 
PA RIS 
11 % 11 % 11 % 11 % 4% 14% 19% 8% 
8.88 8.38 8.59 8.6 8.6 8.87 8.75 8.7 8.76 
STUDENT 
6% 3% 3% 3% 0% J% 2% 1% 
5.29 4.95 4.98 5 5 5. 15 4.7 1 4.64 5.08 
TENN IS 
6% 6% 5% 5% 3% 11% 12% 4% 
8.88 8.38 8.59 8.6 8.6 8.87 8.75 8.7 8.76 
ROTATING CITY 
6% 3% 3% 3% 0% 1% 2% 1% 
Table 4.3(e )Ave rage N umbers o f Exantined Rows Per Maerobloek fo r sea rch a rea ±23 
Low Complclity High Complex ity 
SEQUENCE A LT· 
MPEG2 SPI RAL VBT TOV DITHER KlMI K1M2 KIM3 
SPIRAL 
BOWING 3.26 2.82 2.84 2.87 2.87 3.07 2.8 2.72 2.97 
13% 13% 12% 12% 6% 14% 17% 9% 
DEAD LI NE 1.97 1.8 1.8 1.8 1.8 1.93 1.77 1.71 1.89 
9% 9% 9% 9% 2% 10% 13% 4% 
MaD 3.82 3.37 3.42 3.44 3.44 3.7 3.43 3.3 1 3.58 
12% 10% 10% 10% 3% 10% 13% 6% 
2.03 1.8 1 1.82 1.81 1.81 1.96 1.78 1.71 1.87 
PARIS 
11 % 10% 11 % 11 % 3% 12% 16% 8% 
2.05 1.83 1.82 1.82 1.82 1.98 1.8 1.71 1.9 1 
STUDENT 
11 % 11% 11 % 11 % 3% 12% 17% 7% 
4.78 4.45 4.48 4.49 4.49 4.64 4.24 4. 18 4.6 
TENNIS 
7% 6% 6% 6% 3% 11 % 13% 4% 
ROTATING 7.5 6 7.11 '.26 7.24 7.24 7.52 7.41 7.37 7.43 
CITY 6% 4% 4% 4% 1% 2% 3% 2% 
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Table 4.3(d) Average Numbers of Exa mined Rows Per Macroblock fo r sea rch area ± 3 1 
Low Comple~ ity High COl1lplcx il)' 
SEQUENCE MPEG2 SPIRAL 
A cr· 
VBT mv DITHER KJM I KIMl KIMJ 
SPIRAL 
BOWING 2.82 2.45 2.47 2.47 2.47 2.67 2.44 2.39 2.59 
13% 12% 12% 12% 5% 13% 15% 8% 
DEAD 1.77 1.61 1.6 1 1.61 1.61 1.74 1.62 1. 57 1.72 
LINE 9% 9% 9% 9% 2% 8% 11 % 3% 
MaD 3.36 2.95 2.98 3 3 3.24 3 2.92 3.14 
12% 11 % 11 % 11 % 4% 11 % 13% 7% 
1.85 1.66 1.67 1.66 1.66 1.79 1.66 1.61 1.72 
PARIS 
10% 10% 10% 10% 3% 10% 13% 7% 
1.82 1.64 1.64 1.63 1.63 1.76 1.62 1.56 1.7 1 
STUDENT 
10% 10% 10% 10% 3% 11 % 14 % 6% 
4.49 4.17 4. 19 4.2 4.2 4.33 3.98 3.92 4.33 
TENNIS 
7% 7% 6% 6% 4% 11 % 13% 4% 
ROTATING 6.66 6.25 6.35 6.32 6.32 6.6 1 6.5 6.47 6.53 
CITY 6% 5% 5% 5% 1% 2% 3% 2% 
Table 4.3(e) Average Num bers of Exa mined Rows Per Macroblock for sea rch area ± 63 
Low Compluity High Complexi ty 
SEQUENCE ALT· 
MPEG2 SPIRAL VBT TBY DITHER RIMI KIM2 K1MJ 
SPIRAL 
BOWING 1.87 1.65 1.65 1.66 1.66 1.78 1.65 1.63 1.74 
12% 12% 11 % 11 % 5% 12% 13% 7% 
DEAD LINE 1.32 1.2 1 1.21 1.2 1.2 1.32 1.25 1.23 1.31 
8% 8% 9% 9% 0% 5% 7% 1% 
MaD 2.23 1.97 1.98 1.99 1.99 2. 16 2.02 1.99 2. 11 
12% 11 % 11 % 11 % 3% 9% 11 % 5% 
1.47 1.34 1.35 1.35 1.35 1.44 1.37 1.33 1.4 
PARIS 
9% 8% 8% 8% 2% 7% 10% 5% 
1.34 1.23 1.23 1.23 1.23 1.32 1.25 1.23 1.3 1 
STUDENT 
8% 8% 8% 8% 1% 7% 8% 2% 
3.69 3.4 1 3.42 3.43 3.43 3.55 3.27 3.24 3.56 
TENNIS 
8% 7% 7% 7% 4% 11 % 12% 4% 
ROTATING 4.33 4.29 4.33 4.3 4.3 4.53 4.46 4.13 4.53 
CITY 1% 0% 1% 1% -5% -3% 5% -5% 
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Table 4.3(e) Average Numbers of Examined Rows Per Macroblock for search area ± 63 
Low Co,!,plcdty If1l1h Co~P:I~:dIV 
Sr.QllENCO: MPEG2 SI)IRAt ALT· VBT TOV DITHER KIMI KJM2 SP1RAL 
BOWING 1.87 1.65 1.65 1.66 1.66 1.78 1.65 1.63 
12% 12% 11% 11 % 5% 12% 13% 
DEAD U NI! 1.32 1.21 1.21 1.2 1.2 1.32 1.25 1.23 
8% 8% 9% 9% 0% 5% 7% 
MaD 2.23 1.97 1.98 1.99 1.99 2.16 2.02 1.99 
12% 11 % 11 % 11 % 3% 9"10 11% 
PAR1S 1.47 1.34 1.35 1.35 1.35 1.44 1.37 1.33 
9"10 8% 8% 8% 2% 7% 10% 
STUDENT 1.34 1.23 1.23 1.23 1.23 1.32 1.25 1.23 
8% 8% 8% 8% 1% 7% 8% 
TENNIS 3.69 3.41 3.42 3.43 3.43 3.55 3.27 3.24 
8% 7% 7% 7% 4% 11% 12% 
ROTATING 4.33 4.29 4.33 4.3 4 .3 4.53 4.46 4.13 
CITY 1% 0% 1% 1% -5% -3% 5% 
Prl"t"entage Reduction In Average NurnberofExaminetl Ron'S (SeqUf'nc.es: Boning) 
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This is expected since the bigger the search window, the more candidate pos itions fo r 
the best match in the reference frame will be rejected after on ly a small number of 
macroblock rows is examined, thus bringing the average down. Obviously, the ga ins 
of the proposed methods depend on both the sequence moti on characteri stics and the 
window size. On the average, as shown in Table 4 .3(f), gains of 7. 14 % are observed 
across a ll window sizes for the proposed scanning orders as compared to the MPEG-2 
raster scan. Furthermore, 9.87% ga ins over MPEG-2 for other popular adaptive 
scanning orders requiring pre-processing are also observed. 
For comparison purposes, results for the dithering scanning order are also presented, 
which is a fi xed scanning order with average gains 2.41 % over the MPEG-2 scanning 
order. It has to be noted that the proposed schemes consistently outperform d ithering 
scanning order and they are hi gh ly competiti ve compared to other adapt ive schemes 
which require much more pre-process ing as shown in the graphs. In fac t, it can be 
seen from the table that the average ga in of other adaptive schemes requiring pre-
process ing over the suggested schemes is less than 3% and the biggest differences 
occur at small window sizes. 
T he effects of pre-processing in terms of actual run time complex ity and also in terms 
of ratios operation count ratios are shown in Table 4.4 and Table 4.5 respecti ve ly. The 
actual run time refer to the total time needed to encode 50 and 35 frames fo r each of 
the tested sequences and the pre-processing time needed for the motion estimation. To 
facilitate comparisons, the tables are split in two categories. The low complex ity 
scanning order tables refer to schemes that require none or minimal pre-processing, 
while the high complexity scanning order tab les refer to schemes that require 
significant pre-process ing. It is evident from the Table 4.4 that across different s ize 
windows, the proposed scanning orders reduce the run time complex ity ratio with 
respect to the MPEG-2 raster scan order by an average of 0.12 , whi le other adaptive 
schemes in the literature increase it by 39.7 times. Even the fi xed dithering order 
increases the run time complex ity ratio wi th respect to MPEG-2 by 0.78 on the 
average due to the irregularity in memory access patterns [61 , 67). From the results, it 
is noticed that the proposed scanning orders, i.e. the spiral inward, the alternate spiral 
and the horizontal/vertical methods, consistently outperform the dithering method. 
Even tho~lgh the adaptive schemes proposed by Kim gave bigger differences in the 
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performance of reducing the number of average examined rows, they need more pre-
processing time as shown in Table 4.4. This clearly reveals a trade-off between li ne 
complexity localisation from the adaptive scanning orders in the literature and the pre-
processing overhead imposed from such methods. The alternate spiral , on the other 
hand, only performs better in fast motion video sequences such as Rotating cily. As 
the window size increases, as shown in Figure 4.9, complexity localisation becomes 
less important in motion estimation schemes involving Early Jump Outs, while tbe 
pre-processing overheads remain. 
Thus, for scanning orders with pre-processing cost far out-weighting the complexity 
localisation benefits, the run time performance can actually degrade and this effect is 
amplified with larger window sizes. In this light, run time improvements of lower 
complexity schemes like the ones proposed make them very attractive for real time 
applications. Table 4.5 shows the total number of operations per macroblock for the 
scanning orders examined and includes the effects of pre-processing as well as the 
actual motion estimation operations. In this table, the raster scan order used in MPEG-
2 requires 256 absolute value computations and 240 additions for SAD estimation. 
FlUther 16 comparisons are required in the EJO points for a total of512 operations for 
tJ)e MPEG-2 scanning order which does not require pre-processing overhead. The 
operation count ratios in this table are with respect to the MPEG-2 scan order and all 
operations are assigned equal weighting. It can be seen from the results that the 
operation count ratio increases by only 0.24 in the proposed adaptive 
horizontal/vertical scanning order. It does not increase for the proposed fixed order 
schemes (spiralling inwards and alternating spiralling inwards) but it increases by 4 or 
more times in other adaptive schemes in the literature. 
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TABLE 4.4: TOTAL ENCODING TIME (8) 
H IGH COMP LE X1TY 
LOW COMPLEXITY SCANNING ORDERS 
W INDOW SCANN ING ORD.ERS 
SEQUENCE 
SIZE (+1-) MPEG2 ALT-
SPIRAL VBT mv DITHER KIM1 KIM2 KlM3 
SPIRAL 
BOWING 7 6.10 5.75 5.72 5.44 5.46 7.08 167 158 127 
15 17.26 15.70 15.83 14.68 14.n 20.23 7fJl 668 534 
23 31.79 28.79 28.92 26.73 26.67 38.41 1558 1479 11 8 1 
31 48.68 44 .23 44.4 1 40.8 1 40.88 61.95 2736 2599 2075 
63 13 1.17 1l9.S3 11 9.76 11 5.86 109.38 191.35 10150 9402 7503 
DEADLINE 7 4.44 4.32 4.29 4.09 4 .05 7.08 170 162 13 1 
15 11 .45 10.86 10.93 10.18 10.19 32.03 718 684 545 
23 2 1.04 19.85 19.97 18.50 18.32 60.68 1591 1517 12 11 
31 32.92 31.31 31.44 29.00 28.84 61 .95 2806 2666 2 127 
63 97.83 93.53 93.53 86.94 85.98 191.35 10150 9683 n l7 
MaD 7 7.06 6.9 1 6.98 6.62 6.63 11.73 173 164 133 
15 20.5 1 19.55 19.7 1 18.40 18.40 60.47 721 692 .38 550.08 
23 38.00 35.72 36. 11 33 .19 33.26 67.4 1 1595 1529 121 5 
3 1 58.59 55.0 1 55.38 50.76 50.67 105 .fJl 280 1 2683 2 133 
63 155. 12 144.10 144.79 13 1.40 130.64 283.04 10 123 % % 7702 
PARIS 7 4.40 4.27 4.25 4.06 3.% 6.94 169 161 131 
15 11.35 10.62 10.83 9.87 9.86 20. 13 717 680 544 
23 2 1.27 19.78 19.% 1826 18.24 38.80 1592 1509 1224 
31 34.02 3 1.7 1 32.00 29.32 29.04 63.15 2803 2657 2154 
63 106.93 100.90 10 1.1 3 92.45 92 .01 205 .54 10179 %60 n l5 
STIlDENTS 7 4.60 4.42 4.47 4.19 4. 15 7.26 17 1 162 132 
15 11.80 11.14 11.2 1 10.28 10.30 20.57 722 685 548 
23 21.45 20.19 20.27 18.49 18.40 38.90 1603 1520 1229 
31 33.36 31.41 31.50 28.73 28.54 6 1.70 2820 2672 2 160 
63 98.90 93.66 94 .0 1 85.9 1 84 .97 189.68 10182 %98 n36 
TENNIS 7 6.67 6.53 6.6 1 6.31 6 .31 11.21 148 140 11 4 
15 21.37 20.35 20.60 19.26 19.42 37.87 626 591 478 
23 43.1 3 40.69 41.33 38.27 38.42 77.74 1382 1305 1052 
31 7 1.89 67.62 68.43 63.32 63.60 130. 19 2430 2287 1846 
63 235.93 220.57 223.62 206.99 205.5 1 429.98 8672 8 199 6595 
ROTATING 7 13.72 13.66 13.n 13.03 12 .87 22.40 236 224 179 
CITY 15 45.36 44 .20 44 .53 41.36 41.18 76.32 984 942 75 1 
23 87.74 84.57 85.46 TI,6O TI,33 149. 17 2195 2098 1649 
3 1 138.60 132.36 133.Q3 120.45 120.0 1 236.22 3869 3698 2903 
63 392.46 365.45 368.39 323.32 322.97 673 .13 14391 13799 10952 
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Table 4.5: Cost of operations of various scanning orders for macroblock based 
motion estimation 
Scanning Orders Cost of operations Operation count ratios 
with respect to MPEG·2 
MPEG·2 raster scan 512 I 
Dithering 512 I 
Kiml 2051 4 times 
Kim2 2131 4.16 times 
Kim3 2096 4.09 times 
Spiral 512 I 
A1t·spiral (I & 2) 512 I 
VbtandTbv 636 1.24 times 
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Finally, Table 4.6 shows the average PSNR values per window size with a given 
channel and frame rate for each tested sequence. It has to be noted that all the tested 
scanning orders have given exacUy the same PSNR values (per frame and on the 
average) for a given window size, channel and frame rates since they find the same 
best matches in the reference frame. From the results, it can also be observed that the 
PSNR does not necessarily increase with bigger window size. This is a side effect of 
choosing the best predictor for Ule macroblock to be encoded based on the minimum 
SAD metric only and irrespective of how similar the predictor is to the macroblock to 
be encoded. This entrapment to local minima has ramifications in both the MSE and 
PSNR metrics as shown in Table 4.6. 
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Table 4.6 : Average PSNR in va rious window size for all tested scannin g orders 
C hannel Bit Frame 
Sequence Window Size MSE PSNR(dB) 
Rate(bits/s) Rate(frame/s) 
7 1.82 48.96 
15 1.82 48.96 
Bowing 4000000 25 23 1.80 49.07 
3 1 1.82 48.96 
63 1.83 48.94 
7 3.57 44.58 
15 3.58 44.58 
Deadline 4000000 25 23 3.57 44.58 
3 1 3.58 44.57 
63 3.58 44.56 
7 2.69 46.20 
15 2.69 46.20 
MaD 5000000 25 23 2.70 46. 19 
3 1 2.7 1 46.19 
63 2.7 1 46. 17 
7 3.99 43.94 
15 4.00 43.93 
Paris 5000000 25 23 3.99 43.94 
3 1 3.99 43.94 
63 4.00 43.93 
7 2.28 47.49 
15 2.28 47.49 
Students 5000000 25 23 2.28 47.48 
31 2.28 47.49 
63 2.28 47.48 
7 6.22 41.4 1 
15 6. 17 4 1.47 
Tennis 5000000 25 23 6. 17 41.47 
3 1 6. 17 4 1.47 
63 6.18 4 1.46 
7 10.32 38.28 
I Rotating City 
15 10.32 38.49 
5000000 25 23 10. 10 38.59 
3 1 9.70 38.78 
63 7.22 39.55 
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4.5 CONCLUSION 
The three proposed scanning orders (spiralling inwards, the second a lte rnating spirals 
and hori zontal/vertica l) achieve an average ga ins of 7. 14% in terms of examined 
macroblocks rows as compared to the MPEG-2 raster scan o rder and are within 3% in 
terms of average ga ins of other schemes in the literature requiring much heavier pre-
process ing. They have the same or very similar operati on count ratios as compared to 
MPEG-2 but in contrast to other schemes in vo lving pre-processing w hic h increase the 
operation count rati os more than 4 times. In terms of run time performance, the 
proposed scanning o rders decrease the run time complex ity ratio by an average of 
0. 12 with respect to MPEG-2, as compared to pre-processing schemes that increase it 
by an average of 39.7 times. However, these schemes are unsuitable for fast search 
algorithms. Even though they give less average number of checked rows than the fast 
search with raster scan, they still need extra processing time. T his is due to less 
number of eliminated candidates compared to the brute force algorithm . The proposed 
schemes consistently outperform the dithering scanning order in the average number 
of macroblock rows and run time performance metri cs, while hav ing the same or very 
similar performance in terms of operation counts. For these reasons, the proposed 
scanning orders could be very attractive for reduced complex ity initial estimation of 
the motion fie ld direction fo r one pass coding schemes in real ti me applicat ions. 
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CHAPTERS 
INITIAL POINT PREDlCTION ALGORITHM FOR 
FAST MOTION ESTIMATION 
5.1 INTRODUCTION 
As mentioned in secti on 2.3 .2.2, many fast block matching search a lgorithms such as 
Three Step Search (TSS), Four Step Search(FSS), Diamond Search(DS) etc. re ly on a 
small set of search locations in pattems such as diamond, cross, square etc. in order 
to reduce complex ity with the side effect of findin g potenti a lly suboptimal motion 
vectors. All of these fast search algorithms start searching 'at the centre of the search 
area (the co llocated point of the top leftmost pixel of the macrob lock to be encoded) 
in the reference frame. These methods perform we ll for slow or uniform motion 
sequences with static backgrounds. However, for incoherent or changin g lum inance 
motion sequences or parts of motion sequences with irregular characteristi cs, these 
algorithms may actually waste computation in their attempt to find best matches. To 
increase sea rch effi ciency, we could place the initial search point at a location 
pred icted fro m the motion vectors of the spatia lly or the tempora lly adj acent 
macroblocks. Several examples incorporating in itial point predic tion into fast search 
algorithms have been mentioned in Secti on 2.3.2 .5 such as in the spatia l prediction 
case. The aforementioned algorithms predict the moti on vector from the 
neighbouring motion vectors as shown in Figure 5. 1. In thi s fi gure, MBe denotes the 
current macroblock and MBo• MB ,. ME2 and ME3 denote the left, the top, the top·right 
and the top· left of the neighbouring macrob locks. MVMB, is the motion vector of 
• 
macroblock i consisting of x and y components 
1\0 
MB3 MD, MD, 
MBo MBe 
MVMB, = (mvXMBO, mVYMBO ) 
MVMB, = (mVXAf1\ ,mVYMB, ) 
MVMB, = (mvxMB, , mVYMB, ) 
MVMB, = (mvxMB" mVYMB, ) 
Figure 5.1 Neighbouring macroblocks and their motion vectors 
It has to be noted that localising the search on gm throug h appropria te predi ctors 
reduces the poss ibility of getting trapped into loca l minima [3] (common drawback of 
all fast search methods) and that utili sing multiple predictors as initial search po ints 
(with a small computati onal cost) further reduces this ri sk. If the predictor(s) accuracy 
is(are) high, the "optimal" motion vector (inside a given search window) can be found 
faster since the initial point lies closer to the loca l optimum, thus enabling further 
computational sav ings for fast searches. Again the use o f multiple predictors can 
further speed-up computation at negli gible cost since the search direction can be 
adjusted to the one of the minimum SAD. 
The spatial motion predictor have also been used in H263fH264 standards [4, 38]. 
They predict the motion vector for the current macroblock fro m the median of the top, 
top-right and le ft neighbouring macroblocks. Prev ious work on initi al search points 
(apart from the standards) has been done by Ga llant et. a l [71] in the context of 
designing e ffi cient search algorithms. They used mode informotion to decide the 
candidate search points and subsequently to des ign a search algorithm . This method 
is only useful if its mode dec ision is e ffi cient. So if a macroblock mode is incorrectl y 
predicted (for example, a macroblock that should have been encoded is incorrectly 
predicted as "skipped"), decoded quali ty will be reduced. Computational complex ity 
reduction may therefore lead to increased distortion[ I 09]. XU et. al [50] have used a 
different set of candidate search points based on neighbourhood information. Cheung 
III 
et. al [43] a lso used multiple pred ictors but with di fferent set of neighbouri ng 
macroblocks. These algorithms are based on the prediction model that at least one 
pair of the neighbouring macroblock (MBo,MB/),(MBo,MBJp(MB/,MBJ) lies on the 
same object and the motion vector of the current macroblock is predicted from the 
min imum Mean Absolute Error(MAE) given by these three pred ictors. F inally, 
Turaga and Chen [31] have used correlated motion of local neighbourhood and 
median predictors for deciding between different search strategies. Bes ides choos ing 
the appropriate neighbouring macroblocks and the criteria to choose the motion 
predictor, some fast search algorithms utilize temporal information to perform MY 
prediction based on the motion vectors of the neighboring macrob locks in the 
previous reference fra mes such as in [5]. Tourapis et.al have introduced an alternative 
motion vector prediction method that considers the reference indices and the 
associated temporal distances of the spat ial neighbors within the motion vector 
prediction process, while a reference picture selection process is proposed to be used 
for the generation of the SKJP macroblock mode parameters. These meth ods allow for 
more accurate motion vector prediction, and better exploitati on of temporal 
correlation w ithin a multiple reference motion compensated framework. However, 
research shows that the use of multi ple reference frames does not actuall y give 
sign ificant computational improvements over si ngle reference frames, especially for 
fast moti on sequences[28]. 
In searching for robust algorith m more accurate initi al search po int, we also consider 
using the med ian as one of the pred ictors as it has been proved to be a good pred iction 
by the 1-I .263/H.264 standards. The scheme using median is not without its problems 
[3], since its performance in terms of quali ty can deteriorate dramatically fo r 
high/mixed/ irregular motion sequences. To alleviate the problem we also consider 
multi ple predictors to avoid being trapped in local minima especia lly in 
high/mi xed/irregular motion sequences [23]. The motion vectors used in the 
pred iction a re taken fro m the ne ighbouring spatia lly macrob locks (MBo,MB/,MB1) 
and they are chosen based on the similari ty of these macrob locks to the current 
macroblock in terms of texture. Th is similari ty is mel\sured in terms of SAD. 
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5.2 PROPOSED ALGORITHM 
In our scheme, we firstly divide the cartes ian space to four quadrants. We then 
proceed by examining how many o f the three moti on vectors (MVs) of the 
neighbouring macroblocks (in the current frame) belong to the same quadrant. Th is 
gi ves three cases to consider: 
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Figure 5.2: Division of quadrants of neighbouring motion vecton 
When all three motion vectors are in the same quadrant , we assume the dominant 
moti on directi on being inside this quadrant and we start the search in the reference 
frame from two candidate initial points. One is the co-located point of the topmost left 
pixel of the macroblock to be encoded (as is the usual case in MPEG-2) and the other 
is the median of the dx and dy di splacements of the three neighbouring vectors (as is 
the case in H263!H264)_ The Sum of Absolute Differences (SAD) is eva luated 
between these two positions and the search method (any search method) proceeds in 
the mi nimum SAD dir~ction _ When only two of the neighbouring MVs be long to the 
same quadrant, we are in a dilemma regarding the direction of the dominant motion. 
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In th is case, we utili se three initial point candidates in the reference frame, namely the 
co- located point of the topmost left pixel of the macroblock to be encoded, the 
displacement of the MY that does not belong to the same quadrant as the other two 
and the MV di splacement of the neighbouring macroblock (from the two MYs 
be longing to the same quadrant) that has the most similar mean with the one to be 
encoded. The choice of the third point is intentional since this increases the 
probability of starting the search close to a more simi lar area to the current 
macroblock and is particularly effective in macroblocks belonging to the same objects 
in two consecutive frames. The choice of the second point also reduces the risk of 
ignorin g dominant motion, even if it corresponds to one out of three neighbouring 
macroblocks. The minimum SAD is evaluated between these three posi tions and the 
search proceeds in the direction of the minimum SAD. When all three neighbouring 
MVs belong to a different quadrant, the motion of the video sequence is highly 
irregular. In this case, we consider as initial candidates the collocated point in the 
reference frame, the median of the displacements of the three vectors but also the MY 
of the macroblock above the one to be encoded. The choice of the third point is 
intentional in this case too and it is because the majority of the motion vectors 
considered belong to macroblocks above the one to be encoded (FigureS . I). We cou ld 
have taken the average of the two motion vectors of macroblocks MB3 and MB I, 
however there is good evidence [36] that the MV correlation decreases rapidly as we 
move away ITom the current macroblock along the spatial axis. So we only use the 
M V of the macroblock above the one to be encoded. Again the search proceeds in the 
min imum SAD direction. There are some interesting observations relating to the 
des ign of thi s algorithm. Firstly, computationally intensive feature based similarity 
techniques would defy the purpose of fast searches in one pass coding systems, so 
very simple metrics such as similarity of means were used in this algorithm instead. 
Secondly, random checking of minimal SAD points inside the search window wou ld 
incur many wasted SAD calcu lations, so our specific initi al point selection wou ld be 
more suitable in the context of fast searches. Thirdly, our mean simi larity ca lculation 
causes only two extra comparisons in terms of computation (mean of current 
macroblock as compared to the means of the two macroblocks having moti on vectors 
in the same quadrant). Any extra calcu lations are avoided since mean evaluation is 
already performed for mode deci sion purposes from the standard . Finally, our initial 
point select ion algorithm can be applied on top of any fast search method and requi res 
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al IIIOSI two extra initial search points. The following diagram describes the proposed 
scheme: 
If3MY's of neighbouring macroblocks in the same quadrant 
{Evaluate SAD on Ihe collocaled posilion and on the median 
displacement position in the reference frame. } 
Else if 2MV 's of neighbouring macroblocks in the same quadrant 
{Find the more similar of these two macroblocks to the macroblock to 
be encoded in terms of the mean metric. 
Evaluate SAD on the collocated p osition, on the displacement 
position of the MY not belonging to the quadrant where the two 
others belong and on the displacement position of the MY of the most 
similar macro block (in terms of the mean metric) in the reference 
frame.} 
Else f * all MYs in different quadrants *f 
{Evaluate SAD on the collocated position, on the median 
displacement position and on the displacement position of the MY of 
the macro block above the one to be encoded in the reference frame. } 
5.3 EXPERlMENTS RESULTS AND DISCUSSION 
T he proposed scheme for ME using multiple initial points was tested in a variety of 
commonly used video sequences exhibiting different motion characteri stics. T he 
standard used MPEG-2 as a test-bed with Rate Control turned on, so the final bit rates 
are the same in all search methods. To compare the performance of the proposed 
algorithm with ex isting algorithms, we used 50 frames of Deadline, Mother and 
daughter (MaD), Students, B(lwing and Paris, Tennis ,Mobile ,Flower garden , 
Coastguard and Football image sequences, which vary in motion content as well as 
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fra me size as elaborated in Chapter 3. This is done in order to show that the 
algorithm can be app l ied to any type of sequences. 
T he algorithm was implemented in five ty pes of fast search algorithms i.e. Diamond 
Search (DS), Three Step Search (3SS), Four Step Search (4SS), Cross Search (CS) 
and Orthogonal Search (OSA). In order to observe the performance of the proposed 
multiple predictor in a wide range of search areas, the algorithm was tested in the 
search range of ± 7, ±23 and ±3 1. The performance was evaluated on two counts: 
average MSE and average number of search points visited . All the sequences were 
encoded based on a GOP size of N= 12 with M=I(,fPPP' structure) and M=3(' fBBP' 
structure). The average va lues of MSE were taken from these two structures in order 
to see the e ffectiveness of the proposed algorithm in any kind of GOPs. Average 
MSE values are summarized in Tables 5.1 -5.3 for different algorithms and ten 
different video sequences. In every tab le, DSC denotes the diamond search starting 
from the collocated pixel co-ordinates in the reference frame of the top lefimost pixel 
of the current macroblock. The same initia l point is denoted as 3SSC for the three step 
search, 4SSC for the four step search, CSC for the cross search and OSC for the 
orthogonal search. DSM denotes the diamond search starting from the pixel co-
ordinates in the reference frame of the median dx and dy displacemenls from the three 
MVs (Figure I) . 3SSM, 4SSM, CSM and OSM denote the same point for the three 
steps, the four steps, the cross and the orthogonal searches. 
As shown in red and bold fonts in the Table S.I-Table 5.3, the proposed multiple 
predictors can achieve better average MSE than the Fu ll Search in both structures 
(IPPP and fBBP) . In fBBP structure, the OS with the proposed predictors has better 
average MSE than the Full Search for the BOlVing, Deadline, MaD and Mobile 
sequences. Similar results are noticed for MaD and Mobile sequences in search range 
of ± 23 . Other fa st searches such as 3SS, 4SS and OSA have also shown that by 
implementing the proposed method in both structures, the average MSE can be 
improved or at least very close to FS. 
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Table 5.1(a) : Average MSE o.f the fint 50 frames o.f >ideo. sequences in seardt area 7 r7 -
fo.rward predictio.n o.n1y 
SEARCH 
Bowing Deod MaD Paris Student TennlJ Mobile Flowerg Football Co.slg 
ALGORITHM 
FS 1.334 3.222 2.206 3.513 1.604 5.243 30.122 15.225 11.088 3.886 
DSC 1.342 3.225 2.206 3.515 1.609 5.312 30.306 15.796 11.232 3.891 
DSM 1.335 3.225 2.209 3.515 1.606 5329 30.152 15.386 11.287 3.886 
DSP 1.335 3.224 2.206 3.515 1.605 5.273 30.119 15.289 11.1 37 3.886 
3SSC 1.358 3.224 2.213 3.563 1.610 6.098 31.338 17.542 11.391 3.894 
3SSM 1.337 3.229 2.205 3.527 1.607 5.808 30.1SO 15.709 11.283 3.898 
3SSP 1.337 3.223 2.21t! 3.526 1.607 5369 30.072 15.506 11.1 83 3.893 
4SSC 1.357 3.226 2.207 3.548 1.608 5.536 30.474 16.771 11.221 3.892 
4SSM 1.337 3.228 2.211 3.522 1.608 5.478 30.128 15.528 11.328 3.886 
4SSP 1.337 3.223 2.204 3.513 1.606 5.283 30.050 15.448 11.118 3.886 
CSC 1.377 3.236 2.226 3.603 1.615 6.515 30.720 26.473 11.737 4.563 
CSM 1.339 3.233 2.210 3.555 1.610 5.700 30.239 16.329 11.592 3.923 
CSP 1.336 3.233 2.207 3.537 1.610 5.396 38112 15.914 11 .338 3.895 
OSAC 1.370 3.248 2.329 3.576 1.610 6.195 30.659 16.369 11.629 3.899 
OSAM 1.344 3.229 2.208 3.531 1.609 5.614 30.172 16.001 11.506 3.893 
OSAP 1.343 3.229 2.206 3.526 1.608 5.385 38.082 15.594 11.317 3.884 
Table 5.1(b) : Average MSE o.fthe fil~t 50 frames o.f>ideo sequences in seal'ch .''ea 7 x7-
Bidirectio.nal Predictio.n 
SEARCH 
Bowing Deod MaD Puis Student Tennis Mobile F10werg Football Coaslg 
ALGORITHM 
FS 0.854 2.488 1.818 2.905 L263 5.373 26.726 15.625 11.529 4.482 
DSC 0.857 2.493 1.829 2.92 1.265 5.728 26.889 18.166 11.667 4.608 
DSM 0.855 2.489 1.822 2.933 1.266 5.796 26.764 16.098 12.071 4.515 
DSP 0853 2.486 1.815 2.915 1.264 5.571 26.669 15.807 11.56 4.493 
3SSC 0.874 2.501 1.838 2.958 1.269 6.288 30.484 17.937 11.822 4.49 
3SSM 0.859 2.510 1.8SO 2.939 1.277 6.071 27.148 16.368 11 .872 4.517 
3SSP 0.856 2.491 1.825 2.92 1.264 5.691 26.763 16.006 11.589 4.485 
4SSC 0.868 2.493 1.830 2.936 1.266 5.91 27.077 18.248 11.7Q2 4.594 
4SSM 0.859 2.500 1.839 2.936 1.276 6.103 26.880 16.383 12.044 4.518 
4SSP 0.854 2,483 1.817 2.918 1.264 5.675 26.733 15.94 11 .584 4.488 
CSC 0.91 2.52 1.88 3.05 1.28 6.80 37.42 22.22 12.24 6.54 
CSM 0.876 2.516 1.87 2.99 1.276 6.15 29.12 20.84 12.13 5.16 
CSP 0.873 2.SO 1.85 2.97 1.27 5.98 27.71 20.45 11.93 4.99 
OSAC 0.882 2.511 1.860 2.977 1.270 6.476 30.143 17.974 12.025 4.494 
OSAM 0.865 2.520 1.870 2.953 1.279 5.977 27.059 16.406 12.003 4.519 
OSAP 0.857 2.496 1.827 2.927 1.266 5.756 26.781 16.023 11.696 4.493 
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Table 5.2(a): Average MSE of the fIrSt 50 frames of video sequences in .ea.-ch area 23x23-
Forward Prediction Only 
SEARCH 
BowIng Dead MoD Paris Student Tennis Mobile F10werg FootbaU Coastg 
ALGORITHM 
FS L277 3.224 2.209 3.519 L605 5.218 30.155 15.26! 10.899 3.894 
DSC 1.286 3.234 2.212 3.517 1.607 5.300 30.361 15.811 11.151 3.889 
DSM 1.280 3.223 2.212 3.525 1.606 5.334 30. 160 15.404 11.211 3.888 
DSP 1.280 3.223 2.209 BID 1.606 5.273 30.160 15.318 11.021 3.888 
3SSC 1.327 3.247 2.236 3.630 1.618 6.668 31.302 22.669 11.907 3.936 
3SSM 1.296 3.233 2.216 3.527 1.610 5.808 30.193 16.208 11.688 3.892 
3SSP 1.288 3.230 2.212 3.535 1.608 5.444 30.212 15.m 11 .281 3.895 
4SSC 1.295 3.226 2.211 3.555 1.609 5.536 30.474 16.771 11 .224 3.891 
4SSM 1.286 3.229 2.215 3.549 1.608 5.696 30.211 16.067 11 .436 3.894 
4SSP 1.286 3.226 2.211 3.542 1.606 5.4I3 30.050 15.659 11 .171 3.896 
CSC 1.341 3.255 2.249 3.657 1.627 6.926 30.748 27.198 12.357 4.589 
CSM 1.289 3.240 2.216 3.580 1.614 5.850 30.268 16.693 12.140 3.928 
CSP 1.290 3.236 2.211 3.556 1.612 5.497 30.230 16.242 11.564 3.899 
OSAC 1.339 3.25 1 2.340 3.642 1.616 6.608 31.167 19.362 12.029 3.913 
OSAM 1.300 3.239 2.218 3.548 1.610 5.828 30.152 16.323 11.807 3.898 
OSAP 1.292 3.233 2.213 3.534 1.610 5.448 30.148 15.83 1 11 .421 3.899 
Table 5.2 (b): Average MSE of the first 50 frames of video sequences in search area 23x23 -
Bidirectional Prediction 
SEARCH 
BowIng Dud MoD Paris Student Tennis Mobile FJowc.rg Footboll CoaJlg 
ALGORlTBM 
FS 0.828 2.494 1.825 2.905 1.266 5.325 26.769 14.528 11.339 4.391 
DSC 0.831 2.496 1.829 2.922 1.269 5.713 26.922 17.615 11.598 4.55 
DSM 0.829 2.496 1.827 2.950 1.270 5.796 26.832 15.830 12.508 4.435 
DSP 0.825 2.495 1.814 2.914 1.268 5.54 26.752 14.949 11 .448 4.398 
3SSC 0.888 2.528 1.893 3.086 1.281 7.217 34. 104 23.263 12.217 4.624 
3SSM 0.845 2.525 1.909 3.018 1.292 6.972 28.362 17.958 12.976 4.464 
3SSP 0.833 2.497 1.838 2.955 1.27 6.009 26.92 15.711 11.666 4.406 
4SSC 0.869 2.52 1.861 3.021 1.278 6.783 31.929 18.383 11.869 4.413 
4SSM 0.837 2.526 1.886 2.991 1.288 6.687 27.574 16.604 12.435 4.446 
4SSP 0.830 2.501 1.83 1 2.934 1.269 5.855 26.869 15.206 11.514 4.391 
CSC 0.909 2.55 1.94 3.13 1.29 7.64 4D.62 33.89 12.73 6.61 
CSM 0.860 2.521 1.90 3.03 1.28 6.64 29.53 20.81 12.80 5.09 
CSP 0.855 2.51 1.87 3.00 1.28 6.35 27.75 19.65 12.14 4.90 
OSAC 0.890 2258 1.899 3.090 1.28 1 7.258 33.286 21.465 12.380 4.478 
OSAM 0.846 2.530 1.917 2.996 1.284 6.540 27.707 16.116 12.535 4.341 
OSAP 0.836 2.512 1.84 1 2.950 1.270 6.024 27.029 15.666 12.029 4.306 
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Table 5.3(a) :Average MSE of the first 50 frames of video sequences in search area 31 x31 -
Forward Prediction Only 
SEARCH 
Bowing Dead MlID Paris Student Tennis Mobile F10werg Football Coastg 
ALGORITHM 
FS 1.336 3.224 2.210 3.m 1.606 5.219 30.082 15.249 10.920 3.901 
DSC 1.347 3.234 2.213 3.517 1.607 5.300 30.361 15.811 11.161 3.889 
DSM 1.339 3.224 2.21\ 3.525 1.606 5.334 30.160 15.404 11.203 3.888 
DS» 1.339 3.224 2.209 J.5!O 1.606 5.258 30.160 15.3 18 11.033 3.1188 
3SSC 1.383 3.235 2.235 3.621 1.615 6.795 31.338 23.310 11.963 3.938 
3SSM 1.348 3.232 2.213 3.534 1.609 5.835 30. 175 16.155 11.811 3.895 
3SSP 1.342 3.232 2.211 3.533 1.606 5.444 30.145 15.779 11.253 3.894 
4SSC 1.35& 3.232 2.211 3.555 1.609 5.539 30.3&2 16.771 11.224 3.907 
4SSM 1.346 3.226 2.211 3.539 1.607 5.723 30.156 16.000 11.471 3.&91 
4SSP 1.312 3.226 2.211 3.529 1.6e3 5.416 30.1 53 15.696 11.107 3.891 
CSC 1.39& 3.251 2.241 3.614 1.618 6.915 30.982 2&.133 12.250 4.576 
CSM 1.353 3.230 2.213 3.565 1.615 5.849 30.244 16.632 12.025 3.926 
CSP 1.347 3.230 2.212 3.540 1.611 5.45& 30.179 16.235 11 .391 3.905 
OSAC 1.396 3.240 2.233 3.634 1.617 6.752 31.307 19.&52 12.104 3.927 
OSAM 1.35& 3.235 2.212 3.54& 1.610 5.770 30.225 16.432 11.886 3.901 
OSAP 1.353 3.230 2.211 3.536 1.609 5.457 30.208 15.819 11.451 3.901 
Table 5.3{b) :Average MSE oftbe fint 50 frames of video sequences in searcb uea 31 x31 -
Bidirectional Prediction 
SEARCH 
Bowing Dead MlID Pari> Student Tennis Mobile Elowcrg Football Coaslg 
ALGORITHM 
FS 0.841 2.495 1.831 2.905 1.266 5.315 26.807 14.530 11.336 4.399 
DSC 0.858 2.496 1.829 2.918 1.269 5.715 26.922 17.6 11.614 4.55 
DSM 0.&58 2493 1.829 2.95 1.27 5.797 26.832 15.813 12.486 4.435 
DSP 0.&52 2.494 1.816 2.913 1.267 5.54 26.752 14.921 11.462 098 
3SSC 0.912 2.522 1.896 3.074 1.2& 7.271 34.752 24.773 12.357 4.686 
3SSM 0.&77 2.52& 1.909 3.064 1.286 7.21& 28.25& 19.082 13.221 4.436 
3SS1' 0.&61 2.495 1.846 2.938 1.27 6.127 26.914 15.913 11.721 4.406 
4SSC 0.&94 2.516 1.861 3.01\ 1.276 6.92 32.724 19.722 11.926 4.486 
4SSM 0.867 2.522 1.886 2.999 1.283 6.692 27.843 17.152 12.728 4.436 
4SSP 0.&58 2.496 1.836 2.93 1.269 5.&95 26.&36 15.333 11.542 4.394 
CSC 0.933 2.54 1.92 3.1 1.29 7.61 39.51 34.21 12.66 6.57 
CSM 0.8&5 2.52 1.9 3.03 1.28 6.74 29.36 20.67 12.75 5.06 
CSP 0.879 2.51 1.86 2.99 1.27 6.3 27.9 19.61 12.13 4.&8 
OSAC 0.916 2.534 1.895 3.068 1.281 7.24& 33.&09 23.163 12.429 4.539 
OSAM 0.&74 2.536 1.914 2.988 1.2&5 6.564 27.642 16.064 12.792 4.351 
OSAP 0.863 2.505 1.847 2.947 1.271 6.053 26.957 15.771 11.764 4.309 
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Figure 5.3 and Figure 5.4 depict the performance of five types of fast search 
algorithms in terms of average number of search points visited and the difference in 
average MSE with respect to full sea rch method. These figures on ly show their 
performance in a ±7 search window. The average number of search points and the 
MSE are represented as bar - line graph and they are laid together to show that a good-
trade off has been achieved. 
Figure 5.3 shows OS and FSS do not have fi xed pattern o r fi xed number of search 
points, i.e. 25 points in TSS or maximum points of 17 and 13 for CS and OSA 
respectively. It can be clearly seen that our proposed multiple pred ictors has ach ieved 
the fa stest motion est imation in terms of average number of sea rch points wit h smaller 
MSE distortions than the original DS algorithm and almost same or very close to the 
MSE distorti ons by Full Search. With the multiple predictors, these fast searches 
able to reduce the average num ber of search points visited although they have to 
check multiple predictors before starting the search. They also have the smallest 
difference in average MSE compared to co llocated and median predictor. This shows 
that proposed method is able to avoid being trapped in local minima and ab le to skip 
unnecessa ry computations. 
Figure 5.4 shows the performance for TSS, CS and OSA, which have fi xed number of 
search points or fi xed pattern. As we can see, these search algorithms with our 
proposed method have been forced to include at least 2 extra search points for the 
predictors in searching the optimal motion vector especiall y in the sequences with 
small motion such as Bowing, Deadline, MaD, Student, and Paris. These sequences 
require an average of 25 .7, 13.4 and 13.6 sea rch points for TSS, CS, OSC respective ly 
when the proposed method is used. This is because most of the slow sequences are 
centre-biased and the collocated point is the most appropriate location to start the 
search. Thus our proposed algorithm has to ca lculate SAD at the collocated and two 
other points before choosing th e collocated point as the initial search point. On the 
other hand, for the fast sequences such as Mobile, Tennis, FlolVer Garden, Football 
and Coastguard, they only need an average of 21.7, 11.3 and 11.7 search points for 
the TSS, CS and OSC respectively. The proposed pred ictol is able to reduce one step 
of the search pattern and hence reduc:e th~ number of average search points visited as 
proven by the results. 
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DS and FSS with coUoealed, median and proposed poinl as their initial searcb poinl. 
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to Full search for Fast Search Algorithms with fixed number of search points: a) TSS (b) CS (c) 
OSC. The bars show tbe average number of search point and the lines sbow the difference in 
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Performance for Orthogonal Search With Different Method of 
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Figure S.4(continued): Perfonnante in average numl(" of search points and difference in MSE 
with respect to Full search for Fast Search Algorithms with fixed Dumber of search points: a) 
TSS (b) CS (c) OSC. The ba .. s show tbe avenge number of search point and the lines show the 
difference in MSE fOI" TSS, CS and OSC with collocated, median and proposed point as their 
initial search point. 
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The Table 5.4 shows the percentage of MSE reductions by using the proposed method 
with respect to searches using collocated point and median as initi al po int. The 
notations %C and %M denote the percentage MSE reductions of the proposed scheme 
with respect to searches using the co llocated position and the median as the initi al 
point. The parameter D denotes the D*D search area in the re ference fra me. The 
numbers in bold are the max imum percentage gained fro m each of the fast search with 
the proposed scheme as compared to the coll ocated and median as their initial search 
point. It can be seen from IBBP structure that the ga ins can reach 15.22%,35.76%, 
22.25%,42.68% and 3 1.9 1 % for the DS, 3SS, 4SS, CS an OSA respecti ve ly as 
compared to the co ll ocated initial point searches, and 8.47%, 11 .35%, 12.44%, 6.53% 
and 8.04% as compared to the ones using median as initial search point. For JPPP 
structure, the gains can onl y reach 3.2 1 %, 32.3 1 %,7. 89%,42.29% and 20.32% for the 
DS, 3SS, 4SS, CS an OSA respectively as compared to the co llocated initi al po int 
searches, and 1.70%, 7.55%, 5.37%, 6.69% and 6.52% as compared to the ones using 
median as initial search point. Thi s is as expected since in JBBP structures, the B 
frames neaten out the errors due to forward and backward prediction. 
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Table 5.4(.): Percentage MSE reductions of tbe proposed schemed with respec t 
Starch to searches using collocated point and median as initia l point for forward 
Algorithm 
Mea Prediction Only (lPPP structure) 
Bowing Dead MaD Paris Student Tennis Mobile Flowcrg Footba ll Coas lg 
OS(%C) 0.56% 0.01% 0.01% 0.0 1% 0.22% 0.74% 0.62% 3.21% 0.84% 0.11 % 
DS{%M) 0.00% 0,02% 0,16% 0.0 1% 0.04% 1.05% 0.1 1% 0.63% 1.33% 0.00% 
3SS (%C) 1.59% 0,03% 0.35% 1.04% 0.23% 11.95% 4.04% t 1.6 1% 1.83% 0.03% 
3SS(%M) 0.00% 0,17% 0.00% 0,03% 0.03% 7.55°/. 0.26% 1.29% 0.89% 0.11% 
0=7 
4SS (0/£) \.47% 0.10% 0.13% 0.98% 0.15% 4.56% 1.390/0 7.89'/0 0.92% 0.17% 
4SS(%M) 0.00% 0, 16% 0.29% 0.24% 0, 14% 3.56% 0.26% 0.52% 1.85% 0.00% 
CS (0/£) 2.99% 0.10% 0.88% 1.83% 0.29% 17.18% 1.98% 39.88% 3.40% 14.64% 
CS(%M) 0.20% 0.00% 0.16% 0.49% 0.00% 5.34% 0.42% 2.54% 2. 19% 0 .73% 
OS(%C) 2.01% 0.60% 5.28% 1.4 1% 0.17% 13.08% 1.88% 4.74% 2.68% 0 .37% 
OS (%M) 0.10% 0.00% 0.09% 0.16% 0.10% 4.07% 0.30% 2.54% 1.65% 0.23% 
OS (%C) 0.48% 0.32% 0.16% 0.19% 0.06% 0.5 1% 0.66% 3. 11 % 1.1 7% 0.01% 
OS(%M) 0.00% 0.00% 0.14% 0.40% 0.00% 1.1 5% 0.00% 0.56% 1.70'V. 0.01% 
3SS (0/£) 2.93% 0.5 1% 1.08% 2.83% 0.67% 18.37% 3.54% 30.42% 5.26% 1.1 3% 
3SS(%M) 0.57% 0.09% 0.17% 0.22% 0.12% 6.27% 0 .06% 2.69% 3.49% 0.09% 
0.67% 0.00% 0.34% 0.18% 2.2 1% 1.39% 6.63% 0.47% 0.03% 
D::23 
4SS (0/£) 
0.0 1% 
4SS(%M) 0.00% 0.10% 0.18% 0.19% 0.15% 4.96% 0.53% 2.54% 2.32% 0.00% 
CS (0/£) 3.89% 0.60% 1.67% 2.75% 0.92% 20.64% 1.68% 40.28% 6.42% 15.02% 
CS(%M) 0.00% 0.13% 0.22% 0.67% 0.12% 6.05% 0.13% 2.70% 4.75% 0.73% 
OS(%C) 3.50% 0.55% 5.42% 2.94% 0.37% 17.56% 3.27% 18.24% 5.06% 0.37% 
OS (%M) 0.62% 0.18% 0.22% 0.37% 0.04% 6.52% 0.0 1% 3.01% 3.27% 0.00% 
OS (0/£) 0.56% 0.300/0 0. 17% 0.19% 0.06% 0.80% 0.66% 3.11 % 1.1 5% 0.0 1% 
OS(%M) 0.00% 0.00% 0.07% 0.40% 0.00% 1.43% 0.00% 0.56% 1.52% 0.0 1% 
3SS (0/£) 3.02% 0.10% 1.06% 2.43% 0.54% 19.88% 3.81% 32.3 1% 5.93% 1.1 2% 
3SS{%M) 0,45% 0.01% 0. 10% 0.0 1% 0.21% 6.71 % 0.10% 2.33% 4.72% 0.01'10 
0 :::3 ' 
45S (%C) 3.34% 0.18% 0.02% 0.73% 0.35% 2.2 1% 0.75% 6.4 1% 1.04% 0.41% 
4SS(%M) 2.48% 0.01% 0.00% 0.300/0 0.25% 5.37% 0.0 1% 1.90% 3. 18% 0.00% 
CS (0/£) 3.59% 0.65% \.27% 2.05% 0.47% 2\.07% 2 .59% 42.29% 7.01% \4.66% 
CS(%M) 0.39% 0.00% 0.05% 0.7 1% 0.23% 6.69% 0.2 1% 2.39% 5.27% 0.55% 
OS (0/£) 3.06% 0.31% 1.01 % 2.70% 0.52% 19. 17% 3.5 1% 20.320/. 5.40% 0.67% 
OS (%M) 0.39% 0.16% 0.05% 0.35% 0.08% 5.42% 0.06% 3.73% 3.66% 0.00% 
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Table S.4(b): Per-centage MSE reductions of the proposed schemed with respect 
Sea rcb to searches using collocated point and median as initial pOint for Bi ~ directional 
Algorithm 
Area prediction (IBoP structure) 
Bowing Dead MaD Paris Student Tennis Mobile Flowtrg Football Coastg 
OS (%C) 0.47% 0.28% 0.77% 0.17% 0.08% 2.74% 0.82% 12.99% 0.92% 2.50% 
OS(%M) 0.23% 0.12% 0.38% 0.61% 0. 16% 3.88% 0.35% 1.8 1% 4.23% 0.49% 
3SS (%C) 2.06% 0.40% 0.7 1% 1.28% 0.390/0 9 .49% 12.2 1% 10.77% 1.97% 0 . 11 % 
3SS(%M) 0.35% 0.76% 1.35% 0.65% 1.02% 6.26% \.42% 2.2 1% 2.38% 0 .71% 
'SS (o/oC) 1.6 1% 0.40% 0.11 % 0.61% 0 .1 6% 3 .98% 1.27% 12.65% 1.0 1% 2 .31% IF? 
4SS(%M) 0 .58% 0.68% 1.20% 0,61% 0.94% 7.0 1% 0.55% 2.70010 3.82% 0 .66% 
CS (o/oC) 4 .07% 0.79% 1.60% 2.62% 0.78% 12.06% 25.95% 7.97% 2.53% 23.70% 
CS(%M) 0 .34% 0.64% 1.07% 0.67% 0.47% 2.76% 4.84% 1.87% 1.65% 3.29% 
OS (o/oC) 2 .83% 0.60% 1.77% 1.68% 0.3 1% 11.1 2% 11.1 5% 10.85% 2.74% 0 .02% 
OS (% M) 0 .92% 0.95% 2.30% 0.88% 1.02% 3.70% 1.03% 2.33% 2.56% 0.58% 
OS (o/oC) 0 .72% 0.04% 0. 82% 0.27% 0.08% 3.03% 0.63% 15.13% 1.29% 3.34% 
DS(%M) 0 .48% 0.04% 0.7 1% 1.22% 0.16% 4.42% 0.30% 5.57% 8.47% 0 .83% 
3SS ('foC) 6. 19% 1.23% 2.9 1% 4.24% 0.86% 16.74% 2 1.06% 32.46% 4.5 1% 4.7 1% 
3SS(% M) 1.42% 1.11 % 3.72% 2.09% 1.70% 13.81 % 5.08% 12.5 1% 10.10% 1.30% 
' SS (o/oC) 4.49% 0.75% 1.6 1% 2.88% 0.70% 13.68% 15.85% 17.28% 2.99% 0.50% 
1F23 
4SS(%M) 0 .84% 0.99% 2.92% 1.9 1% 1.4 8% 12.44% 2.56% 8.42% 7.4 1% 1.24% 
CS (o/oC) 5.94% 1.57% 3.6 1% 4.15% 0.78% 16.88% 3 1.68% 42.02% 4.63% 25.87% 
CS(%M) 0.58% 0.44% 1.58% 0.990/0 0 .00% 4.37% 6.03% 5.57% 5. 16% 3.73% 
OS (o/oC) 6 .07% 1.1 8% 3.05% 4.53% 0.86% 17.00% 18.8QO/o 27.02% 2.84% 3.84% 
OS (% M) 1.1 8% 0.7 1% 3 .96% 1.54% 1.09% 7.89% 2.45% 2.79% 4.04% 0.81% 
OS (o/oC) 0 .70% 0.08% 0.7 1% 0.17% 0.16% 3.06% 0.63% 15.22% 1.3 1% 3 .34% 
DS(%M) 
0 .70% 0.04% 0.7 \% 1.25% 0.24% 4.43% 0.30% 5.64% 8.2QO/o 0 .83% 
3SS (o/oC) 5.59% 1.07% 2.64% 4.42% 0.78% 15.73% 22.55% 35.76% 5.15% 5 .98% 
3SS(%M) 1.82% 1.3 1% 3 .30% 4.\ 1% 1.24% 15. 11 % 4.76% 16.6 1% 11.35% 0 .68% 
1F31 ' SS (o/oC) 4 .03% 0.79% 1.34% 2.69% 0.55% 14.8 1% 17.99% 22.25% 3.22% 2 .05% 
4SS(%M) 1.04% 1.03% 2.65% 2.30% 1.09% 11.9 1% 3.62% 10.6 1% 9.32% 0.95% 
CS (o/oC) 5 .79% 1.1 8% 3.12% 3.55% 1.55% 17.2 1% 29.38% 42.68% 4.19% 25.72% 
CS(%M) 0 .68% 0.40% 2.11% 1.32% 0.78% 6.53% 4.97% 5.13% 4.86% 3 .56% 
OS (o/oC) 5.79% 1.14% 2.53% 3.94% 0.78% 16.49% 20.27% 31.91% 5.35% 5 .07% 
OS (%M) 1.26% 1.22% 3.50% 1.37% 1.09% 7.78% 2.48% 1.82% 8.04 % 0 .97% 
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5.4 CONCLUSION 
The algori thm proposed predicts the search centre by using mUltiple predictors. The 
pred ictors are based on position of the neighbouring motion vectors and the texture 
similarity of neighbouring macroblock. We have evaluated the proposed algorithm 
wi th fi ve fast search algorithms and have achieved reduction of MSE of 2.42% for 
the di amond search, 7.80% for the three step search, 5.17% for the four step search, 
11.79% for the cross search and 7.38% for the orthogonal search on the average, as 
compared to fast searches using the collocated point as initial search point. With 
respect to searches using the median as initial point, the gains are 0.6 1 % for diamond 
2.70% for three ste'p and 2.08% for four step, 2.55% fo r the cross search and 2.4 1% 
fo r the orthogonal search on the average. These percentages are taken from JBBP 
structure. This shows that our new technique not only applicable for JPPP GOP 
structures but also for more general case i.e . JBBP structures. We can conclude that 
the proposed scheme is effecti ve for MSE reduction, particularl y for larger window 
sizes and for sequences with fast or particular motion characteri stics (mixed/ 
dominant vert ical motion etc.) . 
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CHAPTER 6 
CONCLUSION AND FUTURE WORK 
6.1 CONCLUSIONS 
In thi s thes is, a nove l and simple sub-sampling method was created to fulfil three 
main objectives: 
(i) To deve lop an algorithm for motion estimation that can reduce the com plexity 
especially in processing time and at the same time maintain or improve the 
quality as provided by MPEG-2. 
(ii) To concentrate on minimizing the matching criterion computation and find 
better motion vector predictor to improve the performance of fast search 
algorithms 
To find an a lgorithm that is compatible with avai lable fast search algorithms 
T he complexity in full search algorithm can be reduced by scanning and eva luating 
matching criterion for each macroblocks in reference frame and macroblock to be 
encoded in appropriate order as presented in Chapter 4. Three types of matching 
scan order which lIse half-way stop or early jump out are proposed. The proposed 
matching scans are spiralling inward, alternating spiralling inward and 
horizontal/vertica l scan. Among these matching scans, the spiralling inward is 
considered the best in eliminati ng imposs ible candidates if compared to the others 
because it checks all possible directions of movement, vertically or horizontally, taken 
by the macroblock. However, it does need more computational load or running times 
due to the algorithm that needs to access the memory every time ca lculati on is done in 
a column way. Another advantage is that the algorithm limits the number of 
comparisons in order to have less complexity, resulting in the number of pixels in the 
fi rst round o f spiral to be more than the inner spiral and the raster scan be fore the EJO 
occur. The alternating scan orders are thought to be able to terminate the process of 
evaluating matching criterion faster than the raster scan if the sequences have fast and 
verti ca l motion, but because of the irregulari ty in accessing the pointers, these 
methods unable to perform as good as spiralling inward ar,d hori zontal/vertical 
motion. The horizontal/vertical motion which on ly checks the top, bottom and both 
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sides of the macroblock boundaries as the first step or as an evaluation for the 
subsequent steps is considered to be the fa stest algorithm. Although it has greater 
average macroblock rows compared to spiralling inward, it needs less time to process 
the matching criteri on because of less complexity in accessi ng the memory pointers. 
From the re sults, it is observed that certain sequences do not require large search area 
to find opt imal motion vectors. A bigger window size does not necessarily increase 
the PSNR performance because it can cause the entrapment in loca l minima. 
All the informati on in macroblock, such as textures, movement, directions of motion 
fields, either from the one to be encoded or others in the neighbourhood, have been 
exploited in order to design a good algorithm that can achieve the goal of motion 
estimation. It is believed that good motion est imation is a pred iction from the 
reference frame for the current frame such that the prediction error is minimized with 
minimum complex ity and in thi s case with the same bit rate. In this thes is, severa l 
methods have been considered in order to opt imise the motion estimation and to meet 
the object ives of this research. 
In chapter 5, we propose three sets of mult iples predictors which based on the spatial 
correlation. The motion vectors from the considered neighbours are from the top, top-
ri ght and left macrob lock. The predictors are based on the direction of these three 
motion vectors. If all of them have similar direct ion of movement or in the same 
quadrant, then the target macroblock is assumed to have sim ilar direction too. The 
median and the collocated po int of the target macroblock are chosen to be the 
pred ictors. If only two of them are in the same quadrant, then the one with similar 
texture along with the one that is not in the same quadrant and the coll ocated point are 
chosen to be the predictors . Finall y, if a ll of them are in different quadrant, then 
three more predictors are chosen: the co llocated points, the median and the top of 
macroblock. The predictor with minimum distortion will be the initial point of any 
fast search algorithm and the number of predictors in these methods is limited to 
three. By limiting the max imum predictors, the increasing number of operations will 
not be noticeable, since three add;tiona l points are checked. T his algorithm not only 
consider the moti on taken from the neighbourhood macroblock but also compares the 
macroblocks text1Jre. This shows that the dominant field w ill not necessarily become 
the fie ld for the target macroblock. The object in target macroblock can either be a 
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different object from its ne ighbourhood or just as a background in the frame. The 
texture comparison by using the macroblock mean is able to he lp distingui shing this 
problem. From the results, it is obvious that by using a different set of multiple 
predictors, thi s a lgorithm can improve any fa st search al gorithms compared to the 
median and collocated po int. 
As a conclusion, thi s thesis contributes a new block matching motion estimation 
a lgorithm that can reduce the computationa l load substanti a ll y while incurring no loss 
in PSNR performance. This thesis also contributes a reli able motion predictor 
technique that can be applied with any other techniques in reducing the computation 
complex ity in conjuncti on and at the same time providing a hi ghly effi c ient motion 
estimation a lgorithm whi ch is very important for optimizing MPEG-2 codec. 
6.2 SUGGESTIONS FOR FUTURE WORK 
Experimental results have indicated good performance from the a lgorithms. However, 
due to time constraints th ere are a number of issues that a re not full y addressed and 
w ill be considered in the future reference and improvement. Issues such as the pre-
processing time, the number o f operati ons and the number of memory accesses will be 
considered in order to improve the algorithm . Future work w ill aim to further 
improve the matching strategy, espec ia lly to reduce the number of operations in 
software implementations. These algorithms w ill al so be implemented on hardware 
in order to reduce the operati ons o f memory access and to explo it the full potential of 
these a lgorithms. In order to have effi c ient hardware rea li zati on, we would like to 
improve it in such that it can also be implemented in pipelined. This is to facilitate 
the speedup if it is used in paralle l processing and in MMX technology[46]. 
Future research w ill also focus on improving both the prediction model and the search 
pa ttern so that greater speed up and better PSNR performance can be achieved. 
Incorporating different kinds of search patte rns in one model shall be considered. 
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ABSTRACf 
An alternating spiralling-in scanning order combined witb the Early Jump Out (£10) technique is presented for fast 
elimination of candidate predictors in MPEG-2 block based Motion Estimation. The proposed scheme jointly exploits 
motion characteristics across both the horizontal and vertical directions and it is less biased across sequences of different 
content due to the alternating placement of the EJO check points with respect to (he scanning order. On the average 3-14% 
computational reduction per frame is achieved for a O.ldb PSNR reduction for a whole range of sequences with very 
different characteristics. 
Keywords: Motion Estimation, Fast Search methods, Scanning order 
1. INTRODUCfION 
Motion Estimation IU) is performed through macroblock matching in the MPEG-2 video compression standard 111. 
Three cases are easily identifiable in the Block Based Motion estimation phase of a video codec. In the fIrSt case, no motion 
estimation is performed for Intra (I fTames), which are coded as sti ll pictures. The second case refers 10 predicted frames (P 
frames), where each 16*16 pixel area (macroblock) in the frame to be encoded, finds a predictor in the previously encoded 
frame and the errors rather than the puel values themselves are encropy encoded on an 8·8 block basis. Finally for bi-
directionally predicted frames.JB frames), an average of (WO predictors from the previous and ~he subsequently encoded 
frames is taken and the produced error macroblock is subsequently encoded on an 8+8 block. basis. For the macrobloclc 
matching of P and B frames, MPEG-2U) uses a raster scan orcrer in order to calculate the Sum of Absolute Differences 
(SAD) between the pixels of the macroblock to be encoded and the pixels of its candidate predictors inside a fixed size 
search wiodow in the reference frame(s) . The standard employs a Full Search Algorithm. If the SAD found e<ceeds the 
minimum SAD found so far, the candidate predictor is rejected and the search continues with the next candidate predictor. 
To speed-up the search even further, a comparison of the SAD measure occurs only once at the end of every pixel row 
inside a macroblock (16 pixels) and the identification of the predictor SAD as greater than the rrunimum SAD results in 
early bailing out of the search for the current predictor. This speeding up of the Motion Estimation is often referred to as 
Early Jump Out Technique (EJO) ClI. Although Full Search combined with EJO is guaranteed to find the best predictor 
inside the search window, it is still computationally intensive since it is exhaustive in the number of predictors it checks. 
To reduce the number of candidate predictors that need cbeclc.ing, Fast Search Techniques have been developed such as 
Three Step Search (TSS) 1'1, Cross Search{7J ,Four Step Search [fSS] t'I, Block Based Gradient Descent Search [BBGDS] 1'1 
Unreslricted Cenler Biased Diamond Search (UCBDS) (10) and a range of zonal searches 1111. These aJgorithms are based On 
Real·Time lmaging VII, Nasser Kehlamavaz, Phatip A. Laptanle, Editors, Proceedings of SPIE-IS&T 
Electronic lmaging. SPIE Vol . 5012 (2003) © 2003 SPIE-IS&T · 0277·786X1031$15.00 
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the assumption that the error surface decreases monotonically as the search moves to the global minimum with resp::ct to the 
search metric, but (heX may be trapped to local minima and thus result in poor matching accuracy. Spatio-Temporal 
correlation techniques 121 have also been proposed for fast Motion Estimation. These algorithms exploit similarity between 
adjacent blocks in space and time and try to predict a more optimal starting point for the search of the best match, thus 
indirectly reducing complexity. This assumption about similarity is also unfortunately their potential weak point since it 
may not be true for certain cases such as non -smooth motion fields. scene changes or for object boundary macroblocks. 
Finally pixel decimation tcchniques have also been investigated in the context of fast Motion estimation, such as 
Generalised Partial Distortion Searchesllll or feature based searches 114 1, In these techniques, only a subset of macroblock 
pixels is considered for motion estimation thus speeding up the process, but unfortunately to the expense of quality since the 
enor contribution of the discarded pixels may be significant. 
ID all the above techniques, the point to observe is that a fW!.d TtuUr scan order is followed for the SAD computation 
belween Ihe pixels of lhe macroblock 10 be encoded and the ones of the candidale macroblock predictors. Allhougb !he 
scanning order has been an issue for research in the case of OCT coefficients (zig-zag scan, alternate scan IIJI etc.). much 
less attention has been given 10 the adaptive scanning order for SAD based fast candidate elimination in the pixel domain 
for video sequences. figure I best illustrates the problem of wasted computation that a fixed raster scan order with early 
jump oul ( 16 pixels) may suffer. The similar regions per macroblock are hashed while the dissimilar regions are left blank: 
ffi-j' Candidale ~ 
Reference frame Current frame 
Figure 1: Similarity between macroblocks of the currenl and reference frame(s) 
As evidenced by the figure, • fixed raster scanrung order for lhe SAD computation wilh early jump out, may wasle 16 
comparisons plus additions and subtractions in order to reject a predictor, if the dissimilar area (indicated by the blank 
portion in the predictor macroblocks) is small. In a CODlputationaUy limited coding system this may be prohibitive in terms 
of complexity and thus we propose a more adaptive solution in the next section. 
2, AL TERNA TING.§PIRALLING-IN SCANNING ORDER FOR FASI' ELIMINATION OF 
CANDIDATE MACROBWCK PREDICfORS 
In order to design an adaptive scanning order algorithm to eliminate candidate macroblock predictors as fast as 
possible, lhree faclon oeed \0 be considered. fjr.;tly, !he SAD computation of the rasler scan order across lhe horizonlal 
direction only. may not be the fastest way of rejecting candidate predictors, as illustrated in the Introduction. Considering 
jointly lhe SAD compulation across !he vertical direction may speed-up the elimination process. Secondly, Early Jump Out 
(EJO) techniques arc beneficial for computation reduction, so it is useful to retain them in the scanning order design. 
However, not all operations cost !he same in Icrms of CPU cycles. According \0 the model proposed by Patterson and 
Henessy (41, the compur.ational overhead on single processor systems of the comparison operation needed for SAD 
calculations is roughly five times the cost of additions and subtractions. This implies that elimination of as many 
comparisons as possible in a scanning order using DO will have a beneficial effect on the number of operations saved. In 
fact, the joint consideration of row and column information may aid in reducing the number of comparisons. For example, 
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iD a spiral seaMing order, we can use only two comparisons per spiral. based on information across rows and columns. 
Thirdly, any fixed scanning order ror SAD calcul ~tions may be biased towards sequences of specific characteri stics, thus 
impacting on robustness. The intention here is to design a single scanning order combined with EJO that irrespective of the 
direction of the motion field, wastes as ~ss comparisons as possible. Altbough. a more content based scanning order could 
be used fu candidate elimination, we chose to use it simp!e alternating scheme to alleviate this biasing effecl Taking the 
above design considerations into account, the following spiraUing-in scanning order (depicted in Figure 2) is proposed: 
o 
Figure 2: Spiralling-in scan order. The spirals get smaller and smaller moving from outside to inside. 
The arrow heads indicate polential Early Jwnp OUI points where SAD comparisons are performed. 
For clarity in the figure, only the first two spirals from the possible seven are shown. 
The proposed spiralling-in scanning order enables the decision to reject a candidate predictor Faster, by uti lising 
SAD statistics in both the horizontal and the vertical direction. This is in contrast to the raster scan order that utilises 
SAD information along the horizontal direction only. It also uses the Early Jump out technique but only after SAD 
information across a pixel row and a pixel column is jointly evaluated. This is again in COolrasl 10 the raster scan order, 
where only SAD inFormation across pixel rows is used to decide the Early Jump Outs. Lt bas to be noted that the Early 
Jump Out points are examined in an alternating manner with respect to the scanning order as illustrated in Figure 2. 
For spiral numbers 1,3,5 and 7, the scanning order moves horizontally, vertically and tben the EJO point is examined, 
whilst for spirals 2,4 and 6, dIe scanning order moves verucally, horizontally and then the EJO poiDt is examined. This 
feature in effect unbiases the early rejection of candidate predictors, thus enabling OUI scanning order to perform well 
in both horizontal and vertical motion sequences. 
It is also interesting to note that the proposed scanning order is applicable on top of any of tbe Fast Search schemes 
[refs] mentioned in the lnlJ'oduction as an alternative to raster scan ordering. Since it uses the EJO technique, it will 
make all these schemes variable complexity (VeA) algorithms(lSl where the computational complexity depends on the 
input This can be easily seen from the fact that early rejection or not of the candidate predictors depends on the 
content of these predictors and results in variable computational savings. The worst-case complexity of the proposed 
spiralling-in scanning order using BO is 14 comparisons, 256 subttactions and 255 additions. 1bc: number of 
subtractions and additions for the worst-case complexity is exactly the same as the case of the raster scan order using 
£]0. However, tbe number of comparisons is smaller as evidenced from Figure 2, since we are moving inwards in a 
spiral of decreasing dimensions until we reach a 2*2 block using exactly 2 comparisons per spiral. Finally, the 
proposed scheme is not a puet dedmation scheme, since no assumption about the re lative importance of particular 
pix.els inside a macroblock: is made for SAD computation. 
... 3. EXPERIMENTS AND CONCLUSION 
Table 1 summarizes the experimental results in a wide variety of video sequences including slow and fast 
horizontal motion, vertical motion, camera zooming and panning and steady rotation. From Table I. it can be readily 
seen Ihat the proposed method results on the average in 3-14% computational reduction per frame for a O.ldb PSNR 
reduction. The comparison has been made against the Full Search spiralling-out algorithm with rasler scan thal MPEG-
2 is using for the same size search window. The PSNR reduction is due to the Fact that the proposed scheme may still 
reject best matches as unsuitable predictors due to the way the scanning is perfonned and to the placement of the ruo 
points . However, we believe that this PSNR degradation is small compared to the computational savings. 1be 
computational reduction refers 10 the amount of comparisons, additions and subtractions and is based on the model 
proposed by Patterson and Hennesy (41,. Il should be noted that in Table I, the total cost of operations averaged over 
the number of frames of the sequence is presented, rather than the cost of individual operations (additions, subtractions 
and comparisons). 
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Table 1: ; \ : ,( every . 
Average Average % Average Averace 
computation computation lor Differ-ence PSNR PSNR DilTennce 
lor SAD per SAD pcr Iram< in tbe performanc pcrforma InPSNR 
Inme (MPEG- (Propo<ed Order) Anrage • (MPEG- DC< 
2, raster scan Computati 2) (Propose 
order) oa for SAD d 
.~ iOO5 13% idb 0 Paris_ 
10 :~: ~ S% db 0 Bowin. .0% : db 0 Tennis 3% 40. 4 !db 0.1 
Office 399660lops ops 14% 47 db 4< ;.9 db 0.1 
588101IIops ops 8% 38.4 db 38.35 db 0.05 
City 
In conclwion. lhe proposed alternatiDg spiralling-in scanning order with EJO jointJy exploits horizontal and 
vertical motion cbaracteristics CO" fast elimination of candidate predictors and as such it is more effective than 
scanning orders that exploit characteristics across one direction only. It is also less biased to specific video content as 
compared to the raster scan order due to the alternating placcment of the ElO points depending on the spiral number. 
[n general it provides a good ttade-off between complexity and quality reduction and as such it can be used for 
speeding up the Motion Estimation phase of video coding systems through fast elimination of candidate predictors. 
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,rnplexity localisation in the reference frame is the key process for the derivation of efficient scanning orders for motion 
latio n. The more localised the complex.ity is, the mo re computationally efficient scanning o rders can be derived for reduced cost 
on estimation algorithm s. However, this processes entails serious pre-processing overhead which may render it unsui table for 
:ime video coding systems. ID this paper, we propose three low complex.ity scanning o rders of similar performance that a re very 
.:Jetitive in terms o f the operatio n .count ra tio metric with respect to the MPEG-2 ras ter scan order, show improvements of 
Yo on the average with respect to the number of examined macroblock rows metric and they also show an increase in the speed-
Hio o f 0.12 o n the average as compared to the standard. As compared to other work in the literature, the proposed scanning 
rs require one fourth of the operation count ratio and sho w an increase in the speed-up ratio of 45 times on the average. 
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ntroduction 
he research efforts for the motion estimation 
blem in video coding can be classified in two 
:gories according to the quality-complexity trade-
The firs t category consists of the Full search 
:hods [I) which examine all locations inside a given 
rch window in the reference frame. These algorithms 
I the best match of the macrohlock to be encoded in a 
idow of a given size at the cost of high computational 
oplexity. The second category consists of methods 
t trade off quality for reduced'· complexity. thus 
mining only a subset of locations inside a given 
rch window. Such methods include the 2-d logarith-
: search [3). the cross search [5]. the Three Step Search 
oS) [2]. the Four Step Search (4SS) [6). the gradient 
cent search [7), the diamond search [81 and a whole 
Ige of zonal searches [9]. To reduce the cost of the 
11 Search methods. a variety of schemes have been 
>posed in the literature such as the partial distortion 
nination technique (PDE) [10] and its variations 
- 17], successive elimination algori thms (SEA) 
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[1 8- 24). fast 2-d finite impulse response filters [25]. 
vertical- horizontal and massive projection teCh niques 
for candidate and reference blocks [26-27) etc. All these 
schemes examine only a subset of the pixels for a given 
search position in the reference frame and/or for the 
macroblock to be encoded. while still finding the best 
match in statistical terms. The work in this paper falls in 
this category of schemes. 
An appealing possibility in the search methods 
without quality degradation is the tailoring of the 
scanning order for the computation of the sum of 
absolute differences (SAD) metric according to the 
direction of the local motion field in the reference frame. 
The idea is that the sooner the maximal changes of the 
local motion field are identified in the process of SAD 
computation between the macroblock to be encoded and 
a candidate predictor in the reference frame. the faster 
this predictor can be rejected if it has exceeded the 
minimum SAD found so far. Ea rly search termination 
(or early jump out (EJO) in MPEG-2 terminology) 
obviously implies computational savings since only a 
subset of the pixels for the macro block to be encoded 
and its potential best match in the reference frame need 
to be examined. The search will then continue from the 
next search position in . the reference frame inside the 
given search window. This early bailing out mechanism 
essentially classifies these scanning orders as variable 
complexity algorithms (YeAs) since complexity of the 
• 
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motion estimatio n clearly depends on the pro perties of 
the input source, thus specific scanning orders tha t are 
tailored to these properties can indeed acbieve computa-
tional scalability [14J. It has to be noted that the 
scanning orders we are dealing with refer to motion 
estimation rather than to the encoding oJ DeT coeffi-
cients despite the fact that th~ latter have been \ ery 
popula r in the literature (zig-zag scanning, al terna te 
scanning etc. [4]). Due to simplicity in implementation, 
the MPEG-2 standard [lJ in TM-5 chose to examine 
EJO points at the end of every macroblock row and it 
also chose a fixed roster-scan order Jor the SAD 
computation oJ the pixels involved. This fixed raster-scan 
order, which accumulates SAD in the two macroblocks 
from top to botto m and from left to right, can be very 
inflexible and cause unnecessary computational over-
head due to the following reason: No attempt is made in 
the s tandard to identify content-wise the areas in the 
reference macro block that will result in the biggest 
computational reduction if examined first, during the 
motion estimation process. This is in contrast with 
:omputationally intensive but theoretically proven 
results by Tao and Orchard [30J and later work by 
Kim [11- 12J, which clearly demonstrate tha t the early 
identification oJ regions with highest gradiellls (i.e. 
,ctivity) in the reference macroblock will produce the 
maximal computational savings. Due to these theore-
tical and practical resul ts [1I ,12,30J, the Jast identifica-
tion of these high activity areas in tbe reference 
macroblock, either through blind estimation or through 
,ery low overhead classification that justifies its use is 
roperative. 
The idea bebind the first two blind estimation 
;canning orders we propose, is that by spiralling inwards 
n the reference mac roblock, we are able to locate more 
,ixels with higber gradients fa ster as compared to the 
caster scan order and thus po tentially save computa-
:ions. A simple predictor of tbe maximal cbange of the 
notion field , in combination with inward movement in 
.he reference macroblock during the SAD calculations is 
.he basis of the third scanning order proposed and it 
llso achieves faster location of high gradient pixels. The 
o llowing figure illustra tes the benefits of the proposed 
",hemes. 
In Fig. I, it is clear tha t the dissimilar a reas 
represented as white patches in the reference frame) 
'f candidate macroblock predictors, can be fas ter 
dentified and potentially elimina ted by different scan-
ling orders than the one used by the standard . In the 
ases depicted in the figure, a scanning order with EJO 
loints at the ends of rows/columns from the right-most 
olumn to the left-most, from the left-most column to 
he right-most and from the bottom-most row to the 
op-most would be ideal for fas t rejection of the fi rst 
hree candidate predictors. For the predictor repre-
ented by the free form closed contour inside the 
Fig. 1. Similarity between macroblocks 0: the current and reference 
frames. 
reference macro block, the highest gradient pixels will 
occur just on the borders of the contour where the 
texture changes. It can be easily seen that sca nning 
based on squares of decreasing sizes as we a re mo ving 
inward during SAD calculation in the reference macro-
block, will be able to locate more boundary contour 
pixels faster since it examines four directions simulta-
neously as compared to the single scan directio n used by 
the standard Jor the same lIumber oJ operatiolls per 
macroblock . This is also true fo r the candidate predictor 
represented by the free form open contour inside the 
reference macro block, as shown in Fig. 1. 
The design o f scanning orders for Full search mo tio n 
estimation algorithms ca n be subdivided in zero over-
head and in limited pre-processing schemes. In zero 
overhead schemes, the order of SAD computation 
between pixels in the current and reference macroblocks 
is usually fixed and the choice of the order tries to 
compensate for the blindness of the estimation. Relevant 
work can be found in [1 2J. In limited pre-processing 
schemes, the maximal changes in the local motion field 
a re identified thro ugh some kind of pre-processing such 
as gradient estimation, gradient sorting etc. [IIJ. It has 
to be noted that the gains of the limited pre-processing 
methods through accura te identification of the maximal 
changes in the local motio n field have to be weighted 
agains( the time (hat such pre-processing needs for real 
time motio n estimation schemes. This is the reason that 
we present in Section 4 bo th computational savings in 
terms of the average number of rows examined per 
macro block, computational savings in terms of the 
operations required but also computa tiona l savings in 
terms of the actua l run times for the different schemes, 
since the latter two metrics consider pre-processing 
overhead as well. 
In this paper, we propose three novel scanning orders 
for motion estimation. The first two belong to the 
category of zero overhead schemes since they a ttempt to 
eliminate unsu itable predictors in the reference frame as 
fast as possible, based o n joint exploitatio n of ho rizontal 
a nd vertical SA D informatio n. The third scan ning order 
proposed belongs to the category of limited pre-
processing schemes, since it utilises SAD inro rma tion 
ol/Iy oJ the boulldary mocroblock rows alld columlls for 
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mining the scan direction. The paper is o rganised 
>Ilows: Section 2 descri bes the proposed scanning 
rs for motion estimation, Section 3 describes 
plexity comparisons o r the proposed schemes as 
pared to other work in the litera ture and Section 4 
ains comprehensive experiments that show the 
ts or the proposed scanning orders versus the 
:r-scan order used in MPEG-2 but also as compared 
.ther works in the litera ture. Section 4 ends by 
ling conclusio ns from o ur wo rk. 
'roposed scanning orders 
Spiralling inward scanning order 
his scanning order is based on the idea that the SAD 
e between pixels located on corresponding positions 
the sides o r squares of decreasing size inside the 
ent and reference macroblocks, may be used to 
:t candidate predictors faster than the ras ter scan 
:r used by MPEG-2. For a 16 x 16 pixel area there 
8 such squares with sides 16, 14,12, 10,8,6,4 and 2 
Is respectively. Formally, let's assume that I.(i,i) is 
intensity of pixel (i, i ) inside a frame n, dx and dya re 
mo tio n vector coordinates for a candidate best 
ch of the macroblock to be encoded in the reference 
le and (k, f) are the coordinates of the upper left 
d corner of the current macro block. Furthermore, 
lme that q indicates the offset o f the upper left hand 
,er of any inner square from the coordinates (k, f) 
m is an offset from the upper left hand corner of any 
ife. Then the SAD difference between the reference 
the current macroblocks according to the proposed 
ming order can be represented by tbe following 
atio n: 
D rt!uenct.JnlUrohJock-currtnl.Jnacrob/ock 
q_ 7 [m,,", IS-2xQ 
~ .?; 1/,(k + q + m, 1 + q) '.-
-I,_ l(k+ q + m +dx, 1 + q + dY)1 
m= IS- 2xq 
e L 1/,(k + (I5 - q),1 + q + m) 
m=O 
- I ,_l(k + ( 15 - q) + dX, 1 + q + m + dy)1 
nr= IS - 2x q 
e L 1/, (k+ (15 - q) - m, I + (1 5- q» 
m~O 
- I,_l(k + (I5 - q) - m + dx,I + ( 15 - q) + dy)1 
m= IS-2xq 
e L 1/,(k+ q,l +(15-q)- m) 
m=O 
- I,_ l(k + q + dx,l + (15 - q) - m + dY)I] . 
I . 
( I ) 
-
I' V 
-
Fig. 2. Spiralling inward scanning o rder. 
The rollowing figure shows the proposed scanning 
order (Fig. 2): 
In the above figure, SAD computation starts rrom the 
points depicted as diamonds a nd potential EJO points 
are at the corners of the squares of decreasing size fo r 
both the reference and current macro blocks. The 
direction of the SAD computation ror the pixels on 
the sides of squares of decreasing size is shown using 
arrowheads. The scanning order moves inwards in the 
macroblocks and the minimum size of the sides of 
the squares is 2 pixels. The dotted arrowhead shows the 
direction of the scanning o rder from tbe bo rders of the 
macro blocks to the centre. In the case that an EJO 
occurs, mo tio n estimatio n continues as in the spiral 
search from the next search point inside the search 
window of tbe rererence frame. Fina lly, ,t has to be 
noted that the scanning order has to be the same for both 
the current macro block and its poten tial best match, 
since tbis is a pre-condition fo r finding exactly the same 
best matches as the Full Search (FS). If the scan order is 
different, we risk premature search terminatio n with 
adverse effects on quality and bit rate. 
2.2. Alternating spiralling inward scann ing order 
The design or this scanning o rder is based on the idea 
that tbe spiralling inward scanning o rder may be 
wasting computations due to the fixed direction of the 
scanning order (top horizontal side of square-right 
vertical side of square-bottom ho rizonta l side of 
square-left vertical side of squa re). In fact, the spiralling 
inward scanning o rder will reject ras ter candidate 
macro blocks on the basis o f horizontal SAD informa-
tion ratber than on the basis of vertical SAD informa-
tion. This is evident from the order itself, since a 
candidate macro block to be rejected in the reference 
frame on the basis o r vertical SAD info rmation will bave 
to wait until the horizontal SAD computations are 
performed. For this reason, a less biased scheme can be 
designed which uses horizontal and vertical SAD 
information ror rejection of candidate macroblocks on 
an alternating basis. Thus in the alternating scanning 
order case, the scan d irections (top horizontal side of 
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outer square-right vertical side of outer square-bottom 
horizontal side of outer sq uare-Ieft vertical side of outer 
square) and (left vertical side of the inner square-bottom 
horizontal side of the inner square-right vertical side of 
the inner square-top horizontal side of the inner square) 
are used. The cycle completes after two iterat ions and 
subse'luently the ollter square becomes inner and the 
algorithm continues. Again notice that for a 16 x 16 
pixel area there are 8 inner squares with sides 
16,14,12,10,8,6,4 and 2 pixels respectively Formally, 
let's assume that l , {i,J) is the intensi ty of pixel (i,}) 
inside a frame n, dx and dy are the motion vector 
coordinates for a candidate best match of the macro-
block to be encoded in the reference frame and (k , l) are 
the coordinates of the upper left hand corner of the 
current macro block. Furthermore, assume that q 
indicates the offset of the upper left hand corner of 
any inner square from the coordinates (k,l) and m is an 
offset from the upper left hand corner of any square. 
Then the SAD difference between the reference and the 
current macro blocks according to the proposed scan-
ning order can be represented by the following equation: 
SA Dre/erena _macroblock- currenLmacrobfock 
= ~ { [m=~4Xq Il,{k + 2 x q + m,l + 2 x q) 
- l, _t(k + 2 x q + /11 + dx,l + 2 x q + dY)1 
m= 15- 4xq 
+ L: II,{k+{15 - 2 x q),1 + 2 x q + m) 
m=O 
- l ,_ t(k + ( IS - 2 x q) + dx ,l + 2 x q + m + dy)1 
m= IS- 4 xq 
+ L: II,{k + (IS - 2 x q) - m,l + (I S - 2 x q)) 
m=O 
- l,_t(k + (15 - 2 x q) - m + dX,1 + (15 - 2 x q) + dy)1 
m:: 15- 4x q 
+ L: II,{k + 2 x q, l + ( 15'<" 2 x q) - m) 
m=O 
- 1,_ t{k +2 x q + dx,I + {15 - 2 x q) - m + dY)I] 
[
m= IS_(4 XQ+ 2) 
+ ~ II,(k + {2x q + I) , I + {2 x q + I) + m) 
- l ,_t{k + (2 x q+ I) + dx, 1 + (2 x q + I) + m + dY)1 
m== I S- (4xq+ 2) 
+ L: 1/,{k + (2 x q + I) + m , l 
m=O 
+ {l 5 - (2 x q + I»)) - l,_ t(k + (2 x q + I) + m 
+dx,l + {IS - (2 x q + I)) + dy)1 
m= IS- (4x q+ 2) 
+ L: II,{k + {IS - (2 x q + 1».1 
111=0 
+( 15 - (2 x q + I» - m) - I,_ t(k + (15 - (2 x q + I» 
+dx ,I + {IS - (2 x q + I» - m + dY)1 
m= IS- (4xq+2) 
+ L: II,{k + {IS - (2 x q + I)) - m,l 
m= O 
+ (2 x q + 1» - I, _tk + {15 -(2 x q + I)) 
- m +dx,I + (2 x q+ 1) + dY)I]} . (2) 
In the above equation, the first part of the summation 
computes the SAD for pixels on the sides of squares 
with side length 16, 12,8 and 4 pixels which are visited 
during the first cycle of the proposed scanning order. 
Similarly, the second part of the summation computes 
the SAD for pixels on the sides of squares with side 
length 14,10,6 and 2 pixels which are visited during the 
second cycle of the proposed scanning o rder. 
The following figure shows the proposed scanning 
order (Fig. 3): 
As in the previous fi gure, SAD computation starts 
from the points depicted as diamonds and potential EJO 
points are at the co rners of the squa res of decreasing size 
inside the reference and current macro blocks. The 
direction of the SAD computation for the pixels on 
the sides of squares of decreasing size is shown using 
arrowheads. The dotted arrowhead shows the direction 
of the scanning order from the borders of the macro-
blocks to the centre. Furthermore, the star symbol 
indicates the posi tion where the cycle is restarted and 
again the minimum size of the sides of the squares is 2 
pixels. 
2.3. Horizontal/vertical scanning order 
In essence, both the preceding scanning orders 
attempt to predict the maximum change in the direction 
of the motion field with zero initial assumptions. This 
maximum change in the motion field direction will 
enable faster rejection of candidate macroblocks in the 
reference frame, thus saving a significant amount of 
computations. Although both the preceding orders are 
ideal for online implementations due to the zero initial 
-~ 
... 
- I' I ":'" 
-V 
\ 
:-:" 
~ 
Fig. 3. Alternating spira lling inward scanning order. 
. -
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lptions, some computationally economical pre-
ssing CQuld be beneficial for more accurate 
ation of the maximum change in the motion field 
cion. The trade-off here is that the more accurate 
etermination of the motion field maximal change, 
lore pre-processing is required in general. This pre-
,ssing may out-weigh the benefits of computational 
:tion when the optimal scanning order is found . 
lead to the idea of the selection of a horizontal! 
:al scanning order for the candidate macro block in 
reference frame by using only very limited pre-
?ssing. Independent of our research, a horizontal! 
:al scanning order has also been proposed by Kim 
Choi [12] but with a much more computationally 
Ise pre-processing phase as will be shown in the 
on regarding complexity considerations. 
)ecifically, the first scheme they propose utilises 
ient measures on 8 x 8 block level for finding the 
scanning direction per macroblock. The second 
me they propose utilises sorted gradients on a 
roblock row level to predict maximal changes in the 
ion field . The third scheme they propose, further 
sorting of 4 x 4 sub-block gradients in order to 
rove the accuracy of the prediction of the maximal 
1ge in the motion field . In contrast, our proposed 
ming order is determined from examining only the 
) difference between the boundary rows and 
Imns of the macro block to be encoded and the 
didate macro block in the reference frame. The 
ction of the maximal SAD difference is then chosen 
he scanning direction. A further difference between 
.r scanning orders and the one we propose is the 
ober and the location of the checking points for EJO 
he vertical direction. The following figures along with 
algorithmic steps show our proposed scanning order: 
1"' · ·'1 
1_b3 '---7",1 
Fig. 4. Step I of horizontal/vertical scanning order. 
is indicated by the arrowheads in the fi gure above. The 
SAD computation is sequential in the above figure since 
if an EJO does not occur for the direction a, the 
computation for SAD continues in the directions bl - b4 
and if we still have not jumped out, we examine SAD 
across the direction c. Notice that there are only lIVO 
potential EJO poi nts in the vertical direction. For the 
first EJO point, we are essentially adding SADs across 
the first half of the left-most and right-most col umns 
a nd then we check for EJO. In the case of the EJO 
condition not being sa tisfied, we continue with the SAD 
computation in the same manner across the seco nd half 
of the left-most and right-most columns and we repeat 
the check again. This is indicated by the use star symbol s 
instead of arrowheads in the left most column of the 
macro block in Fig. 4. If an EJO has not occurred at the 
end of the bottom macroblock row, the SADs from 
directions a and c and the cumulative SAD from 
directions b l- b4 are used to determine the scanning 
order in Step 2. 
[max(SADb_,"",ulal"" SADa• SAD, ) = = SADb_,"",ulali"") use direction d 
, if (max(SADb_o""ulal'''''. SADa• SAD, ) = = SAD, ) use direction e 
, use direction f 
,tep I: This step is applicable only for the top. 
ttom, left and right most macroblock rows and 
umns for the current and reference macroblocks. 
r notational reasons, let us consider the vertical 
ections bl- b4 as distinct in this step although they are 
:ually the same. SAD information is computed 
tially from the top macroblock rows of the macro-
lCk to be encoded and its candidate predictor in the 
"rence frame (direction a). the left most and right 
)st columns of the two macroblocks (directions b I-
) and the bottom rows of the two macroblocks 
irection c). If the SAD is greater than the minimum 
ID found so far along any direction. an EJO can occur 
the end of the top most and bottom most rows or in 
e middle and at the end of the right most column. This 
Step 2: There are three potential scanning orders 
(directions d, e and f) for the rest of the SAD ca lcula tion 
and they are chosen according to the following scheme: 
The following figure shows the potential scanning 
orders for the current and reference macroblocks 
according to the outcome of Step 2 (Fig. 5): 
In the above figure, the dashed arrowheads show the 
direction of the scanning order when directions e and f 
are chosen. However, when the vertical direc tion is 
chosen (direction d). we check for EJO in the middle and 
at the end of the second right most macroblock co lumn 
after we added the corresponding SADs of the secolld 
left most macro block column. If an EJO is no t found, 
the algorithm continues with the third lert most and 
right most macro block columns a nd so on until we 
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Fig. s. Potential scanning orders according to the outcome of step 2 of 
the horizontal/vertica l scan method. 
ei ther jump out because we found an EJO or we reach 
the middle of the macro block. Assume (k, I) are the 
coordinates of the upper left-most corner of the first 
inner square in the cu rrent macroblock, In and n are the 
horizontal and vertical offsets from the upper left-most 
corner of the first inner square and dx and dy are the 
motion vector coordinates for a candidate best match of 
the macroblock to be encoded in the reference frame. 
Step 2 of the proposed scanning order ca n then be 
expressed form ally as 
if direction d is chosen 
SA Dr~f~,~"cLmac'oblock-cu'r~"Lmacroblock,upl 
= [~~III'{k + n,l+m) 
""", I m= 1 
- I'_ I{k + n + dx,/ + m + dy)1 
+ II,{k + (15 - n),1 + m) - 1,_1 
x{k + (IS - n) + dx,1 + In + dY)1I 
,,=7 m=7 
+ LL)I,{k+ n,/+ 8 + m) 
,,= 1 m= 1 
- I'_ I{k + n + dX, 1 + 8 + m + dY)1 
+II,{k + (I S - n), 1 + 8 + m) 
- I'_I{k + (IS - n) + dx, 1 + 8 + m + dY)II] 
else if direction e is chosen 
SAD refuenu_macroblock - CUrrenlJlaCroblock1ttp1 
= [f ~41I,{k +m, 1 + n) 
,,= 14 m= 1 
- I'_ I{k + m + dX, 1 + n + dY)I] 
else if direction f is chosen 
SAD uler~nce:.mDcroblock -curr~nt Jnacroblockll~2 
= [~~41I'{k+In' I + tl) 
- I,_ I(k + III + dX,1 + n +dY)lj. (3) 
Finally, it is worth no ting that we ca n further simplify 
Step2 with a "rough" knowledge of the dominant 
motion in a video sequence. For example, Step 2 will 
enable faster rejection of candidate reference macro-
blocks for sequences that have predominantly horizon-
tal rather than vertical mo tion. This is due to the fact 
that most of the cases will be handled by the first 
conditional branch and thus two extra comparisons can 
be saved in most of the cases. Conversely, we can save 
comparisons for predominantly vertically moving se-
quences by simply rearranging the order of the condi-
tio nal statement. We will provide comprehensive results 
for both predomi nantly horizontal, vertical and purely 
mixed seq uences in Section 4. 
3. Complexity considerations 
The issue of complexity has been addressed in the 
literature mainly from the number of operations point 
of view and indirectly using metries rela ted to memory 
accesses [28]. However, issues like the pre-processing 
time for specific algorithms have largely been neglected. 
This pre-processing time can indeed make a motion 
estimation algorithm slower as compared to MPEG-2 at 
run time evell if there is reduction in the number of 
operations and the number of memory accesses. For this 
reason, pre-processing complexity issues are discussed in 
this section but also actual run times are measured for 
the three developed algorithms in the following section 
deseribing experiments. The closest point of comparison 
for the developed schemes are the three motion 
estimation algorithms proposed in [11- 12] and their 
theoretical analysis [30] which may reduce the average 
number of checking rows per macroblock but they do 
suffer from pre-processing overhead . For the sake of 
clari ty, the suggested scanning orders are also compared 
with a fixed scanning order based on dithering of 4 x 4 
sub-blocks as shown in [29]. In this scanning order, there 
is no pre-processing overhead since the order of 
checking pixel positions inside the sub-blocks is pre-
determined. In the scanning order determination based 
on 8 x 8 block gradients in [12], the overhead stems 
purely from the gradient computation for each block in 
a macroblock. In the scanning o rder determination 
based on sorted macro block rows [12] or sorted sub-
block gradients [11], the overhead stems both from the 
gradient computation per block but also from the 
sorting required . Let us examine closely the overhead 
of gradient computation for the seanning order deter-
mination based on 8 x 8 block gradients in [12] . To 
compute the gradient of an 8 x 8 block in the most 
computationally efficient way, one has to evalua te the 
pixel gradients a t each pixel separately for both the x 
and Y directions and then the sum of the gradient 
magnitudes along the two direct ions will be the value of 
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·adient for the pixe!. This is clearly seen using the 
'ing approximations from [11]: 
x,y))l = JG; + G; :::: IGxl + IGyl"' lf(x,y ) 
f(x+ l ,y)1 + If(x,y) - J(x,y + 1)1, (4) 
'J(x, y) is the pixel intensity at positio n (x,y) , G is 
radient of the pixel intensity and G., and Gy are the 
iI pixel gradients across the horizontal and vertical 
tions respectively. 
.e above calcula tion requires 3 additions/subtrac-
per pixel gradient in the best case and 2 absolute 
: calculations. For a 256 pixel area, the gradient 
JUtation will thus require 768 additions/subtrac-
. and 512 absolute value computations. Subse-
dy in [1 2] the block gradient (8 x 8 pixel area) is 
puted as the sum of pixel gradients. This will result 
rther 63 additio ns/block for a total of 252 additions 
he macro block. Thus the block gradient algori thm 
cost 1020 additions/subtractions and 512 absolute 
e computations. The block gradients are subse-
tUy added in pairs and according to the maximum 
e of these pairs a sca nning direction is chosen (right 
:ft, left to right , top to bottom or bottom to top). 
; further costs 4 additions and 3 comparisons, for a 
I cost of 1024 additions/subtractions, 512 absolute 
,e computations and 3 comparisons. 
he scanning order determination based on sorted 
:roblock rows in [12], chose the scanning direction in 
oUy the same manner as the first algorithm on the 
,e paper [12] . The only difference is that after the 
ming direction has been chosen, there is the extra 
rhead of sorting the macroblock rows or columns. 
: fastest sorting algorithms require O(n log.) com-
isons with n the size of input (in this case 16 
;roblock rows or columns), thus requiring 64 
"parisons for the sorting phase. Furthermore, 16 
re additions are required for forming the gradients of 
macro block rows/columns from the partial grad ients 
the corresponding blocks, resu~ting in total pre-
>cessing cost of 1040 additions/subtractions, 512 
;olute value computations and 67 comparisons. 
:n the scanning order determination based on sorted 
,-block gradients [11], the scanning direction is 
)sen in terms of sorted sub-blocks rather than in 
ms of sorted scan lines in a macroblock. The 
;ument here is that sorted sub-blocks inside a macro-
.ck can better pinpoint the direction of the maximal 
lOge in the local motion field as compared to sorted 
In lines, thus operations ca n be saved in the process of 
ding the best macroblock match in the reference 
Lme. Let us consider the computational overhead of 
:h a scheme: For a 256 pixel area, the gradient 
mputation will require 768 additions/subtractions and 
2 absolute value computations as in the a lgorithms 
,ove. To group these gradients into 16 sub-blocks. 
. --
where the gradient of each sub-block is the sum o f the 
gradients of its constituent pixels we need 240 addi tions 
for a tot2.1 of 1008 additions/subtractions and 512 
absolute vall e computations for the sub-block gradient 
formation phase. To sort 16 sub-blocks. we further need 
64 comparisons for a total pre-processing cost of 1008 
additions/subf.rac tions. 512 absolute value computa tions 
and 64 compariso ns. 
It is clear that although the average number of 
macroblock rows examined by the three aforementioned 
schemes may indeed be less than the number of rows 
examined in fixed raster scan orders like the one used in 
TM5 of MPEG-2 [1] . the pre-processing cost of these 
schemes in terms of operations is higher than the three 
scanning orders proposed. In particular, the spiralling 
inward and the a lternating spira l schemes have zero pre-
processing cost. while the content dependent horizontal/ 
vertical scann ing order of the third proposed scheme 
only requires 120 additions/subtractions for SAD 
calcula tion and 4 comparisons, since only the macro-
block boundary row and column pixels are used for 
determining the scanning order. As compa red to the 
dithering scanning order [29]. the spira lling inward and 
the a lternating spira l schemes have the same pre-
processing overhead (none), while the benefits of the 
content dependent horizontal/vertical scanning o rder in 
terms of predicting the direction of the motion field have 
to be weighted against the small pre-processing over-
head required (124 operations). 
4. Experiments and conclusion 
The proposed scanning o rders were extensively tested 
for motion estimation perfomlance in a variety of 
commonly used video sequences exhibiting different 
motion characteristics. The test sequences " Deadline". 
" Mother and Daughter (MaD)" and " Students" can be 
categorised as slow motion sequences. The sequence 
"Bowing" was also a slow motion sequence but in 
addition it conta ined objects that moved forward 
(zooming) and downward (vertically). "Tennis" and 
" Paris" were fa st paced sequences but the difference 
among them was that there were objects moving 
horizontally in "Paris", while in '"Tennis" they moved 
vertically. Finally. "Rotating City" contained a large 
fast motio n area and it involved zooming and panning 
of the camera. Each seq uence co nsisted of 50 frames 
except " Ro ta ting City" which only consisted of 35 
frames. The performance evaluation in terms of speed-
ups was a lso performed fo r a variety of search windows 
with sizes ranging from ± 7 to ±63 pixels. To facilitate 
comparisons, the computatio nal savings in terms of 
average number of rows examined in the motion 
estimation process are presented, operation co unt ratio 
per macroblock and fin a lly the actual run time speed-up 
60 C. Grecos et al. I Real. Time Imagi"g 10 (2004) 53-65 
ratio including the pre-processing stage of motion 
estimation. This stage-by-stage presentation of results 
is intentional because although the average number of 
examined macro block rows is commonly used in the 
literature [11- 12], such a metric cannot account for pre-
processing costs. Furthermore even if the pre-processing 
cost is accounted for in metries such as the operation 
count ratio, issues like regularity in memory accesses 
still remain unaccounted for. The metric that encom-
passes all the factors affecting the performance of 
different scanning orders is therefore the actual run 
time speed-up ratio. It should be noted however that 
both the average number of macroblock rows examined 
and the operation count ratio can still be useful 
performance indicators for mUltiple pass coding 
schemes since the mo tion estimation statistics of the 
first pass can significantly reduce costs in subsequent 
passes. The experiments were performed on a Pentium-2 
processor at I GHz. We also compare our schemes with 
other well-known work in the literature and we use the 
following acronyms in the graphs: 
• Spiral denotes the spiralling inward scanning order 
we propose. 
• All-Spiral denotes the alternating spira l scanning 
order we propose. 
• Vbl and Tb v denote the vertical/horizontal and the 
horizontal/vertical scanning orders we propose. In 
fact Vbt stands for the vertical-bottom-top scanning 
order and Tbv for the top-bottom-vertical order. 
• Kiml denotes the second scanning algorithm in 
Ref. [12]. 
• Kim2 denotes the scanning algorithm based on 
complexity using 4 x 4 sub-blocks in Ref. [11] . 
• Kim3 denotes the first scanning algorithm in Ref. [12]. 
• Dilhering denotes a fixed scanning order based on 
4 x 4 sub-blocks as in Ref. [29). 
• MPEG-2 denotes the fixed scanning order (left to 
right- top to bottom) that is used in the standard 
(TM5). 
In Table lA, the average number of examined rows 
per macroblock with respect to the window size is 
,bown. This average is over all the candidate positions 
inside a search window in the reference frame. It can be 
,een that the average number of rows examined 
jecreases as the search window increases. This is 
:xpected since the bigger the search window, the more 
:andidate positions for the best match in the reference 
'rame will be rejected after only a small number of 
nacroblook rows is examined, thus bringing the average 
lown. Obviously, the gains of the proposed methods 
lepend both on the sequence motion characteristics as 
yell as the window size. On the average, gains of7 .14% 
Ife observed across all window sizes in Table I B for the 
>roposed scanning orders as compared to the MPEG-2 
aster scan. Furthermore, 9.87% gains over MPEG-2 
for other popular adaptive scanning orders requiring 
pre-processing are also observed in the same table. 
For comparison purposes, resul ts for the dithering 
scanning order are also presented, which is a fixed 
scanning order with average gains 2.41 % over the 
MPEG-2 scanning order in Table I B. It has to be noted 
that the proposed schemes consistently outperform 
dithering and they are highly competitive with respect 
to other adaptive schemes requiring much more pre-
processing as shown in the tables. In fact, it can be seen 
that the average gain of other adaptive schemes 
requiring pre-processing over the suggested schemes is 
less than 3 % and the biggest differences occur at small 
window sizes. 
The effects of pre-processi ng in terms of speed-up 
ratios but also in terms of actual run times complexity 
(in seconds) are shown in Table 2B and A, respectively. 
The actual run times refer to the total time needed for 
encoding 50 (35 frames for the rotating city sequence) of 
each of the tested sequences and includes the pre-
processing time needed for the motion estimation. The 
speed-up ratios denote the percentage gain with respect 
to the actual run time. To facilitate comparisons, the 
low complexity scanning order part of these tables refers 
to schemes that require no or minimal pre-processing. 
while the high complexity scanning order part refers to 
other schemes in the literature that require significant 
pre-processing. It is evident from Table 2A and B that 
across different size windows, the proposed scanning 
orders have a higher speed-up ratio with respect to the 
MPEG-2 raster scan order by 0.12 on the average, while 
other adaptive schemes in the literature have a lower 
speed-up ratio by 39.7 times. Even the fixed dithering 
.scan order has a lower speed-up ratio with respect to 
MPEG-2 by 0.78 on the average due to the irregularity 
in memory access patterns (13- 14). From the resul ts, it 
can be seen that the proposed scanning orders consis-
tently outperform both the dithering and the adaptive 
schemes in the literature and bigger differences in the 
performance benefits occur for larger window sizes. This 
clearly reveals a trade-off between fine complexity 
localisation from the adaptive scanning orders in the 
literature and the pre-processing overhead imposed 
from such methods. As the window size increases, 
complexity localisation becomes less important in 
motion estimation schemes involving Early Jump Outs, 
while the pre-processing overheads remain. Thus, for 
scanning orders with pre-processing cost far out-
weighting the complexity localisation benefits, the run 
time performance can actually degrade and this effect is 
amplified with larger window sizes. In this light, run 
time improvements of lower complexity schemes like the 
ones proposed make them very attractive for real time 
applications. Table 3 shows the total number of 
operations per macroblock for the scanning orders 
examined and includes the effects of pre-processing as 
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,,'" Window Low complexity scanning orders 
size ( ± ) 
MPEG2 Spiral ALT-Spiral VBT 
erage number of examjned rows per macroblock 
g 7 5.23 4.46 
15 3.94 3.39 
23 3.26 2.82 
31 2 .82 2.45 
63 1.87 1.65 
ne 7 3.08 2.77 
15 2.33 2.10 
23 1.97 1.80 
31 1.77 1.61 
63 1.32 1.21 
7 5.84 5.19 
15 4.57 4.03 
23 3.82 3.37 
31 3.36 2.95 
63 2.23 1.97 
7 3.06 2.73 
15 2.34 2.08 
23 2.03 1.81 
31 1.85 1.66 
63 1.47 1.34 
lts 7 3.25 2.89 
15 2.45 2. 17 
23 2.05 1.83 
3 1 1.82 1.64 
63 1.34 1.23 
7 6.26 5.89 
15 5.29 4.95 
23 4.78 4.45 
31 
63 
ing city 1 
4.49 
3.69 
10.73 
8.88 
7.56 
6.66 
4.33 
4.17 
3.41 
10.14 
8.38 
7. 11 
6.25 
4.29 
15 
23 
3 1 
63 
ercentage gain in number of examined rows 
19 1 0% 15% 
line 
:nlS 
15 
23 
31 
63 
7 
15 
23 
3 1 
63 
7 
15 
23 
3 1 
63 
7 
15 
23 
31 
63 
7 
15 
23 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
14% 
14% 
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9% 
8% 
11 % 
12% 
12% 
12% 
11 % 
11 % 
11 % 
11 % 
10% 
9% 
11 % 
11 0;' 
11 % 
4.54 
).43 
2.84 
2.47 
1.65 
2.79 
2. 11 
1.80 
1.6 1 
1.21 
5.29 
4.10 
3.42 
2.98 
1.98 
2.75 
2.10 
1.82 
1.67 
1.35 
2.92 
2.18 
1.82 
1.64 
1.23 
5.98 
4.98 
4.48 
4.19 
3.42 
10.46 
8.59 
7.26 
6.35 
4.33 
13% 
13% 
13% 
12% 
12% 
9% 
9% 
9% 
9% 
8% 
9% 
10% 
11 % 
11% 
11 % 
10% 
10% 
10% 
10% 
8% 
10% 
11 % 
11 % 
4.57 
3.45 
2.87 
2.47 
1.66 
2.78 
2.10 
1.80 
1.61 
1.20 
5.32 
4. 11 
3 .44 
3.00 
1.99 
2.73 
2.09 
1.81 
1.66 
1.35 
2.9 1 
2.17 
1.82 
1.63 
1.23 
5.98 
5.00 
4.49 
4 .20 
3.43 
10.52 
8.60 
7 .24 
6 .32 
4.30 
13% 
13% 
12% 
13% 
11 % 
10% 
10% 
9% 
9% 
9% 
9% 
10% 
10% 
lL % 
11 % 
11 % 
11 % 
11 % 
10% 
9% 
11 % 
11 % 
11 Vo 
TBV 
4.57 
3.45 
2.87 
2.47 
1.66 
2.78 
2.10 
1.80 
1.61 
1.20 
5.32 
4. 11 
3.44 
3.00 
1.99 
2.73 
2.09 
1.8 1 
1.66 
1.35 
2.9 1 
2.17 
1.82 
1.63 
1.23 
5.98 
5.00 
4.49 
4.20 
3.43 
10.52 
8.60 
7.24 
6.32 
4.30 
13% 
13% 
12% 
13% 
11 % 
10% 
10% 
9% 
9% 
9% 
9% 
10% 
10% 
11 % 
11% 
11 % 
11 % 
11 % 
10% 
9% 
11 % 
11 %, 
11 % 
Dithering 
4.85 
3.69 
3.07 
2.67 
I. 78 
3.01 
2.28 
1.93 
I. 74 
1.32 
5.61 
4.41 
3.70 
3.24 
2. 16 
2.94 
2.26 
1.96 
1.79 
1.44 
3.10 
2.34 
1.98 
1.76 
1.32 
6 .15 
5.15 
4.64 
4.33 
3.55 
10.77 
8.87 
7.52 
6.6 1 
4.53 
1% 
6% 
6'10 
6% 
4% 
2% 
2% 
2% 
1% 
0% 
4% 
3% 
3% 
4% 
3% 
4% 
3% 
4% 
4% 
2% 
5% 
4'/0 
4% 
High complexity scanning orders 
K!ml 
4.36 
3.35 
2.80 
2.44 
1.65 
2.60 
2.04 
1.77 
1.62 
1.25 
5. 10 
4.06 
3.43 
3.00 
2.02 
2.52 
2.00 
1.78 
1.66 
1.37 
2. 71 
2.11 
1.80 
1.62 
1.25 
5.64 
4.71 
4.24 
3.98 
3.27 
10.64 
8.75 
7.41 
6.50 
4.46 
17% 
15% 
14% 
13% 
12% 
15% 
12% 
10% 
8% 
5% 
13% 
11 % 
10% 
Il % 
10% 
18% 
14% 
12% 
11 % 
7% 
17% 
14% 
12% 
Kim2 
4. 13 
3.23 
2.72 
2.39 
1.63 
2.39 
1.93 
1.7 1 
1.57 
1.23 
4.80 
3.88 
3.31 
2.92 
1.99 
2.31 
1.90 
1.71 
1.61 
1.33 
2.46 
1.98 
1. 71 
1.56 
1.23 
5.52 
4.64 
4.18 
3.92 
3.24 
10.57 
8.70 
7.37 
6 .47 
4.13 
21% 
18% 
17% 
15% 
13% 
22% 
17Vo 
13% 
11 % 
7% 
18% 
15% 
13% 
13% 
11 % 
24% 
19% 
15% 
13% 
10% 
24% 
19'1. 
17% 
Kim3 
4.55 
3.54 
2.97 
2.59 
1.74 
2.8 1 
2.19 
1.89 
1.72 
1.31 
5.31 
4.23 
3.58 
3.14 
2.11 
2.69 
2. 11 
1.87 
1.72 
1.40 
2.90 
2.25 
1.91 
1.71 
1.31 
5.96 
5.08 
4.60 
4.33 
3.56 
10.60 
8.76 
7.43 
6.53 
4.53 
l3o/. 
10% 
9% 
8% 
7% 
9% 
6% 
4% 
3% 
1% 
9% 
7% 
6% 
7% 
5% 
12% 
10% 
8% 
1% 
5% 
11 % 
8% 
7% 
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rable I (continued) 
;equencc Window Low complexity scanning orders 
size (±) 
MPEG2 Spiral ALT-Spiral VBT 
rennis 
31 
63 
7 
15 
23 
31 
63 
:totating city 7 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
0% 
o 
10% 
9% 
6% 
7% 
1% 
7% 
8% 
6% 
6% 
6% 
6% 
1% 
10% 
9% 
5% 
6% 
6% 
7% 
7% 
3% 
3% 
4% 
5% 
0% 
6.92 \ verage (%) 
f able 2 
icquence 
15 
23 
31 
63 
7.76 
Wi ndow Low complexity scanning orders 
sizc (± ) 
10% 
9% 
4% 
6% 
6% 
6% 
7% 
2% 
3% 
4% 
5%. 
1% 
6.94 
MPEG2 Spiral ALT-spiral VBT 
:A) Toral encoding time (s) 
Bowing 7 
15 
23 
31 
63 
Deadline 7 
15 
23 
31 
63 
MaD 7 
?a ris 
15 
23 
31 
63 
7 
15 
23 
31 
63 
) ludents 7 
15 
23 
31 
63 
rennis 7 
15 
23 
31 
63 
Rotating c~ ty 7 
15 
23 
31 
63 
6. 10 
17.26 
31.79 
48.68 
13 1.1 7 
4.44 
11.45 
21.04 
32.92 
97.83 
7.06 
20.51 
38.00 
58.59 
155. 12 
4.40 
11.35 
21.27 
34.02 
106.93 
4.60 
11 .80 
21.45 
33.36 
98.90 
6.67 
21.37 
43.13 
71.89 
235.93 
13.72 
45.36 
87.74 
138.60 
392.46 
5.75 
15.70 
28.79 
44.23 
119.83 
4.32 
10.86 
19.85 
31.3 1 
93.53 
6.9 1 
19.55 
35.72 
55.01 
144. 10 
4.27 
1((62 
19.78 
31.71 
100.90 
4.42 
11 . 14 
20. 19 
31.41 
93.66 
6.53 
20.35 
40.69 
67.62 
220.57 
13.66 
44.20 
84.57 
132.36 
365.45 
5.72 
15.83 
28.92 
44.41 
119.76 
4.29 
10.93 
19.97 
31.44 
93.53 
6.98 
19.71 
36. 11 
55.38 
144.79 
4.25 
10.83 
19.96 
32.00 
101. 13 
4.47 
11 .21 
20.27 
31.50 
94.01 
6.6 1 
20.60 
41.33 
68.43 
223.62 
13.77 
44.53 
85.46 
133.03 
368.39 
5.44 
14.68 
26.73 
40.8 1 
11 5.86 
4.09 
10. 18 
18.50 
29.00 
86.94 
6.62 
18.40 
33.19 
50.76 
131.40 
4.06 
9.87 
18.26 
29.32 
92.45 
4.19 
10.28 
18.49 
28.73 
85.91 
6.31 
19.26 
38.27 
63.32 
206.99 
13.03 
4 1.36 
.;;]760 
120.45 
323.32 
TBV 
10% 
9% 
4% 
6% 
1)% 
6% 
7% 
2% 
3% 
4% 
5% 
1% 
6.94 
T OV 
5.46 
14.77 
26.67 
40.88 
109.38 
4.05 
10. 19 
18.32 
28.84 
85.98 
6.63 
18.40 
33.26 
50.67 
130.64 
3.96 
9.86 
18.24 
29.04 
92.01 
4. 15 
10.30 
18.40 
28.54 
84.97 
6.31 
19.42 
38.42 
63.60 
205.5 1 
12.87 
4 1.1 8 
77.33 
120.0 1 
322.97 
Di thering 
3% 
1% 
2% 
3% 
3% 
4% 
4% 
0% 
0% 
1% 
1% 
- 4% 
2.4 1 
Dithering 
7.08 
20.23 
38.41 
61.95 
191.35 
7.08 
32.03 
60.68 
61.95 
191.35 
11 .73 
60.47 
67.41 
105.02 
283.04 
6.94 
20.13 
38.80 
63.15 
205.54 
7.26 
20.57 
38.90 
61.70 
189.68 
11.21 
37.87 
77.74 
130.19 
429.98 
22.40 
76.32 
149. 17 
236.22 
673. 13 
High complexi ty scanning orders 
Kim l 
11% 
7% 
10% 
11 % 
1I % 
11 °"0 
11 % 
1% 
1% 
2% 
2% 
- 3% 
10.35 
Kim 2 
14°/" 
9Vo 
12% 
12% 
12% 
13% 
12% 
1% 
2% 
2% 
3% 
5% 
13.40 
Ki m3 
6% 
3% 
5% 
4% 
4% 
4% 
3% 
1% 
1% 
2% 
2% 
- 4% 
5.85 
High complexity scanning orders 
Ki ml 
167 
702 
1558 
2736 
10150 
170 
718 
159 1 
2806 
10150 
173 
72 1 
1595 
2801 
10 123 
169 
7 17 
1592 
2803 
10179 
171 
722 
1603 
2820 
10182 
148 
626 
1382 
2430 
8672 
236 
984 
2195 
3869 
14391 
Kim2 
158 
668 
1479 
2599 
9402 
162 
684 
15 17 
2666 
9683 
164 
692.38 
1529 
2683 
9696 
161 
680 
1509 
2657 
9660 
162 
685 
1520 
2672 
9698 
140 
59 1 
1305 
2287 
8199 
224 
942 
2098 
3698 
13799 
Kim3 
127 
534 
11 81 
2075 
7503 
131 
545 
1211 
2127 
7717 
133 
550.08 
1215 
2133 
7702 
131 
544 
1224 
2154 
77 15 
132 
548 
1229 
2160 
7736 
114 
478 
1052 
1846 
6595 
179 
751 
1649 
2903 
10952 
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2 (continued) 
,ce Window Low complexity scanning o rders 
size ( ± ) 
MPEG2 Spiral ALT·spiral VBT 
Jeedup ra/io 
'8 7 
15 
23 
31 
63 
ine 7 
15 
23 
31 
63 
7 
15 
23 
31 
63 
7 
15 
23 
31 . 
63 
l IS 7 
15 
23 
31 
63 
7 
15 
23 
31 
63 
ng city 7 
15 
23 
31 
63 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
1.00 
I 
0.94 
0.91 
0.91 
0.91 
0.91 
0.97 
0.95 
0.94 
0.95 
0.96 
0.98 
0.95 
0.94 
0.94 
0.93 
0.97 
0.94 
0.93 
0.93 
0.94 
0.96 
0.94 
0.94 
0.94 
0.95 
0.98 
0.95 
0.94 
0.94 
0.93 
1.00 
0.97 
0.96 
0.95 
0.93 
0.92 
0.94 
0 .92 
0.91 
0.91 
0.91 
0.97 
0.95 
0.95 
0.96 
0.96 
0.99 
0.96 
0.95 
0.95 
0.93 
0.97 
0.95 
0.94 
0.94 
0.95 
0.97 
0.95 
0.94 
0.94 
0.95 
0.99 
0.96 
0.96 
0.95 
0.95 
1.00 
0.98 
0.97 
0.96 
0.94 
0.92 
0.89 
0.85 
0.84 
0.84 
0.88 
0.92 
0.89 
0.88 
0.88 
0.89 
0.94 
0.90 
0.87 
0.87 
0.85 
0.92 
0.87 
0.86 
0.86 
0.86 
0.91 
0.87 
0.86 
0.86 
0.87 
0.95 
0.90 
0.89 
0.88 
0.88 
0.95 
0.91 
0.88 
0.87 
0.82 
0.85 
+0.08 + 0.08 + 0.15 
3 
f operations fo r motion estimation per macroblock for various 
ng orders 
ng orders Cost of 
operations 
j·2 raster 5 12 
ing 
ral 
d Tbv 
512 
2051 
213 1 
2096 
512 
512 
636 
Operation count ratios 
wi th respect to MPEG·2 
4 times 
4.16 times 
4.09 times 
I 
1.24 times 
IS the actual motion estimation operations. In this 
the raster scan order used in MPEG-2 requires 
bsolute value computations and 240 additions for 
TBY 
0.90 
0.86 
0.84 
0.84 
0.83 
0.91 
0.89 
0.87 
0.88 
0.88 
0.94 
0.90 
0.88 
0.86 
0.84 
0.90 
0.87 
0.86 
0.85 
0.86 
0.90 
0.87 
0.86 
0.86 
0.86 
0.95 
0.91 
0.89 
0.88 
0.87 
0.94 
0.91 
0.88 
0.87 
0.82 
0.85 
+ 0.15 
Dithering 
1.16 
1.1 7 
1.2 1 
1.27 
1.46 
1.59 
2.80 
2.88 
1.88 
1.96 
1.66 
2.95 
1.77 
1.79 
1.82 
1.58 
1.77 
1.82 
1.86 
1.92 
1.58 
I. 74 
1.81 
1.85 
1.92 
1.68 
1.77 
1.80 
1.81 
1.82 
1.63 
1.68 
1.70 
1.70 
1.72 
1.78 
- 0.78 
High complex.ity scanning orders 
Kim l 
27.39 
40.70 
49.01 
56.21 
77.39 
38.36 
62.71 
75.62 
85.24 
103.76 
24.54 
35.16 
41.98 
47.82 
65.26 
38.55 
63.24 
74.88 
82.4 1 
95.19 
37.32 
61.26 
74.74 
84.54 
102.96 
22.33 
29.31 
32.05 
33.81 
36.76 
17.22 
21.70 
25.02 
27.92 
36.67 
45.73 
- 44.73 
Kim2 
26.06 
38.72 
46.54 
53.40 
71.68 
36.59 
59.80 
72. 11 
81.01 
98.99 
23.35 
33.76 
40.25 
45.80 
62.51 
36.68 
59.92 
70.98 
78. 11 
90.34 
35.43 
58.09 
70.87 
80.10 
98.06 
21. 10 
27.70 
30.27 
31.82 
34.76 
16.37 
20.79 
23.92 
26.69 
35.16 
43.12 
- 42.12 
Kim3 
20.90 
30.99 
37.18 
42.64 
57.21 
29.65 
47.64 
57.56 
64.63 
78.89 
18.86 
26.82 
31.98 
36.41 
49.65 
29.86 
48.02 
57.59 
63.34 
72.1 5 
28.72 
46.46 
57.33 
64.75 
78.23 
17.10 
22.39 
24.41 
25.68 
27.96 
13.08 
16.57 
18.80 
20.95 
27.91 
33.25 
- 32.25 
SAD estimation. Further 16 comparisons are required in 
the EJO points for a total of 512 operations for the 
MPEG-2 scanning order which does not require pre-
processing overhead. The operation count ratios in this 
table are with respect to the MPEG-2 scan order and all 
operations are assigned equal weighting. It can he seen 
from the results that the operation count ra tio increases 
only by 0.24 in the proposed adaptive horizontal/ 
vertical scanning order, it does not increase for the 
fixed order schemes proposed (spiralling inwards and 
alternating spiralling inwards) and it increases by 4 or 
more times in other adaptive schemes in the literature. 
Finally, Table 4 shows the average PSNR values per 
window size with a given channel and frame rate for 
eat:h tested sequence. It has to he noted that all the 
tested scanning orders give exactly the same PSNR 
values (per frame and on the average) for a given 
window size, channel and frame rates since they find the 
• 
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Ible 4 
lerage PSN R in va rious window sizes for al! tested sca nnin ~ orders 
qucnce Channel bit Frame Window MSE PSNR 
ra te(bits/s) rate(frame/s) size (dB) 
)wing 4,000,000 25 7 1.82 48.96 
15 1.82 48.96 
23 1.80 49.01 
31 1.82 48.96 
63 1.83 48.94 
ead line 4,000,000 25 7 3.51 44.58 
15 3.58 44.58 
23 3.57 44.58 
31 3.58 44.51 
63 3.58 44.56 
taD 5,000,000 25 1 2.69 46.20 
15 2.69 46.20 
23 2.10 46. 19 
31 2.1 1 46. 19 
63 2.11 46. 11 
'a ri s 5,000.000 25 1 3.99 43.94 
15 4.00 43.93 
23 3.99 43.94 
31 3.99 43.94 
63 4.00 43.93 
itudenls 5,000,000 25 1 2.28 41.49 
15 2.28 41.49 
23 2.28 41.48 
31 2.28 41.49 
63 2.28 41.48 
rennis 5,000,000 25 1 6.22 4 1.4 1 
15 6.11 41.41 
23 6.11 4 1.41 
31 6.11 4 1.41 
63 6.18 4 1.46 
Rotating city 5,000,000 25 1 10.32 38.28 
15 10.32 38.49 
23 10. 10 38.59 
31 9.70 38.18 
63 1.22 39.55 
same best matches in the reference frame. From the 
results, it can a lso be observed that the PSNR does not 
necessarily increase with bigger window size. This is a 
side effect of choosing the best predictor fo r the 
macroblock to be encoded based on the minimum 
SAD metric only and irrespective of how simila r the 
predictor is to the macroblock to be encoded . This 
entrapment to local minima has ramifications in both 
the MSE and PSNR metrics as shown in Table 4. 
In conclusion, the three proposed sca nning orders 
(spiralling inwards-alterna ting spirals and ho rizonta l/ 
vertical) achieve average gains of 7. 14% in terms o f 
examined macro blocks rows as compared to the MPEG-
2 raster scan order and are within 3% in tenns of 
average gains of other schemes in the literature req uiring 
much heavier pre-processing. They have the same o r 
very similar operation co unt ratios as compared to' 
MPEG-2, in contrast to other schemes involving pre-
processing which increase the operation count ralios 
more than 4 times. In terms of run time performance. 
the proposed scanning orders increase the speed-up ratio 
by 0.12 on the average with respect to MPEG-2, as 
compared to pre-processing schemes that decrease it by 
39.7 times on the average. Finally, the proposed schemes 
consistently outperform the dithering scanning order in 
the average number of macroblock rows and run time 
perfo rmanee metries, while they have the same or very 
similar performance in terms o f operation counts. For 
these reasons, the proposed scanning orders could be " 
very auractive for redueed complexity initial estimation 
of the motion fie ld direction for one pass coding schemes 
in real time applications. 
S. S ummary 
Scanning orders have been greatly overlooked in the 
vid eo cod ing literature in the context of moti on 
estimation, although they have been very successfully 
employed fo r increasing the compression efficiency in 
the coding of DCT coefficients. The design o f efficient 
scanning orders, which reduce the computationa l cost of 
the motion estimation, essentially entails complexity 
localisation in the motion field direction of the reference 
frame. This complexity localisation is unfortunately a 
computationally intensive process which may render 
such scanning orders unsuitable for real time video 
coding system implementations. In this paper, three low 
compleltity scanning orders of similar performance are 
proposed that are very competitive in terms of the 
operation count ratio metric with respect to the MPEG-
2 raster scan order, show improvements of7 . 14% on the 
average with respect to the number of eltamined 
macro block rows metric and they also show an increase 
in speed-up ratio of 0.12 on the average as co mpared to 
the standa rd . As compared to other wo rk in the 
literature, the proposed scanning orders require one 
fo urth of the operation count ratio and show an increase 
in the speed-up ratio of 45 times on the average. 
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Abstract. We present a novel, computationaUy efficient and ~bust 
scheme for multiple-initial-polnt predictors used In fast seanches In I!'e 
MPEG-2 standanl. Extensive testing In a variety of video sequences With 
different motion characteristics clearly shows that It outperfonns the 
center- and median-based predictors currently used by mean square 
error (MSE) reduction of 1.51, 5.25, and 3.62% for the diamond, the 
three-step, and the four-step searches and for the same bit rates as the 
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1 Introduction 
Initial-point estimation for fast search techniques !s a ~­
cult problem because of the inherent uncertamty tn the di-
rection of the motion field but also because of the very fine 
balance between accuracy and computational cost. Regard-
ing the accuracy/cost trade-off, it can be easily seen that 
accurate feature-based similarity measurements that could 
benefit motion estimation (ME) are still computationally 
intensive in space/time, thus, promoting exploitation of 
spatiotemporal local motion information instead of better 
predictors, For example, in the motion estimation pbase of 
MPEG-2 (Ref. 1) (TM5), there is a single initial point for 
starting the search (the collocated point of the top [eftmost 
pixe[ of the macroblock to be encoded). This certainly ben-
efits center-biased fast motion estimation algorithms, but it 
does not ~erform well for other types. In the H2631H264 
standards, the correlation of the loca[ ~otion field is 
taken into consideration, leading to the chOice of the me-
dian displacement along the x and y axes (MEDlANXIY 
functions in Fig. 1) of the motion vectors of the three 
neighboring macrob[ocks as the startiog search point In 
Figure I, C denotes the current m~.croblock, MB, denotes a 
neighboring macrob[ock I, MV MD, is the motion vector of 
this macrob[ock consisting of x and y components, and 
MEDIAN denotes the median function, The scheme using 
MEDIANXIY is not without its problems,· since its 
performance can deteriorate dramatically for high/mixed/ 
irregular motion sequences. In our scheme, we used a dif-
ferent set of neighboring macroblocks for median predic-
tion (MBO,MB[,MB3) and our median function is the 
MEDIAN_OURSXN in Fig. 1. 
Note that [ocalizing the search origin through appropri. 
ate predictors "iduces the possibility of getting trapped into 
[ocal minima' (a common drawback of all fast search meth-
ods) and that utilizing multip[e predictors as initial search 
points (with a small computational cost) further reduces 
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this risk. If the predictor accuracy is high, the "optima[" 
motion vector (inside a given search window) can be at-
tained more rapidly, thus enabling further co~putatio~a1 
savings for fast searches. Again the use of multiple predic-
tors can further speed-up computation, since the search di-
rection can be adjusted to the one of the minimum sum of 
absolute differences (SAD) and thus avoid urmecessary 
computations, 
Previous work on initial search points (apart from the 
standards) was done by Gallant et al.· in the context of 
designing efficient search algorithms. Th~y used mod~ in-
formation (as opposed 10 us) to determme the candidate 
search points and snhsequently to design a search a[go-
rithm. Xu et al. S used a different set of candidate search 
points, based on neighborhood information. ~inally, Turaga 
and Chen6 used correlated motion of [ocal nelghborhood 10 
decide between different search strategies. The scheme pro-
posed in this paper can be applied on top of any fast search 
algorithm and is particu[arly robust to motion. changes, fa::t 
motion, and mixed motion scenes, as shown tn the expen-
ments section of this paper, 
2 Proposed Scheme 
In our scheme, we first divide the Cartesian space in four 
quadrants. We then proceed by examinin~ how. many of the 
three motion vectors (MVs) of the netghbonng macrob-
locks (in the current frame) belong to the same quadrant 
This gives three cases to consider, as shown in Fig. 2. 
When all three MY s are in the same quadrant, we as-
sume that the dominant motion direction is inside this 
quadrant, and we start the search in the reference ~e 
from two candidate initial points. One is the co[ocated pOID! 
of the topmost [eft pixel of the macroblock to be encoded 
(as is the usual case in MPEG-2) and the other is the me-
dian of the dx and dy displacements of the three neighbor-
ing vectors (as is the case in H2631H264), The SAD is 
evaluated between these two positions and the search 
method (any search method) proceeds in the minimum 
SAD direction. When only two of the neighboring MY s 
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g. 1 Naighboring macroblocks and starting search point !.esad on 
;,ir motion vectors. 
,long to the same quadrant, we have a dilemma regarding 
e direction of the dominant motion. 
In this case, we utilize three initial point candidates in 
.e reference frame, namely, the colocated point of the top-
lost left pixel of the macroblock to be encoded, the dis-
lacement of the MY that does not belong to the same 
IIlldrant as the other two, and the MY displacement of the 
'ighboring macroblock (from the two MY s belonging to 
Le same quadrant) that has the most similar mean with the 
ne to be encoded. The choice of the third point is inten-
onal since this increases the probability of starting the 
,",ch close to an area more similar to the current macrob-
.ek and is particularly effective in macroblocks belonging 
• the same objects in two consecutive frames. The choice 
fthe second point also reduces the risk of ignoring domi-
ant motion, even if it corresponds to one out of three 
eighboring macroblocks. The minimum SAD is evaluated 
etween these three positions and the search proceeds in 
le direction of the minimum SAD. 
When all three neighboring MYs belong to a different 
uadrant, the motion of the video sequence is highly irregu-
lI'. In this case, we consider as initial candidates the collo-
ated point in the reference frame, the median of the dis-
lacements of the three vectors, but also the MY of the 
lacroblock above the one to be encoded. The choice of the 
lird point is intentional in this case also, and it is chosen 
ecause the majority of the MYs considered belong to mac-
,blocks above the one to be encoded (Fig. I). We could 
ave taken the average of the two MYs of macroblocks 
.1B3 and MB I, however, there is good evidence' that the 
~: J"'".:" . ..1 ' p!ISI " (.......x..I,rtW)' (~..l 
., 
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MY correlation decreases rapidly as we move away from 
the current macroblock along the spatial axis. Thus, we use 
only the MY of the macroblock above the one to be ea-
coded. Again the search proceeds in the minimum SAD 
direction. 
There are some interesting observations relating to the 
design of this algorithm. First, compntationally intensive 
featnre-based similarity techniques would defY the purpose 
of fast searches in one-pass coding systems, so v""! simple 
metrics such as similarity of means were used in this algo-
rithm instead. Second, random checking of minimal SAD 
points inside the search window would incur many wasted 
SAD calculations, so our specific initial point selection 
wonld be more suitable in the context of fast searches. 
Third, our mean similarity calculation causes only two ex-
tra comparisons in terms of computation (mean of the cur-
rent macroblock as compared to the means of the two mac-
roblocks having MYs in the same quadrant). Any extra 
calculations are avoided since mean evaluation is already 
performed for mode decision purposes from the standard. 
Finally, our initial point selection algorithm can be applied 
on top of any fast search method and requires at most two 
extra initial search points. The following describes the pro-
posed scheme: 
If 3MVs of neighboring macroblocks in the same 
quadrant 
(Evaluate SAD on the collocated position and on the 
median displacement position in the reference frame.} 
Else if 2MYs of neighboring macroblocks in the same 
quadrant 
(Find the most similar of these two macroblocks to the 
macroblock to be encoded in terms of the mean metric. 
Evaluate SAD on the collocated position, on the dis-
placement position of the MV not belonging to the quad-
rant where the two others belong and on the displace-
ment position of the MV of the most similar macroblock 
(in terms of the mean metric) in the reference frame.} 
Else /* all MVs in different quadrants "/ 
(Evaluate SAD on the collocated position, on the 
median displacement position and on the displacement 
position of the MV of the macroblock above the one to 
be encoded in the reference frame.} 
Continue search from the minimum SAD location among 
the candidates. 
3 Experiments and Conclusions 
The proposed scheme for ME using multiple initial points 
was tested on a variety of commonly used video sequences 
exhibiting different motion characteristics. The standard 
used MPEG-2 as a test-bed with rate control tumed on, so 
the final bit rates are the same in all search methods. The 
test sequences" Deadline," "Mother and daughter (MaD)," 
and "Students" can be categorized as slow-motion se-
quences. The sequence "Bowing" is also a slow-motion 
sequence, but in addition it contains objects that moved 
forward (zooming) and downward (vertically). "Tennis" 
and "Paris" are fast-paced sequences but the difference 
among them is that there are objects moving horizontally in 
uParis," while in "Tennis,'" they moved vertically. The se-
quence "Mobile" is a slow-moving sequence with both 
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Table 1 Percentage MSE reductions of the proposed schemed with respect 10 searches using collo-
cated point and median as initiat point for sequence. 
,.,ch 
.... Algorithm "Bowing" "Dead" "MaO" "Paris" "Sludenf' 
=7 OS (%C) 0.47 0.28 0.77 0.17 0.08 
OS (%M) 0.12 0.24 0.22 0.03 0.08 
355 (%C) 2.06 0.40 0.71 1.28 0.39 
3SS(%M) 0.35 0.48 1.67 0.44 0.63 
455 (%C) 1.61 0.40 0.71 0.61 0.16 
455 (%M) 0.58 0.76 1.36 0.24 0.55 
'=23 OS(%C) 0.72. 0.04 0.82 0.27 0.08 
OS (%M) 0.24 0.04 0.27 0.24 0.00 
355 (%C) 6.19 1.23 2.91 4.24 0.86 
3SS(%M) 1.07 0.72 2.80 1.92 0.78 
455 (%C) 4.49 0.75 1.61 2.88 0.70 
455 (%M) 0.48 0.36 2.35 1.28 0.86 
'=31 OS (%C) 0.70 0.02 0.71 0.17 . 0.16 
OS (%M) 0.35 0.04 0.16 0.31 0.16 
355 (%C) 5.59 1.07 2.64' 4.42 0.78 
3SS(%M) 1.80 0.64 2.53 2.68 0.86 
4SS(%C) 4.03 0.79 1.34 2.69 0.55 
455 (%M) 0.69 0.56 2.24 1.41 0.70 
,orizontal (the train in the video sequence) and vertical 
notion (the calendar in the video sequence). "Flower gar-
len" is a sequence wilh dominant horizontal motion but 
.Iso with camera panning. "Coastguard" is another inter-
:sting sequence with dominant horizontal motion of objects 
Boving with different speeds and in different directions 
the two vessels in the sequence) and it also contains oscil-
.ting motion (the water in the sequence). Finally, "Foot-
.. U" is a very fast paced sequence with multiple motion 
llong different directions. The results of using the proposed 
,redictor in terms of average mean square error (MSE) 
:ains/macroblock are summarized in Table I. Only inter 
:oded frames were considered. In every table, DSC denotes 
he diamond search starting from the coUocated pixel coor-
tinates in the reference frame of the top lefunost pixel of 
he current macroblock. The same initial point is denoted as 
ISSC for the three-step search and 4SSC for the four-step 
,earch. DSM denotes for the diamond search the pixel co-
lrdinates in the reference frame of the median dx and dy 
lisplacements from the three MVs (Fig. 1). Also, 3SSM 
rod 4SSM denote the same point for the three- and four-
,tep searches respectively. The notations %C and %M de-
lote the percentage MSE reductions of the proposed 
",heme with respect to searches using the coUocated posi-
ion and the median as the initial point and the parameter D 
lenotes the D X D search area in the reference frame. 
We can see that we achieve a reduction of MSE of 
1.41 % for the diamond search, 7.80"10 for the three-step 
;earch, and 5.17% for the four-step search on the average, 
is compared to fast searches using the collocated point as 
he initial search point. With respect to searches using the 
median as the initial point, the gains are 0.60% for the 
liamond search, 2.69% for the three-step search, and 
!.O8% for the four-step search on the average. We conclude 
that the proposed scheme is effective for MSE rednction, 
"Tennis" "Mobile" "Flower garden" "Football" "Coastguard" 
2.74 0.82 12.99 0.92 2.50 
1.43 0.39 0.55 1.26 0.38 
9.49 12.21 10.77 1.97 0.11 
4.35 1.13 0.72 2.34 0.62 
3.98 1.27 12.65 1.01 2.31 
5.57 0.20 0.38 2.34 0.51 
3.03 0.63 15.13 1.29 3.34 
1.70 0.12 0.16 3.42 0.34 
18.74 21.06 32.46 4.51 4.71 
10.39 3.63 1.65 7.05 0.74 
13.88 15.85 17.28 2.99 0.50 
8.83 1.92 1.88 5.51 0.70 
3.06 0.63 15.22 1.31 3.34 
1.72 0.12 0.23 3.41 0.34 
15.73 22.55 35.76 5.15 5.98 
12.09 3.37 4.24 8.36 0.94 
14.81 17.99 22.25 3.22 2.05 
8.86 2.76 1.56 5.93 0.88 
particularly for larger window sizes and for seqnences with 
fast or particular motion characteristics (mixed/dominant 
vertical motion etc.). In these cases, the gains can reach 
15.22, 35.76, and 22.25% for the diamond, 3SS, and 4SS, 
respectively, as compared to the colocated initial point 
searches and 3.42, 12.09, and 8.86% as compared to the 
ones using the median as the initial search point. 
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