A successful model of high Reynolds number cavity flows involves reproducing the flow physics with adequate accuracy, given the available computational resources. The process of planning high Reynolds number cavity flow simulations is systematically reviewed to extract the dependence of different programmer's choices on the CFD mesh size and on the cost of the computation.
INTRODUCTION
Turbulent flows feature intermittent large-scale structures embedded in a field of random motion. At a sufficiently high Reynolds number, the small-scale eddies are statistically isotropic and the statistics have a universal form that is determined only by the turbulent dissipation rate ε [1] .
Computational Fluid Dynamics (CFD) models the turbulent flow physics by suitably averaging the flow governing equations, which for aerodynamic flows are the time-dependent Navier-Stokes equations, in a discretized computational domain. The quality of the predictions depends on the level of the discretization. Best results are obtained using a computational domain discretized in steps ∆x in space and ∆t in time, fine enough to resolve the characteristic length and frequency associated with the smallest dynamically active scale of motion. This requirement turns out to be very demanding in the case of turbulent flow, in which the ratio between the largest and the smallest scales is large. This ratio is reduced by the use of popular averaging techniques, such as in a Large Eddy Simulation (LES) and in Reynolds Averaged Navier-Stokes (RANS) simulations.
In wall-bounded viscous flows, the wall-normal spatial resolution in the boundary layer can be much higher than that outside it. Some CFD schemes take advantage of this separation of length scales near solid walls by adopting different numerical treatments and turbulence models, depending on the flow being in the attached or the separated flow regions. Examples of these techniques are the hybrid RANS-LES and the Detached Eddy Simulation (DES) methods.
The cost of a simulation depends on the size of the computational domain and on its grid density, which is determined by the number of points necessary to represent with a defined level of discretization the turbulent flow structures in space, and the operation count cost, to integrate the equations of motion in time. Basu et al. [2] studied the dependence of the simulation cost on the turbulence closure approach and on the spatial and temporal discretization in the context of single turbulent flow applications but this dependance has never been quantified parametrically for an entire class of specific unsteady turbulent flow applications.
This paper aims to explicit the modelling process for problem-specific test cases so to obtain approximate a priori cost estimates for a specific class of flows. This process is applied to the study of cavity flow to assess to what extent a given combination of CFD parameters constitutes an adequate engineering model of the flow so to obtain design trade-offs in cavity flow CFD. This paper is organized as follows. In section 2, the general process of modelling a turbulent flow is described through the stages of (i) averaging of the governing equations and (ii) discretizing the computational domain in space and time. Navier-Stokes equation averaging is examined and the concept of spectral width compression is introduced. The computational domain discretization is considered and the discretization cost defined.
Section 3 presents a cavity CFD dimensional analysis to express spectral width, grid density, and simulation cost as a function of non-dimensional geometrical, numerical and turbulence modelling groups.
In section 4, a regression of the non-dimensional groups defined in section 3 from published cavity CFD works is presented. These results are useful to study the effect of different CFD choices (turbulence closure model, numerical scheme order, etc.) on the discretization indicators and, consequently, to estimate the order of magnitude of the computational resources required by the simulation. An application of the method to CFD design trade-offs is given at the end of section 4.
COSTING TURBULENT FLOW SIMULATIONS 2.1. General Definition of the Cost
The process of modelling and discretizing a turbulent flow shows increasing levels of approximation introduced by the turbulence model and the discretization in space. The starting point is to define the flow physics by considering the turbulent continuous flow evolving in a physical flow domain of size L over a time interval T. The turbulence model represents the first element for reducing the dimensionality of the problem by considering only the time-space scales of interest in the flow [3] . The time scales of the averaged problem are intrinsically related to the characteristic space scales. Therefore, an appropriate level of time resolution is required to represent the entire temporal evolution of the smallest pertinent scale of the averaged problem.
The discrete spatial computational mesh introduces a further approximation to the flow model. The choice of the discretization step ∆x is reflected into two main indicators of the spatial discretization in a generic j direction: the spectral width of the simulation in the wavenumber domain N d, j , and the grid density, N c, j . The spectral width N d, j gives the effective size range of turbulent structures of practical interest in the continuous flow in the j direction 
where ∆x j,min is the smallest unit cell length in j and
is a functional that accounts for the different stretching functions s (ξ i ) adopted along j. Given the minimum number of points per wavelength PPW that the line solver in the numerical scheme can work with, an average mesh spacing for the first PPW points of a stretched mesh is = PPW −1 ∆x j .
From λ j,min = ∆ x j,min PPW, a uniform mesh equivalent N c, j is obtained
where DS j is the computational domain length in j.
The total number of mesh points N c in the discrete spatial domain is the result of the grid density in each direction. Consider a continuous flow developing in a three-dimensional space , then for a single block conformal computational domain: (4) To integrate the unsteady equations of motion over a time proportional to the integral timescale of the motion, T, discrete time integration methods are used that advance the solution N t times over a number of time steps ∆t. This is achieved using either implicit or explicit time integration methods. In steady flow predictions, implicit methods are often used, by which the solution is iterated over N t pseudo-time steps toward convergence. In time-resolved computational aeroacoustic predictions, an accurate prediction of the propagation of acoustic waves from one computational cell to the adjacent one is sought, leading to the choice of explicit time integration methods for many applications [4] [5] [6] [7] [8] . Some computational aeroacoustic schemes use implicit time-integration methods with Newton sub-iterations or dual time stepping to achieve the same result [9, 10] . The computational performance of selected implicit and explicit methods is compared in Isono & Zingg [10] . The requirement of resolving the acoustic propagation in time limits the
, min computational time step in both implicit and explicit methods to the same order of magnitude on well-refined computational meshes. An additional consideration in the choice of the computational time step is the sampling rate of comparative experimental data. Data rates of the order of 100 kHz are achieved with hot-film probes [11] , driving the selection of a computational time step ≤ 10 µs in comparative simulations [12] .
The time steps required to time march the equations of motion must be multiplied for the number of time step sub-iterations, such as in a multi-stage Runge-Kutta scheme (i.e. Runge-Kutta order, N RK ), to obtain the total number of iterations N T used to time-advance a computation.
The total simulation cost (complexity) is measured by the product of the total number of mesh points and the number of discrete time steps:
N c is a function of the dynamic range of the simulation, which is measured by the Reynolds number, Re. The time step dimension is linked to the dimension of the smallest eddy via the CFL condition, hence N t can also be expressed as a function of Re to obtain (6) where N RK is constant. This shows the strong dependence of the total cost of a CFD simulation on the Reynolds number.
Flow Averaging and Turbulence Models
In CFD, turbulence models are used to obtain a lower order model description of the fluid dynamics by windowing the wavenumber spectrum.
For separated flows, considering the simplest case of a turbulent flow that is statistically homogeneous and isotropic, the ratio between the characteristic length of the most energetic scale, the integral length scale Λ, and that of the smallest dynamically active scale, the Kolmogorov scale, η, is Λ/η = N d . This establishes the degrees of freedom required to represent all the scales of motion for a Direct Numerical Simulation (DNS). To obtain a coarser level of description by Large Eddy Simulation (LES), a spatial cut-off filter of length ∆ -is defined, which is associated in the spectral domain to the cut-off wavenumber k max by N d = Λ/∆ -. A typical choice for the cut-off filter length is ∆ -≈10η [3] .
In wall-bounded flows, the boundary layer is usually divided in two main regions, the wall-layer (inner layer) and the outer layer. In the region closest to the wall, called the viscous sublayer, viscous effects are dominant. The relevant length scale in this region is the viscous length l s = v/u τ , where v is the kinematic viscosity and u τ = (τ w /ρ) 1/2 is the wall shear (friction) velocity, determined by the shear stress at the wall, τ w , and by the fluid density, ρ.
Quantities in the inner layer are usually made non-dimensional by to be expressed in wall units such as u + = u/u τ and y + = y/l s . The logarithmic layer extends from y + ≈ 30 to y + ≈ 500 and it overlaps with the outer layer. Different turbulence models capture the streaks of hairpin vortices generated at the wall or their effects on the main flow to coarsening levels of fidelity. A DNS of a wall-bounded flow fully resolves the time-dependent pattern of streaks by using the smallest viscous length scale near solid walls, l s , to define the spectral width of the simulation, so that
LES simulations that resolve the dynamic of the inner layer are referred to as wall-resolving LES (WR-LES) and the mesh resolution requirement in the wallnormal direction is comparable to that of a DNS. If specific wall-stress models are employed near the solid walls to avoid resolving the inner layer, the technique is referred as to wall-modelling LES (WM-LES). The spectral width of these techniques can be estimated by N d = Λ/ , with and for wall-resolving and wall-modelling techniques, respectively.
In DES, the attached boundary layer is modelled using the unsteady RANS approach whereas a blending function enables the transition to an LES for modelling the separated flow. The near-wall hybridization enables a near wallmesh spacing typical of a RANS simulation with less demanding requirements in the streamwise and spanwise directions. Evaluating the smallest resolved wavelength for DES is not straight forward, as the result depends on the particular choice of the LES sub-grid scale model, as well as on the specific blending function adopted in the LES/RANS hybrid regions.
Discretization of the Averaged Flow
The spatial resolution level in each turbulence model dictates the size of the near-wall mesh. Typical grid requirements for DES, WM-LES and WR-LES can be found in CFD textbooks [13, 14] . . The minimum number of time steps is , hence the minimum complexity of the simulation is of the order of . Wall-bounded flows introduce more restrictive discretization constraints [15] as the relevant scales in the inner layer are of the order of the viscous length, l s = v/u τ . The number of grid points in each direction scales as: (7) where α is the exponent of the Reynolds number scaling of τ w and 0.2 ≤ α ≤ 0.25 for a turbulent boundary layer [16] with free-stream velocity U ∞ .
The proportionality factor in Eq. 7 is given by the coefficient , where is the mesh size in viscous wall units for WR-LES, typically between 30-50 l s in the wall-normal direction and 100-300 l s elsewhere. The total number of grid points N c for a three-dimensional simulation is: (8) For DNS, the size of the time step ∆t and the characteristic time of large events scale as (Λ/u τ )Re Λ 9/4 and Λ/U ∞ , respectively. The estimated number of time steps is therefore of the order of Re α+1/2 and the overall computation cost from Eq. 5 is:
For wall-resolved LES, a constant spacing grid in the streamwise and spanwise directions must be used to resolve the inner layer streaks. Taking ∆x + 100 and ∆z + 20 [17] , the number of points to resolve the viscous sublayer is (10) where
Re Re
Re Re Re
From the CFL stability condition, ∆t ~ ∆x/U ∞ . The governing equations must be integrated over a number of time steps N t~ T/∆t ≈ , which leads to estimating the overall computational cost for a WR-LES as (11) In WM-LES, DES and RANS, the resolution requirements depend on the inner layer treatment and Eq. 7 has shown not to be appropriate for turbulence modelling techniques such as WM-LES, in which the inner layer is modelled, or DES, in which the whole boundary layer is modelled by using a RANS approach. An alternative formulation of the problem can be implemented using an approach similar to the one adopted by Chapman [17] .
APPLICATION TO CAVITY FLOWS 3.1. General
In this section, the analysis of sections 2.2 and 2.3 is applied to the specific test case of cavity flows.
The high speed flow over an open cavity [18] at certain inflow conditions produces complex unsteady interactions that generate an intense acoustic radiation. The flow approaching the cavity separates at the upstream edge, forming a shear layer, as shown in Figure 1 . Cavity flows in which the shear layer spans across the entire cavity are "open" [18] . Such flows comprise of both broadband small-scale fluctuations, typical of a turbulent shear layer, and
Regressing the Size and Cost of Turbulent Cavity Flow Simulations discrete resonances, the frequency and amplitude of which depend upon the cavity geometry and the external flow conditions. The size range of the turbulent structures in the near-field region varies from the large-scale structures contained in the shear layer and within the unsteady re-circulating region inside a cavity to small-scale random fuctuations embedded in the approaching boundary layer [19, 20] . The development of turbulent modelling and simulation techniques for cavity flow is fundamental to gain an understanding of the generation of the main structures and of the main flow instability processes. Specifically, turbulence models enable to investigate the effect of the small-scale random fluctuations on the onset, growth, and saturation of the large-scale instabilities that often characterize a cavity flow.
Several cavity flow predictions were obtained using RANS turbulence models in the past. RANS was used for its computational affordability and prediction accuracy in attached flow regions, but generally failed to capture in full the dynamics of the complex fluid structures embedded in the separated regions inside and above the enclosure. Techniques such as Direct Numerical Simulation (DNS) [21] [22] [23] [24] [25] [26] and Large Eddy Simulation (LES) [27] [28] [29] [30] [31] [32] [33] can give a more accurate representation of the complex flow in the separated region; however the main constraint, due to their high computational cost, is their limitation to a low Reynolds number flow. DES have been widely used in cavity flow simulations to combine the good behaviour of RANS in the attached regions and LES in the separated regions [2, [34] [35] [36] [37] [38] [39] [40] [41] . Evidence of the sensitivity of the numerical results to the turbulence closure approach is given in the literature [2, 39, 41, 42] .
Consider a cavity of streamwise length L, depth is D and span W. Cavities are generally classified according to their length-to-depth ratio, L/D, and length-to-
A cavity simulation not including the three-dimensional effect of the trailing vortices induced by the presence of the cavity side walls is referred as to a pseudo-twodimensional cavity flow simulation. This simulation is usually less computationally demanding than a three-dimensional cavity flow simulation, which requires grid refinement near the side walls of the cavity domain. A sketch of the pseudo-two-dimensional cavity flow and the three-dimensional cavity flow spatial domains are shown in Figure 1 (a) and Figure 1(b) , respectively.
Grace [43] conducted a review of computational and experimental studies on cavity aerodynamics. Colonius et al. [44] examined the more recent applications of LES and DNS to cavity flows and concluded that these techniques can give quality predictions of the time-averaged statistics, the pressure spectra and the large-scale structures.
In the context of the present study, the aim is to characterize the simulation cost by the spatial and temporal discretization indicators N c , N d and N t .
Spectral Width of the Simulation to Resolve the Cavity Flow Motion and the Acoustic Near-Field
Due to the stringent resolution requirements in the wall-normal direction to resolve the inner layer near solid walls, in all past simulations the shortest wavelength to be modelled is the one related to the wall-normal direction, λ min,W _ N . On the other hand, the largest wavelength to be resolved, the acoustic wave, dictates the dimension of the computational domain in the wall-normal direction. In a typical simulation, the extent of the spatial domain in the wall-normal direction should be chosen to resolve at least one complete acoustic wavelength of the dominant cavity tone. The reflection of sound waves at the computational domain upper boundary in the absence of acoustically non-reflecting boundary conditions introduces a spurious reflection of the acoustic waves that affects the acoustic field predictions. For this reason, in a standard simulation, the wall-normal dimension of the computational domain DS W _ N is selected so that . From Eq. 1 the wavenumber spectral width in the computation is (12) The next step is to relate N d to the cavity geometry, inflow conditions and turbulence closure model. The flow inside a cavity depends on the cavity geometry parameters L, D, W, inflow velocity U ∞ , inflow boundary layer thickness δ, kinematic viscosity v, density ρ, gravitational acceleration g, speed of sound a. By restricting the analysis to low speed aerodynamic flow, the effects of g and a are neglected. By application of the Buckingham Π Π theorem on the remaining variables, the following non-dimensional groups are obtained:
To these, the following groups are added: PPW, which accounts for the numerical scheme order,
which expresses in non-dimensional form the extent of the computational domain boundaries,
which expresses the average mesh spacing near the walls in Eq. 3 as multiple of the viscous length v/u τ . This gives 8 independent non-dimensional groups.
The choice of the parameter n D,j in the wall-normal direction, n D,W-N , is a sensitive matter as a small makes the computational cost of the simulation high. Published cavity CFD works used values of n D,W-N between 6 and 10. In a wall bounded flow, the integral length scale Λ can be approximated to the dimension of the boundary layer thickness. Making the same assumption for the flat plate flow in the wall-bounded region approaching the cavity leading edge gives that the integral length scale Reynolds number Re Λ ≈ Re δ and it is possible to express Re δ as a function of Re L , via the nondimensional parameters L/D and δ/D:
The spectral width of the cavity flow simulation N d becomes a function of the following non-dimensional groups: (16) It is possible to separate the variables of Eq. 16 and introduce the principle of orthogonality by considering the quantity N d as the product of independent non-dimensional groups, each with its own exponent. This gives (17) The exponents α 1 to α 6 in equation 17 are determined by substituting equations 3, 7, 14 and 15 into Eq. 1, using the smallest numerical wavenumber 
/ model approach, the domain shape, the boundary layer thickness and the average computational mesh clustering near the solid walls.
3.3. Cavity Flow Domain Discretization Cost 3.3.1. Cost of models that use a wall function Both WM-LES and DES aim to model the effect of the inner dynamics on the outer boundary layer and to resolve the large scale structures in separated flow regions. For these techniques, it is possible to estimate that the computational grid density scales with the outer layer grid density. Applying the approach of Chapman [17] to the open cavity flow, the near-wall flow can be sub-divided into a carpet of cubes of unit volume , where is the average thickness of the boundary layer covering the full extent of the solid walls wetted by the fluid. The total number of mesh points in this near wall mesh is the product of the average number of points within a volume of and the number of cubes that fill the boundary layer: (20) Using the same dimensional approach of section 3.2, Eq. 20 becomes:
The number of volumes of the carpet mesh covering the cavity wallbounded surface S is given by:
where n D,x and n D,z are the computational domain streamwise and spanwise dimensions normalized by the cavity depth D and the factor a accounts for the presence of the side walls on a three-dimensional cavity flow domain, Figure 1 (b), and is zero for a pseudo-two-dimensional cavity flow simulation, Figure 1(a) . Using equation 20 and for a turbulent boundary layer inflow, the dimensional problem for the grid density of a cavity flow simulation adopting wall-modelling techniques such as WM-LES and DES is:
The new non-dimensional group C 2 accounts for the geometry of the cavity and the shape of the computational domain. From equation 5, the total complexity of the simulation with is:
Cost of models that resolve the near wall flow
Resolving the inner layer of a wall-bounded flow by DNS or WR-LES results in a higher computational cost than for WM-LES or DES. As most of the computational effort goes into resolving the boundary layer inner, the main factor in the computational cost is the size of the first row of cells along the walls. For DNS and WR-LES, a scaling law for N c can be derived starting from equations 8, 9, 10, 11 and 15. For DNS:
For a cavity flow WR-LES, the number of grid points scales asymptotically as:
Re .
Considering the operation cost N t for time advancement, the cost of a WR-LES is: (31) For DNS, the size of the time step ∆t scales as Re α + l/2 , therefore the total cost of the simulation is:
ANALYSIS OF DISCRETIZATION INDICATORS OF PUBLISHED CAVITY FLOW SIMULATIONS 4.1. General
In this section, the indicators of the discretization (spectral width and grid density) from published cavity flow simulations are presented against Re L . The results are analyzed to test how the scaling laws of section 3 fit the spectral width and the grid density of these simulations.
These results are used to derive by regression the range of values of the nondimensional coefficients in the scaling laws of section 3. These values can be used to plan and cost future cavity flow CFD models. An application is finally presented in paragraph 4.5.
Spectral Width to Resolve the Cavity Flow Dynamics and the Acoustic Near Field

The parameters governing the spectral width of cavity flow simulations
The spectral width of published cavity flow simulations is presented in Figure 2 , where the parameter LN d = log 10 N d has been estimated by Eq. 12. The symbols mark the effective spectral width of the simulations, allowing for the use of stretching functions. Examples of common functions used in past cavity CFD work are the exponential (Eq. 33), the hyperbolic tangent (Eq. 34) and the Gaussian (Eq. 35) stretching functions:
where c is the stretching factor coefficient. The isolines of C 1 are plotted following Eq. 18. Their significance is discussed in section 4.2.2.
In figure 2 the number of decades of the spectral width LN d is plotted against the Reynolds number Re L . Each past simulation in the graph is identified by its reference number. The DNS data is clustered on the left hand side in Figure 2 , towards to the top of the LN d scale. This shows that DNS simulations generally require a higher number of decades LN d than LES and DES, as all the scales of 5 and Re L = 7 × 10 6 flow respectively, using wall functions. Typical resolution requirements for DES dictate that the first computational node is to lie within the viscous sublayer [45] at but allow a wall-normal mesh stretching comparable to a RANS simulation. The outcome is that, whereas the spectral width of the structures in the flow to be simulated varies by almost 4 decades, by using different turbulent models, all simulations used a narrower range of numerical spectral width 1.8 < LN d < 3.5.
The salient information of this analysis is related to the present state of the art for spectral width resolution in cavity flow simulations. In order to reproduce approximately 2.7 logarithmic decades of turbulent structures, DNS computations are constrained to Re L less than 10 4 , whereas WM-LES and DES have shown able to model up to a Re L of the order of 10 6 . For WM-LES and DES, as the resolution requirements differ in the streamwise and spanwise directions and a different plot is expected if the same analysis were performed in the other two directions of the domain. Three-dimensional DNS simulations have the same high spatial resolution requirements in all three directions, thus
most of the published works is limited to planar two-dimensional computations. The current state of the art of DNS reproducing a high LN d for threedimensional flow is simulation 25. The authors analyzed the three-dimensional stability of open cavities using a linearized Navier-Stokes equations solver, coupled to eigenvalue/eigenvector extraction algorithms for the spanwise direction. The number of logarithmic decades is of the order of 2.7. The only DNS simulation using a computational grid in all the three directions of the flow is simulation 21 ٗ that however lies below the standard spectral width requirement region for a DNS.
Spectral width dimensional analysis
A range of values for the parameter r τ has been extracted from the cavity flow simulations in literature by equations 18 and 19. These are presented in Table  2 . The values are obtained by minimizing the mean square error of N d for the simulations that have shown best results in the literature.
The data regressed well for DNS and DES. Unfortunately few WR-LES simulations have been performed for cavity flow. A large variation in N d is obtained for WM-LES, due to the variety of wall models used. The large uncertainty of r τ for the WM-LES technique suggests that the complexity of the current parametrical regression on C 1 and r τ is insufficient to describe the computational mesh effectiveness in reproducing a given spectral width for WM-LES. As the number of simulations reported in literature increase, it will be possible to obtain a statistically significant dataset of WM-LES so to regress them against different wall models. The suggested values in the second row of the table can be used as initial estimates in the design cycle for a cavity flow computational mesh, an example of which is given in section 4.5.
Cavity Flow Domain Grid Density
Mesh strategy for cavity flow simulations
The generation of a quality computational mesh for cavity flow simulations includes the modelling of three different regions with distinct resolution requirements: the flat plate in the region upstream of the cavity leading-edge, the cavity enclosure, and the region past the cavity forward facing step (FFS). The upstream region of the cavity leading edge presents the typical cost of wallbounded flow to model correctly the dynamics of the boundary layer eddies feeding the shear layer instability in the enclosure. As in LES the unsteady and three-dimensional energy-carrying eddies are resolved, the velocity specified at the inflow of the computational domain at the cavity leading-edge should, ideally, represent the contribution by these eddies. This requirement implies that the inflow velocity vector is a function of time as well as space, with defined first and second order statistical moments and a defined spectrum with both amplitude and phase information. The characteristics of the inner layer structures have to be fully reproduced and the turbulent dissipation and production terms have to be modelled. Without this detailed information, inflow conditions cannot be expected to be accurate. Turbulent eddies that generate and evolve starting from a field in which the time dependence is absent or incorrect affect the quality of the results. Many LES simulations tackle this problem by using an auxiliary time-dependent turbulent boundary layer simulation, obtained with periodic re-scaling inflow-outflow boundary conditions in the streamwise direction [46] . The boundary layer outflow is used as the time-dependent inlet of the cavity flow simulation. Other methods that do not use some form of re-scaled streamwise periodicity rely on the generation of synthetic turbulence, with prescribed moments and spectra [47] [48] [49] . Resolving the cavity inflow has been shown to be required to produce satisfactory nearfield noise predictions and a good estimate of such scales is essential in order to guarantee a satisfactory quality of the results in the far field. For this reason and to obtain grid conformity in the wall-normal direction, many authors used inside the cavity a uniform resolution of the wall-bounded regions.
Cavity flow domain grid density for models that resolve the near-wall flow
The grid density of published cavity flow simulations that use different turbulence models is shown in Figure 3 . The symbols mark the actual number of grid points in each simulation, which is identified by its reference number.
The isolines of C 2 are plotted following Eq. 24. The isolines of C 3 for DNS and of C 4 for WR-LES are obtained from equations 27 and 29, respectively. Typical DNS simulations lie in the range 10 −2 < C 3 < 10 −4 . For completeness, 2D DNS simulations are included in the graph. For 3D DNS, the state-of-art simulation 25 used 7.5 and 12.2 million cells at a Re L = 3 × 10 3 and Re L = 6 × 10 3 , respectively. Other 3D DNS simulations, such as 21, used a lower number of cells at a higher Reynolds number, resulting in a resolution typical of an LES. In the WR-LES simulation 29, the author used a mesh spacing of 0.15 viscous units in the wall-normal direction and about 5 viscous units both in the streamwise and spanwise directions. This mesh spacing is more typical to that of a DNS as shown in Table 2 and places this simulation in the DNS region of Figure 3 . The other WR-LES simulation 27 adopted a 20 million-point grid for 
(WR-LES).
a Re L = 2 × 10 5 simulation, showing the dense mesh resolution required to simulate the inner layer dynamics even at a relatively small Reynolds number.
Cavity flow domain grid density for models that use a near-wall function
In Figure 3 , the DES simulations are grouped in a range of grid density between 0.8 to 5 millions cells and 10 5 < Re L < 10 6 . The finest mesh DES is simulation 2 with a spatial resolution is comparable to that of an LES. The grid resolution requirement of DES is comparable to that of a WM-LES and the reason is that both techniques aim to model the effects of unresolved inner layer structures on the outer layer and to resolve mixing layer eddies in the separated regions like in an LES. The final grid density is therefore associated with resolving the outer layer near solid walls. This shows the idea that DES is a coarser grid version of LES in massively separated flow regions and other free shear flows is incorrect and inappropriate [50] . DES differs from LES only in the RANS portion of boundary layers, where the difference in the required resolution in the spanwise and streamwise directions is larger.
Grid density dimensional analysis
The non-dimensional group C 2 in Eq. 25 accounts for the geometry of the cavity and the shape of the computational domain. In Figure 3 , the iso-lines of C 2 are plotted. Most of the DES and WM-LES simulations lie in the range 5 × 10 3 < C 2 < 5 × 10 4 . Like in the spectral width analysis of section 4.2.2, a range of values for the number of points per cube in cavity flow simulations has been made explicit by calculating the coefficients C 2 for the simulations in the available literature and minimizing the mean square error of N c from equations 24 and 25.
In Table 3 , the range of values from past CFD work is presented in the first row while in the second row a set of values with a narrower range are stated. These are used in section 4.4 to estimate the cost of WM-LES and DES. Regressing the Size and Cost of Turbulent Cavity Flow Simulations Figure 4 presents the computational cost for cavity flow simulations in which the time advancement is by a single step Runge-Kutta time integration.
Cavity Flow Simulation Cost
Hence, the cost estimate must be multiplied by the temporal integration stages, such as the number of Runge-Kutta stages, to estimate the total cost of the simulation. The results in Figure 4 are obtained using N t~ T/∆t ≈ and are presented only to give a first estimate of the cost of simulating cavity flow.
The left y-axis in Figure 4 is the cost obtained by Eq. 36. The right y-axis is the same cost in CPU time for a single processor scalar computation, based on an IBM Power5 1.9GHz 4.5 GFlops processor. The time cost to obtain statistical convergence is estimated to be three times the simulation time advancement cost, which in a cavity flow simulation is the time for a fluid particle to traverse once the computational domain in the streamwise direction. The operation count reflects that of a representative second-order method of an in-house CFD solver [51, 52] .
For moderate Reynolds numbers, the cost of the computation associated with resolving the inner layer along solid walls is lower than that to resolve the remainder outer region [15] . The cost of wall-resolving low Reynolds number flow therefore scales as the cost to resolve the outer layer by a wall-modelling technique. This results in Cost (C 3 ) = max [Cost (C 2 ), Cost (C 3 )] and Cost (C 4 ) = max [Cost (C 2 ), Cost (C 4 )] and the isolines for C 3 and C 4 in Figure 4 are truncated at the appropriate intercept with the C 2 isolines. Figure 4 enables to make an a priori order of magnitude estimate of the computational cost of a cavity flow CFD simulation.
Given the cavity shape and boundary layer inflow conditions, the three isolines for a wall-modelling technique (WM-LES, DES), DNS and WR-LES, Figure 4 with the isoline C 2 (by using Eq. 25 and the DES value for of Table 2) gives an order of magnitude estimate of the total computational cost for a DES simulation. The intercept with the C 3 and C 4 isolines give the cost for the other two turbulence modelling techniques.
If the Navier-Stokes solver adopts a parallelized code, the run time decreases as the number of processors increases. 
(WR-LES).
where P is the number of processor used and µ P is the parallelization efficiency of the algorithm for P processors. Parallelization just reduces the run time but not the computational cost, which is higher than that of a scalar computation given by Eq. 5. Parallel computations that achieve super-linear scalability by cash alignment give µ p > 1 and are computationally cheaper than the corresponding scalar computation. These are challenging to obtain, due to the complexity of the code in CFD software and the super-linear effect being often problem-dependent. Therefore super-linear scaling computations are not common in CFD.
Design Trade-Offs in Cavity CFD
This example will show how to use the results of the dimensional analysis of section 3 and 4 to perform design trade-offs in cavity flow CFD. In Figure 5 the isolines of C 1 are reproduced from Figure 2 . Suppose to have a cavity geometry the geometrical characteristics of which are L/D = 2, n D,W-N = 8. For this geometry a precursor simulation represented by point 1 has been performed. The simulation adopted a 2 nd order Explicit numerical scheme (PPW = 11.8) to simulate the flow at a Re L = 10 6 . The turbulence closure model adopted in the simulation is a WM-LES (r τ ≈ 700, table 2). The coefficient C 1 calculated for the simulation of point 1 in Figure 5 gives C 11 ≈ 9 × 10 −4 (Eq. 19) resulting in a spectral width of LN d ≈ 2.3. It is now possible to estimate the spectral width change due to a modification in the simulation parameters. It is also possible to estimate the maximum Reynolds number that can be simulated if a computational mesh with similar spatial resolution of the precursor simulation is adopted (same spectral width), but with a different turbulence model or numerical scheme. For instance, consider that a similar computational mesh (same spectral width, grid density) of simulation 1 is used to perform a WR-LES (r τ ≈ 20). This will give a new point in the graph. Consider the same simulation is now performed with a 6 th order explicit numerical scheme (PPW = 3.9). To estimate the new spectral width related to this modification, the new coefficient C 12 can be calculated directly from Eq. 19 (C 12 ≈ 9.7 × 10 −2 ). The intersection of the line Re L ≈ 2 × 10 4 with the isoline C 12 ≈ 9.7 × 10 −2 determines the position of point 2 and the new spectral width is LN d ≈ 2.7.
The scaling method presented in this work enables also a multivariate modification analysis. To explain this, consider the same example of above with a new formulation of the problem. The starting point is again point 1 with the same simulation characteristics. The target is to use the same computational grid size of the WM-LES precursor simulation and to perform a 'medium resolved' WR-LES (r τ ≈ 20) at a lower Re (for example Re L = 2 × 10 4 ). Consider that the target is also to increase the spectral width of the simulation. The latter can be achieved for example by adopting a 6 th order explicit numerical scheme (PPW = 3.9). To estimate the new spectral width related to this multivariate modification, the new coefficient C 12 can be calculated directly from Eq. 19 (C 12 ≈ 9.7 × 10 −2 ). The intersection of the new isoline C 1 with the x-axis coordinate Re L = 2 × 10 4 represents the target simulation. This is marked in the figure by point 2 and it results in a new LN d ≈ 2.7. The transformation of coordinates 1-2 in the Re L -LN d plane is equivalent to the sum of the two transformations 1-3 and 3-2. The first transformation 1-3 is related to the modification of the coefficient C 1 introduced by changing turbulence closure model from WM-LES to WR-LES in the simulation (point 3, WR-LES by a 2 nd order scheme C 13 = 3.2 × 10 −2 ). The coefficient C 13 can be calculated by Eq. 19 or by the relationship: (38) This transformation means that the maximum Reynolds number to compute a WR-LES simulation with a computational grid of the same characteristics of point 1 is about Re L ≈ 2 × 10 4 . The second transformation 3-2 shows the increment of the spectral width of simulation 3, due to the increase in the numerical scheme order of accuracy. The coefficient C 12 can be calculated by Eq. 19 or by the relationship: (39) This transformation means that the maximum spectral width that is possible to obtain by a 6 th order explicit numerical scheme from simulation 3 is about LN d ≈ 2.7. By Eq. 38 it is also possible to estimate that the maximum Reynolds number to compute a DNS with a computational grid with the same characteristics of the precursor WM-LES of point 1 is about Re L ≈ 4 × 10 3 (point 4, r τ ≈ 4, C 14 ≈ 1.6 × 10 2 ). This is determined by the intercept of the C 14 ≈ 1.6 × 10 2 line with the LN d = 2.3 line.
The grid density of each simulation can be calculated with the method of paragraph 4.3.2 and the simulation cost from section 4.4.
This example shows how a parametrical analysis can be performed with multivariate modifications to explicit the effect of different CFD choices on the discretization indicators. The same analysis can be done on the grid density by the graph of Figure 3 using the values in Table 3 . be solved numerically. This process has been described for general applications first, and then applied to specific cavity flow test cases.
CONCLUDING REMARKS
For the spectral width indicator LN d the data fit well for DNS and DES. A coarser regression is obtained for WM-LES, due to the effect of different wall models, and for WR-LES due to the small number of simulations in the published literature. For the grid density and the simulation complexity the results are coherent and the region of applicability for each turbulence closure technique is identified. The method has shown how to estimate a priori the computational requirements of a specific a cavity flow model.
The re-scaling method proposed at the end of the paper enables to assess the effects of multivariate modifications of the simulation parameters on the discretization indicators associated with the size range of resolved structures and on the cost of the simulation. This turns this formal analysis into a useful design tool for mesh design optimization.
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