Abstract-Fuzzy c-means (FCM) algorithms with spatial constraints (FCM_S) have been proven effective for image segmentation. However, they still have the following disadvantages: 1) Although the introduction of local spatial information to the corresponding objective functions enhances their insensitiveness to noise to some extent, they still lack enough robustness to noise and outliers, especially in absence of prior knowledge of the noise; 2) In their objective functions, there exists a crucial parameter α used to balance between robustness to noise and effectiveness of preserving the details of the image, it is selected generally through experience; 3) The time of segmenting an image is dependent on the image size, and hence the larger the size of the image, the more the segmentation time. In this paper, by incorporating local spatial and gray information together, a novel fast and robust FCM framework for image segmentation, i.e. Fast Generalized Fuzzy c-means clustering algorithms (FGFCM), is proposed. FGFCM can mitigate the disadvantages of FCM_S and at the same time enhances the clustering performance.
Introduction
Image segmentation is widely used in a variety of applications such as robot vision, object recognition, geographical imaging and medical imaging [1] [2] [3] . Classically, image segmentation is defined as the partitioning of an image into non-overlapped, consistent regions which are homogeneous with respect to some characteristics such as gray value or texture. Fuzzy c-mean (FCM) [4] is one of the most used methods for image segmentation [5] [6] [7] [8] and its success chiefly attributes to the introduction of fuzziness for the belongingness of each image pixels. Compared with crisp or hard segmentation methods [9] , FCM is able to retain more information from the original image. However, one disadvantage of standard FCM is not to consider any spatial information in image context, which makes it very sensitive to noise and other imaging artifacts.
Recently, many researchers have incorporated local spatial information into the original FCM algorithm to improve the performance of image segmentation [9] [10] [11] [12] . Tolias and Panas [11] developed a Sugeno-type rule-based system to enhance the results of fuzzy clustering by imposing spatial constraints. Pham [13] modified the FCM objective function by including a spatial penalty on the membership functions. The penalty term leads to an iterative algorithm, which is very similar to the original FCM and allows the estimation of spatially smooth membership functions. Ahmed et al. [14] modified the objective function of FCM to compensate for the gray (intensity) inhomogeneity and to allow the labeling of a pixel to be influenced by the labels in its immediate neighborhood, and they call the algorithm as FCM_S.
One disadvantage of FCM_S is that it computes the neighborhood term in each iteration step, which is very time-consuming. In order to reduce the computational loads of FCM_S, Chen and Zhang [15] proposed two variants, FCM_S1 and FCM_S2, which simplified the neighborhood term of the objective function of FCM_S. These two algorithms introduce the extra mean-filtered image and median-filtered image respectively, which can be computed in advance, to replace the neighborhood term of FCM_S. Thus the execution times of both FCM_S1 and FCM_S2 are considerably reduced.
More recently, L. Szilágyi et al. [16] proposed EnFCM algorithm to accelerate the image segmentation process. EnFCM is based on a simple fact about images, which is usually overlooked in many FCM-type algorithms. That is, the number of gray levels q is generally much smaller than the size N of the image. By using this fact, the time complexity of EnFCM can be drastically reduced from O(NcI 1 ) to O(qcI 2 ). The structure of EnFCM is different from that of FCM_S and its variants. Firstly, a linearly-weighted sum image is formed from both original image and its local neighbor average gray image (refer to a definition later), and then clustering for the summed image is performed on the basis of the gray level histogram instead of pixels in the image. As a result, the computational load of EnFCM is much reduced. Besides, the quality of image segmented by EnFCM is comparable to that of FCM_S [16] .
However, EnFCM still shares a common crucial parameter α with FCM_S and its two variants. The parameter α is used to control the tradeoff between the original image and its corresponding mean-or median-filtered image. The value of α has a crucial impact on the performance of those methods, but its selection is generally difficult because α should keep a balance between insensitiveness to noise and effectiveness of preserving the details. In other words，the value of α has to be chosen large enough to tolerate the noise, on the other hand, it also has to be chosen small enough to prevent the image from losing much of its sharpness and details [16] . From the above analysis for α, we can conclude that the determination of α is in fact noise-dependent in some degree. Because the types and intensity of the noise are generally a prior unknown, in practice, the selection of α is generally made by experience or by trial-and-error experiments [14] [15] [16] . Moreover, the value of α is fixed for all neighbor windows over the image and thus the local gray level or spatial information of the image may be overlooked.
In order to mitigate these defects of the selection of α and at the same time promote the image segmentation performance, in this paper, we propose the fast generalized fuzzy c-means algorithms (FGFCM) for fast and robust image segmentation. In FGFCM, a novel locality factor S ij is defined to replace the parameter α in EnFCM and FCM_S and its variants. The new factor can not only mitigate the defects of α but also possess several attractive characteristics as follows: 1) S ij makes our algorithm relatively independent of the types of the noise, and thus in the absence of prior knowledge of the noise our algorithm is a better choice for segmentation; 2) S ij incorporates simultaneously both the local spatial relationship and the local gray level relationship and its value varies from pixel to pixel for the image, i.e., spatially and gray dependent; 3) S ij can automatically be determined by local spatial and gray relationship rather than artificially or empirically selected like α, so the determination of the S ij value is relatively easier than the value of α. All these characteristics make our algorithm more general and suitable for image clustering. From such a general framework, it is not difficult to find that it not only includes many existing algorithms such as fast versions of FCM [16] and EnFCM [16] as its special cases, but also derives many other new algorithms such as FGFCM_S1 and FGFCM_S2 proposed in the rest of our paper. Furthermore, inspired by fast clustering or segmentation as in EnFCM, the segmenting time of the new derived clustering algorithms from the framework will be reduced from O(NcI 1 ) to O(qcI 2 ) compared with the standard FCM.
The rest of this paper is organized as follows. In Section 2, Fuzzy c-means clustering algorithms with spatial constraints (FCM_S, FCM_S1 and FCM_S2) are introduced, followed by the EnFCM algorithm. In Section 3, we propose the fast generalized fuzzy c-means algorithm including FGFCM, FGFCM_S1 and FGFCM_S2. The experimental comparisons are presented In Section 4. Finally, Section 5 gives our conclusions and several issues for future work.
Preliminaries

Fuzzy Clustering with spatial constraints (FCM_S) and its variants
Ahmed et al. [14] proposed a modification to the standard FCM by introducing a term that allow the labeling of a pixel (voxel) to be influenced by labels in its immediate neighborhood [17] . The neighborhood effect acts as a regularizer and biases the solution toward piecewise-homogeneous labeling.
The modified objective function of FCM_S is defined as follows:
where x k is the gray value of the kth pixel, v i represents the prototype value of the ith cluster, u ik represents the fuzzy membership of the kth pixel with respect to cluster i, N R is its cardinality, x r represents the neighbor of x k and N k stands for the set of neighbors falling into a window around x k . The parameter m is a weighting exponent on each fuzzy membership that determines the amount of fuzziness of the resulting classification. The parameter α is used to control the effect of the neighbors term. By definition, each sample point x k satisfies the constraint that
. Two necessary but not sufficient conditions for J m to be at its local extreme will be obtained as follows:
( )
The second term
in the numerator of (3) is in fact a neighbor average gray value around x k , the image composed of all the neighbor average values around all the image pixels forms a so-called local neighbor average image or equivalently mean-filtered image.
A shortcoming of (2) and (3) is that computing the neighbor term will take much time in each iteration step. In order to reduce the computation, Chen and Zhang [15] proposed a variant of FCM_S, FCM_S1, which simplified the neighborhood term of FCM_S. And the low-complexity objective function can be written as follows:
where k
x is a means of neighboring pixels lying within a window around x k . Unlike (1), k x can be computed in advance, thus, the clustering time can be saved when 
Therefore (2) and (3) obtain simplification to some extent. The essence of FCM_S1 is to make both the original image and the corresponding local neighbor (for example, 3×3) average or mean-filtered image have the same prototypes or segmentation result with aiming to guarantee the gray homogeneity. FCM_S1
not only considerably reduces the execution time for clustering an image but also improves the robustness to Gaussian noise [15] .
However, FCM_S1 is unsuitable for the images corrupted by impulse noises such as salt and pepper noise [15] . In order to overcome that problem, the authors of [15] designed further FCM_S2, a variant of FCM_S1 in which the median-filtered image replaces the mean-filtered one, to enhance the robustness to impulse noises like salt and pepper noise, such an enhancement can be due to the incorporation of the local median-filtered image in clustering.
In both FCM_S1 and FCM_S2, there exists a crucial parameter α which controls the tradeoff between the original image and its corresponding mean-or median-filtered image. When α is set to zero, the algorithm is equivalent to the original FCM, while when it approaches infinite, the algorithm acquires the same effect as the original FCM on the mean-or median-filtered image, respectively.
FCM, FCM_S1 and FCM_S2 algorithms can be summarized as follows.
FCM_S, FCM_S1 and FCM_S2 Algorithms
Step1. The number c of these prototypes or clusters ranges from 2 to c max , fix a certain value c and then select initial class prototypes and set ε>0 to a very small value.
Step2. For FCM_S1 and FCM_S2 only, compute the mean or median filtered image.
Step3. Update the partition matrix using (2) (FCM_S) or (5) (FCM_S1 and FCM_S2).
Step4. Update the prototypes using (3) (FCM_S) or (6) (FCM_S1 and FCM_S2).
Repeat Steps3-4 until the following termination criterion is satisfied:
are the vectors of cluster prototypes.
Enhanced Fuzzy c-means
L.Szilágyi et al. [16] proposed the EnFCM algorithm to speed up the segmentation process for gray level image. In order to accelerate FCM_S, a linearly-weighted sum image ξ is in advance formed from the original image and its local neighbor average image in terms of:
where ξ k denote the gray value of the kth pixel of the image ξ, x j represents the neighbors of x k , N k stands for the set of neighbors falling into a window around x k and
plays again the same role as mean-filtered pixel value as in (3) . The α plays the same role as before. Then, the fast segmentation method [16] is performed on the gray level histogram of the generated image ξ. Concretely, the objective function used for fast segmenting the newly-generated image ξ is defined as:
where v i represents the prototype of the ith cluster, u il represents the fuzzy membership of gray value l with respect to cluster i. q denote the number of the gray levels of the given image which is generally much smaller than N. γ l is the number of the pixels having the gray value equal to l, where l=1,.., q. Naturally, we have
And under the constraints that for J s to be at its local extrema will be obtained as follows:
Now, EnFCM Algorithm is summarized as follows:
EnFCM Algorithm
Step2. Compute the new image ξ in terms of (7) in advance.
Step3. Update the partition matrix using (10).
Step4. Update the prototypes using (11).
Repeat Steps3-4 until the following termination criterion is satisfied: EnFCM provides comparable segmenting quality in considerably fast manner for the brain image used there [16] to FCM_S, but the segmenting quality depends on the chosen window size, the parameter α and the filtering method. The value of α has to be chosen large enough so that it can eliminate noise, on the other hand, it also has to be chosen small enough so that the after-segmented image does not lose much of its sharpness and details. However, because of having no prior knowledge about the noise, its selection is not so easy. In addition, in order to make a balance between noise-immunity and detail-preserving with no prior knowledge, we have to select it by experience or the trial-and-error method.
Fast generalized fuzzy c-means algorithms
FCM_S1 and FCM_S2, as two extensions to FCM_S, have yielded effective segmentation for images [15] , but both still have some disadvantages: 1) Although the introduction of local spatial information enhances their insensitiveness to noise to some extent, FCM_S1 and FCM_S2 still lack enough robustness [18] [19] [20] [21] to noise and outliers, especially in absence of prior knowledge of the noise; 2) In their objective functions, there exists a crucial parameter α used to balance between robustness to noise and effectiveness of preserving the details of the image, and generally its selection has to be made by experience; 3) The time of segmenting an image is heavily dependent on the image size, the larger the size, the more the time-consuming.
EnFCM speeds up the FCM_S and significantly reduces the execution time by clustering on gray level histogram rather than on pixels, however, it also lacks enough robustness to noise, especially mixed noises and has to select empirically the trade-off parameter α in the FCM_S type algorithms.
Motivated by individual strengths of FCM_S1, FCM_S2 and EnFCM, we propose a novel fast and robust FCM framework for image segmentation in this paper called Fast Generalized Fuzzy c-means clustering algorithms incorporating local information (FGFCM).
A novel local (spatial and gray) similarity measure S ij
FCM_S, FCM_S1, FCM_S2 and EnFCM all share a common parameter α and its selection is generally important as well as difficult. The importance is due to that the parameter α must be adopted to make some balance between robustness to noise and effectiveness of preserving the details for image. And the difficulty of its selection results from such a fact that the determination of α is noise-dependent but the types and intensity of the noise are generally a priori unknown and thus extensive trial-and-error experiments has to be carried out, which significantly increases the computational burden. Even if the prior knowledge of noise can be known, the adjustment for it also should follow such a rule of thumb [14] that its value must be taken large enough for those pixels corrupted by relatively heavy noise, which will unavoidably incur unnecessary blur for pixels not corrupted by the noise and thus lead to loss of some details in image. On the other hand, its value should be small for those pixels with no and little noise corruption. Therefore, setting the same value of α for all the neighbors of the pixels over the image during segmentation or clustering is intuitively obviously unreasonable. In other words, the setting for α should take into account: 1) the spatial or location relationship of pixels within the neighbor window, for example, when the window size is expanded from 3×3 to 5×5, α should be set to different value for different spatial distance from the center of the window, otherwise some blur is unavoidably introduced for given image; 2) the gray level or intensity relationship of the pixels within the same window, such a relationship can reflect the local neighborhood inhomogeneity of the window and thus setting the different values of α for different pixels within the window can not only suppress the influence of the outlier but also avoid blur for given image to some extent.
To remedy the above two shortcomings of adopting a common α, we introduce a novel factor S ij incorporating both the local spatial relationship (called S s_ij ) and the local gray level relationship (called S g_ij ) to replace the parameter α and make it play a more important role in clustering. Its definition is presented as below:
where the ith pixel is the center of the local window (for example, 3×3) and jth pixel are the set of the neighbors falling into a window around the ith pixel.
It is easy to see that the introduction of S s_ij naturally overcomes the first limitation of using a common α over an image in FCM_S etc. S s_ij makes the influence of the pixels within the local window change flexibly according to their distance from the central pixel and thus more local information can be used.
Here the definition of S s_ij is given as follows:
where (p i , q i ) is a spatial coordinate of the ith pixel and we assume one pixel is one unit length in the above computation. λ s denotes the scale factor of the spread of S s_ij , determining the change characteristic of S s_ij , thus its varying range is relatively easily determined. It is worth indicating that the shape of local window defined here is square, however, the windows with other shapes such as diamond can also naturally be adopted in our algorithm. As a whole, S s_ij reflects the damping extent of the neighbors with the spatial distances from the central pixel. In contrast, the parameter α in FCM_S, FCM_S1, FCM_S2 and EnFCM is globally taken as a constant and thus it is relatively difficult to vary adaptively with different spatial locations or distances from the central pixel. When λ s are set to 1, 3 and 10 respectively, the changing trend of S s_ij against the size of the window are shown as below: From Fig. 1 , we can see that for some λ s , the nearer to the window center the location is, the larger the S s_ij value is, thus S s_ij reflects different damping extent for pixels according to different spatial locations within a given window.
In order to mitigate the second shortcoming resulting from the same parameter α, we define the local gray level similarity measure S g_ij as follows:
where σ g _i is defined by
where x i is gray value of the central pixel within a special window, x j is gray value of the jth pixels in the same window, and λ g denotes the global scale factor of the spread of S g_ij and plays a similar role to λ s . The parameter σ g _i is a function of the local density surrounding the central pixel and its value reflects gray value homogeneity degree of the local window. The smaller its value is, the more homogenous the local window is, and vice versa. The motivation behind the use of pixel-dependent parameter σ g _i is to exploit the local statistics varying with each image pixel. The auto-determined parameter σ g _i can be computed in advance according to (15) and its value is different from pixel to pixel of a given image. By the definition of S g_ij, we know that when the gray value of the jth neighbors of x i is close to the gray value of x i , S g_ij should be large and vice versa. Obviously, the S g_ij s can change automatically with different gray levels of the pixels over an image and thus reflects the damping extent in gray values.
Although there are two parameters in the proposed method, in practice only one parameter λ g need to be adjusted. The reason is that another parameter λ s can be determined in advance once the size of windows is specified. In this paper, we fix the parameter λ s to 3 in all experiments. Therefore, only a global parameter λ g need to be adjusted. Moreover, due to its geometrical implication, the selection of λ g is relatively much easier than that of the parameter α in other methods such as FCM_S and its variants. In our experiments, λ g is selected from 0.5 to 6 with the increment 0.5, while the parameter α is selected from 0.2 to 8 with the increment 0.2. Thus, the choice of λ g is easier than that of α.
General framework of FGFCM
By introducing the definition of S ij and combining the idea from FCM_S1, FCM_S2 and EnFCM, we propose a novel fast and robust FCM framework for image segmentation: Fast Generalized Fuzzy c-means clustering algorithms (FGFCM). It incorporates local spatial and gray level information into its objective function. Further by taking the place of a constant parameter α in (7) with S ij varying from pixel to pixel within the local window, the new generated image ξ is computed in terms of: Replacing (7) with (16), we can get FGFCM algorithm as below:
FGFCM Algorithm
Step1. 1) Set the number c of the cluster prototypes change from 2 to c max (predefined or set by some validity criterion or a priori knowledge);
2) Initialize randomly those prototypes and set ε>0 to a very small value.
Step2. Compute the local similarity measures S ij using (12) for all neighbor windows over the image.
Step3. Compute linearly-weighted summed image ξ in terms of (16).
Step4. Update the partition matrix using (10).
Step5. Update the prototypes using (11). The optimization flowcharts used in this algorithm is called a fixed-point iteration (FPI) or alternate optimization (AO) as in FCM, the iteration process will terminate at the user-specified number of iteration or local minima of the corresponding objective functions. Consequently, optimal or locally optimal results can always be ensured.
The measure used in the FGFCM objective function (9) is still the Euclidean metric as in FCM, which is computationally simple. Moreover, different from FCM, FGFCM is robust because of the introduction of the factor S ij , which can be analyzed as follows:
Seen from (16), the noise tolerance and outliers resistance property of ξ i completely relies on the definition of S ij. In the absence of prior knowledge of the noise, S ij should automatically be determined rather than artificially set. Especially, the S ij of the noise-corrupted pixels within a window should keep small and thus the influence of noise can be ignored. The S ij used in FGFCM can be adaptively changed and thus guarantee the insensitive to noise and outliers. The presence of the noise and outliers can generally be divided into two cases below:
1) the central pixel is not a noise and some pixels within its local window may be corrupted by noise. In this situation, the gray values of the noisy pixels are far different from the other pixels within the window, and thus the S g_ij s of these corrupted pixels and the corresponding S ij s are small due to the function characteristics in (12) (13) and (14) . Therefore, the weighted sum of image pixel shall be suppressed and hence more robust to outliers. The following example of Fig. 2 clearly illustrates this situation in which the entries of the 3×3 window on the right hand side can be computed in terms of (12) . For example, the corresponding value of S ij of the first pixel with gray value 100 is 0.0499 in the right window.
Fig. 2. 3×3 window with noise and the corresponding value of S ij
2) the centrail pixel is a noise and the other pixels within its local window are homogenous, i.e., having small σ g _i . In this situation, the S ij s of these pixels within the local window (excluding x i ) have almost same values and the S ij of the centeral pixel equals zero. Therefore, ξ i is hardly influenced by the central pixel. Such situation is clearly demonstrated by Fig. 3 .
Fig. 3. 3×3 window with noise and the corresponding value of S ij
The above two examples just give some intuitive illustrations about the robustness of our algorithm. In fact, their theoretical ground can also be verified from the viewpoint of robustified filters [22] [23] and locality-based methods [24] . Concretely, according to the robust filtering viewpoint, the reformulation of (16) is similar to the filtered result derived by optimizing a kernel-induced robust measure [25] [26] based on classical linear mean filter. On the other hand according to the locality-based methods, the incorporation of the S ij with spatial and gray localities to (16) can also enhance its robustness to noise and outliers. Due to the space limit, we omitted the details of the proof here.
It is also worth to point out that the denoising method used in FGFCM is different from the one used in FCM_S1 and FCM_S2. FCM_S1 is relatively suitable for the noisy image corrupted by Gaussian noise due to using a mean-type filtering, while FCM_S2 is relatively suitable for the image corrupted by impulse noises like salt and pepper noise due to use of a median-type filtering. And the final effectiveness of removing the noise in clustering relies on the value of the parameter α. Without the prior knowledge of the noise, it is generally hard to choose the proper one between FCM_S1 and FCM_S2 and the optimal value of α for image segmentation. Compared with FCM_S1 or _S2, the denoising method in FGFCM is independent of the type of noise and its effectiveness seems insensitive to the spatial scale factor λ s and the gray level scale factor λ g to some extent as shown in the experiments later.
S ij not only guarantees the robustness to noise and outliers but also seems to preserve more image information. It incorporates both local spatial relationship S s_ij which changes adaptively according to spatial distances from the central pixel, and the local gray level relationship S g_ij which varies automatically according to different gray level difference between the pixels over an image. Thus, the value of S ij varies from pixel to pixel within a neighbor window, which likely preserves more information than using same value for each pixel. Therefore, FGFCM adopting S ij seems able to perserve more image details than EnFCM.
In the following, major characteristics of FGFCM are summarized:
(1) using a new factor S ij as a local (spatial and gray) similarity measure with aiming to guarantee both noise-immunity and detail-preserving for image, and at the same time remove the empirically-adjusted parameter α;
(2) fast clustering or segmentation for given image, the segmenting time is only dependent on the number of the gray levels q rather than the size N (>>q) of the image, and consequently its computational complexity is reduced from O(NcI 1 ) to O(qcI 2 ),
Relationship between FGFCM and other methods
Fast generalized fuzzy c-means clustering algorithms can be considered as a general framework. In fact, the structure of the framework FGFCM can be decomposed into the following two steps. In the first step, a linearly-weighted sum image ξ is generated according to different definition of S ij , and in the second step, the fast segmentation method [16] is performed on the gray level histogram of the generated image ξ.
Besides FGFCM, some other typical clustering algorithms for image segmentation can be derived from the framework according to different definition of S ij as follows:
1) By directly setting S ij in (16) in terms of
FGFCM algorithm reduces into fast versions of the standard FCM, which is a special case of FGFCM.
2) By directly setting S ij in (16) in terms of
FGFCM algorithm reduces into EnFCM, that is, the latter is a special case of FGFCM algorithm. 
and consequently ζ i equals to the median of the neighbors within a specified window including the ith pixel.
And this algorithm is named FGFCM_S2 under the framework of FGFCM.
Experiment Results
In this section, we compare the effectiveness and efficiency of six algorithms FCM_S1, FCM_S2, EnFCM, FGFCM_S1, FGFCM_S2 and FGFCM on some synthetic and real images. In all the following experiments, we set the parameters λ s =3, ε=0.00001 and N R =8 (a 3×3 window centered around each pixel, except the central pixel itself).
In our experiments, we use the images corrupted respectively by the Gaussian noise and salt and pepper noise to test the robustness of the algorithms. Besides the above two types of noises, we also use the images with the mixed noise for more practical applications, this mixed noise is not simply pure Gaussian or impulsive noise but mixture of both whose distribution obeys P η =(1-η)G+ηS where G denotes the Gaussian with zero mean and variance of σ 2 G and S the SαS (Symmetric α-Stable, here abuse parameter α)
with location θ and dispersion γ s and thus the characteristic function φ(t) [27] [28] of P η can be formulated as ( )
where the parameter α controls how impulsive the distribution is. The η used in the following experiment is set to 2/ (2+π) [28] .
Results on synthetic image
To compare the denoising performances of the above six algorithms, we apply these algorithms to a synthetic test image as shown in Fig. 4 (a) (128×128 pixels, two classes with two gray values taken as 0 and 90) corrupted by different levels of Gaussian noise, salt and pepper noise and mixed noise, respectively.
The mixed noise used in this experiment is the mixture of Gaussian white noise N (0,100) and unit dispersion, zero centered symmetric α-stable (SαS) noise. The parameters used in each noisy image are c=2
and λ g =6. And at the same time, αs in the algorithms of FCM_S1, FCM_S2 and EnFCM are all chosen as 3.8 [15] which is obtained by searching the interval [0. 2, 8] with respect to the optimal segmentation accuracy (SA), where SA is defined as the sum of the total number of pixels divided by the sum of number of correctly classified pixels [14] .
Comparison of segmentation results on synthetic image corrupted by mixed noise
Figs. 4 are the segmenting results on a corrupted image with mixed noise (α=0.7 in SαS). FCM_S1, _S2
and EnFCM are respectively affected by the noise to different extents which indicates that these algorithms lack enough robustness to the mixed noise. Visually, FGFCM_S1 removes most of the noise, FGFCM_S2
and FGFCM algorithms achieve relatively satisfactory results. More detailed quantified comparisons according to segmentation accuracy (SA) on different noise levels are given the next subsection. Table 1 gives the SAs of the six algorithms on the synthetic images corrupted respectively by different noises with different levels. From Table 1 , we can see that the newly-proposed FGFCM-type algorithms give rise to better denoising performance than both FCM_S type and EnFCM algorithms, where FGFCM_S1 and FGFCM are the best and the second best in the presence of different Gaussian noise levels from 3% to 8%, while FGFCM_S2 and FGFCM display the best and second best performance in the presence of salt and pepper and mixed noise respectively with different levels, thus have better robustness to both impulse-type and mixed noises than all the other 4 algorithms. This analysis also indicates that FGFCM can relatively achieve a trade-off among Gaussian, impulse and mixed noises. Similarly, from the same table, we can observe that according to the SA, although EnFCM is inferior or comparable to FGFCM_S1 and FGFCM respectively under different Gaussian noise corruptions, it is superior to two FCM_S type counterparts under the same corruption. However, this case is not always held for both impulse and mixed noises, now FCM_S2 is superior to EnFCM. In sum, FGFCM can be relatively suitable for segmenting images corrupted by unknown noise and achieve comparable performance (no matter what type of the noise is) to FGFCM_S1 in presence of Gaussian noise or to FGFCM_S2 in the presence of salt and pepper and mixed noise respectively, in other words, its robustness seems basically independent of the noise type, which may attribute to the introduction of S ij . On the whole, if the type of the noise is known, FGFCM_S1 is a better choice for the Gaussian noise, and FGFCM_S2 is a superior option for the salt and pepper noise; if the type of the noise is unknown, FGFCM seems to be a preferable selection. 
Segmentation Accuracy (SA) of the six algorithms on different noisy synthetic images
Parameter analyses and selection in FGFCM, FCM_S1, FCM_S2 and EnFCM
In fact, those algorithms have some crucial parameters required to be adjusted for clustering and the parameters (λ g in FGFCM and α in FCM_S1, _S2 and EnFCM) are noise-dependent, so their selection will obviously influence the segmenting result. In this section, we focus on discussion on the parameter selection on the synthetic image Fig. 4 5(a), we can see that the changing trend of misclassification of FGFCM against λ g assumes monotonous decrease and relative smoothness after λ g =3 on the three types of noises, respectively. Alternately, it can be seen from Fig. 5(b-d) that, in the presence of Gaussian noise and mixed noise, the varying trends of FCM_S1, _S2 and EnFCM are respectively monotonously decreasing and then tend to be stable as α increases, respectively. However, the changing trends of three algorithms in the presence of salt and pepper noise are all unstable. On the whole, FGFCM is relatively insensitive to the λ g to some extent and thus its choice for λ g in FGFCM is easier than for α in FCM_S1, _S2 and EnFCM. 
Results on real images corrupted by noises
In the following experiments, we first execute the six segmentation algorithms on a real image eight contaminated by mixed noise to investigate the robustness of the algorithms in subsection 4. 
Results on eight corrupted by mixed noise with 3×3 local window
To examine the algorithms' robustness, we apply the six algorithms on a real image eight [29] corrupted by mixed noise. Fig. 6(a) is the original image (308×242 pixels) with no noise and Here it is worth noting that with the special selection of α, EnFCM can become FGFCM_S1 as represented in (18) (19) and thus producing almost the same segmentation. Besides, we also perform the same six algorithms on eight corrupted respectively by Gaussian noise and salt and pepper noise. From these results, it can be summarized that the relationship between the noise type and the six algorithms is almost identical to the conclusion drawn from the experimental result on the synthetic image in subsection 4.1 and also consistent with the theoretical analysis about FGFCM in subsection 3.2.
Results on brain MR image corrupted by mixed noise with 5×5 local window
In order to further examine the algorithms' effectiveness under a condition of the relatively large local window, we apply the same six algorithms on Fig. 7(b) with the local window of the size 5×5 rather than the ordinary size 3×3. Fig. 7(a) is a real brain MR slice (256×256 pixels) with no noise and Fig. 7(b) shows the same image corrupted simultaneously by Gaussian white noise N (0,180) and unit dispersion, zero centered symmetric α-stable (SαS α=0.9) noise. 
Quantitative segmenting results comparisons
Furthermore, we also tabulate a quantitative segmenting comparison in Table 2 of these algorithms for 
where A ij represents the set of pixels belonging to the jth class found by the ith algorithm and A refj represents the set of pixels belonging to the jth class in the reference segmented image. r ij is in fact a fuzzy similarity measure, indicating the degree of equality between A ij and A refj , and the larger the r ij , the better the segmentation is. From Fig. 6, 7 and Table 2 , FGFCM outperforms consistently the other five algorithms, respectively, which can again attribute to the introduction of the factor S ij guaranteeing both relative insensitive to noise and outliers and detail-preserving. and ξ-4 are generated on Fig. 8(a) according to (16) Table 3 gives comparisons of iteration step, execution time and the number of different pixels of segmentation results between fast segmentation and FCM method for images ξ-1, ξ-2, ξ-3 and ξ-4. From Table 3 , we can obviously see that the iteration step of fast segmentation is less than that of FCM, and the execution time (CPU: 2.66 GHz, Memory: 512M, Operating system: windows XP, Software: Matlab 7.0) of fast segmentation is drastically reduced compared with FCM due to both the less iterations and only dependence on the number of the gray levels q (256) rather than the image size itself N (181×181). We can also compute the segmentation difference in pixel after labeling each pixel of the image respectively using both algorithms and record their percentage of the differences accounting for the image. From the same table, we observe that the percentage is so small (below 1.3%) that it can almost be ignored, and therefore we can conclude that the segmenting performance of both fast segmentation and FCM applied on the same image are almost the same. On the whole, the fast segmentation can dramatically speed up FCM and obtain almost same segmentation results as FCM at the same time.
Conclusion
In this paper we presented a novel fast and robust FCM framework for image segmentation: Fast
Generalized Fuzzy c-means clustering algorithms (FGFCM) of incorporating local spatial and gray information. FGFCM introduces a new factor S ij as a local (spatial and gray) similarity measure with aiming to guarantee both robustness to noise and detail-preserving for image, and at the same time remove the empirically-adjusted parameter α. On the other hand, FGFCM produces fast clustering for given image, which attributes to its dependence only on the number of the gray levels q rather than the size N (>>q, generally) of the image, consequently, its time complexity of clustering is reduced from O(NcI 1 ) to O(qcI 2 ).
FGFCM can also be considered as a general framework and many other algorithms (Fast FCM, EnFCM, FGFCM_S1 and FGFCM_S2) can also be derived as its special cases for image segmentation.
The results reported in this paper show that our proposed algorithm is general, simple and appropriate for the images with various types of noises and the images with no noise. On the other hand, it is fast and thus suitable for large-sized gray images.
Fast clustering method used in FGFCM seems to be able to be straightforwardly extended to the segmenting algorithms for color images. However a problem will arise, i.e., the combination of the three color values achieves 2 24 for a 24-bit RGB image, which is generally larger than the number of image pixels. Therefore special preprocessing of the color image should be done before segmenting the given color image.
Within the framework of FGFCM, the mean-LogCauchy (MLC) filter [28] can be incorporated to promote the clustering performs in present of mixed noise. MLC, a convex combination of the mean and the LogCauchy filters, has experimentally been proven capable to achieve best performance in removing the mixed noise.
Our ongoing and further works include clustering validity in our algorithms, adaptive determination for the clustering number and other applications, e.g., gain field estimation.
