Abstract. Let X be a subspace of the product of finitely many ordinals. X is countably metacompact, and X is metacompact iff X has no closed subset homeomorphic to a stationary subset of a regular uncountable cardinal. A theorem generalizing these two results is: X is λ-metacompact iff X has no closed subset homeomorphic to a (κ 1 , . . . , κn)-stationary set where κ 1 < λ.
Sources
This paper combines two lines of research. The first is the investigation of countably metacompact subspaces of the product of ordinals by Kemoto and Smith in [7] and [8] . A synthesis of the main theorems from these papers is The second line is an investigation of D-spaces. Van Douwen and Lutzer [1] proved that a subspace of a linearly ordered space is a D-space iff it is metacompact iff it has no closed subset homeomorphic to a stationary subset of a regular, uncountable cardinal. Stanley ([11] and [3] ) proved the same equivalence for subspaces of the product of finitely many ordinals.
Theorem 1.2. Let X be a subspace of the product of finitely many ordinals. The following are equivalent:
1. X is a D-space.
X is metacompact.
3. X is metalindelöf.
X has no closed subset homeomorphic to a stationary subset of a regular uncountable cardinal.
Kemoto, Tamano, and Yajima ( [9] ) proved that metacompactness, screenability, and weak submetalindelöfness are equivalent for subspaces of the product of two ordinals.
Considering these results, it is natural to conjecture first, that every subspace of a finite product of ordinals is countably metacompact, and second, there is a ω such that c (µ, ν) = i whenever both µ and ν are in H . Then y µ i , µ ∈ H , is an infinite strictly decreasing sequence of ordinals. Contradiction! Corollary 2.6. Let α be an ordinal number, let κ be an infinite cardinal, and let n be a natural number. If we assume that X is a subspace of an ordinal, the converse of the preceding sentence is true (it is a special case of Theorem 1.3), and seems to be folklore. Theorem 1.1 and Theorem 1.2 suggest that this converse extends to subspaces of the product of finitely many ordinals. The following example shows that for ω 1 < λ < ∞, the one dimensional notion of stationary is not sufficient.
If we choose {A ζ : ζ ∈ κ 1 } to be pairwise disjoint sets of ordinals of cofinality at least κ 1 , then X has no subspace homeomorphic to a stationary subset of κ 1 .
For
Via the Pressing Down Lemma ( [10] , Chapter II, Lemma 6.15), for each
for all ν ∈ A ζ . Apply the Pressing Down Lemma again to find η < κ 1 and B stationary in κ 1 so that
for all ν ∈ A ζ and all ζ ∈ B. Set η * = η + 1 and µ 
Definition 3.2. Let (κ 1 , . . . , κ n ) be a nondecreasing sequence of uncountable regular cardinals. We say that
n is κ n -stationary. Notions equivalent to κ n -stationary were called stafull in [4] and [5] . Kemoto remarks that even for A ⊂ ω 2 1 , this notion differs from inductively stationary of [8] . Sometimes we will say stationary in place of (κ 1 , . . . , κ n )-stationary.
We will need the following observations.
and homeomorphic to a (κ j , . . . , κ n )-stationary set. However, X need not contain any subset homeomorphic to a stationary subset of κ 1 .
Definition 3.6. For regular cardinals ρ 1 ≤ ρ 2 , an index set I ⊂ ρ 1 , and a family (C i ) i∈I of club subsets of ρ 2 , set
We mention two special cases. First, if ρ 1 < ρ 2 and ρ 1 ≤ min C i for all i ∈ I, then i∈I C i is i∈I C i , which is club in ρ 2 . Second, if I = ρ 1 = ρ 2 , then i∈I C i is the diagonal intersection, which is club in ρ 2 . In the general case, i∈I C i is club in ρ 2 by the "diagonal intersection proof" (see, for example, [10] Ch. II, Lemma 6.14).
In contrast to the familiar n = 1 case, if n > 1, a superset of a (κ 1 , . . . , κ n )-stationary set is not necessarily (κ 1 , . . . , κ n )-stationary. The next lemma explains this situation. Then C(1, ∅) , . . . , C(n, ∅) are the desired club sets. 
Proof. We define e Y : T (Y ) → {0, 1} by induction down the tree. Set e Y (t) = 1 for t ∈ l n (Y ) = Y . For i < n and t ∈ l
The next lemma provides more combinatorics for (κ 1 , . . . , κ n )-stationary sets. When κ 1 , . . . , κ n -stationary = κ n -stationary, clause 1 is in [4] and [5] , clauses 1 and the particular case of 2 are in [8] , and clause 2 may be new. Note that when n = 1, clause 3 gives the familiar result that an open stationary set contains a final segment. If Y is (κ 1 , . . . , κ n )-stationary and f : Y → S, where |S| < κ 1 , then there are and contains a (κ 1 , . . . , κ n )-stationary set, A, then there are
Proof. Clause 1 follows from Lemma 3.7. Alternately, we could make a direct proof similar to the first paragraph of the proof of Lemma 3.7. By induction on i from i = n down to i = 0, we define b t for t ∈ l i (A) for 0 ≤ i ≤ n, also ζ t and S t for t ∈ l i (A) for 0
, where i < n. By applying the Pressing Down Lemma repeatedly, find b t ∈ κ i , ζ t ∈ κ, and S t stationary in κ i+1 so that let C(j, t) be the set of γ ∈ κ j satisfying γ = sup(S t ∩ γ) and ζ t η < γ for all η < γ. Next, for i < j − 1, set  C(j, t) = ξ∈N (A,t) C(j, t ξ) . Then (C(1, ∅), . . . , C(n, ∅) ) is the desired n-tuple.
If j < n and t j has been defined, choose t j+1 ∈ S t1,... ,tj satisfying r j+1 < t j+1 (and t j+1 < c j+2 if j < n − 1).
Proof. Via Lemma 3.4 and passing to a closed subspace, we may assume that
Apply Theorem 3.9 for each ζ < κ 1 to find θ(ζ) < κ 1 , η ζ < κ 1 , and C 2,ζ , . . . , C n,ζ with each C j,ζ club in κ j , so that
Next, find η < κ 1 and B stationary in κ 1 so that η = η ζ for all ζ ∈ B. For each j, set C j = ζ∈B C j,ζ , and inductively choose q j ∈ C j with η < q 2 < . .
Not all results about stationary sets generalize to (κ 1 , . . . , κ n )-stationary sets.
Example 3.11. Let κ be an uncountable regular cardinal. For each (ζ, ν) ∈ κ 2 , define f (ζ, ν) = (0, ζ). Then f "presses down" on a κ 2 -stationary set, but f is not constant on a κ 2 -stationary set.
To apply κ n -stationary techniques to arbitrary subspaces of κ n (instead of subspaces of κ n ), we need another technique from [8] . We decompose κ n into finitely many pieces, each homeomorphic to κ m for some m ≤ n. For n = 1, κ 1 is κ 1 . For n = 2, the decomposition is κ 2 = Z 0 ∪ Z 1 ∪ Z 2 , where Z 0 is the diagonal, homeomorphic to κ 1 , Z 1 is above the diagonal, which is κ 2 , and Z 2 is below the diagonal, which is homeomorphic to κ 2 .
For the general case, we define the partition via an equivalence relation. For Clearly, a → (a 1 , a 0 ) 
Proof of Theorem 1.3
One direction of Theorem 1.3 follows from Lemma 3.10. For the other direction we will use the following abbreviations. We let S λ (Y ) abbreviate "Y is homeomorphic to some (
The special cases λ = ω 1 and λ = ∞ deserve discussion. There is no uncountable cardinal less than ω 1 . Hence, S ω1 (Y ) is true of no Y , N ω1 (X) holds for all X, and H ω1 (Z) means that every subspace X of Z is countably metacompact. For λ = ∞, recall Definition 2.3 and Lemma 3.4.
Our proof of Theorem 1.3 will be by induction. The next theorem lists some methods to prove H λ (Z) for "big" spaces from H λ (Z ) for "small" spaces. For clause 4, it suffices to do the case K = 2 because the general case then follows by induction. Let X ⊂ Z satisfy N (X), and let U be an open cover of X with |U| < λ. Note that X 1 = X ∩ Z 1 is closed in X, so H(Z 1 ) gives V 1 , a pointfinite open refinement of {U ∩ X 1 : U ∈ U}. By Corollary 2.6, V 1 can be expanded to V which satisfies the hypotheses of clause 3, which we apply to complete the proof.
