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ASYMPTOTICS AND SEQUENTIAL CLOSURES OF
CONTINUED FRACTIONS AND THEIR
GENERALIZATIONS
DOUGLAS BOWMAN AND JAMES MC LAUGHLIN
We would like to dedicate this paper to our mathematical father and grandfather,
respectively, Basil Gordon.
Abstract. Given a sequence of complex square matrices, an, consider
the sequence of their partial products, defined by pn = pn−1an. What
can be said about the asymptotics as n → ∞ of the sequence f(pn),
where f is a continuous function? A special case of our most general
result addresses this question under the assumption that the matrices an
are an l1 perturbation of a sequence of matrices with bounded partial
products. We apply our theory to investigate the asymptotics of the
approximants of continued fractions. In particular, when a continued
fraction is l1 limit 1-periodic of elliptic or loxodromic type, we show
that its sequence of approximants tends to a circle in bC, or to a finite
set of points lying on a circle. Our main theorem on such continued
fractions unifies the treatment of the loxodromic and elliptic cases, which
are convergent and divergent, respectively. When an approximating
sequence tends to a circle, we obtain statistical information about the
limiting distribution of the approximants. When the circle is the real
line, the points are shown to have a Cauchy distribution with parameters
given in terms of modifications of the original continued fraction. As an
example of the general theory, a detailed study of a q-continued fraction
in five complex variables is provided. The most general theorem in the
paper holds in the context of Banach algebras. The theory is also applied
to (r, s)-matrix continued fractions and recurrence sequences of Poincare´
type and compared with closely related literature.
1. Introduction
Consider the following recurrence:
xn+1 =
3
2
− 1
xn
.
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Taking 1/∞ to be 0 and vice versa, then regardless of the initial (real) value
of this sequence, it is an fact that the sequence is dense in R. Here is an
illuminating proof.
Fix x0 and note that xn = F
(n)(x0), where F is the linear fractional
transformation F (x) = (32x − 1)/x, and as usual F (n) denotes the n-th
composition of F with itself.
Next recall the correspondence between 2×2 complex matrices and linear
fractional transformations: let a given 2 × 2 matrix act on the complex
variable z by (
a b
c d
)
(z) :=
az + b
cz + d
,
so that matrix multiplication correspond to composition of linear fractional
transformations.
A simple calculation shows that the matrix for F is diagonalizable with
diagonal elements α = 3/4 + i
√
7/4 and β = 3/4 − i√7/4. It follows that
for some A ∈ GL2(C),
xn = A
(
αn 0
0 βn
)
A−1(x0) =
rαn + sβn
tαn + uβn
=
rλn + s
tλn + u
,
where λ = α/β and r, s, t, and u are some complex constants. Notice that λ
is a number on the unit circle and is not a root of unity, so that λn is dense
on the circle. The conclusion follows by noting that the linear fractional
transformation
z 7→ rz + s
tz + u
is non-constant and thus a homeomorphism from Ĉ to Ĉ, and must take the
unit circle to R ∪ {∞}, since the values of the sequence xn are real.
Letting x0 = 3/2 and iterating the definition of xn gives that xn is the
n’th approximant of the continued fraction:
(1.1) 3/2 − 1
3/2 − 1
3/2− 1
3/2 − 1
. . .
,
and thus one can write down the equality
(1.2) R = 3/2 − 1
3/2− 1
3/2 − 1
3/2− 1
. . .
.
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This is true so long as one interprets the “value” of the continued fraction
as the set of limits of subsequences of its sequence of approximants. In this
paper we generalize such equalities.
From here on we employ space saving notations for continued fractions.
In particular, an arbitrary finite continued fraction
b0 +
a1
b1 +
a2
b2 +
a3
. . .
an−1
bn−1 +
an
bn
will be denoted by the expressions: b0 +K
n
i=1(ai|bi),
b0 +
a1
b1 +
a2
b2 + · · · +
an
bn
,
and
b0 +
n
K
i=1
ai
bi
.
If as n→∞ this sequence of finite continued fractions converges to a limit
in Ĉ (respectively C), then the continued fraction b0 +K
∞
i=1(ai|bi) is said
to converge in Ĉ (respectively C). The limit, when it exists, is called the
classical limit of the continued fraction.
Another motivating example of our work is the following theorem, one of
the oldest in the analytic theory of continued fractions:
Theorem 1. (Stern-Stolz, [28, 46, 47]) Let the complex sequence {bn} satisfy∑ |bn| <∞. Then
b0 +
∞
K
i=1
1
bi
diverges. In fact, for p = 0, 1,
lim
n→∞
P2n+p = Ap ∈ C, lim
n→∞
Q2n+p = Bp ∈ C,
and
A1B0 −A0B1 = 1.
Here Pi and Qi are respectively the numerator and denominator polyno-
mials in the sequence {bn} obtained by simplifying the rational function one
obtains by terminating the continued fraction after i terms. The Stern-Stolz
theorem shows that all continued fractions of the general form described in
the theorem tend to two different limits, respectively A0/B0, and A1/B1.
(These limits depend on the continued fraction.) Although sometimes limits
for continued fractions are taken to be in C, throughout we assume the limits
for continued fractions are in Ĉ. The motivation for this is that continued
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fractions can be viewed as the composition of linear fractional transforma-
tions and such functions have Ĉ as their natural domain and codomain.
Before leaving the Stern-Stolz theorem, we remark that although the the-
orem is sometimes termed a “divergence theorem”, this terminology is a bit
misleading; the theorem actually shows that although the continued frac-
tions of this form diverge, they do so by converging to two limits (A0/B0 and
A1/B1) according to the parity of their approximant’s index. Thus although
these continued fractions diverge, they diverge in such a way that they can
still be used computationally.
A special case of the Stern-Stolz theorem is a fact about the famous
Rogers-Ramanujan continued fraction:
(1.3) 1 +
q
1 +
q2
1 +
q3
1 +
q4
1 + · · · .
The Stern-Stolz theorem gives that for |q| > 1 the even and odd approx-
imants of (1.3) tend to two limiting functions. To see this, observe that
by the standard equivalence transformation for continued fractions, (1.3)
has the same classical approximants (see the beginning of section 3 for this
terminology) as
1 +
1
1/q +
1
1/q +
1
1/q2 +
1
1/q2 · · · +
1
1/qn +
1
1/qn + · · · .
The Stern-Stolz theorem, however, does not apply to the following con-
tinued fraction also considered by Ramanujan:
(1.4)
−1
1 + q +
−1
1 + q2 +
−1
1 + q3 + · · · .
Recently in [2] Andrews, Berndt, et al. proved a claim made by Ramanu-
jan in his lost notebook ([39], p.45) about (1.4). To describe Ramanujan’s
claim, we first need some notation.
Throughout take q ∈ C with |q| < 1. The following standard notation for
q-products is employed:
(a)0 := (a; q)0 := 1, (a)n := (a; q)n :=
n−1∏
k=0
(1− a qk), if n ≥ 1,
and
(a; q)∞ :=
∞∏
k=0
(1− a qk), |q| < 1.
Set ω = e2pii/3. Ramanujan’s claim was that, for |q| < 1,
(1.5)
lim
n→∞
(
1
1 −
1
1 + q −
1
1 + q2 − · · · −
1
1 + qn + a
)
= −ω2
(
Ω− ωn+1
Ω− ωn−1
)
.
(q2; q3)∞
(q; q3)∞
,
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where
Ω :=
1− aω2
1− aω
(ω2q, q)∞
(ωq, q)∞
.
Ramanujan’s notation is confusing, but what his claim means is that the
limit exists as n→∞ in each of the three congruence classes modulo 3, and
that the limit is given by the expression on the right side of (1.5). Also, the
appearance of the variable a in this formula is a bit of a red herring; from
elementary properties of continued fractions, one can derive the result for
general a from information about the approximants in the a = 0 case.
The continued fraction (1.1), the Stern-Stolz theorem, and (1.4) are, in
fact, examples of the same phenomenon. We define this phenomenon and
investigate its implications.
Now (1.1) is different from the other two examples in that it has subse-
quences of approximants tending to uncountably many limits. In a previ-
ous paper [10], the authors presented a theory for dealing with finite sets
of limits. Here continued fractions having finite sets of limits are unified
with examples such as (1.1). Indeed, all of the examples above, including
(1.1), are special cases of a general result on continued fractions (Theorem
7 below). More generally our results hold for a large class of sequences in
Banach algebras. To deal with all of these cases we employ the notion of
the sequential closure of a sequence.
Definition. The sequential closure of a sequence in a metric space is
the set of limits of convergent subsequences.1 The sequential closure of a
sequence {sn}n≥1 is denoted by c©(sn).
In this paper we study sequential closures in the specific context of se-
quences of the form
f
(
n∏
i=1
Di
)
,
where Di are elements in a unital Banach algebra and f is a function with
values in a metric space, often compact. Usually in this paper Di is a
sequence of complex matrices.
When working with infinite continued fractions we frequently omit the
symbol c© for the sequential closure. As with (1.2), equalities involving infi-
nite continued fractions are to be understood as being between the sequential
closure of the continued fraction and the set on the other side of the equation.
1Thus, for example, the sequence {1, 1, 1, . . . } has sequential closure {1} although the
set of limit (accumulation) points of the set of values of the sequence is empty. Note that
in a survey paper describing some of the research in this paper, the authors previously
used the phrase “limit set”, unaware of the use of this phrase in the theories of discrete
groups and dynamical systems. Also, the notion used here should not be confused with
the sequential closure of a set, which also occurs in topology; thus, one should not confuse
the sequential closure of a sequence with the sequential closure of its image. We thank
Peter Loeb for the suggestion of the phrase “sequential closure” in the present context.
More motivation is also given in the remark following Theorem 10.
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This paper is divided into sections, which are now surveyed. The main
results of section 2 are Theorems 2, 3, and 4 which are the most general
results of the paper. Theorem 2 provides the underlying idea and is stated
at the generality of Banach algebras. In section 2 we also discuss recent
results of Beardon [5], which apply hyperbolic geometry to study the con-
vergence of compositions of Mo¨bius maps. This approach yields short and
geometrically motivated proofs of many results in the analytic convergence
theory of continued fractions which generalize to compositions of higher di-
mensional Mo¨bius maps. Some of the results of [5] are related to ours in as
much as they deal with generalizing the Stern-Stolz theorem. Indeed, one
of the conclusions of Theorem 2 is similar to Theorem 4.2 from [5]. Overall,
the main difference is that the theorems of [5], which generalize the Stern-
Stolz theorem, do not generalize the particular conclusion of the Stern-Stolz
theorem that the continued fraction’s even and odd approximants tend to
two different limits, and instead focus on the fact of divergence. The ap-
proach of this present paper is to generalize the convergence of the even and
odd subsequences in the Stern-Stolz theorem. Another difference is that the
results here also give information about the sequences Pn and Qn in the
Stern-Stolz theorem. Recovering such information from the Mo¨bius maps
approach seems problematic.
A special case of Theorem 2 is Theorem 4, which is used to prove Theorem
7, which in turn gives detailed information about the sequential closures of
continued fractions. This result is studied in detail in sections 3 and 4.
Sections 5 and 6 use Theorem 4 to study (r, s)-matrix continued fractions,
and linear recurrences of Poincare´ type, respectively.
Section 3 focuses on limit periodic continued fractions of elliptic and lox-
odromic types. We discover a tapestry of results which weave together the
sequential closure, modifications of the continued fraction, and the asymp-
totics of the approximants of a large class of continued fractions (including
many which represent naturally occurring special functions). Those of ellip-
tic type do not converge, but we find that their sequential closures are well
behaved, and that their approximants have nice asymptotics. Our results on
the elliptic case add results to studies such as [23]. The foundational result,
Theorem 7, actually treats the loxodromic and elliptic cases simultaneously,
evaluating the continued fraction when it can have one, finitely many, or
uncountably many limits in a single formula.
Section 3 also addresses the statistics of the sequential closure. In partic-
ular, suppose a continued fraction has an infinite sequential closure. Then
which points in the set have the “most” approximants tending to them, and
which have the “fewest”? Thus for example, how can one describe the dis-
tribution of the approximants of the continued fraction (1.2) for R? These
questions are answered by considering the geometry of associated linear
fractional transformation. We show, for example, that when the sequential
closure is R, the approximants follow a Cauchy distribution. Finally, sec-
tion 3 considers the converse problem and gives an algorithm for finding a
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subsequence of approximants tending to any given point in the sequential
closure.
Section 4 studies a non-trivial example of the theory. The section con-
cerns a particular continued fraction with five parameters (and four degrees
of freedom) which generalizes not only the identity (1.2) above, but also the
continued fraction (1.4). In fact, the main result, Theorem 10, also gives
the limit of the Rogers-Ramanujan continued fraction (1.3) for |q| < 1 as a
special case. Thus in one identity, we obtain the evaluation of a continued
fraction when it has one, finitely many, or uncountably many limits. An ex-
ample of this theorem is a perturbation of (1.1). Specifically, the sequential
closure of the continued fraction
(1.6) 3/2 − 1
q + 3/2−
1
q2 + 3/2−
1
q3 + 3/2−
1
q4 + 3/2 − · · · ,
where |q| < 1 is complex, can be described exactly. In fact, this sequential
closure is a circle on the Riemann sphere. (Thus as a consequence, when
|q| < 1 and q is real, (1.6) always has sequential closure R.) Viewing this
circle as a linear fractional transformation of the unit circle {z ∈ C : |z| = 1},
z 7→ az + b
cz + d
,
it transpires that the parameters a, b, c, and d are special cases of the basic
hypergeometric function 2φ1, with complex base q.
More generally, in (1.6) if the numbers 1 and 3/2 are changed so that
the limiting recurrence for the convergents of the continued fraction have
distinct characteristic roots, there is a coherent formula, in terms of the 2φ1
basic hypergeometric function, for the sequential closure regardless of the
nature of the roots. Indeed, cases in which the characteristic roots have
a ratio that is a root of unity yield a continued fraction with a finite set
of limits. In this circumstance, the approximants of the continued fraction
converge to the set of limits when the approximants are taken in arithmetic
progressions.
Remarks and notation:
(i) All sequential closure equalities in this paper arise from the situation
lim
n→∞
d(sn, tn) = 0
in some metric space (X, d). Accordingly, it makes sense to define the equiva-
lence relation ≍ on sequences in X by {sn} ≍ {tn} ⇐⇒ limn→∞ d(sn, tn) =
0. In this situation we refer to sequences {sn} and {tn} as being asymp-
totic to each other. Abusing notation, we often write sn ≍ tn in place of
{sn} ≍ {tn}. More generally, we frequently write sequences without braces
when it is clear from context that we are speaking of a sequence, and not the
nth term. Identifying the constant sequence {L,L,L, . . . } with the value L,
it is clear that the statements limn→∞ xn = L and xn ≍ L are equivalent.
(ii) It is a fact from general topology that given a compact topological
space X and a Hausdorff space Y , then any continuous bijection g : X → Y
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must be a homeomorphism and g and its inverse must both be uniformly
continuous. Under these assumptions an immediate consequence for sequen-
tial closures is: If {sn}n≥1 is a sequence with values in X, then c©(g(sn)) =
g( c©(sn)).
(iii) Another basic fact is that If {sn} and {tn} are two sequences in
some metric space satisfying sn ≍ tn, then c©(sn) = c©(tn). Additionally,
if f is some uniformly continuous function, then the following sequence of
implications holds:
sn ≍ tn =⇒ f(sn) ≍ f(tn) =⇒ c©(f(sn)) = c©(f(tn)).
2. Asymptotics and sequential closures of infinite products in
unital Banach algebras
The classic theorem on the convergence of infinite products of matrices
seems to have been given first by Wedderburn [51, 52]. Wedderburn’s the-
orem is maybe not as well known as it deserves to be, perhaps because
Wedderburn does not state it explicitly as a theorem, but rather gives in-
equalities from which the convergence of infinite matrix products can be
deduced under an l1 assumption. Wedderburn also provides the key in-
equality for establishing the invertibility of the limit, but does not discuss
this important application of his inequality. It is not hard to see that Wed-
derburn’s equations hold in any unital Banach algebra. This result will be
employed in our first theorem, which gives asymptotics for oscillatory diver-
gent infinite products in Banach algebras. This theorem is then applied to
the Banach algebra Md(C) of d×d matrices of complex numbers topologised
using the l∞ norm, denoted by || · ||.
For any unital Banach algebra, let I denote the unit. When we use
product notation for elements of a Banach algebra, or for matrices, the
product is taken from left to right; thus
n∏
i=1
Ai := A1A2 · · ·An.
Theorems with products taken in the opposite order follow from the the-
orems below by taking the products in the reverse order throughout the
statements and proofs.
Proposition 1 (Wedderburn). In a Banach algebra U, let I be the unit and
Ai, i ≥ 1, be a sequence. Then
∑
i≥1 ||Ai|| < ∞ implies that
∏
i≥1(I + Ai)
converges in U. Moreover, all the elements of the sequence I + Ai are
invertible if and only if the limit
∏
i≥1(I +Ai) is invertible.
The following corollary provides a convenient estimate of the convergence
rate of the product.
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Corollary 1. Under the conditions of Proposition 1, let L =
∏
i≥1(I +Ai)
and Pm =
∏m
i=1(I +Ai). Then
(2.1) ||L− Pm|| ≤ e
P
i≥1 ||Ai|| − e
P
1≤i≤m ||Ai|| = O
(∑
i>m
||Ai||
)
.
Proof. Put
Pm = (I +A1)(I +A2) · · · (I +Am),
and
Qm = (1 + ||A1||)(1 + ||A2||) · · · (1 + ||Am||).
Expanding the product for Pm gives
(2.2) Pm = I +
∑
1≤n1≤m
An1 +
∑
1≤n1<n2≤m
An1An2
+
∑
1≤n1<n2<n3≤m
An1An2An3
+ · · ·+
∑
1≤n1<n2<···<nm−1≤m
An1An2 · · ·Anm−1 +A1A2 · · ·Am.
Similarly,
Qm = 1 +
∑
1≤n1≤m
||An1 ||+
∑
1≤n1<n2≤m
||An1 || ||An2 ||
+
∑
1≤n1<n2<n3≤m
||An1 || ||An2 || ||An3 ||+ · · · + ||A1|| ||A2|| · · · ||Am||.
Thus for m ≥ k,
(2.3) ||Pm − Pk|| ≤ (Qm −Qk),
and
(2.4) ||Pm − I|| ≤ Qm − 1 ≤ e
P
n≥1 ||An|| − 1.
From the standard condition for the convergence of infinite products of com-
plex numbers, the convergence of
∑
n≥1 ||An|| implies the convergence of∏
i≥1(1 + ||Ai||) and thus that the sequence Qn is Cauchy. Hence by (2.3),
Pm is also Cauchy, and so
∏
i≥1(I +Ai) exists.
Recall that an element x in a Banach algebra is invertible if ||x− I|| < 1.
For
∏
i≥1(I+Ai) to be invertible, it is obviously necessary that the elements
of the sequence I + Ai be invertible. We show that this is sufficient. Since∑
i≥1 ||Ai|| <∞, there exists j ∈ Z+ such that
∑
n>j ||An|| < log(2). Then
(2.4) gives that
||(I +Aj+1) · · · (I +Aj+m)− I|| ≤ e
P
n>j ||An|| − 1.
Letting m→∞ yields
lim
m→∞
||(I +Aj+1) · · · (I +Aj+m)− I|| ≤ e
P
n>j ||An|| − 1 < elog(2) − 1 = 1.
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Hence limm→∞(I + Aj+1) · · · (I + Aj+m) is invertible. Multiplying this on
the left by the invertible elements I+Ai, 1 ≤ i ≤ j gives the conclusion. 
Proof of Corollary. From Proposition 1,
||L− Pm|| =
∥∥∥∥∥∥
∏
i≥1
(I +Ai)−
∏
1≤i≤m
(I +Ai)
∥∥∥∥∥∥
≤
∥∥∥∥∥∥
∏
1≤i≤m
(I +Ai)
∥∥∥∥∥∥
∥∥∥∥∥∏
i>m
(I +Ai)− I
∥∥∥∥∥
≤ e
P
1≤i≤m ||Ai||(e
P
i>m ||Ai|| − 1) = O
(∑
i>m
||Ai||
)
.

There have been a number of theorems recently on the convergence of
matrix products, see [3, 5, 7, 8, 12, 17, 42, 48, 49]. Also closely related to
Wedderburn’s theorem are Theorems 3.7 and 3.8 of [5], originally given in
[13], which gives essentially the same result, restricted to SL2(C). There
is also Theorem 6.1 of Borwein et al., [8], which is very similar in flavor
to an earlier result given by Artzrouni [3]. In [9] Borwein et al. give a
generalization of the theorem in [8].
Our focus here is on cases of divergence and our results concern finding
asymptotics for the nth partial products. These in turn can be used to
describe the sequential closures.
Here we briefly discuss the important work of Kooman, [24, 25, 26].
Kooman makes an intensive study of the asymptotics of perturbed ma-
trix products, recurrence sequences of Poincare´ type, and compositions of
Mo¨bius transformations. Kooman proves a number of different results on the
asymptotics of recurrences, depending on various assumptions. In particu-
lar, in some of his results, the l1 assumption is loosened, which we maintain
throughout, and other theorems treat cases of equal roots of the character-
istic equation for the recurrences. It should be noted in the present context,
however, that Kooman’s results on iterated Mo¨bius transformations in [26]
treat the case of the outer composition sequence, while continued fractions
arise from the inner composition sequence, and thus his work on Mo¨bius
transformations doesn’t seem to have immediate applications to continued
fraction theory. (Recall that given a sequence of functions {fi} from a set
to itself, the inner composition sequence is the sequence of functions {Fn},
where Fn = f1 ◦ f2 ◦ · · · ◦ fn and the outer composition sequence is the se-
quence of functions {Gn}, where Gn = fn ◦ fn−1 ◦ · · · ◦ f1.) Our results,
which have a stricter assumption on the perturbation in the matrix product
case, give detailed information about the relations between various associ-
ated limits and the asymptotics for continued fractions and generalizations.
Some of this information is probably lost under looser assumptions. But, we
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think that a careful study of Kooman’s results will yield new results on the
convergence of continued fractions and generalizations. Note that Kooman
did use his results on recurrences to solve a problem of Perron, see Chapter
7 of [24]. In section 6 we compare the applications of the Theorem 2 below
to Poincare´ type recurrences with the related results of Kooman and others.
We set some further conventions and fix notation. Let G be a metric
space, typically a subset of Ĉg, where Ĉ is the Riemann sphere and g is
some integer g ≥ 1. Here Ĉ is topologised with the chordal metric and
the corresponding product metric is employed for Ĉg. (This is defined by
taking the maximum of the metrics of all the corresponding elements in two
g-tuples.) Let f be a continuous function from a compact subset (to be
specified) of a unital Banach algebra U, (usually Md(C)) to G. Typically
we do not distinguish different norms, the correct one being supplied from
context. In a topological space the closure of a set S is denoted by S.
Our first theorem is a perturbation result giving the asymptotics of di-
vergent infinite products in a unital Banach algebra. Although we will only
use a special case of this result, we believe the general result is of sufficient
interest to warrant inclusion, especially since the proof of the general result
requires no additional work. We denote elements of the Banach algebra by
capital letters to suggest matrices, which is the case to which the result will
be applied.
Theorem 2. Suppose {Mi} and {Di} are sequences in a unital Banach
algebra U such that the two sequences (for η = 1 and η = −1)
(2.5)
∥∥∥∥∥
(
n∏
i=1
Mi
)η∥∥∥∥∥
are bounded and {Di −Mi} ∈ l1(U), that is,
(2.6)
∑
i≥1
‖Di −Mi‖ <∞.
Let εn =
∑
i>n ||Di −Mi||. Then
(2.7) F := lim
n→∞
(
n∏
i=1
Di
)(
n∏
i=1
Mi
)−1
exists and F is invertible if and only if Di is invertible for all i ≥ 1. Also,
(2.8)
∥∥∥∥∥∥F −
(
n∏
i=1
Di
)(
n∏
i=1
Mi
)−1∥∥∥∥∥∥ = O(εn).
As sequences
(2.9)
n∏
i=1
Di ≍ F
n∏
i=1
Mi,
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and moreover
(2.10)
∥∥∥∥∥
n∏
i=1
Di − F
n∏
i=1
Mi
∥∥∥∥∥ = O(εn).
More generally, let f be a continuous function from the domain{
F
n∏
i=1
Mi : n ≥ h
}
∪
⋃
n≥h
{
n∏
i=1
Di
}
,
for some integer h ≥ 1, into a metric space G. Then the domain of f is
compact in U and f(
∏n
i=1Di) ≍ f(F
∏n
i=1Mi). Finally
(2.11) c©
(
n∏
i=1
Di
)
= c©
(
F
n∏
i=1
Mi
)
,
and
(2.12) c©
(
f
(
n∏
i=1
Di
))
= c©
(
f
(
F
n∏
i=1
Mi
))
.
We do not assume compactness of G so it is possible that the equalities
in the theorem are between empty sets. When G is compact these sets are
clearly non-trivial. Note that the conditions of the theorem imply that all
the elements Mi are invertible.
An interesting special case of Theorem 2 is when the elements Mi are
unitary matrices. In this paragraph the following matrix norm is used:
||M || =
 ∑
1≤i,j≤d
|mi,j|
1/2 .
It is clear that ||M || = √d when M is a d × d unitary matrix (for then
||M ||2 = tr(MM T) = tr(I) = d), and thus the hypothesis on the sequence
Mi is satisfied. More generally, one can assume that the sequence of matrices
{Mi} are elements of some subgroup of GLd(C) that is conjugate to the
unitary group. This case is important enough that we distinguish it in the
following theorem.
Theorem 3. Let {Mi} be a sequence of elements of a subgroup of GLd(C)
that is conjugate to the unitary group. Then, if {Di} is a sequence GLd(C)
and {Di −Mi} ∈ l1, all of the conclusions of Theorem 2 hold.
The special case of Theorem 2 that will be applied in the next section is
U = Md(C), Mi = M , where M be a diagonalizable complex matrix with
eigenvalues on the unit circle. Since M is diagonalizable, put M = CEC−1.
Then Mk = CEkC−1, and so it follows that ‖Mk‖ ≤ ‖C‖ · ‖C−1‖ and
‖Mk‖ is bounded for k ∈ Z. Thus the boundedness hypothesis is satisfied
and Theorem 2 simplifies to the following.
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Theorem 4. Under the above conditions,
F = lim
n→∞
(
n∏
i=1
Di
)
M−n
exists inMd(C) and det(F ) 6= 0 if and only if all the elements in the sequence
{Di} are invertible. Moreover, ||F − (
∏n
i=1Di)M
−n|| = O(εn), and
(i) ||∏ni=1Di − FMn|| = O(εn) . Thus c©(∏ni=1Di) = c©(FMn).
(ii) Let f be a continuous function from the domain
{FMn : n ≥ h} ∪
⋃
n≥h
{
n∏
i=1
Di
}
,
for some integer h ≥ 1, into a metric space G. Then the domain of f is com-
pact and f(
∏n
i=1Di) ≍ f(FMn). Hence c©(f (
∏n
i=1Di)) = c©(f(FMn)).
Note that becauseM is diagonalizable, this theorem enables one to deter-
mine the exact structure of the sequential closure using Pontryagin duality.
A special case of Theorem 4 is Proposition 1 of [10] in which the eigen-
values are roots of unity. It considers asymptotics, but not the sequential
closure. This special case is roughly equivalent to Theorem 1.1 of [43].
Proof of Theorem 2. Observe that(
n∏
i=1
Di
)(
n∏
i=1
Mi
)−1
=
n∏
i=1
i−1∏
j=1
Mj
Di i−1∏
j=0
M−1i−j

=
n∏
i=1
I +
i−1∏
j=1
Mj
Di i−1∏
j=0
M−1i−j −
i−1∏
j=1
Mj
Mi i−1∏
j=0
M−1i−j

=
n∏
i=1
I +
i−1∏
j=1
Mj
 (Di −Mi) i−1∏
j=0
M−1i−j

=
n∏
i=1
(I +Ai),
where I is the unit element and
Ai :=
i−1∏
j=1
Mj
 (Di −Mi) i−1∏
j=0
M−1i−j.
Hence
‖Ai‖ ≤
∥∥∥∥∥∥
i−1∏
j=1
Mj
∥∥∥∥∥∥ · ‖Di −Mi‖ ·
∥∥∥∥∥∥
i−1∏
j=0
M−1i−j
∥∥∥∥∥∥ ≤ C‖Di −Mi‖,
for some real absolute bound C. The second inequality followed from the
boundedness assumption on the sequences (2.5). By (2.6) it follows that
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i≥0 ‖Ai‖ < ∞, and so by Proposition 1, it follows that F exists and is
invertible when the Di are invertible for i ≥ 1. Thus we have proved that
(2.13) lim
n→∞
∥∥∥∥∥∥F −
(
n∏
i=1
Di
)(
n∏
i=1
Mi
)−1∥∥∥∥∥∥ = 0.
Again from the boundedness of the sequences in (2.5),
(2.14) lim
n→∞
∥∥∥∥∥F
n∏
i=1
Mi −
n∏
i=1
Di
∥∥∥∥∥ = 0.
That is,
n∏
i=1
Di ≍ F
n∏
i=1
Mi.
Using this and the boundedness of the sequences in (2.5) gives that the
domain of f is compact. Thus f is not only continuous, but is uniformly
continuous. This uniform continuity and (2.14) give
lim
n→∞
∥∥∥∥∥f
(
F
n∏
i=1
Mi
)
− f
(
n∏
i=1
Di
)∥∥∥∥∥ = 0,
and so
f
(
F
n∏
i=1
Mi
)
≍ f
(
n∏
i=1
Di
)
.
The sequential closure equalities in the theorem follow from the third
remark in the introduction and the error estimates follow from Corollary 1
and the boundedness assumption. 
We conclude this section by comparing these results to some of those
from the recent paper [5], which mainly focuses on applying the hyperbolic
geometry of Mo¨bius maps to the convergence theory of continued fractions
with complex elements. Consider the following two results from [5] that are
closely related the results of this section:
Theorem 5 (Theorem 4.2 of [5]). Suppose that G is a topological group
whose topology is derived from a right-invariant metric σ0, and that (G,σ0)
is complete. Let f1, f2, . . . be any sequence of elements of G. Then, for each
k, there is a neighborhood Nk of fk such that if, for all j, gj ∈ Nj , then
(g1 · · · gn)(f1 · · · fn)−1 converges to some element h of G.
The above theorem shares some of the structure of Theorem 2. In par-
ticular it gives the existence of a limit similar to the limit F in Theorem 2.
The hypotheses are quite different, however, and asymptotics are not given
in Theorem 5. Also, sizes of the neighborhoods are not provided.
For the following corollary, some definitions involving hyperbolic geometry
are useful. A Mo¨bius map acting on R̂N is a finite composition of maps each
of which is an inversion or reflection in someN−1-dimensional hyperplane or
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hypersphere in R̂N . The Mo¨bius group acting on R̂N is the group generated
by these inversions or reflections. The conformal Mo¨bius group, denoted
MN , is the subgroup of those maps that are orientation preserving, which
means that they can be expressed as the composition of an even number of
such inversions. See [5, 6].
Corollary 2 (Corollary 4.3 of [5]). Let f1, f2, . . . be any sequence of Mo¨bius
maps. Then, for each k, there is a neighborhood Nk of fk such that if
gj ∈ Nj, j = 1, 2, . . . , then there is some Mo¨bius map h such that for all z,
σ(g1 · · · gn(z), hf1 · · · fn)) → 0 as n → ∞. In particular, for each point z,
limn g1 · · · gn(z) exists if and only if limn f1 · · · fn(z) exists.
The differences with our theorem are that the setting in Theorem 2 is
more general and the sizes of the neighborhoods are not given in Corollary
2. However, in the case of complex Mo¨bius maps, in [5] it is shown that the
neighborhoods Nj can be taken to be the set of Mo¨bius maps g that satisfy
(2.15) ||g − fj|| < 1
2j+2||f1||2 · · · ||fj−1||2||fj || .
Here the norms are of the matrix representations of the Mo¨bius maps fi and
g.
Comparing this with Theorem 2, it can be seen that for the case of com-
plex Mo¨bius maps, unless enough of the norms ||fi|| are small, one expects
our condition {Di−Mi} ∈ l1 to be weaker in general, and thus our result to
be stronger. Note that Theorem 2 also gives information about the sequen-
tial closure as well as asymptotics with error terms. Information about the
sequential closure is implicit, however, in Corollary 4.3 of [5] above.
There is another theorem in [5] which is also related to Theorem 2. In
fact, it is a generalization of the Stern-Stolz theorem presented in the intro-
duction. Before stating the theorem, a couple of definitions concerning the
hyperboloid model of hyperbolic space are required.
For x and y in RN+1, let
q(x, y) = x1y1 + x2y2 + · · ·+ xNyN − xN+1yN+1,
and
HN = {x ∈ RN+1 : q(x, x) = 1, xN+1 > 0}.
HN is one branch of a hyperboloid of two sheets. It can be shown that
HN can be endowed with a hyperbolic metric and that the matrix group
O+(N + 1, 1), which preserve q as well as the condition xN+1 > 0, act as
isometries on this space. Let g be a Mo¨bius map which acts on RN , and
hence by the Poincare´ extension, on HN+1. Suppose then that g corresponds
to the (N +2)× (N +2) matrix A which acts on HN+2. In [5] the following
beautiful generalization of the Stern-Stolz theorem is given:
Theorem 6 (“The General Stern-Stolz Theorem” [5]). Suppose that g1, g2
. . . are Mo¨bius maps in MN , and that gn is represented by the (N + 2) ×
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(N + 2) matrix An as above. If
(2.16)
∞∑
n=1
√
||An||2 − ||I||2
converges, then the sequence g1 · · · gn is strongly divergent.
Consider the N = 0 case. Then this theorem should be compared with
the case of Theorem 3 in which H is unitary, and the matrices Mi represent
Mo¨bius maps. In Theorem 6, (2.16) is exactly the condition required for∑
n ρ(j, gn(j)) to be bounded in H. (Here ρ is the hyperbolic metric on
H, where H := {(x1, x2, x3) ∈ R3 : x3 > 0}, and j = (0, 0, 1).) Next,
(2.16) is sufficient to guarantee that ρ(j, g1 · · · gn(j)) is finite, and thus the
orbits of the product g1 · · · gn never leave H. This later condition is what
is meant by “strong divergence”. Now the Mo¨bius maps that fix j are the
unitary maps and g(j) = j if and only if ||g||2 = 2. The condition (2.16) can
thus be interpreted as saying that the elements gn approach some sequence
of unitary elements sufficiently rapidly. This is roughly the same as the
condition on the sequence {Di} in Theorem 3 when H is unitary. Of course
the conclusion of the theorems go in different directions.
In the next section we apply the d = 2 case of Theorem 4 to get detailed
information about the sequential closures of continued fractions.
3. l1 limit 1-periodic continued fractions
The signal result of this section is Theorem 7 which for the unifies the
evaluation (in terms of sequential closures) of l1 limit 1-periodic continued
fractions in loxodromic and elliptic cases. We also study the statistics of the
classical approximants in cases of sequential closures of infinite cardinality.
First recall the correspondence between 2 × 2 matrices and continued
fractions. It is easily understood by remembering the correspondence be-
tween compositions of linear fractional transformations and products of 2×2
matrices, and then noting that the composition of linear fractional transfor-
mations can be written as a continued fraction. For example, observe that
for a general linear fractional transformation (avoiding cases such as c = 0):
az + b
cz + d
=
a
c
+
(
bc−ad
c2
)
d
c + z
.
Thus, generically, any composition of a finite number of non-trivial linear
fractional transformations can be written as a finite continued fraction. But
to generate a continued fraction, one does not need to work with such general
linear fractional transformations. In particular, working with transforma-
tions of the form (
ai
bi + z−1
)−1
=
biz + 1
aiz
leads to the correspondence between matrices and continued fractions that
will be used below:
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(3.1)
 Pn Pn−1
Qn Qn−1
 =
 b0 1
1 0
 b1 1
a1 0
 · · ·
 bn 1
an 0
 ,
where
Pn
Qn
= b0 +
a1
b1 +
a2
b2 +
a3
b3 + · · · +
an
bn
.
Here Pn and Qn are the numerator and denominator polynomials (called
convergents) in the variables ai and bi obtained by simplifying the rational
function that is the finite continued fraction. Their ratio, Pn/Qn, is called
the nth classical approximant of the continued fraction. When working with
continued fractions with arbitrary sequences of elements, it is assumed that
at most one numerator element ai vanishes. Also, we assume that for all n,
(an, bn) 6= (0, 0). Moreover, if for some positive integer N , aN = 0, then the
continued fraction is finite, and thus converges. Notice that in this case, the
sequences Pn and Qn still exist and are in general non-constant for values
of n > N . However, in this situation the ratio Pn/Qn will be fixed, when
it is defined, and in the cases considered, it will be proved that the ratio is
defined for n sufficiently large.
From (3.1) one reads off immediately the fundamental recurrences for the
convergents Pn and Qn:
(3.2)
Pn Pn−1
Qn Qn−1
 =
Pn−1 Pn−2
Qn−1 Qn−2
 bn 1
an 0
 .
Taking the determinant on both sides of (3.1) gives the determinant formula
for the convergents of a continued fraction:
(3.3) PnQn−1 − Pn−1Qn = (−1)n−1a1a2 · · · an.
An infinite continued fraction
(3.4)
∞
K
n=1
an
bn
:=
a1
b1 +
a2
b2 +
a3
b3 + · · ·
is said to converge in C (respectively in Ĉ) if
lim
n→∞
a1
b1 +
a2
b2 +
a3
b3 + · · · +
an
bn
exists in C (respectively in Ĉ). Let {ωn} be a sequence of complex numbers.
If
lim
n→∞
a1
b1 +
a2
b2 +
a3
b3 + · · · +
an
bn + ωn
exist, then this limit is called the modified limit of K∞n=1(an|bn) with respect
to the sequence {ωn}. Detailed discussions of modified continued fractions,
as well as further pointers to the literature, are given in [28]. Other treat-
ments of the analytic theory of continued fractions can be found in Henrici
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[16], Jones and Thron [22], Perron [36], and Wall [50] . Note that by (3.1)
and (3.2),
(3.5) b0 +
a1
b1 +
a2
b2 +
a3
b3 + · · · +
an
bn + ωn
=
Pn + ωnPn−1
Qn + ωnQn−1
.
In the following theorem, the sequential closure of the sequence of approx-
imants of a general class of continued fractions is computed. It transpires
that the sequential closure is a circle (or a finite subset of a circle) on the
Riemann sphere. The result was obtained by considering the problem of
finding a uniform generalization of the examples in the introduction.
Our theorem concerns the asymptotics of the continued fraction
(3.6)
−αβ + q1
α+ β + p1 +
−αβ + q2
α+ β + p2 + · · · +
−αβ + qn
α+ β + pn
,
where the sequences pn and qn approach 0 in l1 and the constants α and β
are points in the complex plane. Specifically assume that
(3.7)
∞∑
n=1
|pn|+ |qn| <∞.
Let
εn := max
(∑
i>n
|pi|,
∑
i>n
|qi|
)
,
and put
fn(w) :=
−αβ + q1
α+ β + p1 +
−αβ + q2
α+ β + p2 + · · · +
−αβ + qn
α+ β + pn + w
,
so that fn := Pn/Qn = fn(0) is the sequence of classical approximants of
the continued fraction (3.6). We follow the common convention in analysis
of denoting the group of points on the unit circle by T, and we extend this
notation in the following way. Define the unitary characteristic to be the
map Tλ with domain Ĉ and codomain 2
bC, given by Tλ = c©(λn) ⊂ Ĉ. From
well-known facts it follows that,
Tλ =

0, if |λ| < 1;
T, if |λ| = 1 and λ is not a root of unity;
{e2piik/m : 0 ≤ k < m}, if λ is a primitive mth root of unity;
∞, if |λ| > 1.
We identify the unitary characteristic with its set of values.
Theorem 7. Throughout this theorem let {pn}n≥1, {qn}n≥1 be complex se-
quences satisfying (3.7); α 6= β be complex numbers with α/β ∈ Ĉ. Consider
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the following limits:
a = a(α, β) = lim
n→∞
α−n(Pn − βPn−1),(3.8)
b = b(α, β) = − lim
n→∞
β−n(Pn − αPn−1),
c = c(α, β) = lim
n→∞
α−n(Qn − βQn−1),
d = d(α, β) = − lim
n→∞
β−n(Qn − αQn−1).
When |α| = |β| 6= 0, all four limits exist, b(α, β) = −a(β, α), and d(α, β) =
−c(β, α); the limits for a and c exist if |α| > |β|, while the limits for b and
d exist if |α| < |β|.
We have
(3.9)
−αβ + q1
α+ β + p1 +
−αβ + q2
α+ β + p2 +
−αβ + q3
α+ β + p3 + · · · =
aTα/β + b
cTα/β + d
.
(Possibly non-existent limits are always annihilated by Tα/β.) Assuming
|α| = |β| 6= 0, and that qn 6= αβ, for n ≥ 1,
(3.10) fn ≍ h((α/β)n+1) where h(z) = az + b
cz + d
;
(3.11) det(h) = ad− bc = (β − α)
∞∏
n=1
(
1− qn
αβ
)
.
Moreover, when |α| = |β| 6= 0 if either |c| 6= |d|, or for 0 ≤ n < m ,
cαn + dβn 6= 0 when |c| = |d| and α/β is a root of unity, then as n→∞,
(3.12)
∣∣fn − h((α/β)n+1)∣∣ = O(εn).
Finally, when |α| = |β| = 1, the following asymptotics for the convergents
Pn and Qn hold as n→∞
(3.13)∣∣∣∣Pn − aαn + bβnα− β
∣∣∣∣ = O(εn) and ∣∣∣∣Qn − cαn + dβnα− β
∣∣∣∣ = O(εn).
Note that the right hand side of (3.9) stands for the set {(az + b)/(cz +
d)|z ∈ Tα/β} and reduces to a point when α/β is 0 or ∞.
Definition. The cardinality of the sequential closure of a continued frac-
tion is called the rank of the continued fraction. Clearly this definition
makes sense for any sequence in a topological space.
Thus for the complex continued fractions covered by Theorem 7, the rank
belongs to the set Z+∪{c}. (Here c denotes the cardinality of R.) In general,
by Bernoulli’s theorem on continued fractions, complex continued fractions
can also have rank ℵ0. Notice that (3.9) gives a unified evaluation of l1 limit
1-periodic continued fractions in both the loxodromic and elliptic cases.
Remark. The identity (3.9) holds in the case where the continued frac-
tion terminates, that is when qn = αβ, for some n, say n = N .
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Theorem 7 is foundational for what follows. We give two corollaries be-
fore the proofs (of Theorem 7 and its corollaries). Further results follow
the proofs. The next corollary gives enough information to identify (up to
sign) the specific coefficients in the linear fractional transformation h in the
theorem in terms of modifications of the original continued fraction. The
succeeding corollary makes that identification.
Corollary 3. Under the conditions of the theorem the following identities
involving modified versions of (3.6) hold in Ĉ. When |α| ≥ |β|,
(3.14) h(∞) = a
c
= lim
n→∞
fn(−β)
= lim
n→∞
−αβ + q1
α+ β + p1 +
−αβ + q2
α+ β + p2 + · · · +
−αβ + qn−1
α+ β + pn−1 +
−αβ + qn
α+ pn
.
When |α| ≤ |β|,
(3.15) h(0) =
b
d
= lim
n→∞
fn(−α)
= lim
n→∞
−αβ + q1
α+ β + p1 +
−αβ + q2
α+ β + p2 + · · · +
−αβ + qn−1
α+ β + pn−1 +
−αβ + qn
β + pn
;
and for k ∈ Z when |α| = |β| 6= 0, we have
h((α/β)k+1) =
a(α/β)k+1 + b
c(α/β)k+1 + d
= lim
n→∞
fn(ωn−k)
= lim
n→∞
−αβ + q1
α+ β + p1 +
−αβ + q2
α+ β + p2 + · · · +
−αβ + qn
α+ β + pn + ωn−k
,(3.16)
where
ωn = − α
n − βn
αn−1 − βn−1 ∈ Ĉ, n ∈ Z.
It is also possible to derive convergent continued fractions which have the
same limit as the modified continued fractions in Corollary 3. The key is to
simply transform them via the Bauer-Muir transformation, see [28]. As this
will be used in the sequel, it is presented here.
Definition The Bauer-Muir transform of a continued fraction b0 +
K(an|bn) with respect to the sequence {wn} from C is the continued frac-
tion d0 +K(cn|dn) whose canonical numerators Cn and denominators Dn
(convergents) are given by C−1 = 1, D−1 = 0, Cn = An + An−1wn,
Dn = Bn + Bn−1wn for n = 0, 1, 2, . . . , where {An} and {Bn} are the
canonical numerator and denominator convergents of b0 +K(an|bn).
Thus the Bauer-Muir transformation gives a continued fraction whose nth
classical approximant is equal to the nth modified approximant of a given
continued fraction.
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Proposition 2. [4, 28, 31] The Bauer-Muir transform of b0+K(an|bn) with
respect to {wn} from C exists if and only if
λn = an − wn−1(bn + wn) 6= 0
for n = 1, 2, 3, . . . . If it exists, then it is given by
b0 + w0 +
λ1
b1 + w1 +
c2
d2 +
c3
d3 + · · · ,
where cn = an−1sn−1, dn = bn + wn − wn−2sn−1, and sn = λn+1/λn.
Because of the generality of the continued fractions in Corollary 3, no
substantial simplification occurs when the Bauer-Muir transformation is ap-
plied, so we do not present the transformed versions of the continued frac-
tions in the corollary.
The following corollary gives (up to a factor of ±1) the numbers a, b,
c, and d in terms of the (convergent) modified continued fractions given in
Corollary 3.
Corollary 4. When |α| = |β| 6= 0 the linear fractional transformation h(z)
defined in Theorem 7 has the following expression
h(z) =
A(C −B)z +B(A− C)
(C −B)z +A− C ,
where A = h(∞), B = h(0), and C = h(1). Moreover, the constants a, b, c,
and d in the theorem have the following formulas
a = sA(C −B), b = sB(A− C), c = s(C −B), d = s(A− C),
where
s = ±
√√√√ (β − α)∏∞n=1 (1− qnαβ)
(A−B)(C −A)(B − C) .
It is interesting to note that the sequence of modifications of (3.6) oc-
curring in (3.16) converge exactly to the sequence h((α/β)n+1) which is
asymptotic to the approximants fn of (3.6).
Dividing through the numerator and denominator of the definition of ωn
by βn−1 gives that the sequence ωn occurring in (3.16) is either a discrete
or a dense set of points on the line
−αT+ β
T+ 1
,
according to whether α/β is a root of unity or not. Observe that −ωn+2 is
the nth approximant of the continued fraction
α+ β +
−αβ
α+ β +
−αβ
α+ β + · · · +
−αβ
α+ β
,
which, except for the initial α + β, is the non-perturbed version of the
continued fraction under study. That the sequential closure of ωn lies on a
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line follows from Theorem 8 below. Combining the continued fraction for
ωn with (3.16) and Theorem 7 yields the intriguing asymptotic as k →∞:
−αβ + q1
α+ β + p1 +
−αβ + q2
α+ β + p2 + · · · +
−αβ + qk
α+ β + pk
≍ lim
n→∞
−αβ + q1
α+ β + p1 +
−αβ + q2
α+ β + p2 + · · ·
+
−αβ + qn−1
α+ β + pn−1 +
−αβ + qn
pn −
−αβ
α+ β +
−αβ
α+ β + · · · +
−αβ
α+ β︸ ︷︷ ︸
n− k − 1 terms
.
(3.17)
The continued fraction on the left hand side is divergent, while its trans-
formed version on the right hand side asymptotically approaches the k-th
approximant of the continued fraction on the left as k →∞. The relation at
(3.17) is valid when
∑ |pi|+ |qi| <∞ and |α| = |β| 6= 0, and can be viewed
as a continued fraction manifestation of Theorem 4.
Proof of Theorem 7. Define
(3.18) Dn :=
(
α+ β + pn 1
−αβ + qn 0
)
, M :=
(
α+ β 1
−αβ 0
)
.
For later use, note that
(3.19) M =
(−β−1 −α−1
1 1
)(
α 0
0 β
)(−β−1 −α−1
1 1
)−1
,
that for n ∈ Z,
(3.20) Mn =
 αn+1 − βn+1 αn − βn
−αβ (αn − βn) αβn − αnβ
 1
α− β ,
and that for n ∈ Z,
(3.21) M−n =

αn−1 − βn−1 α
n − βn
αβ
βn − αn β
n+1 − αn+1
αβ
 gn,
where, to save space later, we have put gn = (α
1−nβ1−n)/(β − α).
Let Pn and Qn denote the nth numerator and denominator convergents of
the continued fraction (3.6). By the correspondence between matrices and
continued fractions (3.1),
(3.22)
 Pn Pn−1
Qn Qn−1
 =
 0 1
1 0
 n∏
j=1
Dj .
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Now assume |α| = |β| = 1. Clearly
||Dn −M ||∞ = max{|pn|, |qn|}.
and thus ∑
n≥1
||Dn −M ||∞ <∞.
It follows that the matrix M and the matrices Dn satisfy the conditions of
Theorem 4. Thus there exists F ∈M2(C) defined by
F = lim
n→∞
 0 1
1 0
 n∏
j=1
DjM
−n
(3.23)
= lim
n→∞
 Pn Pn−1
Qn Qn−1
M−n
= lim
n→∞
 Pn Pn−1
Qn Qn−1
(−β−1 −α−1
1 1
)(
α−n 0
0 β−n
)(−β−1 −α−1
1 1
)−1(3.24)
= lim
n→∞
 Pn Pn−1
Qn Qn−1


αn−1 − βn−1 α
n − βn
αβ
βn − αn β
n+1 − αn+1
αβ
 α1−nβ1−nβ − α .
(3.25)
Taking determinants in (3.24) gives an expression for det(F ):
F1,1F2,2 − F1,2F2,1 = lim
n→∞
(PnQn−1 − Pn−1Qn) 1
(αβ)n
= −
∞∏
n=1
(
1− qn
αβ
)
.
The last equality follows from the determinant formula for continued frac-
tions (3.3).
Consider the non-terminating elliptic case, i.e. |α| = |β| = 1 and qn 6= αβ
for n ≥ 1. It follows that det(F ) 6= 0. Let f : GL2(C)→ Ĉ be given by
f
((
u v
w x
))
=
u
w
.
Note that f is continuous, and thus using Theorem 4, is uniformly continuous
on the compact set
{FMn : n ≥ 1} ∪
⋃
n≥1
{(
Pn Pn−1
Qn Qn−1
)}
.
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Theorem 4 and the matrix product representation of continued fractions
then give that
Pn
Qn
≍ f (FMn) .
Hence using (3.20) and the definition of f ,
Pn
Qn
≍F1,1(α
n+1 − βn+1) + F1,2(−αβ (αn − βn))
F2,1(αn+1 − βn+1) + F2,2(−αβ (αn − βn))(3.26)
=
(F1,1 − βF1,2)
(
α
β
)n+1
+ (αF1,2 − F1,1)
(F2,1 − βF2,2)
(
α
β
)n+1
+ (αF2,2 − F2,1)
= h((α/β)n+1),
where
(3.27) h(z) =
az + b
cz + d
,
with a = F1,1 − βF1,2, b = αF1,2 − F1,1, c = F2,1 − βF2,2, d = αF2,2 − F2,1,
and Fi,j ∈ C are the elements of F . The limit expressions for a, b, c, and
d in the theorem follow by simplifying the constants in h defined here, and
then using (3.25). Next notice that from (3.25), the elements of the matrix
F are symmetric in α and β. This along with the symmetry of Pn and Qn as
well as the definitions of a, b, c, and d implies that b(α, β) = −a(β, α) and
also that d(α, β) = −c(β, α). The limits (3.8) are clearly invariant of the
size of |α| (since Pn is a polynomial of degree n in α), so they all exist under
just the assumption |α| = |β| 6= 0. Note that we can compactly express the
definition of a, b, c, and d in the following matrix equation:(
a b
c d
)
=
(
F1,1 F1,2
F2,1 F2,2
)(
1 −1
−β α
)
.
The product formula for ad− bc follow immediately by taking the determi-
nant and using the expression for det(F ) above. Solving for F gives
(3.28) F =
(
a b
c d
)(
α 1
β 1
)
1
α− β .
Now h : Ĉ→ Ĉ is a continuous bijection when det(h) 6= 0. Put λ = α/β.
From (3.26) and the remarks in the introduction,
c©
(
Pn
Qn
)
= c©(h(λn+1)) = h( c©(λn+1)) = h(Tλ),
and so (3.9) is proved.
To prove the asymptotics for Pn and Qn employ Theorem 4 (i) to obtain
(3.29)
(
Pn Pn−1
Qn Qn−1
)
≍ FMn.
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Substituting (3.20) and (3.28) into (3.29) yields(
Pn Pn−1
Qn Qn−1
)
≍
(
a b
c d
)(
α 1
β 1
)(
αn+1 − βn+1 αn − βn
−αβ(αn − βn) αβn − βαn
)
1
(α− β)2
=
(
a b
c d
)(
αn+1 ∗
βn+1 ∗
)
1
α− β
=
(
aαn+1 + bβn+1 ∗
cαn+1 + dβn+1 ∗
)
1
α− β .
Thus the sequences Pn and Qn have the claimed asymptotics by Theorem
4.
Put An = aα
n + bβn and Bn = cα
n + dβn and observe that∣∣fn − h(λn+1)∣∣ = ∣∣∣∣PnQn − AnBn
∣∣∣∣ ≤ ∣∣∣∣PnBn −AnBnQnBn
∣∣∣∣+ ∣∣∣∣AnBn −QnAnQnBn
∣∣∣∣
≤
∣∣∣∣ 1Qn
∣∣∣∣ εn + ∣∣∣∣ AnQnBn
∣∣∣∣ εn,
and this error is O(εn) providing that Bn is bounded away from 0. (Recall
that Qn ≍ Bn/(α − β).) It is easy to see that Bn is bounded away from
0 under exactly the two conditions given in the theorem. The restriction
|α| = |β| = 1 can be loosened to |α| = |β| 6= 0 by employing the equivalence
transformation in which the numerator elements of the continued fraction
are divided through by |α|2, and the denominator elements by |α|.
Now consider the non-terminating loxodromic case , i.e. |α| 6= |β| and
qn 6= αβ, and assume that αβ 6= 0. Since the continued fraction (3.6) is
of loxodromic type, it converges by Theorem 28, p.p. 151–152 of [28]. By
Theorem 5.1 of [24] the recurrence for the convergents,
Yn = (α+ β + pn)Yn−1 + (−αβ + qn)Yn−2
has a basis of solutions {un(α, β), vn(α, β)} satisfying
(3.30) lim
n→∞
un(α, β)
αn
= lim
n→∞
vn(α, β)
βn
= 1.
Thus there exist r(α, β) and s(α, β) such that
Pn = r(α, β)un(α, β) + s(α, β)vn(α, β).
By (3.30) when |α| > |β|, limn→∞ α−nPn = r(α, β); similarly limn→∞ α−n
Qn exists. Hence the limits for the constants a and c in (3.8) exist. Since
|α| > |β|, Tα/β =∞. Thus the right hand side of (3.9) reduces to a/c. Now,
a
c
= lim
n→∞
Pn − βPn−1
Qn − βQn−1 = limn→∞ fn(−β).
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It is well-known, see [28] p. 160, that limn→∞ fn(−β) = µ when |α| >
|β| > 0, where µ is the classical limit of the continued fraction. The case
|β| > |α| > 0 follows by symmetry.
Next consider the non-terminating loxodromic case where |α| > β = 0,
with qn 6= 0 for n ≥ 1. By taking an equivalence transformation, this is
equivalent to the case α = 1, β = 0. Again by Theorem 5.1 of [24] the
recurrence for the convergents,
Yn = (1 + pn)Yn−1 + qnYn−2
has a solution {un(α, β)} satisfying limn→∞ un = 1. By the Poincare´–
Perron theorem (see the beginning of section 6) there also exists a solution
{vn(α, β)} satisfying limn→∞ vn+1/vn = 0. This implies that there exists a
k > 0 such that vn 6= 0 for n ≥ k. Select such a k. Then for n > k,
lim
n→∞
vn
vk
= lim
n→∞
vk+1
vk
· vk+2
vk+1
· · · · · vn
vn−1
= 0,
and thus it can be concluded that limn→∞ vn = 0. Since Pn and Qn are
linear combinations of un and vn, it follows that the limits for a and c in (3.8)
reduce to a = limn→∞ Pn and c = limn→∞Qn. It is known that when α = 1
and β = 0, the continued fraction converges in Ĉ to limn→∞ Pn/Qn = a/c;
see [28], p.p. 151–152. When α = 1 and β = 0 the right hand side of (3.9)
simplifies thus:
aTα/β + b
cTα/β + d
=
a∞+ b
c∞+ d =
a
c
,
which as has just been shown is the classical limit of the continued fraction.
Now consider the terminating elliptic case, that is assume that |α| =
|β| = 1, and that qN = αβ for some N ≥ 1. Theorem 4 still gives that
F exists and that the asymptotics (3.13) also hold. It follows that a, b, c,
and d exist, although ad− bc = 0. It is easy to check that in this situation
a = a∗α−NPN−1, b = b
∗β−NPN−1, c = a
∗α−NQN−1, and d = b
∗β−NQN−1,
where the numbers a∗ and b∗ are defined by the limits
a∗ = lim
k→∞
α−k(P ∗k − βP ∗k−1),
(3.31) b∗ = − lim
k→∞
β−k(P ∗k − αP ∗k−1),
and P ∗k is the kth numerator convergent of the continued fraction
(3.32) bN +
∞
K
i=1
−αβ + qN+i
α+ β + pN+i
.
(Note that we have use the easily proved identities PN+k = P
∗
kPN−1 and
QN+k = P
∗
kQN−1 which follow from the assumption that qN = αβ.) Because
(3.32) has no vanishing numerators, it follows that it is impossible for both
a∗ and b∗ to vanish. Indeed, what we have already proved above applies to
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the continued fraction (3.32) (so by (3.11) a∗d∗− b∗c∗ 6= 0). Computing the
right hand side of (3.9) gives:
aTα/β + b
cTα/β + d
=
a∗α−NPN−1Tα/β + b
∗β−NPN−1
a∗α−NQN−1Tα/β + b∗β−NQN−1
=
(
PN−1
QN−1
)
a∗α−NTα/β + b
∗β−N
a∗α−NTα/β + b∗β−N
=
PN−1
QN−1
,
since at least one of the limits a∗ or b∗ is non-zero. The condition that
|α| = |β| = 1 can now be loosened to just |α| = |β| 6= 0 by applying an
equivalence transformation.
Finally, consider the terminating loxodromic case, i.e. |α| > |β| and
qN = αβ. As Tα/β = ∞ ∈ Ĉ, we need to show that the limits a and
c exist and that a/c = PN−1/QN−1. The proofs in the non-terminating
loxodromic cases apply here as well and show that the limits a and c ex-
ist. Moreover, a = a∗α−NPN−1, and c = a
∗α−NQN−1, where a
∗ is as
defined in the terminating elliptic case above. Again, the same argument
as in the non-terminating loxodromic cases give that limk→∞ α
−kP ∗k ex-
ists. Moreover, from the Poincare´-Perron theorem on recurrences, see sec-
tion 6, limk→∞ P
∗
k+1/P
∗
k exists, and is equal to either α or β. Thus, since
α, β ∈ C, there follows P ∗k 6= 0 for k sufficiently large. Hence it follows that
PN−1/QN−1 = a/c in this case. The case |α| < |β| and qN = αβ follows by
symmetry. 
Proof of Corollary 3. (3.14) and (3.15) follow immediately from the value
of a modified continued fraction (3.5), with ωn = −β and ωn = −α, respec-
tively, and the limit expressions for a, b, c, and d.
Let f denote the function from the last proof. To get (3.16), observe that
h(λk+1) = f(FMk) = f
(
lim
n→∞
(
Pn Pn−1
Qn Qn−1
)
M−nMk
)
= f
(
lim
n→∞
(
Pn Pn−1
Qn Qn−1
)
M−(n−k)
)
= f
 limn→∞
(
Pn Pn−1
Qn Qn−1
)
αn−k−1 − βn−k−1 α
n−k − βn−k
αβ
βn−k − αn−k β
n−k+1 − αn−k+1
αβ
 gn−k

= lim
n→∞
(αn−k−1 − βn−k−1)Pn − (αn−k − βn−k)Pn−1
(αn−k−1 − βn−k−1)Qn − (αn−k − βn−k)Qn−1
= lim
n→∞
Pn − α
n−k − βn−k
αn−k−1 − βn−k−1Pn−1
Qn − α
n−k − βn−k
αn−k−1 − βn−k−1Qn−1
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= lim
n→∞
Pn + ωn−kPn−1
Qn + ωn−kQn−1
,
where
ωj := − α
j − βj
αj−1 − βj−1 .
The result now follows from (3.5). 
Proof of Corollary 4. The expression for h(z) follows immediately using al-
gebra from (3.14), (3.15), and (3.16) with k = −1. The expressions for a,
b, c, and d follow by using (3.11) along with the fact that the coefficients in
the two expressions for the linear fractional transformation must be equal
up to a constant factor. 
Note that putting k = 0 and k = −1 in (3.26) gives the following identi-
ties:
h(λ) =
F1,1
F2,1
,(3.33)
h(1) =
F1,2
F2,2
.
One naturally wonders just how effectively the parameters a, b, c, and d
in Theorem 7 can be computed. In the next section, a particular contin-
ued fraction is considered which generalizes one of Ramanujan’s, as well as
(1.1), and these parameters explicitly are computed as well-behaved mero-
morphic functions of the variables in the continued fraction. Thus, for the
q-continued fraction studied in the next section, the parameters can not only
be computed, but also have nice formulas.
An interesting special case of Theorem 7 occurs when α and β are distinct
m-th roots of unity (m ≥ 2). In this situation the continued fraction
−αβ + q1
α+ β + p1 +
−αβ + q2
α+ β + p2 +
−αβ + q3
α+ β + p3 +
−αβ + q4
α+ β + p4 + · · ·
becomes limit periodic and the sequences of approximants in the m different
arithmetic progressions modulo m converge. The corollary below, which is
also proved in [10], is an easy consequence of Theorem 7. Note that by
Theorem 7 (3.6) can also have a finite sequential closure in the more general
case that α/β is root of unity, a case not covered in the following corollary.
Corollary 5. Let {pn}n≥1, {qn}n≥1 be complex sequences satisfying
∞∑
n=1
|pn| <∞,
∞∑
n=1
|qn| <∞.
Let α and β be distinct roots of unity and let m be the least positive integer
such that αm = βm = 1 . Define
G :=
−αβ + q1
α+ β + p1 +
−αβ + q2
α+ β + p2 +
−αβ + q3
α+ β + p3 + · · · .
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Let {Pn/Qn}∞n=1 denote the sequence of approximants of G. If qn 6= αβ for
any n ≥ 1, then G does not converge. However, the sequences of numerators
and denominators in each of the m arithmetic progressions modulo m do
converge. More precisely, there exist complex numbers A0, . . . , Am−1 and
B0, . . . , Bm−1 such that, for 0 ≤ i < m,
lim
k→∞
Pmk+i = Ai, lim
k→∞
Qmk+i = Bi.(3.34)
Extend the sequences {Ai} and {Bi} over all integers by making them peri-
odic modulo m so that (3.34) continues to hold. Then for integers i,
(3.35) Ai =
(
A1 − βA0
α− β
)
αi +
(
αA0 −A1
α− β
)
βi,
and
(3.36) Bi =
(
B1 − βB0
α− β
)
αi +
(
αB0 −B1
α− β
)
βi.
Moreover,
(3.37) AiBj −AjBi = −(αβ)j+1α
i−j − βi−j
α− β
∞∏
n=1
(
1− qn
αβ
)
.
Put α := exp(2piia/m), β := exp(2piib/m), 0 ≤ a < b < m, and r :=
m/ gcd(b− a,m). Then G has rank r and its sequential closure is the finite
set in Ĉ given by {Aj/Bj : 1 ≤ j ≤ r}. Finally, for k ≥ 0 and 1 ≤ j ≤ r,
Aj+kr
Bj+kr
=
Aj
Bj
.
Proof. Let M be as in Theorem 7. It follows from (3.19) that
(3.38) M j =

α1+j − β1+j
α− β
αj − βj
α− β
−αβ
(
αj − βj)
α− β
−αj β + αβj
α− β
 ,
and thus that
Mm =
(
1 0
0 1
)
, M j 6=
(
1 0
0 1
)
, 1 ≤ j < m.
Let the matrix F be as in Theorem 7. From (3.29),
(3.39) lim
n→∞
 Pmn+i Pmn+i−1
Qmn+i Qmn+i−1
 = lim
n→∞
F Mmn+i = F M i.
This proves (3.34).
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Now let Ai := limn→∞ Pmn+i, and Bi := limn→∞Qmn+i. Notice by
definition that the sequences {Ai} and {Bi} are periodic modulo m. It
easily follows from (3.39) that Ai Ai−1
Bi Bi−1
 =
 Aj Aj−1
Bj Bj−1
M i−j.
(3.38) also gives that
(3.40) Ai = Aj
α1+i−j − β1+i−j
α− β −Aj−1
αβ
(
αi−j − βi−j)
α− β ,
and
(3.41) Bi = Bj
α1+i−j − β1+i−j
α− β −Bj−1
αβ
(
αi−j − βi−j)
α− β .
Thus
AiBj −AjBi =
(Aj B−1+j −A−1+j Bj) αβ
(
αi−j − βi−j)
α− β .
Equations (3.35) and (3.36) follow from (3.40) and (3.41) by setting j = 1.
(3.37) follows after applying the determinant formula
AjBj−1 −Aj−1Bj = − lim
k→∞
mk+j∏
n=1
(αβ − qn)
= −(αβ)j
∞∏
n=1
(
1− qn
αβ
)
.
Since
∑∞
j=1 |qj| converges to a finite value, the infinite product on the right
side converges.
For the continued fraction to converge, AiBi−1 −Ai−1Bi = 0 is required.
However, (3.37) shows that this is not the case. 
3.1. Distribution of approximants. Let T′ denote the image of T under
h, that is, the sequential closure of the sequence {fn}. The asymptotic for
fn given in Theorem 7 is
(3.42) fn ≍ h(λn+1),
where h is the linear fractional transformation defined in the theorem and
λ = α/β.
Some observations can immediately be made. It is well known that when
λ is not a root of unity, λn+1 is uniformly distributed on T. However, the
linear fractional transformation h stretches and compresses arcs of the circle
T, so that the distribution of h(λn+1) in arcs of T′ is no longer uniform.
(Recall uniform distribution on a curve happens when as n → ∞ each
segment of the curve get’s the proportion of the first n points equal to the
ratio of the segment’s length to the length of the whole curve.) Additionally,
T
′ may not be compact in C. So we consider a probability measure on T′
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giving the probability of an element h(λn+1) being contained in a subset
of T′. This measure is easy to write down. Let S ⊂ T′, then h−1(S) is
a subset of the unit circle. Then since λn is uniformly distributed on T,
P (S) := µ(h−1(S))/2pi gives the probability that for any n, h(λn) ∈ S.
Here µ denotes the Lebesgue measure on T. Note that P depends entirely
on h, and thus only on the parameters a, b, c, and d.
In general fn /∈ T′, but because of (3.42), as n → ∞, the terms of the
sequence fn get closer and closer to the sequence h(λ
n+1) which lies on T′.
Thus we speak of P as the limiting probability measure for the sequence fn
with respect to T′. When the sequential closure is R, we speak of the limiting
probability density function.
More specifically, (3.42) implies that there is a one-to-one correspondence
between the convergent subsequences of h(λn+1) and those of fn such that
the corresponding subsequences tend to the same limit. As h is a homeo-
morphism and λn is uniformly distributed on T, it follows that the proba-
bility of an element of c©(fn) being contained in a subset S of T′ is exactly
P (S) = µ(h−1(S))/2pi.
Fortunately, this distribution is completely controlled by the known pa-
rameters a, b, c, and d. The following theorem gives the points on the
sequential closures whose neighborhood arcs have the greatest and least
concentrations of approximants.
Theorem 8. When α/β = λ ∈ T is not a root of unity and cd 6= 0, the
points on
aT+ b
cT+ d
with the highest and lowest concentrations of approximants are
a
c
|c|+ b
d
|d|
|c|+ |d| and
−a
c
|c|+ b
d
|d|
−|c|+ |d| ,
respectively. If either c = 0 or d = 0, then all points on the sequential
closure have the same concentration. The radius of the sequential closure
circle in C is ∣∣∣∣∣ α− β|c|2 − |d|2
∞∏
n=1
(
1− qn
αβ
)∣∣∣∣∣ ,
and its center is the complex point
|h(1)|2(h(−1) − h(i)) + |h(−1)|2(h(i) − h(1)) + |h(i)|2(h(1) − h(−1))
h(1)(h(i) − h(−1)) + h(−1)(h(1) − h(i)) + h(i)(h(−1) − h(1)) .
The sequential closure is a line in C if and only if |c| = |d|, and in this
case the point of least concentration is ∞.
Proof. Let g(θ) = h(eiθ). Thus g(θ) parametrizes T′ for θ ∈ [0, 2pi] and eiθ
moves with a uniform speed around T as θ moves uniformly from 0 to 2pi.
Then g(θ) moves around T′ at different speeds depending on how the length
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g(θ) change with θ. Accordingly, we wish to compute the rate of change of
the length of g(θ) with respect to θ. We then wish to know when this value
is minimum and maximum. To this end put
l(θ) :=
∫ θ
0
|g′(t)|dt.
Accordingly, l′(θ) = |g′(θ)|. An easy computation gives
l′(θ) =
|ad− bc|
|c|2 + |d|2 + cdeiθ + cde−iθ ,
and thus
l′′(θ) = i
|ad− bc|(cde−iθ − cdeiθ)
(|c|2 + |d|2 + cdeiθ + cde−iθ)2 .
Clearly l′′(θ) = 0 if and only if eiθ = ±|c|d/c|d|. Plugging these values into
h gives the points where the length of g(θ) is changing most and least with
respect to θ.
To find the radius of T′, one computes l(2pi)/2pi:
l(2pi)
2pi
=
1
2pi
∫ 2pi
0
|ad− bc|
|c|2 + |d|2 + cdeiθ + cde−iθ dθ
=
|ad− bc|
2pii
∮
dz
(c+ dz)(d + cz)
,
where the contour on the last integral is the unit circle. A routine evaluation
by the residue theorem along with (3.11) gives the result. The center can
easily be computed as it is the circumcenter of the triangle formed by any
three points on the circle, for example, z1 = h(1), z2 = h(−1), and z3 = h(i).
The well-known formula for the circumcenter of three non-collinear points
in the complex plane
|z1|2(z2 − z3) + |z2|2(z3 − z1) + |z3|2(z1 − z2)
z1(z3 − z2) + z2(z1 − z3) + z3(z2 − z1)
thus gives the center of the sequential closure circle. The final conclusions of
the theorem follow immediately from the formulas for the points of highest
and lowest concentration. 
Corollary 6. If the sequential closure of the continued fraction in (3.6) is
a line in C, then the point of highest concentration of approximants in the
sequential closure is exactly
x0 =
h(∞) + h(0)
2
=
1
2
(
a
c
+
b
d
)
,
the average of the first two modifications of (3.6) given in Corollary 3. More-
over, if the sequential closure is R, then the limiting probability density func-
tion for the approximants is given by the Cauchy density function
(3.43) p(x) =
δ
pi[(x− x0)2 + δ2] ,
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where δ is the dispersion (scale) parameter given by
δ =
h(∞)− h(0)
2i
=
1
2i
(
a
c
− b
d
)
.
For real argument period 1 continued fractions (not limit periodic) the
density function has been studied before (somewhat more informally than
here); see [33, 34].
Proof. If the sequential closure is a line, then Theorem 8 implies that |c| =
|d|. The same theorem also implies that the point of highest concentration
is given by
a
c |c|+ bd |d|
|c|+ |d| .
When |c| = |d|, this simplifies to
1
2
(
a
c
+
b
d
)
,
the average of h(∞) and h(0).
Suppose the sequential closure is R. Let the point x ∈ R be related to
the point z on the unit circle via
x = h(z) =
az + b
cz + d
,
and suppose z = eiθ. Let θ0 ∈ (0, 2pi] be the angle for which z is mapped
to ∞ by h(z), and put z0 = eiθ0 . Let p(x) denote the probability density
function and let fi denote the i-th approximant of (3.6). Then for any
interval [a, b], ∫ b
a
p(x)dx = lim
n→∞
#{fi ∈ [a, b]}0≤i≤n
n
=
µ(h−1([a, b]))
2pi
,
where, the second equality follows from remarks made in the discussion
preceding Theorem 8. In particular,∫ x
−∞
p(t)dt =
length of the arc clockwise from z0 to z
2pi
=
θ0 − θ
2pi
.
Using the Fundamental Theorem of Calculus, one obtains
p(x) =
−1
2pi
dθ
dx
=
−1
2piiz
dz
dx
=
ad− bc
2pii(cx − a)(dx− b)
=
h(∞) − h(0)
2pii(x − h(∞))(x− h(0)) =
δ
pi[(x− x0)2 + δ2] ,
where the parameters are as given in the corollary. 
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Note that our arguments above (in the discussion preceeding Theorem
8, and the proofs of Theorem 8 and its corollary) apply to any uniformly
distributed sequence on T and thus the first part of the following corollary
follows.
Corollary 7. Let {sn} be a sequence that is uniformly distributed on T and
let h(z) = (az + b)/(cz + d) be a linear fractional transformation that maps
T to R. Then the sequence {h(sn)} has a Cauchy distribution on R with
parameters x0 = (a/c+ b/d)/2 and δ = (a/c − b/d)/(2i).
Conversely, every Cauchy distribution on R arises as such a Mo¨bius trans-
formation of a uniformly distributed sequence on T.
Proof. Because of the above discussions we need only to prove the converse
direction. Let a sequence {sn} have a Cauchy distribution on R with pa-
rameters x0 and δ. Then the sequence {sn/δ−x0/δ} has a standard Cauchy
distribution centered at 0 with dispersion parameter 1 on R. Then the trans-
formation (iz + 1)/(−iz + 1) maps this sequence to a uniformly distributed
sequence on T, see [30]. Finally note that the composition of these two maps
of the sequence {sn} is a Mo¨bius transformation. 
The circular Cauchy distributions of [30] are special cases of the family
of distribution functions on circles in Cˆ obtained by applying an arbitrary
non-trivial Mo¨bius transformation to a uniform distribution on the unit cir-
cle. We call this family the Mo¨bius-Cauchy distribution family. It is clearly
closed under the full Mo¨bius group, unlike the circular Cauchy distributions
which are closed under only those Mo¨bius maps that fix the unit circle,
[30]. As (real) Cauchy distributions are closed under the real Mo¨bius group,
the Mo¨bius-Cauchy family forms a natural generalization of the usual real
Cauchy distribution that also includes the family of circular Cauchy distri-
butions as a special case.
3.2. Computing subsequences of approximants converging to any
point on the sequential closure. We recall one of the main conclusions
of Theorem 7. Namely, that if
∑ |pn| < ∞, ∑ |qn| < ∞, |α| = |β| = 1
and λ = α/β is not a root of unity, then fn, the n-th approximant of
K(−αβ + qi|α+ β + pi), satisfies
fn ≍ h(λn+1) := aλ
n+1 + b
cλn+1 + d
,
for some a, b, c and d ∈ C. Thus the approximants densely approach a circle
in the complex plane and a natural question is the following: is it possible to
explicitly determine a subsequence of approximants converging to h(e2piiθ),
for any θ ∈ [0, 1)? The following algorithm solves this problem assuming
knowledge of the regular continued fraction for θ.
Let λ = e2piiγ , γ ∈ (0, 1) and let {an/bn} denote the sequence of even
indexed approximants in the regular continued fraction expansion of γ. Since
λ is not a root of unity, it follows that γ is irrational. For real z, let 〈z〉
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denote the fractional part of z. Thus 〈z〉 = z − ⌊z⌋. Let θ ∈ [0, 1) and, for
n ≥ 1, let rn denote the least positive integer satisfying 0 ≤ rn/bn−θ < 1/bn.
For any positive integer x,
xγ − θ = x
(
γ − an
bn
)
+
xan − rn
bn
+
(
rn
bn
− θ
)
.
Since gcd(an, bn) = 1, there exists a non-negative integer x < bn satisfying
anx ≡ rn (mod bn). Let kn be this solution. Since (ankn − rn)/bn ∈ Z, it
follows that
〈knλ− θ〉 =
〈
kn
(
γ − an
bn
)
+
(
rn
bn
− θ
)〉
.
If the sequence {kn} is unbounded, let {jn} be a strictly increasing sub-
sequence. If {kn} is bounded, replace each kn by kn + bn and once again
let {jn} be a strictly increasing subsequence. From the theory of regular
continued fractions we have that, in either case,
kn
∣∣∣∣γ − anbn
∣∣∣∣ < (kn + bn) ∣∣∣∣γ − anbn
∣∣∣∣ < 2bn ,
and thus that
〈jnγ − θ〉 → 0.
It now follows that fjn−1 ≍ h(γjn)→ h(e2piiθ). Thus
lim
n→∞
fjn−1 = h(e
2piiθ).
Note that for rational λ = m/n, one takes approximants in arithmetic
progressions modulo n to obtain the subsequences tending to the discrete
sequential closure.
3.3. Related work. We are aware of four other places where work re-
lated to the results of this section was given previously. Two of these
were motivated by the identity (1.5) of Ramanujan. The first paper is [2]
which gave the first proof of (1.5). The proof in [2] is particular to the
continued fraction (1.5). However, section 3 of [2] studied the recurrence
xn = (1 + an−1)xn−1 − xn−2 and showed that when
∑
n≥1 |an| < ∞, the
sequence {xn} has six limit points and that moreover a continued fraction
whose convergents satisfies this recurrence under the l1 assumption tends to
three limit points (Theorem 3.3 of [2]). The paper does not consider other
numbers of limits, however. Moreover, the role of the sixth roots of unity
in the recurrence is not revealed. In the section 6 of the present paper, we
treat the general case in which recurrences can have a finite or uncountable
number of limits. Previously in [10] we treated such recurrences with a finite
number m > 1 of limits as well as the associated continued fractions.
Ismail and Stanton [18] gave a proof of (1.5) and also obtained Corollary
9 below. Their method was to use properties of orthogonal polynomials
and they obtained theorems on continued fractions with any finite num-
ber of limits. Unfortunately the method has limitations on the perturbing
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sequences, requiring them to be real. On the other hand, when the ap-
proach applies, it yields a formula for the limits of the continued fraction
in terms of associated orthogonality measures. The general theorem of [18],
Theorem 5.2, is actually a simple application of Theorem 40, of Nevai [32].
The overall approach of [18] was actually employed previously in [1]. [18]
also contains a number of other beautiful explicit new continued fraction
evaluations, similar to (1.5).
We also mention here, in as much as it deals with the convergence of
subsequences of approximants of continued fractions, the results obtained
when the approximants of a continued fractions form normal families. In
these cases there are theorems for expressing the limiting function (of a con-
vergent subsequence of approximants) as Stieltjes integrals. See for example
Henrici [16] and Wall [50]. The work of the present paper deals, however,
with the pointwise limits of the continued fractions, rather than the limits
of subsequences of functions of the variable z in a continued fraction.
Finally, we briefly compare our results with a theorem of Scott and Wall
[41, 50]. Consider the continued fraction
(3.44)
1
b1 +
1
b2 +
1
b3 + · · · .
Theorem 9 (Scott and Wall). If the series
∑ |b2p+1| and∑ |b2p+1s2p|, where
sp = b2 + b4 + · · · + b2p, converge, and lim inf |sp| < ∞, then the continued
fraction (3.44) diverges. The sequence of its odd numerator and denomina-
tors convergents, {A2p+1} and {B2p+1}, converge to finite limits F1 and G1,
respectively. Moreover, if s is a finite limit point of the sequence {sp}, and
lim sp = s as p tends to ∞ over a certain sequence P of indices, then A2p
and B2p converge to finite limits F (s) and G(s), respectively as p tends to
∞ over P , and
F1G(s)−G1F (s) = 1.
If the sequence {sp} has two different finite limit points s and t, then
F (s)G(t)− F (t)G(s) = t− s.
Finally, corresponding to values of p for which lim sp =∞, we have
lim
A2p
B2p
=
F1
G1
,
finite or infinite.
One similarity of this theorem to the present work is that it makes no
assumptions about the size of the sequential closure. It retains much of
the structure of the Stern-Stolz theorem, in as much as it focuses on the
parity of the index of the approximants. However, to understand sequential
closures in general, all subsequences need to be considered. At any rate,
Theorem 9 does not focus on the sequential closure, but rather on loosening
the l1 assumption to the subsequence odd indexed elements of the continued
fraction.
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4. A generalization of certain Ramanujan Continued Fractions
In this section we study the non-trivial case of Theorem 7 in which the
perturbing sequences pn and qn are geometric progressions tending to 0. The
inspiration for this is the beautiful continued fraction (1.4) of Ramanujan.
Theorem 10 below covers the loxodromic (convergent), parabolic, (conver-
gent in this case), as well as the elliptic (divergent) cases simultaneously.
Another point of this section is that it shows how Theorem 7 gives another
approach to the problem of evaluating continued fractions. In fact it is in-
teresting to compare the proof of Theorem 10 to the proofs of special cases
given previously by different methods, see [2, 10, 18].
We first recall that a 1φ1 basic hypergeometric series is defined for |q| < 1
by
1φ1(a; b; q, x) =
∞∑
n=0
(a; q)n
(q; q)n(b; q)n
(−1)nqn(n−1)/2xn.
For the q-product notation used here, please see the introduction. Recall
the notation Tλ defined before Theorem 7. Now define T
∗
λ, the parabolic
unitary characteristic, to be the map from Ĉ to 2
bC, equal to the set Tλ,
when λ 6= 1, and T∗1 is a set consisting of any fixed element of Ĉ−{1}. (The
element of Ĉ − {1} does not matter.) Again, as in Theorem 7, we assume
T
∗
α/β annihilates inconvenient terms when |α| 6= |β| and logq(α/β) ∈ Z. Note
that in these cases, the continued fraction is convergent and thus asymptotic
to its limit, which will be given by the quotient of the remaining terms on
the right-hand side. Thus in (4.2) the restriction logq(α/β) /∈ Z is not too
serious.
Theorem 10. Let q, α, β ∈ C, α/β ∈ Ĉ and |q| < 1, then
(4.1)
−αβ + xq
α+ β + yq +
−αβ + xq2
α+ β + yq2 +
−αβ + xq3
α+ β + yq3 + · · · =(xq
α − β
)
1φ1
(
−xq
yα ;
βq
α ; q,
−yq2
α
)
T
∗
α/β −
(
xq
β − α
)
1φ1
(
−xq
yβ ;
αq
β ; q,
−yq2
β
)
1φ1
(
−xq
yα ;
βq
α ; q,
−yq
α
)
T∗α/β − 1φ1
(
−xq
yβ ;
αq
β ; q,
−yq
β
) .
Moreover, assuming additionally that α 6= β and logq(α/β) /∈ Z,
(4.2)
−αβ + xq
α+ β + yq +
−αβ + xq2
α+ β + yq2 +
−αβ + xq3
α+ β + yq3 + · · · +
−αβ + xqn
α+ β + yqn
≍(xq
α − β
)
1φ1
(
−xq
yα ;
βq
α ; q,
−yq2
α
)
(αβ )
n+1 −
(
xq
β − α
)
1φ1
(
−xq
yβ ;
αq
β ; q,
−yq2
β
)
1φ1
(
−xq
yα ;
βq
α ; q,
−yq
α
)
(αβ )
n+1 − 1φ1
(
−xq
yβ ;
αq
β ; q,
−yq
β
) .
This theorem contains an evaluation for a q-continued fraction under the
widest possible conditions. Notice that the inherent symmetry between α
and β is explicit on both sides of the equations. We present Theorem 10 as
a model of the evaluation of q-continued fractions (for complex |q| < 1).
38 DOUGLAS BOWMAN AND JAMES MC LAUGHLIN
In this theorem, we have not provided the error term for the difference
between the left and right hand sides of (4.2). But Theorem 7 implies
that in the elliptic case (when |α| = |β| = 1), this error is O(qn). In the
loxodromic case (|α| 6= |β|), the error term can be computed from Corollary
11 in Chapter IV of [28].
Comparing this theorem to Theorem 7, it is natural to enquire about
the values of the parameters a, b, c, and d. In fact, the proof of Theorem
10 follows the structure of Theorem 7 and the constants are the expressed
functions in the above statement.
Remark. The need for using the notion of sequential closure instead of
the set of accumulation points can easily be seen here if one considers the
case x = y = q = 0 and α = −β = 1. The approximants of the continued
fraction on the left hand side of (4.1) form the sequence {∞, 0,∞, 0, . . . }.
Accumulation points are defined for sets and as a set it has no accumulation
points. On the other hand, one cannot use the closure of a sequence, since
in general cases (where q 6= 0) the approximants are not in the sequential
closure. Note that in this trivial case, α/β = −1 so that T∗α/β = {1,−1},
and the right hand side of (4.1) simplifies to (T∗α/β + 1)/(T
∗
α/β − 1) so that
both sides are equal as sets.
Before proceeding with the proof, we note a few simple corollaries. The-
orem 10 generalizes certain well-known continued fraction evaluations. For
example, setting α = y = 0 and β = 1, dividing by x, changing x to x/q, and
taking reciprocals in (4.1) yields the evaluation of the important generalized
Rogers-Ramanujan continued fraction:
Corollary 8. For x, q ∈ C and |q| < 1,
1 +
xq
1 +
xq2
1 + · · · =
∑
m≥0
qm
2
xm
(q)m∑
m≥0
qm2+mxm
(q)m
.
The next corollary generalizes Ramanujan’s continued fraction (1.4) with
three limits given in the introduction.
Corollary 9. Let ω be a primitive m-th root of unity and let ω¯ = 1/ω. Let
1 ≤ i ≤ m. Then
(4.3) lim
k→∞
1
ω + ω¯ + q −
1
ω + ω¯ + q2 − · · ·
1
ω + ω¯ + qmk+i
=
ω1−i 1φ1
(
0; qω2; q,−q2ω)− ωi−1 1φ1 (0; q/ω2; q,−q2/ω)
ω−i 1φ1 (0; qω2; q,−qω)− ωi 1φ1 (0; q/ω2; q,−q/ω) .
Proof. This is immediate from (4.2), upon setting x = 0, y = 1, α = ω,
β = ω−1, n = mk + i, then noting that ωmk = 1. 
This result in its present form first appeared in [18]. The authors found
it independently and gave a different proof in [10].
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Corollary 10.
3
2
− 1
3/2 −
1
3/2 −
1
3/2 − · · · = R.
In fact, the limiting probability density function of the approximants of this
continued fraction is given by
p(x) =
√
7
2pi(2x2 − 3x+ 2) .
Proof. In Theorem 10 take α = 3/4+i
√
7/4, β = 3/4−i√7/4, q = x = y = 0.
The limiting probability density function follows from Corollary 6. 
-10 -5 0 5
0.1
0.2
0.3
0.4
Figure 1. The distribution of the first 3000 approximants of
3/2 +K∞n=1
−1
3/2 , with the point x = 3/4 of predicted highest
concentration and the limiting probability density function
p(x) =
√
7/(2pi(2x2 − 3x+ 2)).
Thus Theorem 10 unifies the celebrated Rogers-Ramanujan continued
fraction, Ramanujan’s continued fraction with three limits, and (1.2), the
continued fraction for R given in the introduction; it gives identities that
can have any rank in Z+ ∪ {c}.
It is interesting to consider that although identities such as that in Corol-
lary 10 may appear useless as they display the oscillatory divergence of the
continued fraction, the divergence is actually quite well controlled in the
sense that there is an explicit probability density function for the approx-
imants. Later Corollary 6 will be used to compute the point of highest
concentration as the average of two convergent variants of the original con-
tinued fraction. Thus these continued fractions come with a kind of built-in
summability. Of course, if one is interested in computing the sequential
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closure circle, the continued fraction converge to it rather rapidly, as was
remarked in the first paragraph following Theorem 10. See also Figure 2
below.
Here is the proof of Theorem 10. Following the proof other special cases
are studied.
Proof. This theorem is a simple consequence of Theorem 7 and work from
our paper [11]. First consider the case |α| = |β| = 1. Let Pn and Qn denote
the nth numerator and denominator convergents of (4.2). In [11] we worked
with the related continued fraction
(4.4)
1
1 +
−αβ + xq
α+ β + yq +
−αβ + xq2
α+ β + yq2 +
−αβ + xq3
α+ β + yq3 + · · · .
(Note that in [11] a, b, c, and d were written for α, β, x, and y, respectively.)
Let An and Bn denote the n-th numerator convergent and n-th denominator
convergent, respectively, of (4.4). Then it is immediate that Pn = Bn+1 −
An+1 and Qn = An+1. Observe that since both of these continued fractions
are symmetric in α and β, the explicit expressions for An and Bn ((2.5-6)
from [11]) are also valid with α and β interchanged. All that is needed is to
compute the limits (3.8) from Theorem 7. Now employing the convergents
of (4.2) instead of those for (4.4) puts equations (2.15) and (2.16) from [11]
into the forms
(4.5) lim
N→∞
PN
βN
=
(xq/β − α)
1− α/β
∞∑
n=1
(−xq/yβ)n
(αq/β)n(q)n
(−1)nqn(n−1)/2
(−yq2
β
)n
,
and
(4.6) lim
N→∞
QN
βN
=
1
1− α/β
∞∑
n=1
(−xq/yβ)n
(αq/β)n(q)n
(−1)nqn(n−1)/2
(−yq
β
)n
.
Thus, for example, using (3.8),
b = − lim
N→∞
β−N (PN − αPN−1)
= −
(
lim
N→∞
β−NPN − (α/β) lim
N→∞
β−(N−1)PN−1
)
= − (1− α/β) lim
N→∞
β−NPN
= −
(
xq
β
− α
)
1φ1
(−xq
yβ
;
αq
β
; q,
−yq2
β
)
.
Here the last three equalities followed from (4.5).
The identification of the other constants in h is similar, except that one
must interchange the role of α and β in (4.5) and (4.6) when calculating a
and c.
The case |α| = |β| 6= 0 follows by taking the equivalence transformation
as in the proof of Theorem 7. Note that the parameters α and β in the
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φ function are not restricted to this domain. For brevity in the rest of
the proof, we employ the variables a, b, c, and d, with the understanding
that they represent the φ functions with the above arguments, analytically
continued to their widest domain. (It is easy to check that the φ function is
meromorphic in its variables in the complex plane.)
Now assume that |α| 6= |β|. First note that the difference equation
(4.7) Yn = (1 + λ− zqn)Yn+1 + (−λ+ szqn)Yn+2
has a solution Yn = 1φ1(s;λq; q, zq
n). (This can be checked simply by
equating coefficients.) By Auric’s theorem, see Corollary 11, Chapter IV of
[28], this solution of (4.7) is minimal if |λ| < 1 or λ = 1, and thus for |λ| < 1
or λ = 1,
1φ1(s;λq; q, z)
1φ1(s;λq; q, zq)
= 1 + λ− z + −λ+ sz
1 + λ− zq +
−λ+ szq
1 + λ− zq2 + · · · .
Putting s = −β−1xy−1q, λ = α/β, and z = −β−1yq, taking reciprocals,
multiplying both sides by −α + xq/β and applying a simple equivalence
transformation to the continued fraction, yields that for |α| < |β| or α =
β 6= 0,
(4.8)
b
d
=
−αβ + xq
α+ β + yq +
−αβ + xq2
α+ β + yq2 +
−αβ + xq3
α+ β + yq3 + · · · .
For |α| > |β|, symmetry gives that
(4.9)
a
c
=
−αβ + xq
α+ β + yq +
−αβ + xq2
α+ β + yq2 +
−αβ + xq3
α+ β + yq3 + · · · .
The conclusion follows by noting that for |α| < |β| as n→∞,
aλn+1 + b
cλn+1 + d
≍ b
d
,
while for |α| > |β|,
aλn+1 + b
cλn+1 + d
≍ a
c
.

Remark. We could have simply used (4.5) and (4.6) to complete the
|α| 6= |β| part of the proof, but the approach via Auric’s theorem seemed
preferable as it also yields the evaluation of the continued fraction in the
parabolic case α = β 6= 0.
Consider the special case of the continued fraction in the theorem in which
x = 0 and y = 1. Then
(4.10) h(z) =
−β 1φ1
(
0; βqα ; q,
−q2
α
)
z + α 1φ1
(
0; αqβ ; q,
−q2
β
)
1φ1
(
0; βqα ; q,
−q
α
)
z − 1φ1
(
0; αqβ ; q,
−q
β
) ,
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and thus that the sequential closure of the continued fraction
G(α, β, q) :=
−αβ
α+ β + q −
αβ
α+ β + q2 −
αβ
α+ β + q3 · · ·
is on the circle f(T), where f is defined by
f(z) =
−β 1φ1
(
0; βqα ; q,
−q2
α
)
z + α 1φ1
(
0; αqβ ; q,
−q2
β
)
1φ1
(
0; βqα ; q,
−q
α
)
z − 1φ1
(
0; αqβ ; q,
−q
β
) .
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Figure 2. The convergence of G(exp(ı
√
7), exp(ı
√
5), 0.1)
Figure 2 shows the first 3100 approximants of G(exp(ı
√
7), exp(ı
√
5), 0.1)
and the corresponding circle f(T) predicted by the theory. The larger dots
show the points, again predicted by the theory, of highest and lowest concen-
tration of approximants. Note the error, εn = O(10
−n) and experimentally,
minz∈T |An/Bn − f(z)| ≈ 10−n in agreement with the theory.
Figure 3 shows the first 2700 approximants (with the first 55 omitted,
since they lay relatively distant from the circle of convergence) of
G(exp(ı
√
7), exp(ı(
√
7+2pi/11)), 0.99 exp(ı
√
17)) and its convergence to the
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eleven limit points f(2kpi/11), 0 ≤ k ≤ 10, where f(z) is the associated
linear fractional transformation, together with the circle f(T). The value
q = 0.99 exp(ı
√
17)) was chosen to be close to 1 in absolute value, with
the aim of slowing down the convergence so as to make the behavior more
visible.
0.3325 0.335 0.3375 0.3425 0.345 0.3475
-0.4925
-0.4875
-0.485
-0.4825
-0.48
-0.4775
Figure 3. The convergence of G(exp(ı
√
7), exp(ı(
√
7 +
2pi/11)), 0.99 exp(ı
√
17))
The Bauer-Muir transformation (Proposition 2), can applied to Theorem
10 to obtain convergent continued fractions. The results are contained in
the following corollary. The continued fraction from Theorem 10 will be
denoted as follows.
K(α, β, x, y) :=
−αβ + xq
α+ β + yq +
−αβ + xq2
α+ β + yq2 +
−αβ + xq3
α+ β + yq3 + · · · .
Corollary 11. Let |q| < 1 and let |α| = |β| 6= 0 be distinct complex numbers
such that arg(α/β) is not a rational multiple of pi. When the approximants
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of K(α, β, x, y) are real, so that the continued fraction is dense on R, its
point of highest concentration is given by
x0 =
1
2
(
−β + βyq + xq
α+ yq +K(α, βq, xq, yq)
− α+ αyq + xq
β + yq +K(αq, β, xq, yq)
)
.
In fact, the approximants of K(α, β, x, y) have the Cauchy distribution
p(x) =
δ
pi[(x− x0)2 + δ2] ,
with scale factor
δ =
1
2i
(
−β + βyq + xq
α+ yq +K(α, βq, xq, yq)
+ α− αyq + xq
β + yq +K(αq, β, xq, yq)
)
.
Moreover, assuming only the first sentence,
(4.11)
h(∞) =
(xq
α − β
)
1φ1
(
−xq
yα ;
βq
α ; q,
−yq2
α
)
1φ1
(
−xq
yα ;
βq
α ; q,
−yq
α
) = −β + βyq + xq
α+ yq +K(α, βq, xq, yq)
,
and,
(4.12)
h(0) =
(
xq
β − α
)
1φ1
(
−xq
yβ ;
αq
β ; q,
−yq2
β
)
1φ1
(
−xq
yβ ;
αq
β ; q,
−yq
β
) = −α+ αyq + xq
β + yq +K(αq, β, xq, yq)
.
This corollary exhibits the interesting phenomenon of a continued fraction
that diverges (and is dense in R), yet the statistical distribution is given as
a rational function of the same continued fraction evaluated at points where
it converges.
Proof. By Corollary 3, it follows that h(∞) = limn→∞ fn(−β) and h(0) =
limn→∞ fn(−α), where fn(w) denotes the nth modified approximant of
K(α, β, x, y). Apply Proposition 2 to the continued fraction K(α, β, x, y)
with the modifications wn taken to be the constant sequences {−β,−β, . . . }
and {−α,−α, . . . }, respectively, to obtain the convergent continued frac-
tions for h(∞) and h(0). The series expressions for h(∞) and h(0) follow
directly from Theorem 10. The final conclusion is then an application of
Corollary 6. The conditions x 6= −βy and x 6= −αy are needed to ensure
that the Bauer-Muir transformations exist (λn 6= 0 in Proposition 2). Ob-
serve that these conditions may be dropped in the corollary by the following
well-known version of the q-binomial theorem [15]:
∞∑
n=0
q(n−1)n/2zn
(q)n
= (−z)∞.

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Notice that the two continued fraction to series identities in this corollary
are equivalent by the symmetry in α and β. Also, the series equals continued
fraction identities follow from Theorem 10 by setting β to βq and then
assuming |α| = |β| 6= 0, and manipulation of the continued fraction and
series. (A contiguous relation needs to be employed to simplify the series in
this case.)
In some cases the infinite series in the corollary above can be expressed
as infinite products.
Corollary 12. Let |q| < 1. Then
(4.13) 1− q
1 + q +
∞
K
n=2
q2
1− q2 + q2n−1 =
(q; q5)∞(q
4; q5)∞
(q2; q5)∞(q3; q5)∞
.
Proof. In (4.11), set x = 0, y = 1, replace q by q2, set β = −q and α =
q and simplify the resulting continued fraction by applying a sequence of
equivalence transformations.
For the right side we use two identities due to Rogers [40] (see also [45]
and [44], identities A.16 and A.20):
∞∑
n=0
qn(n+2)
(q4; q4)n
=
1
(q2; q5)∞(q3; q5)∞(−q2; q2)∞ ,
∞∑
n=0
qn
2
(q4; q4)n
=
1
(q; q5)∞(q4; q5)∞(−q2; q2)∞ .
Finally, cancel a factor of q on each side 
The continued fraction above is clearly a transformed version of the
Rogers-Ramanujan continued fraction since they converge to the same limit.
5. Applications to (r, s)-matrix continued fractions
Levrie and Bultheel defined a generalization of continued fractions called
(r, s)-matrix continued fractions [27]. This generalization unifies a number
of generalizations of continued fractions including “generalized (vector val-
ued) continued fractions” and continued fractions obtained by composing
together higher dimensional Mo¨bius transformations, see [28] and [5] for
definitions.
Here we show that our results apply to limit periodic (r, s)-matrix con-
tinued fractions with eigenvalues of equal magnitude yielding estimates for
the asymptotics of their approximants.
For consistency we closely follow the notation used in [27] to define (r, s)-
matrix continued fractions. Let Ms,r(C) denote the set of s × r matrices
over the complex numbers. Let θk be a sequence of n × n matrices over
C. Assume that r + s = n. A (r, s)-matrix continued fraction is associated
with a recurrence system of the form Yk = Yk−1θk. The continued fraction
is defined by its sequence of approximants. These are sequences of s × r
matrices defined in the following manner.
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Define the function f : D ∈Mn(C)→Ms,r(C) by
(5.1) f(D) = B−1A,
where B is the s × s submatrix consisting of the last s elements from both
the rows and columns of D, and A is the s × r submatrix consisting of the
first r elements from the last s rows of D.
Then the k-th approximant of the (r, s)-matrix continued fraction associ-
ated with the sequence θk is defined to be
(5.2) sk := f(θkθk−1 · · · θ2θ1).
To apply Theorem 4 to this situation, we endowMs×r(C) with a metric by
letting the distance function for two such matrices be the maximum absolute
value of the respective differences of corresponding pairs of elements. Then
when f is continuous, our theorem can be applied. (Note that f will be
continuous provided that it exists.)
Let limk→∞ θk = θ, for some θ ∈ Mn(C). Then the recurrence system is
said to be of Poincare´ type and the (r, s)-matrix continued fraction is called
limit periodic.
After this definition Theorem 4 can be applied and the following theorem
results.
Theorem 11. Suppose that the condition
∑
k≥1 ||θk−θ|| <∞ holds, that the
matrix θ is diagonalizable, and that the eigenvalues of θ are all of magnitude
1. Then the kth approximant sk has the asymptotic formula
(5.3) sk ≍ f(θkF ),
where F is the matrix defined by the convergent product
F := lim
k→∞
θ−kθkθk−1 · · · θ2θ1.
Note that because of the way that (r, s)-matrix continued fractions are
defined, we have taken products in the reverse order than the rest of the
paper.
As a consequence of this asymptotic, the sequential closure can be deter-
mined from
c©(sk) = c©(f(θkF )).
In one general case, detailed in the following theorem, we actually get a
convergence theorem.
Theorem 12. Let θk be a sequence of n× n matrices over C satisfying∑
k≥1
||θk − θ|| <∞,
where θ is a diagonal (or antidiagonal) matrix with all diagonal (or antidi-
agonal) elements of absolute value 1. Let r and s be positive integers with
r + s = n.
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Then the matrix
F := lim
k→∞
θ−kθkθk−1 · · · θ2θ1
exists. Suppose further that the bottom right s × s submatrix of F is non-
singular. Then the (r, s)-matrix continued fraction defined by equation (5.2)
converges to f(F ). If θ is antidiagonal, then the even approximants of the
(r, s)-matrix continued fraction defined by equation (5.2) tend to f(F ), while
its odd approximants tend to f(AF ), where A is the antidiagonal matrix with
1s along its antidiagonal.
Proof. The matrix F exists by Theorem 4 (or more precisely, the “trans-
posed” version of Theorem 4). Let
θ = diag(λ1, . . . , λn).
By (5.3),
sk ≍ f(θkF )
=

 λ
k
n−s+1 . . . 0
...
. . .
...
0 . . . λkn

 Fn−s+1,n−s+1 . . . Fn−s+1,n... . . . ...
Fn,n−s+1 . . . Fn,n


−1
×
 λ
k
n−s+1 . . . 0
...
. . .
...
0 . . . λkn

 Fn−s+1,1 . . . Fn−s+1,r... . . . ...
Fn,1 . . . Fn,r

=
 Fn−s+1,n−s+1 . . . Fn−s+1,n... . . . ...
Fn,n−s+1 . . . Fn,n

−1 Fn−s+1,1 . . . Fn−s+1,r... . . . ...
Fn,1 . . . Fn,r

= f(F ).
Thus sk converges to the final matrix product above.
For the case where θ is an antidiagonal matrix, θ2k is a diagonal matrix
and the proof for the even approximants is virtually the same as for the case
where θ is a diagonal matrix. If θ is an antidiagonal matrix, θ2k+1 is also
an antidiagonal matrix. Once again by (5.3),
s2k+1 ≍ f(θ2k+1F )
=

 0 . . . (θ
2k+1)n−s+1,s
... . .
. ...
(θ2k+1)n,1 . . . 0

 F1,n−s+1 . . . F1,n... . . . ...
Fs,n−s+1 . . . Fs,n


−1
×
 0 . . . (θ
2k+1)n−s+1,s
... . .
. ...
(θ2k+1)n,1 . . . 0

 F1,1 . . . F1,r... . . . ...
Fs,1 . . . Fs,r

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=

 0 . . . 1... . . . ...
1 . . . 0

 F1,n−s+1 . . . F1,n... . . . ...
Fs,n−s+1 . . . Fs,n


−1
×
 0 . . . 1... . . . ...
1 . . . 0

 F1,1 . . . F1,r... . . . ...
Fs,1 . . . Fs,r

= f(AF ),
where A is the antidiagonal matrix with 1’s along the antidiagonal. Thus
s2k+1 converges to the final matrix product above. 
Consider now the n = 2 antidiagonal case of Theorem 12. The matrix θ
then has the form
θ =
(
0 1
1 0
)
.
Choose θk to have the form
θk =
(
bk 1
1 + ak 0
)
.
Using the correspondence between matrices and continued fractions (3.1),
we at once obtain the following corollary, first given in [10].
Corollary 13. Let the sequences {an} and {bn} satisfy an 6= −1 for n ≥ 1,∑ |an| <∞ and ∑ |bn| <∞. Then
b0 +
∞
K
n=1
1 + an
bn
diverges. In fact, for p = 0, 1,
lim
n→∞
P2n+p = Ap 6=∞, lim
n→∞
Q2n+p = Bp 6=∞,
and
A1B0 −A0B1 =
∞∏
n=1
(1 + an).
In fact, Corollary 13 is also the α = 1, β = −1 (so m = 2), qn = an and
pn = bn case of Corollary 5. When an = 0, this corollary reduces to the
famous Stern-Stolz theorem discussed in the introduction.
One of the main results of the paper [10] was Corollary 5, which we
applied to obtain an infinite sequence of theorems, similar to the Stern-
Stolz theorem, but with continued fractions of different ranks. Notice that
Theorem 12 provides yet another family of generalizations.
It is interesting to compare Corollary 13 with the “The General Stern-
Stolz Theorem” from [5] in the case of continued fractions. The corollary
for the case of complex continued fractions is:
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Corollary 14. [Corollary 7.5 of [5]] If
∑
n |1− |an|| and
∑
n |bn| converge,
then K(an|bn) is strongly divergent.
The first condition in this result is weaker than analogous condition in
Corollary 13 above. But it should be remarked that Theorem 1, Corollary
13, and Corollary 14 are, in fact, equivalent; the two corollaries follow from
Theorem 1 by an equivalence transformation (and a little analysis). Next,
the condition on the partial numerators in Corollary 14 encodes the informa-
tion that the matrices representing the continued fraction are a perturbation
of unitary matrices. We could have obtained the same result by using Theo-
rem 3, however in this situation one does not obtain as detailed information
about the limits of the convergents. In particular, Corollary 13 also proves
the convergence of the subsequences of convergents {Pn} and {Qn} of equal
parity. Corollary 14 does not furnish this part of the conclusion. On the
other hand, it does prove strong divergence, defined in section 2. Indeed,
the continued fraction in Corollary 14 is not necessarily limit periodic.
6. Poincare´ type recurrence relations with characteristic
roots on the unit circle
Let the complex sequence {xn}n≥0 have the initial values x0, . . . , xp−1
and subsequently be defined by
(6.1) xn+p =
p−1∑
r=0
an,rxn+r,
for n ≥ 0. It is assumed that for n sufficiently large an,0an,p−1 6= 0. Suppose
also that there are numbers a0, . . . , ap−1 such that
lim
n→∞
an,r = ar, 0 ≤ r ≤ p− 1.(6.2)
A recurrence of the form (6.1) satisfying the condition (6.2) is called a
Poincare´-type recurrence. Such recurrences were initially studied by
Poincare´ and later Perron who proved the Poincare´-Perron theorem [24, 37]:
If the roots of the characteristic equation
(6.3) tp − ap−1tp−1 − ap−2tp−2 − · · · − a0 = 0
have distinct norms, then limn→∞ xn+1/xn = α, where α is a root of (6.3).
Moreover, for each root α of (6.3), there exists a solution of (6.1) with term
ratio tending to α.
Because the roots are also the eigenvalues of the associated companion
matrix, they are also referred to as the eigenvalues of (6.1). This result
was improved by O. Perron, who obtained a number of theorems about
the limiting asymptotics of such recurrence sequences. Perron [35] made
a significant advance in 1921 when he proved the following theorem which
treated cases of eigenvalues which repeat or are of equal norm.
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Proposition 3. Let the sequence {xn}n≥0 be defined by initial values x0,
. . . , xp−1 and by (6.1) for n ≥ 0. Suppose also that there are numbers
a0, . . . , ap−1 satisfying (6.2). Let q1, q2, . . . qσ be the distinct moduli of the
roots of the characteristic equation (6.3) and let lλ be the number of roots
whose modulus is qλ, multiple roots counted according to multiplicity, so that
l1 + l2 + . . . lσ = p.
Then, provided an,0 be different from zero for n ≥ 0, the difference equation
(6.1) has a fundamental system of solutions, which fall into σ classes, such
that, for the solutions of the λ-th class and their linear combinations,
lim sup
n→∞
n
√
|xn| = qλ.
The number of solutions of the λ-th class is lλ.
Thus when all of the characteristic roots have norm 1, this theorem gives
that
lim sup
n→∞
n
√
|xn| = 1.
Another related paper is [23] where the authors study products of ma-
trices and give a sufficient condition for their boundedness. This is then
used to study “equimodular” limit periodic continued fractions, which are
limit periodic continued fractions in which the characteristic roots of the
associated 2 × 2 matrices are all equal in modulus. (Thus they are exactly
the class of limit periodic continued fractions of elliptic type.) The matrix
theorem in [23] can also be used to obtain results about the boundedness of
recurrence sequences. Theorem 13 below applies to equimodular recurrences
as well.
More recent is the work of R.J. Kooman [24, 25, 26]. Kooman makes
a detailed study of the asymptotics of Poincare´ type recurrences as well
as outer composition sequences of Mo¨bius transformations. Following our
theorem, we compare our theorem with results of Kooman.
Our focus is on the case where the characteristic roots are of equal mod-
ulus but distinct. Under an l1 perturbation we will show that all non-trivial
solutions of such recurrences are asymptotic to a linear recurrence with con-
stant coefficients. Our theorem is:
Theorem 13. Let the sequence {xn}n≥0 be defined by initial values x0,
. . . , xp−1 and by (6.1) for n ≥ 0. Suppose also that there are numbers
a0, . . . , ap−1 such that
∞∑
n=0
|ar − an,r| <∞, 0 ≤ r ≤ p− 1.
Put
εn = max
0≤r<p
(∑
i>n
|ar − ai,r|
)
.
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Suppose further that the roots of the characteristic equation
(6.4) tp − ap−1tp−1 − ap−2tp−2 − · · · − a0 = 0
are distinct with values α0, . . . , αp−1 of equal modulus R > 0. Then there
exist complex numbers c0, . . . , cp−1 such that
(6.5) R−n
∣∣∣∣∣xn −
p−1∑
i=0
ciα
n
i
∣∣∣∣∣ = O (εn) .
Proof. Assume first that all the characteristic roots have modulus 1. Define
M :=

ap−1 ap−2 . . . a1 a0
1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0
 .
By the correspondence between polynomials and companion matrices, the
eigenvalues of M are α0, . . . , αp−1, so that M is diagonalizable. For n ≥ 1,
define
Dn :=

an−1,p−1 an−1,p−2 . . . an−1,1 an−1,0
1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0
 .
Thus the matrices M and Dn satisfy the conditions of Theorem 4. From
(6.1) it follows that 
xn+p−1
xn+p−2
...
xn
 =
n∏
j=1
Dj

xp−1
xp−2
...
x0
 .
Let F have the same meaning as in Theorem 4. Part (i) then gives that∣∣∣∣∣∣∣∣∣

xn+p−1
xn+p−2
...
xn
− F Mn

xp−1
xp−2
...
x0

∣∣∣∣∣∣∣∣∣ = O (εn) .
(6.5) follows immediately by considering the bottom entry on the left side.
The case of modulus R follows by renormalization. This completes the
proof. 
The following corollary, proved in [10], is immediate.
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Corollary 15. Let the sequence {xn}n≥0 be defined by initial values x0,
. . . , xp−1 as well as (6.1) for n ≥ 0. Suppose also that there are numbers
a0, . . . , ap−1 such that
∞∑
n=0
|ar − an,r| <∞, 0 ≤ r ≤ p− 1.
Assume that the roots of the characteristic equation
tp − ap−1tp−1 − ap−2tp−2 − · · · − a0 = 0
are distinct roots of unity α0, . . . , αp−1. Let m be the least positive integer
such that, for all j ∈ {0, 1, . . . , p−1}, αmj = 1. Then, for 0 ≤ j ≤ m−1, the
subsequence {xmn+j}∞n=0 converges. Set lj = limn→∞ xnm+j, for integers
j ≥ 0. Then the (periodic) sequence {lj} satisfies the recurrence relation
ln+p =
p−1∑
r=0
arln+r,
and thus there exist constants c0, · · · , cp−1 such that
ln =
p−1∑
i=0
ciα
n
i .
We close this section by comparing our result with those from Kooman
[26]. Proposition 1.7 from [26] appears to be most closely related to Theorem
13. Kooman also gives a result of Evgrafov [14] which is also similar to
Theorem 13:
Consider the linear recurrence (6.1) where
∞∑
n=0
|ar − an,r| <∞, 0 ≤ r ≤ p− 1.
If the characteristic polynomial (6.3) has zeros α0, . . . , αp−1 with 0 < |α0| ≤
· · · ≤ |αp−1|, then (6.1) has solutions u(i)n = αni (1 + o(1)).
One difference between Evgrafov’s result and Theorem 13, is that the later
gives an error term. However, Evgrafov’s theorem does not require distinct
characteristic roots. Kooman obtained a result generalizing Evgrafov’s, and
containing an error term:
(Proposition 1.7 of [26]) Let α0, . . . , αp−1 be non-zero, not necessarily
distinct numbers with |α0| ≤ · · · ≤ |αp−1| and let β : N→ R>0 be a function
such that limn→∞ β(n) = 0,
∑∞
n=0 β(n) < ∞, and 0 < max |αi/αi+1| <
lim inf(β(n + 1)/β(n)) ≤ 1 where the maximum is taken over those i such
that |αi| 6= |αi+1|. Let Kn be matrices with ‖Kn‖ = O(β(n)). The matrix
recurrence
(diag(α0, . . . , αp−1) +Kn)xn = xn+1 (n ∈ N)
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has solutions {x(i)n } with
x(i)n = α
n
i ei
(
1 +O
(
∞∑
h=n
β(h)
))
for i = 0, . . . , p − 1.
Here ei is the ith canonical basis element for C
p. The asymptotic in
Theorem 13 can be obtained from Kooman’s Proposition 1.7 as a special
case, but with a different error term. Kooman’s error term can be weaker
because of the assumption that
lim inf
n→∞
β(n+ 1)
β(n)
> 0.
(Note that to obtain the result corresponding to the asymptotic in The-
orem 13 from Kooman’s Proposition 1.7, one must diagonalize the limit-
ing companion matrix, M : set CMC−1 = diag(α0, . . . , αp−1). Then put
Kn = CDnC
−1 − diag(α0, . . . , αp−1). One easily checks that the sequence
Kn satisfies the conditions of Kooman’s proposition.)
7. Conclusion
We have studied convergent subsequences of approximants of complex
continued fractions and generalizations. There is an interesting pattern of
relationships between the limits and asymptotics of subsequences and the
modified approximants of the original sequence. This suggests the general
question of in which other situations do “similar” patterns of relationships
exist? In section 2, it was shown that (at least some of) this behavior
extends to the setting of products of invertible elements in Banach algebras.
More generally, are there other classes of sequences that diverge by oscilla-
tion, but for which “nice” asymptotics for the sequences exist, thus enabling
the computation of the sequential closure? When can the probability den-
sity functions be computed? Even more generally, when “nice” asymptotics
do not exist, is the sequential closure interesting or useful?
Acknowledgements. The authors would like to thank the following people
for helpful discussions or comments: Bruce Berndt, Daniel Grubb, Doug
Hensley, Paul Levrie, Bruce Reznick, Ian Short, and Peter Waterman.
References
[1] Al-Salam, W.A. and Ismail, M. E. H., Orthgonal polynomials associated with the
Rogers-Ramanujan continued fraction, Pacific J. math. 105 (1983), 269–283.
[2] Andrews, G.E., Berndt, B.C., Sohn, J., Yee, A.J. and Zaharescu, A., Continued
fractions with three limit points. Adv. Math. 192 (2005), no. 2, 231–258.
[3] Artzrouni, M., On the convergence of infinite products of matrices. Linear Algebra
and its Applications, 74, (1986), 11–21.
[4] Bauer, G. Von einem Kettenbruch von Euler und einem Theorem von Wallis, Abh.
der Kgl. Bayr. Akad. der Wiss., Mu¨nchen, Zweite Klasse, 11, (1872), 99–116.
54 DOUGLAS BOWMAN AND JAMES MC LAUGHLIN
[5] Beardon, A.F., Continued fractions, discrete groups and complex dynamics. Compu-
tational Methods and Function Theory 1, no. 2, (2001), 535–594.
[6] Beardon, A.F. The Geometry of Discrete Groups, Springer-Verlag, New York, 1983,
p. 26.
[7] Beyn, W.-J. and Elsner, L., Infinite products and paracontracting matrices. Electron.
J. Linear Algebra 2 (1997), 1–8 (electronic).
[8] Borwein, D., Borwein, J., Crandall, R. and Mayer, R., On the dynamics of certain
recurrence relations. The Ramanujan J. 13 (2007), 63–101.
[9] Borwein, J., Luke, D.R., Dynamics of generalizations of the AGM continued fraction
of Ramanujan. Part I: divergence (found online)
[10] Bowman, D. and Mc Laughlin, J., Continued Fractions with Multiple Limits. Adv.
Math. 210 (2007), no. 2, 578-606.
[11] Bowman, D., Mc Laughlin and J., Wyshinski, N.J., A q-Continued Fraction. Inter-
national Journal of Number Theory, Vol. 2, No. 4 (2006) 523-547
[12] Bru, R., Elsner, L. and Neumann, M., Convergence of infinite products of matrices
and inner-outer iteration schemes. Electron. Trans. Numer. Anal. 2 (1994), Dec.,
183–193 (electronic).
[13] de Pree, J.D. and Thron, W.J. On sequences of Moebius transformations. Math. Zeit.
80 (1962), 184–193.
[14] Evgrafov, M. The asymptotic behavior of solutions of difference equations, Dokl. Akad.
Naukk. SSSR 121 (1958), 26–29. [In Russian]
[15] Gasper, G. and Rahman, M. Basic Hypergeometric Series, Cambridge University
Press, 1990, p. 236.
[16] Henrici, P. Applied and Computational Complex Analysis, Volume 2, John Wiley &
Sons, 1977, p.p. 561–585.
[17] Holz, O., On Convergence of Infinite Matrix Products. The Electronic Journal of
Linear Algebra, 7 (2000), 178–181.
[18] Ismail, M. E. H. and Stanton, D., Ramanujan Continued Fractions Via Orthogonal
Polynomials. Adv. Math. 203 (2006), no. 1, 170–193.
[19] Jacobsen, L. and Magnus, A., On the convergence of limit periodic continued fractions
K(an/1), where an →–1/4. Rational approximation and interpolation (Tampa, Fla.,
1983), 243–248, Lecture Notes in Math., 1105, Springer, Berlin, 1984.
[20] Jacobsen, L., On the convergence of limit periodic continued fractions K(an/1), where
an → −
1
4
. II. Analytic theory of continued fractions, II (Pitlochry/Aviemore, 1985),
48–58, Lecture Notes in Math., 1199, Springer, Berlin, 1986.
[21] Jacobsen, L. and Masson, D. R., On the convergence of limit periodic continued
fractions K(an/1), where an → −
1
4
. III. Constr. Approx. 6 (1990), no. 4, 363–374.
[22] Jones, W. B. and Thron, W. J., Continued Fractions: Analytic Theory and Applica-
tions, Addison-Wesley Publishing Company, 1980, p. 389.
[23] Kelton, N. J. and Lange, L. J., Equimodular Limit Periodic Continued Fractions.
Analytic Theory of Continued Fractions II (Pitlochry/Aviemore, 1985). Lecture Notes
in Mathematics, 1199, Springer, Berlin, 1986, 159–219.
[24] Kooman, R.J., Convergence Properties of Recurrence Sequences, CWI Tract, Vol. 83,
Centrum Wisk. Inform., Amsterdam, 1991.
[25] Kooman, R.J., Decomposition of Matrix Sequences, Indag. Math. (N.S.) 5 (1994),
61–79.
[26] Kooman, R.J., Asymptotic Behaviour of Solutions of Linear Recurrences and Se-
quences of Mo¨bius–Transformations. Journal of Approximation Theory 93, (1998),
1–58.
ASYMPTOTICS OF CONTINUED FRACTIONS 55
[27] Levrie, P. and Bultheel, A., Matrix Continued Fractions Related to First-Order Linear
Recurrence Systems. Electronic Transactions on Numerical Analysis, 4 (1996), 46–63.
[28] Lorentzen, L. and Waadeland, H., Continued fractions with applications. Studies in
Computational Mathematics, 3. North-Holland Publishing Co., Amsterdam, 1992,
35–36, 67–68, 94, 151,152,160, 206.
[29] Lorentzen, L., On the convergence of limit periodic continued fractions K(an/1) where
an → −
1
4
. IV. Constr. Approx. 18 (2002), no. 1, 1–17.
[30] McCullagh, P.Mo¨bius transformations and Cauchy parameter estimation, The Annals
of Statistics (24), (1996), 2, p.p. 787–808.
[31] Muir, A Theorem in continuants, Phil. Mag., (5) 3 (1877), 137–138.
[32] Nevai, P. Orthogonal polynomials. Mem. Amer. Math. Soc. No. 213 (1979), p. 143.
[33] Obata, S. and Ohkuro, S., Distribution phenomena in continued fractions and logistic
map. Prog. Theor. Phys. 101 No. 4, April 1999, p.p. 831–846.
[34] Obata, S., Ohkuro, S., and Maeda, T., Chaotic and Chaos-Like Behavior in Continued
Fractions. Prog. Theor. Phys. 101 No. 5, May 1999, Letters, p.p. 1175–1179.
[35] Perron, O., U¨ber Summengleichungen and Poincare´sche differenzengleichungen.
Math. Annalen, 84 (1921), p. 1.
[36] Perron, O., Die Lehre Von Den Kettenbru¨chen, Band II, B.G. Teubner, Stuttgart,
1957.
[37] Poincare´, H., Sur les e´quations line´aires aux diffe´rentielles ordinaires et aux diff-
e´rences finies. American Journal of Math. 7 (1885), p. 213.
[38] Ramanujan, S., Collected Papers. Chelsea, New York, 1962, pp. 214–215.
[39] Ramanujan, S., The lost notebook and other unpublished papers.With an introduction
by George E. Andrews. Springer-Verlag, Berlin; Narosa Publishing House, New Delhi,
1988. xxviii+419 pp. 45
[40] Rogers, L. J., Second memoir on the expansion of some infinite products. Proc. Lond.
Math. Soc. 25 (1894), 318–343.
[41] Scott, W.T. and Wall, H.S.,On the convergence and divergence of continued fractions.
American J. of Math., 69, (1947), 551–561.
[42] Shen, J., Compactification of a set of matrices with convergent infinite products. Lin-
ear Algebra Appl. 311 (2000), no. 1-3, 177–186.
[43] Short, I. The hyperbolic geometry of continued fractions K(1|bn). Annales Academiae
Scientiarum Fennicae Mathematica. 31, 2006, 315–327.
[44] Sills, A. V., Finite Rogers-Ramanujan type identities. Electronic J. Combin. 10(1)
(2003) #R13, 1-122.
[45] Slater, L. J., Further identities of the Rogers-Ramanujan type. Proc. London
Math.Soc. 54 (1952) 147–167.
[46] Stern, M. A., Lehrbuch der Algebraischen Analysis. Leipzig 1860.
[47] Stolz, O. Vorlesungen uber allgemiene Arithmetic. Teubner, Leipzig 1886.
[48] Trench, W. F., Invertibly convergent infinite products of matrices, with applications
to difference equations. Comput. Math. Appl. 30 (1995), no. 11, 39–46.
[49] Trench, W. F., Invertibly convergent infinite products of matrices. J. Comput. Appl.
Math. 101 (1999), no. 1-2, 255–263.
[50] Wall, H.S., Analytic Theory of Continued Fractions. Chelsea Publishing Company,
Bronx, N.Y., 1948, p.p. 27–34,254.
[51] Wedderburn, J.H.M., The Absolute Value of the Product of Two Matrices. Bulletin
of the American Mathematical Society, 31, (1925), 304–308.
56 DOUGLAS BOWMAN AND JAMES MC LAUGHLIN
[52] Wedderburn, J.H.M., Lectures on Matrices. American Mathematical Society Collo-
quium Publications Volume XVII, American Mathematical Society, 1934,
(http://www.ams.org/online bks/coll17/), p. 127.
Northern Illinois University, Mathematical Sciences, DeKalb, IL 60115-
2888
E-mail address: bowman@math.niu.edu
Department of Mathematics, West Chester University, West Chester, PA
19383
E-mail address: jmclaughl@wcupa.edu; http://math.wcupa.edu/~mclaughlin
