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Abstract
As a sequel to [16], this series of three papers constructs the complete degeneration scheme of
four-dimensional Painleve´-type equations which includes the Painleve´-type equations associated
with linear systems of ramified type. In the present paper, we consider the degeneration of
Painleve´-type equations which we call the matrix Painleve´ systems.
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1 Introduction
The Painleve´ equations, which were discovered by Painleve´ [25] and Gambier [6] in the early twen-
tieth century, are non-linear second order ordinary differential equations that define new special
functions. They are closely related to the classical special functions (such as the Gauss hypergeo-
metric function, the Bessel function, and so on) and elliptic functions.
Originally, the Painleve´ equations were classified into six equations. We often denote them as
PI, . . . , PVI. However, from the viewpoint of the theory of initial value spaces ([21]), it is natural
to divide the third Painleve´ equation into three types according to the values of its parameters.
We denote them as PIII(D6), PIII(D7), and PIII(D8). The so-called third Painleve´ equation is then
PIII(D6). We thus consider that there are eight types of Painleve´ equations ([26]).
As is well known, the Painleve´ equations can be written in Hamiltonian form ([22, 19]). Here
we give the eight Hamiltonians:
t(t− 1)HVI
(
α, β
γ, δ
; t; q, p
)
= q(q − 1)(q − t)p2
+ {δq(q − 1)− (2α+ β + γ + δ)q(q − t) + γ(q − 1)(q − t)}p
+ α(α + β)(q − t),
tHV
(
α, β
γ
; t; q, p
)
= p(p+ t)q(q − 1) + βpq + γp− (α+ γ)tq,
HIV (α, β; t; q, p) = pq(p− q − t) + βp+ αq, tHIII(D6) (α, β; t; q, p) = p2q2 − (q2 − βq − t)p− αq,
tHIII(D7) (α; t; q, p) = p
2q2 + αqp+ tp+ q, tHIII(D8) (t; q, p) = p
2q2 + qp− q − t
q
,
HII (α; t; q, p) = p
2 − (q2 + t)p − αq, HI (t; q, p) = p2 − q3 − tq,
2
where HJ is the Hamiltonian corresponding to PJ.
An important aspect of the Painleve´ equations for us is their relation to linear differential
equations; that is, isomonodromic deformations of linear differential equations. The first example
was given by R. Fuchs [4] in the case of the sixth Painleve´ equation. An isomonodromic deformation
is a deformation of a linear differential equation that does not change its “monodromy data”, see
[11] for details. We only give here a brief description of isomonodromic deformations. Throughout
this series of papers, linear differential equations are written in the form of first order systems.
Consider a system of first order linear differential equations:
dY
dx
= A(x, u)Y (1.1)
where A(x, u) is a matrix whose entries are rational functions in x and depend on some parameters
u = (u1, . . . , un).
The isomonodromic deformation of (1.1) is equivalent to an existence of matrices Bi(x, u) (i =
1, . . . , n), rational in x, such that

∂Y
∂x
= A(x, u)Y
∂Y
∂ui
= Bi(x, u)Y (i = 1, . . . , n)
are completely integrable. Then the isomonodromic deformation equations of (1.1) are written as
∂A(x, u)
∂ui
− ∂Bi(x, u)
∂x
+ [A(x, u), Bi(x, u)] = O,
∂Bi(x, u)
∂uj
− ∂Bj(x, u)
∂ui
+ [Bi(x, u), Bj(x, u)] = O.
Hereafter we use the term Painleve´-type equations instead of isomonodromic deformation equations.
For example, suppose that the system (1.1) has the following form
dY
dx
=
n∑
i=1
Ai
x− uiY (Ai ∈Mm(C)) (1.2)
with some generic conditions. Then Bi’s are known to be given by Bi(x, u) = − Aix−ui ([29]).
Here we review the classification of the Painleve´ equations in terms of isomonodromic deforma-
tions. Among the Painleve´ equations, the sixth Painlve´ equation is the “source equation” in the
sense that all the other Painleve´ equations can be obtained from PVI through degenerations. First,
we look at the degeneration scheme of Painleve´ equations, based on the original classification which
classifies the Painleve´ equations into six types.
1+1+1+1
HVI
2+1+1
HV
//
88qqqqqqqqqqqq
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
2+2
HIII(D6)
&&▼
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▼▼
▼▼
▼
88qqqqqqqqqqqq
3+1
HIV
4
HII
//
7/2
HI
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The number in the upper half of each box is the “singularity pattern”, which expresses Poincare´
ranks of the singularities of the associated linear system. More specifically, each number partitioned
by + expresses the number “Poincare´ rank +1” (see Section 2.1). In particular, 1+1+1+1 means
that corresponding linear system has four regular singular points (thus it is a Fuchsian system).
However, in the above scheme, the third Painleve´ equations of type D
(1)
7 ,D
(1)
8 are absent. More-
over, in view of associated linear systems, the degeneration HII → HI has different meaning from
the other degenerations. Namely, the other degenerations correspond to confluences of singular
points of associated linear systems, while the degeneration HII → HI corresponds to the degenera-
tion of the Jordan canonical form of the leading coefficient of (or, more precisely, the degeneration
of the HTL canonical form at) the irregular singular point.
Considering the other possible degenerations of HTL canonical forms and confluences of singular
points, one can obtain the following “complete” degeneration scheme [20]:
1+1+1+1
HVI
2+1+1
HV
//
@@✁✁✁✁✁✁✁✁✁✁✁ //
❂
❂❂
❂❂
❂❂
❂❂
❂❂
2+2
HIII(D6)
3
2 + 1 + 1
HIII(D6)
//
  ❆
❆❆
❆❆
❆❆
❆❆
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❆❆
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HII
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❄❄ //
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2 + 1
HII
3
2 +
3
2
HIII(D8)
7
2
HI
Remark 1. In the case of the Painleve´ equations, since (standard) corresponding linear systems
are rank 2, the degenerations of HTL canonical forms are caused by the degenerations of Jordan
canonical forms. However, in general, a degeneration of an HTL canonical form does not always
correspond to a degeneration of a Jordan canonical form (this will be shown in the forthcoming
papers [14, 15]).
Recently, there have been many generalizations of the Painleve´ equations in the literature. What
is important here is that they can be written as compatibility conditions of linear differential equa-
tions. Thus we can say that they describe isomonodromic deformations of some linear differential
equations. The purpose of the present series of papers is to classify those of four-dimensional phase
space using associated linear systems. More specifically, we construct the degeneration scheme
starting from suitable Fuchsian systems so that we obtain the classification of four-dimensional
Painleve´-type equations.
What is the “source equation” of the degeneration scheme of four-dimensional Painleve´-type
equations? The recent development of the theory of Fuchsian systems ([12, 24, 8]) enables us to
answer the question. That is, there are four Fuchsian systems (thus corresponding four Painleve´-
type equations [27]) which should be placed at the starting points of the degeneration scheme of
four-dimensional Painleve´ type equations: one admits two-dimenional deformation and corresponds
to the Garnier system [7], the remaining three correspond to the so-called Fuji-Suzuki system [5, 30]
(abbreviated to FS-system), the Sasano system [28], and the sixth matrix Painleve´ system [2, 13].
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In [16], the authors constructed the degeneration scheme starting with the above four Fuchsian
systems by considering confluences of singular points. As the result, they obtained the degeneration
scheme of four-dimensional Painleve´-type equations associated with unramified linear equations.
Note that the degeneration scheme of the Garnier system in two variables had already been obtained
by Kimura [17].
However, the confluence of singularities of linear equations is not sufficient to produce all
the four-dimensional Painleve´-type equations. The aim of this series of papers is, by consider-
ing the degeneration of HTL canonical forms, to obtain the “complete” degeneration scheme of
four-dimensional Painleve´-type equations.
In the present paper, we focus on degenerations of HTL canonical forms starting from the
Fuchsian system corresponding to what we call the sixth matrix Painleve´ system.
This paper is organized as follows. In Section 2.1, we explain HTL canonical forms at singular
points of linear systems and demonstrate the degeneration of an HTL form. In Section 3, we present
the Hamiltonians associated with ramified linear systems together with their Lax pairs. Section 4
is devoted to describe correspondences through the Laplace transform.
We give in advance the degeneration scheme of the matrix Painleve´ systems.
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Degeneration schemes of the Sasano systems, the FS systems, and the Garnier systems will
appear in our forthcoming papers [14, 15].
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2 HTL canonical forms and their degeneration
As mentioned earlier, to classify the four-dimensional Painleve´-type equations, we attach a linear
system to each Painleve´-type equation. Hence we would like to introduce simple notations of linear
systems; that is, Riemann schemes and, their abbreviated symbols, spectral types.
The Riemann scheme and the spectral type of a linear system will be defined through the
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collection of “canonical forms” of the linear system. Here the canonical form is determined at each
singular point. We call the canonical form the HTL canonical form (or HTL form) of the system.
2.1 HTL canonical forms
Here we recall the HTL canonical form of a linear system at a singular point. Note that for a linear
system
dY
dx
= A(x)Y,
a transformation of the dependent variable Y = P (x)Z by an invertible matrix P (x) yields the
following system:
dZ
dx
=
(
P (x)−1A(x)P (x)− P (x)−1 dP (x)
dx
)
Z.
We write the coefficient matrix P−1AP − P−1 dPdx as AP (x). This kind of transformation A(x) 7→
AP (x) is called a gauge transformation. We often express the above transformation of the dependent
variable as Y → PY (i.e. we write the new dependent variable as Y again).
Linear systems that we treat in this series of papers are those with rational function coefficients.
Such a system is generally written as follows:
dY
dx
=
(
n∑
ν=1
rν∑
k=0
A
(k)
ν
(x− uν)k+1 +
r∞∑
k=1
A(k)∞ x
k−1
)
Y, A
(k)
j ∈Mm(C). (2.1)
This system has singular points at x = u1, . . . , un, and∞. Choosing one of the singular points and
taking the local coordinates z = x− uν or z = 1/x according to the choice, we write the system at
z = 0 as follows:
dY
dz
=
(
A0
zr+1
+
A1
zr
+ · · · +Ar+1 +Ar+2z + · · ·
)
Y. (2.2)
We denote the field of formal Laurent series in z by C((z)), and the field of Puiseux series ∪p>0C((z
1
p ))
by Kz.
We can convert (2.2) to the HTL canonical form. Here the definition of the HTL canonical
form is as follows.
Definition 1. An element in Mm(Kz) of the form
D0
zl0
+
D1
zl1
+ · · ·+ Ds−1
zls−1
+
Θ
zls
(2.3)
where
• l0, . . . , ls (l0 > l1 > · · · > ls−1 > ls = 1) are rational numbers,
• D0, . . . ,Ds−1 are diagonal matrices,
• Θ is a (not necessarily diagonal) Jordan matrix which commutes with all Dj ’s,
is called an HTL canonical form or HTL form for short.
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The following theorem is fundamental for us.
Theorem 2.1 (Hukuhara [10], Turrittin [31], Levelt [18]). For any
A(z) =
A0
zr+1
+
A1
zr
+ · · ·+Ar+1 +Ar+2z + · · · , Aj ∈Mm(C), (2.4)
there exists a matrix P (z) ∈ GLm(Kz) such that AP (z) is an HTL form
AP (z) =
D0
zl0
+
D1
zl1
+ · · ·+ Ds−1
zls−1
+
Θ
zls
. (2.5)
Here l0, . . . , ls are uniquely determined only by the original system (2.4).
If the following
D˜0
zl0
+
D˜1
zl1
+ · · ·+ D˜s−1
zls−1
+
Θ˜
zls
(2.6)
is another HTL canonical form corresponding to the same system (2.4), there exists a constant
matrix g ∈ GLm(C) and a natural number k ∈ Z≥1 such that
D˜j = g
−1Djg, exp(2piikΘ˜) = g
−1 exp(2piikΘ)g (2.7)
hold.
We call (2.5) the HTL canonical form (or HTL form) of (2.4). The number l0 − 1 is called the
Poincare´ rank of the singular point. When there is a rational number lj that is not an integer, the
singular point is called a ramified irregular singular point. A linear system is said to be of ramified
type if it has a ramified irregular singular point.
When we express the Poincare´ ranks of the singular points of a given system, we attach the
number “Poincare´ rank +1” to each singular point and connect them with “+”. We call it the
singularity pattern of the system.
In this series of papers, the residue matrix Θ of an HTL form is always diagonal (see Sec-
tion 2.2.2). In the next subsection, we define Riemann schemes and spectral types for such cases.
2.2 Riemann schemes and spectral types
2.2.1 Unramified singularities and refining sequences of partitions
The Riemann scheme of a linear system is defined to be the table of HTL forms of the system at
all singular points. Here we introduce a special notation for HTL forms.
For an m×m HTL form
D0
zl0
+
D1
zl1
+ · · ·+ Ds−1
zls−1
+
Θ
z
, (2.8)
let d ∈ Z>0 be the minimum element of {k ∈ Z>0 | klj ∈ Z (j = 0, . . . , s − 1)}. Then the canonical
form (2.8) is rewritten in the following form
T0
z
b
d
+1
+
T1
z
b−1
d
+1
+ · · ·+ Tb−1
z
1
d
+1
+
Θ
z
(2.9)
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where some of Tj ’s may be the zero matrix. Then, by writing the diagonal entries of Tj ’s and Θ as
tjk and θk (k = 1, . . . ,m) respectively, we can express the canonical form as follows:
x = ui
(
1
d
)
︷ ︸︸ ︷
t01 t
1
1 . . . t
b−1
1 θ1
...
...
...
...
t0m t
1
m . . . t
b−1
m θm
. (2.10)
When the position of a singular point under consideration is ∞, then of course we write “x =∞”.
The symbol (1d ) is omitted when d = 1. The table of the above expressions of HTL forms for all
singularities of a linear system is called the Riemann scheme of the system.
It is shown in [16] that the feature of an HTL form of a linear system at an unramified singular
point is well described by the refining sequence of partitions.
Definition 2. Let λ = λ1 . . . λp and µ = µ1 . . . µq be partitions of a natural number m: λ1 + · · ·+
λp = µ1+ · · ·+µq = m Here we assume that λi’s and µi’s are not necessarily arranged in descending
or ascending order.
If there exist a disjoint decomposition {1, 2, . . . , p} = I1
∐ · · ·∐ Iq of the index set of λ such
that µk =
∑
j∈Ik
λj holds, then we call λ a refinement of µ.
Let [p0, . . . , pr] be an (r + 1)-tuple of partitions of m. When pi+1 is a refinement of pi for all
i (i = 0, . . . , r − 1), we call [p0, . . . , pr] a refining sequence of partitions or RSP for short.
The appearance of the RSP is a consequence of the following proposition.
Proposition 2.2. (block diagonalization) For any formal Laurent series
A(z) =
1
zr+1
(A0 +A1z + · · · ) (2.11)
where the eigenvalues of A0 are λ1, . . . , λn and their multiplicities m1, . . . ,mn respectively, we can
choose a formal power series P (z) so that the gauge transformation by P (z) changes (2.11) to the
following form:
AP (z) =


B1
. . .
Bn

 , Bk = 1zr+1
(
Bk0 +B
k
1z + · · ·
)
(2.12)
where Bk0 = λkImk +Nk and Nk is nilpotent.
Therefore the system corresponding to (2.11) is formally reduced to the following n systems:
dZk
dz
= BkZk (k = 1, . . . , n). (2.13)
To compute the HTL form for a given linear system, we first decompose the linear system
according to Proposition 2.2. If the leading matrices B10 , . . . , B
n
0 are semisimple (i.e. if they are
scalar matrices), we focus on the next matrices B11 , . . . , B
n
1 . If they are all semisimple, then (2.13)
again decompose along each eigenvalue of Bk1 (k = 1, . . . , n). In this way, the RSP structure arises.
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Example 2.3. Consider the following HTL form:

t0
1
t01
t0
2
t02

 1z3 +


t1
1
t11
t1
2
t13

 1z2 +


θ1
θ2
θ3
θ4

 1z .
To this HTL form we attach the RSP [22, 211, 1111], which is the spectral type of this HTL form.
The spectral type is also represented as ((11))((1)(1)). We use the latter notation (for detail,
see [16]).
2.2.2 Spectral types of ramified singularities
As we have seen, the spectral type of an unramified singularity is an RSP. If there appear non-
semisimple matrices in the course of the above successive block diagonalizations, we need to perform
the so-called shearing transformation. Then the singularity is in general ramified. As to a ramified
singularity, its spectral type consists of “copies” of RSPs.
Here we briefly explain the shearing transformation. According to Proposition 2.2, it suffices
to consider the reduction of the following system
dY
dz
=
1
zr+1
(A0 +A1z + · · ·+Arzr + · · · )Y (2.14)
where A0 is a Jordan matrix with only one eigenvalue to its HTL form. By means of a scalar gauge
transformation, we can shift A0 by a scalar matrix. Thus, without loss of generality, we can assume
that A0 is nilpotent.
The shearing transformation is a gauge transformation by a diagonal matrix, which is typically
of the form
diag(1, zs, . . . , z(m−1)s) (2.15)
where s is a positive rational number. By applying (more than once in general) the transformation
of this kind with suitable value of s to (2.14), we can make the leading matrix diagonalizable.
Here we illustrate with an example how the shearing transformation works. For the general
case, see for example [3, 10, 32].
Example 2.4. Consider the following system:
dY
dx
=
(
A
(−1)
0
x2
+
A
(0)
0
x
+A∞
)
Y. (2.16)
Here A
(−1)
0 , A
(0)
0 , and A∞ are given as follows:
A
(−1)
0 = t
(
O2
I2
)(
P I2
)
, A
(0)
0 =
(
QP Q
I2 −PQ+ θ0
)
, A∞ =
(
O I2
O O
)
where the matrices Q, P , and Θ are given by
Q =
(
q1 u
−q2/u q1
)
, P =
(
p1/2 −p2u
(p2q2 − θ0 − θ∞2 )/u p1/2
)
, Θ =
(
θ∞2
θ∞3
)
.
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Hereafter, we often abbreviate a scalar matrix kI to k.
This system has an irregular singular point at x = ∞. By changing the independent variable
as z = 1/x, we rewrite the system (2.16) as follows:
dY
dz
= −
(
A∞
z2
+
A
(0)
0
z
+A
(−1)
0
)
Y
=: A(z)Y.
In this case, a shearing matrix can be chosen as follows (though it has different form from
(2.15))
S =
(
I2 O
O z1/2I2
)
. (2.17)
Then we have
AS(z) =
(
O −I
−I O
)
1
z3/2
+
(
−QP O
O PQ− θ0 − 1/2
)
1
z
+
(
O −Q
−tP O
)
1
z1/2
+
(
O O
O −tI
)
.
Note that the leading term has semisimple coefficients. In fact, let G be
G =
(
−I I
I I
)
,
then we have
ASG(z) =
(
I O
O −I
)
1
z3/2
+
(
Θ/2− 1/4 QP+PQ2 − θ
0
2 − 14
QP+PQ
2 − θ
0
2 − 14 Θ/2− 1/4
)
1
z
+ · · · .
Further, applying the gauge transformation by z−1/4, we can eliminate
− 1
4
I4
z . Hence the HTL form
is (
I O
O −I
)
1
z3/2
+
(
Θ/2 O
O Θ/2
)
1
z
.
This can be seen as the direct sum of I2
z3/2
+ Θ/2z (whose spectral type is (11)) and its “copy” made
by the action z1/2 7→ −z1/2. We write this spectral type as (11)2. Together with the HTL form
at x = 0 (it is not difficult to see), we write the spectral type of the system (2.16) as (11)2, (2)(2).
The Riemann scheme is given in Section 3.3.2.
Remark 2. The matrix (2.17) is applicable to the other ramified systems in this paper.
Here we describe the structure of the HTL form (at a ramified irregular singularity) in a more
general setting. Let
T =
T0
z
b
d
+1
+
T1
z
b−1
d
+1
+ · · ·+ Tb−1
z
1
d
+1
+
Θ
z
(2.18)
be the d-reduced (i.e. 0 ≤ ℜ(θ) < 1/d holds for any eigenvalue θ of Θ) HTL form of A(z) ∈
Mm(C((z))). We set
Tirr = T − Θ
z
.
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Let Σ ⊂ C((z1/d)) be the set of the eigenvalues of Tirr ∈ End(V ) where V = C((z1/d)) ⊗C Cm.
Clearly we have V =
⊕
p∈Σ V (p) where V (p) is the eigenspace of Tirr corresponding to p ∈ Σ.
Let Cd be the (multiplicative) cyclic group: Cd = {ζdj | j = 0, . . . , d − 1} where ζd = e2pii/d.
Note that g ∈ Cd acts on C((z1/d)) as
f =
∑
j
fj(z
1/d)j 7→ g · f =
∑
j
fjg
−j(z1/d)j .
Then the following holds.
Proposition 2.5 ([3]). The set Σ is stable under the action of Cd, and there exists a representation
ρ : Cd → GL(V ) such that
ρ(g)Θ = Θρ(g), ρ(g)(V (p)) = V (g · p) (g ∈ Cd, p ∈ Σ).
We note that there exists a direct sum decomposition of Σ:
Σ = Σd1 ⊔ · · · ⊔Σdr
where
p ∈ Σdj def⇐⇒ min{k ∈ Z≥1 | ζdk · p = p} = dj .
We set
Vdj =
⊕
p∈Σdj
V (p).
Then, as seen in the example above, T |Vdj can be represented by the RSP Sj and its dj − 1
copies generated by the Cd-action on it. We denote the collection of S
j and its dj − 1 copies by
Sjdj . If dj equals 1, we simply write S
j
dj
as Sj .
In this way, the HTL form (2.18) can be expressed as S1d1 . . . S
r
dr
, which we call the spectral type
of the singular point. The tuple of the spectral types of all singular points is called the spectral type
of the equation.
Example 2.6. We provide more examples. The spectral types of
x = 0
(
1
2
)
︷ ︸︸ ︷
a α
a α
−a α
−a α
,
x = 0
(
1
2
)
︷ ︸︸ ︷
a α
−a α
b β
−b β
,
x = 0
(
1
2
)
︷ ︸︸ ︷
a α
−a α
0 β
0 γ
,
x = 0
(
1
3
)
︷ ︸︸ ︷
a α
ωa α
ω2a α
0 β
,
x = 0
(
1
4
)
︷ ︸︸ ︷
a α√−1a α
−a α
−√−1a α
(where ω is a cube root of unity) are (2)2, (1)2(1)2, (1)211, (1)31, and (1)4 respectively.
2.3 Degeneration of HTL forms
As was mentioned in Section 1, linear differential equations admit two kinds of degeneration;
namely, confluence of singular points and degeneration of HTL forms.
In this subsection, we illustrate the degeneration of an HTL form which is caused by the
degeneration of a Jordan canonical form.
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Remark 3. The degenerations of HTL forms treated in this paper correspond to degenerations of
Jordan canonical forms. However this is not true in general, see [14, 15].
First, we see an example of the degeneration of a Jordan canonical form. The following matrix(
η 1
0 0
)
(2.19)
is diagonalizable provided that η 6= 0, and when η = 0 the matrix is nilpotent. In other words, the
semisimple matrix (2.19) degenerates to a nilpotent matrix when η tends to 0.
A matrix g that diagonalizes the matrix (2.19) is of the form
g =
(
g1 −g2/η
0 g2
)
(g1, g2 ∈ C×), (2.20)
that is, (
η 1
0 0
)
= g
(
η 0
0 0
)
g−1
holds. Although the freedom g1 and g2 is redundant in this case, we have retained both for later
consideration.
Now we consider the following system:
dY
dx
=
(
A
(−1)
0
x2
+
A
(0)
0
x
+A∞
)
Y. (2.21)
Here A
(−1)
0 , A
(0)
0 , and A∞ are given as follows:
A
(−1)
0 =
(
I2
P
)(
t(1− P ) tI2
)
, A
(0)
0 =
(
−θ∞1 I2 −Q
−Z −Θ
)
, A∞ =
(
−I2 O
O O
)
,
Z = (QP + θ0 + 2θ∞1 )P − (QP + θ0 + θ∞1 ), Θ =
(
θ∞2
θ∞3
)
.
Note that Q and P are assumed to satisfy the relation [P,Q] = θ0 + θ∞1 +Θ.
The Riemann scheme of the system is given by

x = 0 x =∞︷ ︸︸ ︷
0 0
0 0
t θ0
t θ0
︷ ︸︸ ︷
1 θ∞1
1 θ∞1
0 θ∞2
0 θ∞3


and thus the spectral type of which is (2)(2), (2)(11) ([16]).
By changing the independent variable as x = εx˜, we have
dY
dx˜
=
(
ε−1A
(−1)
0
x˜2
+
A
(0)
0
x˜
+ εA∞
)
Y. (2.22)
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In a similar manner to (2.20), we put
G =
(
G1 ε
−1G2
O G2
)
where G1, G2 are 2 × 2 matrices. The arbitrarity such as G1 and G2 will be used to eliminate
negative powers of ε or simplify the system which result from the limit ε→ 0. Using G we have
G(εA∞)G
−1 =
(
−εI I
O O
)
, (2.23)
which tends to a nilpotent matrix as ε→ 0.
Remark 4. The matrices (2.19) and (the right-hand side of) (2.23) are normal forms of matrices
introduced by Oshima [23].
By changing the dependent variable as Y = G−1Y˜ , we have
dY˜
dx˜
= G
(
ε−1A
(−1)
0
x˜2
+
A
(0)
0
x˜
+ εA∞
)
G−1Y˜ . (2.24)
Here we introduce the following transformations:
θ∞1 = ε
−1, θ∞2 = θ˜
∞
2 − ε−1, θ∞3 = θ˜∞3 − ε−1, t = εt˜,
Q = εQ˜− (θ0ε+ 1)P˜−1, P = ε−1P˜ . (2.25)
Moreover, we choose G1 = −εP , G2 = I. Then, by a direct calculation, we have
G(ε−1A
(−1)
0 )G
−1 = t˜
(
O
I
)(
P˜ I
)
+O(ε),
GA
(0)
0 G
−1 =
(
Q˜P˜ Q˜
I −P˜ Q˜+ θ0
)
+O(ε).
Taking the limit ε → 0, we obtain a system of linear differential equations which has a ramified
singularity at x = ∞. In fact, this is the system (2.16), which we have treated in Section 2.2.2.
This is an explicit description of the degeneration of an HTL form. In terms of spectral types, it is
expressed as (2)(11), (2)(2) → (11)2, (2)(2).
3 Lax pairs of degenerate matrix Painleve´ systems
The sixth matrix Painleve´ system is derived from the isomonodromic deformation of the following
Fuchsian system:
dY
dx
=
(
A0
x
+
A1
x− 1 +
At
x− t
)
Y (3.1)
where A0, A1, and At are 4× 4 matrices satisfying the following conditions
A0 ∼
(
O2 O2
O2 θ
0I2
)
, A1 ∼
(
O2 O2
O2 θ
1I2
)
, At ∼
(
O2 O2
O2 θ
tI2
)
, (3.2)
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and
A∞ := −(A0 +A1 +At) = diag(θ∞1 , θ∞1 , θ∞2 , θ∞3 ). (3.3)
Thus the spectral type of the Fuchsian system (3.1) is 22, 22, 22, 211. Taking the trace of (3.3), we
have the Fuchs relation
2(θ0 + θ1 + θt + θ∞1 ) + θ
∞
2 + θ
∞
3 = 0.
The explicit parametrization of (3.1) is as follows ([13, 16]):
Aξ = (U ⊕ I2)−1X−1AˆξX(U ⊕ I2) (ξ = 0, 1, t),
Aˆ0 =
(
I2
O
)(
θ0I2
1
tQ− I2
)
, Aˆ1 =
(
I2
PQ−Θ
)(
θ1I2 − PQ+Θ I2
)
,
Aˆt =
(
I2
tP
)(
θtI2 +QP −1tQ
)
, U ∈ GL(2),
(3.4)
where the matrices Q, P , and Θ are given by
Q =
(
q1 u
−q2/u q1
)
, P =
(
p1/2 −p2u
(p2q2 − θ − θ∞1 − θ∞2 )/u p1/2
)
, Θ =
(
θ∞2
θ∞3
)
. (3.5)
Here we have set θ = θ0+ θ1+ θt. Note that P and Q satisfies [P,Q] = (θ+ θ∞1 )I2+Θ. The matrix
X is given by X =
(
I2 O
Z I2
)
where
Z = (θ∞1 −Θ)−1[−θ1(QP + θ + θ∞1 ) + (QP + θ + θ∞1 )2 − t(PQ+ θt)P ].
Note that the gauge parametrization is slightly different from that in [16], see also Appendix A of
the present paper.
As mentioned in Section 1, the isomonodromic deformation equation of (3.1) is equivalent to
the compatibility condition of the following Lax pair:

∂Y
∂x
=
(
A0
x
+
A1
x− 1 +
At
x− t
)
Y,
∂Y
∂t
= − At
x− tY.
(3.6)
Moreover, the compatibility condition of the Lax pair (3.6) is equivalent to
t(t− 1)dQ
dt
= (Q− t)PQ(Q− 1) +Q(Q− 1)P (Q− t)
+ (θ0 + 1)Q(Q− 1) + (θ + 2θ∞1 − 1)Q(Q− t) + θt(Q− 1)(Q− t), (3.7)
t(t− 1)dP
dt
= −(Q− 1)P (Q− t)P − P (Q − t)PQ− PQ(Q− 1)P
− [(θ0 + 1){P (Q− 1) +QP}+ (θ + 2θ∞1 − 1){P (Q− t) +QP}+ θt{P (Q− t) + (Q− 1)P}]
− (θ + θ∞
1
)(θ0 + θt + θ∞
1
), (3.8)
t(t− 1)dU
dt
=
{−θ1Q+ (Q − t)(PQ+QP ) + 2(θ + θ∞
1
)Q− θtt}U. (3.9)
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Equations (3.7) and (3.8) can be written in the following form:
dqi
dt
=
∂HMatVI
∂pi
,
dpi
dt
= −∂H
Mat
VI
∂qi
(i = 1, 2), (3.10)
du
dt
= −2q1(q1 − 1)(q1 − t)p2 + {q1(q1 − 1) + q1(q1 − t) + (q1 − 1)(q1 − t)− q2}p1
+ (2p2q2 − θ1 − θt − 2θ∞2 )q1 + (2p2q2 − θ0 − 2θ1 − θt − 2θ∞1 − 2θ∞2 + 1)(q1 − 1)
+ (2p2q2 + θ
0 + θ1 + 2θt + 2θ∞1 − 1)(q1 − t) (3.11)
where the Hamiltonian is given by
t(t− 1)HMatVI
(−θ0 − θt − θ∞1 ,−θ1, θt
θ0 + 1, θ + θ∞1 + θ
∞
2
; t;
q1, p1
q2, p2
)
= tr
[
Q(Q− 1)(Q− t)P 2 + {(θ0 + 1− (θ + θ∞1 +Θ))Q(Q− 1) + θt(Q− 1)(Q− t)
+ (θ + 2θ∞1 − 1)Q(Q− t)}P + (θ + θ∞1 )(θ0 + θt + θ∞1 )Q
]
. (3.12)
We call (3.7) and (3.8) the non-abelian description of the sixth matrix Painleve´ system (see Ap-
pendix B).
From (3.5), we can write the symplectic form as tr(dP ∧ dQ).
In this section, we list the linear systems of ramified type which are degenerated from (3.1)
together with their deformations (i.e. systems of t-direction) and associated Hamiltonians.
We provide in advance the Hamilonians of the matrix Painleve´ systems:
t(t− 1)HMatVI
(
α, β, γ
δ, ζ
; t;Q,P
)
= tr[Q(Q− 1)(Q− t)P 2
+ {(δ − ζK)Q(Q− 1)− (2α+ β + γ + δ)Q(Q− t) + γ(Q− 1)(Q− t)}P
+ α(α + β)Q], (3.13)
tHMatV
(
α, β
γ, ζ
; t;Q,P
)
= tr[P (P + t)Q(Q− 1) + βPQ+ γP − (α+ γ)tQ], (3.14)
HMatIV (α, β, ζ; t;Q,P ) = tr[PQ(P −Q− t) + βP + αQ], (3.15)
tHMatIII(D6)(α, β, ζ; t;Q,P ) = tr[P
2Q2 − (Q2 − βQ− t)P − αQ], (3.16)
tHMatIII(D7)(α, ζ; t;Q,P ) = tr[P
2Q2 + αPQ+ tP +Q], (3.17)
tHMatIII(D8)(ζ; t;Q,P ) = tr[P
2Q2 + PQ−Q− tQ−1], (3.18)
HMatII (α, ζ; t;Q,P ) = tr[P
2 − (Q2 + t)P − αQ], (3.19)
HMatI (ζ; t;Q,P ) = tr[P
2 −Q3 − tQ]. (3.20)
Here the parameter ζ is included in such a manner as [P,Q] = ζK where K = diag(1,−1).
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3.1 Singularity pattern 3
2
+ 1 + 1
3.1.1 Spectral type (2)2, 22, 211
The Riemann scheme is given by

x = 0 x = 1
(
1
2
)
x =∞
0
0
θ0
θ0
︷ ︸︸ ︷√
t 0√
t 0
−√t 0
−√t 0
θ∞1
θ∞1
θ∞2
θ∞3


,
and the Fuchs-Hukuhara relation is written as 2θ0 + 2θ∞1 + θ
∞
2 + θ
∞
3 = 0.
The Lax pair is expressed as

∂Y
∂x
=
(
A
(0)
0
x
+
A
(1)
1
(x− 1)2 +
A
(0)
1
x− 1
)
Y,
∂Y
∂t
=
(
−1tA
(1)
1
x− 1
)
Y.
(3.21)
Here A
(0)
0 , A
(1)
1 , and A
(0)
1 are given as follows:
A
(k)
ξ = (U ⊕ I2)−1Aˆ(k)ξ (U ⊕ I2),
Aˆ
(1)
1 = G1
(
O −tI
O O
)
G−11 =
(
I2
−1tZ
)(
−Z −tI
)
,
Aˆ
(0)
1 = G1
(
PQ− θ∞1 tP
I2 −PQ+ θ∞1
)
G−11 ,
Aˆ
(0)
0 =
(
P
−1t (ZP +QP + θ0)
)(
−Z −Q −tI
)
,
Z = (θ∞1 −Θ)−1(−QPQ− θ0Q− t), G1 =
(
I2 O2
−1tZ I2
)
.
Here Q, P , and Θ are
Q =
(
q1 u
−q2/u q1
)
, P =
(
p1/2 −p2u
(p2q2 − θ0 − θ∞1 − θ∞2 )/u p1/2
)
, Θ =
(
θ∞2
θ∞3
)
.
The compatibility condition of (3.21) is equivalent to
t
dQ
dt
= 2QPQ−Q2 − (2θ∞
1
− 1)Q+ t, (3.22)
t
dP
dt
= −2PQP + PQ+QP + (2θ∞
1
− 1)P + θ0, (3.23)
t
dU
dt
U−1 = −2PQ+ 2θ∞
1
. (3.24)
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Equations (3.22) and (3.23) can be written in the following form:
dqi
dt
=
∂HMatIII(D6)
∂pi
,
dpi
dt
= −
∂HMatIII(D6)
∂qi
(i = 1, 2), (3.25)
t
1
u
du
dt
= −2q1(q1p2 + 1) + 2(p1q1 + p2q2)− 2(θ0 + 2θ∞1 + θ∞2 ) + 1 (3.26)
where the Hamiltonian is given by
tHMatIII(D6)
(
θ0,−2θ∞1 + 1, θ0 + θ∞1 + θ∞2 ; t;
q1, p1
q2, p2
)
(3.27)
= tr
[
P 2Q2 − {Q2 + (2θ∞1 − 1)Q− t}P − θ0Q
]
.
3.1.2 Spectral type (11)2, 22, 22
The Riemann scheme is given by

x = 0 x = 1 x =∞ (12)
0
0
θ0
θ0
0
0
θ1
θ1
︷ ︸︸ ︷√
t θ∞2 /2√
t θ∞3 /2
−√t θ∞2 /2
−√t θ∞3 /2


,
and the Fuchs-Hukuhara relation is written as 2θ0 + 2θ1 + θ∞2 + θ
∞
3 = 0.
The Lax pair is expressed as

∂Y
∂x
=
(
A∞ +
A0
x
+
A1
x− 1
)
Y,
∂Y
∂t
= (Nx+B1)Y,
(3.28)
where
A∞ = tN, N =
(
O2 I2
O2 O2
)
, A0 =
(
O2
I2
)(
I2 − P θ0I2
)
, A1 =
(
QP + θ1
P
)(
I2 −Q
)
.
Furthermore the matrix B1 is given by
B1 =
1
t
(
PQ− θ0 O2
I2 −QP − θ1
)
.
Here Q, P , and Θ are
Q =
(
q1 u
−q2/u q1
)
, P =
(
p1/2 −p2u
(p2q2 − θ0 − θ1 − θ∞2 )/u p1/2
)
, Θ =
(
θ∞2
θ∞3
)
.
The compatibility condition of (3.28) is equivalent to
t
dQ
dt
= PQ2 +Q2P −Q2 − (θ0 − θ1)Q+ t, (3.29)
t
dP
dt
= −P 2Q−QP 2 + PQ+QP + (θ0 − θ1)P + θ1. (3.30)
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These are apparently different from the expressions in Appendix B. However, using the relation
[P,Q] = θ0 + θ1 +Θ and a gauge transformation
Q = G−1Q˜G, P = G−1P˜G, G = diag(t−θ
∞
2 , t−θ
∞
3 ),
we can see that (3.29) and (3.30) are essentially the same as (B.4) in Appendix B.
Equations (3.29), (3.30) can be written in the following form:
dqi
dt
=
∂HMatIII(D6)
∂pi
,
dpi
dt
= −
∂HMatIII(D6)
∂qi
(i = 1, 2), (3.31)
t
1
u
du
dt
= 2(p1q1 + p2q2)− 2q1(q1p2 + 1)− θ0 + θ1. (3.32)
The Hamiltonian is given by
tHMatIII(D6)
(
θ1, θ1 − θ0, θ0 + θ1 + θ∞2 ; t;
q1, p1
q2, p2
)
= tr
[
P 2Q2− (Q2+(θ0− θ1)Q− t)P − θ1Q
]
. (3.33)
3.2 Singularity pattern 5
2
+ 1
3.2.1 Spectral type (((2)))2, 211
The Riemann scheme is given by

x = 0
(
1
2
)
x =∞︷ ︸︸ ︷
1 0 −t/2 0
1 0 −t/2 0
−1 0 t/2 0
−1 0 t/2 0
θ∞1
θ∞1
θ∞2
θ∞3


,
and the Fuchs-Hukuhara relation is written as 2θ∞1 + θ
∞
2 + θ
∞
3 = 0.
The Lax pair is expressed as 

∂Y
∂x
=
(
A2
x3
+
A1
x2
+
A0
x
)
Y,
∂Y
∂t
=
A2
x
Y.
(3.34)
The matrices A0, A1, and A2 are given as follows:
Ak = (U ⊕ I2)−1Aˆk(U ⊕ I2),
Aˆ2 = G0
(
O I2
O O
)
G−10 , Aˆ1 = G0
(
Q −P
I −Q
)
G−10 , Aˆ0 = −
(
θ∞1 I2 O
O Θ
)
,
G0 =
(
I O
Z I
)
, Z = (θ∞1 −Θ)−1(P −Q2 − t).
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Here, Q, P , and Θ are
Q =
(
q1 u
−q2/u q1
)
, P =
(
p1/2 −p2u
(p2q2 − θ∞1 − θ∞2 )/u p1/2
)
, Θ =
(
θ∞2
θ∞3
)
.
The compatibility condition of (3.34) is
dQ
dt
= 2P −Q2 − t, dP
dt
= PQ+QP − 2θ∞1 + 1, (3.35)
dU
dt
U−1 = 2Q. (3.36)
Equations (3.35) are written in the following form:
dqi
dt
=
∂HMatII
∂pi
,
dpi
dt
= −∂H
Mat
II
∂qi
(i = 1, 2),
1
u
du
dt
= −2(q1 + p2), (3.37)
where the Hamiltonian is given by
HMatII
(
−2θ∞1 + 1, θ∞1 + θ∞2 ; t;
q1, p1
q2, p2
)
= tr
[
P 2 − (Q2 + t)P + (2θ∞1 − 1)Q
]
. (3.38)
3.2.2 Spectral type (((11)))2 , 22
The Riemann scheme is given by

x = 0 x =∞ (12)
0
0
θ0
θ0
︷ ︸︸ ︷
1 0 −t/2 θ∞2 /2
1 0 −t/2 θ∞3 /2
−1 0 t/2 θ∞2 /2
−1 0 t/2 θ∞3 /2


,
and the Fuchs-Hukuhara relation is written as 2θ0 + θ∞2 + θ
∞
3 = 0.
The Lax pair is expressed as 

∂Y
∂x
=
(
A0x+A1 +
A2
x
)
Y,
∂Y
∂t
= (−A0x+B1)Y,
(3.39)
where
A0 =
(
O2 I2
O2 O2
)
, A1 =
(
O2 P − tI2
I2 O2
)
, A2 =
(
−Q
I2
)(
−P −PQ+ θ0I2
)
,
B1 =
(
O2 −2P + tI2
−I2 O2
)
.
Here Q, P , and Θ are
Q =
(
q1 u
−q2/u q1
)
, P =
(
p1/2 −p2u
(p2q2 − θ0 − θ∞2 )/u p1/2
)
, Θ =
(
θ∞2
θ∞3
)
.
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The compatibility condition of (3.39) is equivalent to
dQ
dt
= 2P −Q2 − t, dP
dt
= PQ+QP − θ0, (3.40)
and these are written in the following form:
dqi
dt
=
∂HMatII
∂pi
,
dpi
dt
= −∂H
Mat
II
∂qi
,
1
u
du
dt
= −2(q1 + p2). (3.41)
Here the Hamiltonian is given by
HMatII
(
−θ0, θ0 + θ∞2 ; t;
q1, p1
q2, p2
)
= tr
[
P 2 − (Q2 + t)P + θ0Q
]
. (3.42)
3.3 Singularity pattern 3
2
+ 2
3.3.1 Spectral type (2)2, (2)(11)
The Riemann scheme is given by 

x = 0
(
1
2
)
x =∞︷ ︸︸ ︷√−t 0√−t 0
−√−t 0
−√−t 0
︷ ︸︸ ︷
0 θ∞1
0 θ∞1
−1 θ∞2
−1 θ∞3


,
and the Fuchs-Hukuhara relation is written as 2θ∞1 + θ
∞
2 + θ
∞
3 = 0.
The Lax pair is expressed as 

∂Y
∂x
=
(
A0
x2
+
A1
x
+A2
)
Y,
∂Y
∂t
= −1
x
(
A0
t
)
Y,
(3.43)
where A0, A1, and A2 are given as follows:
Aξ = (U ⊕ I2)−1Aˆξ(U ⊕ I2),
Aˆ0 = t
(
I2
P
)(
−P I2
)
, Aˆ1 =
(
−θ∞1 I2 −Q
−Z −Θ
)
, Aˆ2 =
(
O O
O I2
)
,
Z = (QP + 2θ∞1 )P + I.
Here Q, P , and Θ are
Q =
(
q1 u
−q2/u q1
)
, P =
(
p1/2 −p2u
(p2q2 − θ∞1 − θ∞2 )/u p1/2
)
, Θ =
(
θ∞2
θ∞3
)
.
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The compatibility condition of (3.43) is
t
dQ
dt
= 2QPQ+ 2θ∞1 Q+ t, t
dP
dt
= −2PQP − 2θ∞1 P − 1, (3.44)
t
dU
dt
U−1 = 2(QP + θ∞1 ). (3.45)
Equations (3.44) are written in the following form:
dqi
dt
=
∂HMatIII(D7)
∂pi
,
dpi
dt
= −
∂HMatIII(D7)
∂qi
(i = 1, 2), (3.46)
t
1
u
du
dt
= 2(p1q1 + p2q2 − p2q21 − θ∞2 ). (3.47)
The Hamiltonian is given by
tHMatIII(D7)
(
2θ∞1 , θ
∞
1 + θ
∞
2 ; t;
q1, p1
q2, p2
)
= tr
[
P 2Q2 + 2θ∞1 PQ+ tP +Q
]
. (3.48)
3.3.2 Spectral type (11)2, (2)(2)
The Riemann scheme is given by 

x = 0 x =∞ (12)︷ ︸︸ ︷
0 0
0 0
t θ0
t θ0
︷ ︸︸ ︷
1 θ∞2 /2
1 θ∞3 /2
−1 θ∞2 /2
−1 θ∞3 /2


,
and the Fuchs-Hukuhara relation is written as 2θ0 + θ∞2 + θ
∞
3 = 0.
The Lax pair is expressed as 

∂Y
∂x
=
(
A0
x2
+
A1
x
+A2
)
Y,
∂Y
∂t
=
(
B0 +
B1
x
)
Y,
(3.49)
where A0, A1, A2, B0, and B1 are given as follows:
A0 = t
(
O2
I2
)(
P I2
)
, A1 =
(
QP Q
I2 −PQ+ θ0
)
, A2 =
(
O I
O O
)
,
B0 = −1
t
(
O Q
O O
)
, B1 = −
(
O2
I2
)(
P I2
)
.
Here Q, P , and Θ are
Q =
(
q1 u
−q2/u q1
)
, P =
(
p1/2 −p2u
(p2q2 − θ0 − θ∞2 )/u p1/2
)
, Θ =
(
θ∞2
θ∞3
)
.
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The compatibility condition of (3.49) is
t
dQ
dt
= 2QPQ− θ0Q+ t, tdP
dt
= −2PQP + θ0P − 1, (3.50)
and these are written in the following form:
dqi
dt
=
∂HMatIII(D7)
∂pi
,
dpi
dt
= −
∂HMatIII(D7)
∂qi
, t
1
u
du
dt
= 2p1q1 + 2p2q2 − 2p2q21 − 3θ0 − 2θ∞2 . (3.51)
Here the Hamiltonian is given by
tHMatIII(D7)
(
−θ0, θ0 + θ∞2 ; t;
q1, p1
q2, p2
)
= tr
[
P 2Q2 − θ0PQ+ tP +Q
]
. (3.52)
3.4 Singularity pattern 7
2
3.4.1 Spectral type (((((11)))))2
The Riemann scheme is given by

x =∞ (12)︷ ︸︸ ︷
1 0 0 0 t/2 θ∞2 /2
1 0 0 0 t/2 θ∞3 /2
−1 0 0 0 −t/2 θ∞2 /2
−1 0 0 0 −t/2 θ∞3 /2


,
and the Fuchs-Hukuhara relation is written as θ∞2 + θ
∞
3 = 0.
The Lax pair is expressed as 

∂Y
∂x
=
(
A0x
2 +A1x+A2
)
Y,
∂Y
∂t
= (A0x+B1)Y,
(3.53)
where
A0 =
(
O I
O O
)
, A1 =
(
O Q
I O
)
, A2 =
(
−P Q2 + t
−Q P
)
,
B1 =
(
O 2Q
I O
)
.
Here Q, P , and Θ are
Q =
(
q1 u
−q2/u q1
)
, P =
(
p1/2 −p2u
(p2q2 − θ∞2 )/u p1/2
)
, Θ =
(
θ∞2
θ∞3
)
.
The compatibility condition of (3.53) is
dQ
dt
= 2P,
dP
dt
= 3Q2 + t, (3.54)
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and they are written in the following form:
dqi
dt
=
∂HMatI
∂pi
,
dpi
dt
= −∂H
Mat
I
∂qi
,
1
u
du
dt
= −2p2. (3.55)
The Hamiltonian is given by
HMatI
(
θ∞2 ; t;
q1, p1
q2, p2
)
= tr
[
P 2 −Q3 − tQ
]
. (3.56)
3.5 Singularity pattern 3
2
+ 3
2
3.5.1 Spectral type (2)2, (11)2
The Riemann scheme is given by

x = 0
(
1
2
)
x =∞ (12)︷ ︸︸ ︷√
t 0√
t 0
−√t 0
−√t 0
︷ ︸︸ ︷
1 θ∞2 /2
1 θ∞3 /2
−1 θ∞2 /2
−1 θ∞3 /2


,
and the Fuchs-Hukuhara relation is written as θ∞2 + θ
∞
3 = 0.
The Lax pair is expressed as 

∂Y
∂x
=
(
A0
x2
+
A1
x
+A2
)
Y,
∂Y
∂t
=
(
B0 +
B1
x
)
Y,
(3.57)
where A0, A1, A2, B0, and B1 are given as follows:
A0 =
(
O2 O2
−tQ−1 O2
)
, A1 =
(
QP −Q
I2 −PQ− I2
)
, A2 =
(
O I
O O
)
,
B0 =
1
t
(
O Q
O O
)
, B1 =
(
O2 O2
Q−1 O2
)
.
Here Q, P , and Θ are
Q =
(
q1 u
−q2/u q1
)
, P =
(
p1/2 −p2u
(p2q2 − θ∞2 )/u p1/2
)
, Θ =
(
θ∞2
θ∞3
)
.
The compatibility condition of (3.57) is
t
dQ
dt
= 2QPQ+Q, t
dP
dt
= −2PQP − P + I − tQ−2, (3.58)
and these are written in the following form:
dqi
dt
=
∂HMatIII(D8)
∂pi
,
dpi
dt
= −
∂HMatIII(D8)
∂qi
, t
1
u
du
dt
= 2p1q1 + 2p2q2 − 2p2q21 − 2θ∞2 + 1. (3.59)
Here the Hamiltonian is given by
tHMatIII(D8)
(
θ∞2 ; t;
q1, p1
q2, p2
)
= tr
[
P 2Q2 + PQ−Q− tQ−1
]
. (3.60)
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4 Laplace transform
In this section, we describe correspondences of linear systems through the Laplace transform. So
far the configuration of the singular points of a linear system is not important. However, when we
consider the Laplace transform, the singular point x =∞ is distinguished from the other singular
points. Hence, only in this section, we indicate the spectral type corresponding to x =∞ with ∞
over the spectral type.
There are five Hamiltonians in the degeneration scheme of the matrix Painleve´ systems in
Section 1 which have more than one associated linear systems; that is, HMatV , H
Mat
IV , H
Mat
III(D6)
,
HMatIII(D7), and H
Mat
II . The correspondences concerning H
Mat
V and H
Mat
IV are given in [16]. Here we
see the correspondences concerning HMatIII(D6), H
Mat
III(D7)
, and HMatII .
In the case of linear systems of the following form:
d
dx
Y =
[
B (xIl − T )−1 C + S
]
Y (4.1)
where B is an m× l matrix and C is an l×m matrix, the correspondence is very symmetric ([2, 9]).
To see this, we rewrite this equation as(
d
dx − S −B
−C xIl − T
)(
Y
Z
)
= 0. (4.2)
Applying the Laplace transform (x, d/dx) 7→ (−d/dξ, ξ), we have(
ξ − S −B
−C − ddξ − T
)(
Yˆ
Zˆ
)
= 0. (4.3)
Here we have expressed the transformed dependent variables using .ˆ If we regard this equation as
the equation of Zˆ, the equation reads
d
dξ
Zˆ = −
[
C (ξIm − S)−1B + T
]
Zˆ. (4.4)
Through this procedure, we see the following correspondences of spectral types:
HMatIII(D6) :
∞
(2)2, 22, 211 ↔ (2)(2),
∞
(2)(11),
∞
(11)2, 22, 22 ↔ (2)(11),
∞
(2)(2),
HMatIII(D7) :
∞
(2)2, (2)(11) ↔ (2)(2),
∞
(11)2 .
The correspondences concerning HMatII are rather complicated. For an example, let us look at
the system (((11)))2 , 22 (Section 3.2.2):
d
dx
Y =
(
BC
x
+A1 +A0x
)
Y, (4.5)
where
B =
(
−Q
I
)
, C =
(
−P −PQ+ θ0
)
.
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Note that this is rewritten into the following form:(
d
dx −A1 −A0x −B
−C xI2
)(
Y
Z
)
= 0. (4.6)
Applying the Laplace transform, we have{
A0Yˆ
′ = −(ξ −A1)Yˆ +BZˆ,
Zˆ ′ = −CYˆ .
(4.7)
Now we partition the dependent variable Yˆ as
Yˆ =
(
Y1
Y2
)
where Y1 and Y2 are 2× 1 matrices. By using (4.7) we can eliminate Y1. Then the system satisfied
by
(
Y2
Zˆ
)
is
d
dξ
(
Y2
Zˆ
)
=
[
ξ2
(
−I O
O O
)
+ ξ
(
O I
P O
)
+
(
P − t −Q
PQ− θ0 −P
)](
Y2
Zˆ
)
.
This system has spectral type (((2)))(((11))).
As to the system (((2)))2, 211 (Section 3.2.1), we have to change the independent and dependent
variables as x→ 1/x, Y → xθ∞1 Y , so that the Riemann scheme is of the form

x = 0 x =∞ (12)
0
0
θ∞2 − θ∞1
θ∞3 − θ∞1
︷ ︸︸ ︷
1 0 −t/2 θ∞1
1 0 −t/2 θ∞1
−1 0 t/2 θ∞1
−1 0 t/2 θ∞1


.
Then, in the same way as above, we can see the correspondence (((2)))2, 211↔ (((2)))(((11))). As
the result, we obtain the following correspondences:
HMatII :
∞
(((11)))2, 22↔ (((2)))(((11))),
∞
(((2)))2, 211↔ (((2)))(((11))).
A Data on degenerations
In this appendix, we give explicit transformations which are used in the calculations of the degen-
erations.
We note that the gauge parametrizations of the system 22, 22, 22, 211 and its unramified degen-
erations, that is, (2)(11), 22, 22, (2)(2), 22, 211, ((2))((2)), 211, ((2))((11)), 22, (2)(2), (2)(11), and
(((2)))(((11))), are different from those in [16]. For example, the gauge parameters of the linear
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system 22, 22, 22, 211 in [16] is taken to be U ⊕ diag(v, 1). In this paper, we separate the gauge
parameters as
U ⊕ diag(v, 1) = (diag(v, 1) ⊕ diag(v, 1)) · (diag(v, 1)−1 · U ⊕ I)
and let v be in the matrices Q and P (hence 1/v coincides with u, see the off-diagonal entries of
(3.5)). We write diag(v, 1)−1 · U as U again. We have adopted the similar gauge parametrizations
as to the other linear systems.
2+1+1 → 3/2+1+1
(2)(2), 22, 211 → (2)2, 22, 211
θ1 = −2ε−1, θ∞1 = θ˜∞1 + ε−1, θ∞2 = θ˜∞2 + ε−1, θ∞3 = θ˜∞3 + ε−1,
Q = −(εt˜)−1(Q˜+ θ0P˜−1), P = εt˜(1− P˜ ), t = −εt˜, H = ε−1
(
−H˜ + tr(P˜ − 1)(Q˜+ θ
0P˜−1)
t˜
)
,
Y = (x− 1)−ε−1
(
I O
O −ε−1
)
Y˜ .
(2)(11), 22, 22 → (11)2, 22, 22
θ∞1 = ε
−1, θ∞2 = θ˜
∞
2 − ε−1, θ∞3 = θ˜∞3 − ε−1,
Q = P˜ , P = −Q˜, t = εt˜, H = ε−1H˜,
Y = t˜−ε
−1
(
I
U
)−1(
I ε−1t˜−1
O εI
)(
I −P˜ Q˜+ θ0
O t˜I
)
Y˜ .
3+1 → 5/2+1
((2))((2)), 211 → (((2)))2, 211
θ0 = 2ε−6, θ∞1 = θ˜
∞
1 − ε−6, θ∞2 = θ˜∞2 − ε−6, θ∞3 = θ˜∞3 − ε−6,
Q = ε−3 + ε−1Q˜+ ε(P˜ − t˜), P = εP˜ , t = εt˜− 2ε−3, H = ε−1H˜ − ε trP˜ ,
x = ε−1x˜, Y = x˜ε
−6
exp
(
ε−2
x˜
)(−I O
O ε−2I
)
Y˜ .
((2))((11)), 22 → (((11)))2 , 22
θ∞1 = −ε−6, θ∞2 = θ˜∞2 + ε−6, θ∞3 = θ˜∞3 + ε−6,
Q = −εP˜ , P = ε−1Q˜− ε−3, t = −2ε−3 + εt˜, H = ε−1H˜,
x = εx˜, Y = eε
−2(t˜−x˜)
(
I O
O U
)−1(
I −ε−3I
O ε−1I
)−1
Y˜ .
3/2+1+1 → 5/2+1
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(2)2, 22, 211 → (((2)))2, 211
θ0 = −2ε−3, θ∞1 = θ˜∞1 + ε−3, θ∞2 = θ˜∞2 + ε−3, θ∞3 = θ˜∞3 + ε−3,
Q = ε−3 − ε−2Q˜, P = 1− ε2P˜ , t = ε−4t˜+ ε−6, H = ε4H˜,
x = −ε−2x˜, Y = x˜−ε−3
(
I O
O −ε2I
)
Y˜ .
(2)2, 22, 211 → (((11)))2 , 22
θ∞1 = ε
−3, θ∞2 = θ˜
∞
2 − ε−3, θ∞3 = θ˜∞3 − ε−3,
Q = −ε−3 + ε−2(Q˜− θ0P˜−1), P = ε2P˜ , t = −ε−4t˜− ε−6, H = −ε4H˜,
x = 1 +
1
ε2x˜− 1 , Y = (1 + ε
2t˜)ε
−3
(
U O
O I
)−1
G1
(
I −ε−1I
O ε2I
)
Y˜ .
(11)2, 22, 22 → (((11)))2 , 22
θ0 = 2ε−3, θ1 = θ˜0, θ∞2 = θ˜
∞
2 − 2ε−3, θ∞3 = θ˜∞3 − 2ε−3,
Q = −ε−3 + ε−2(Q˜− θ˜0P˜−1), P = ε2P˜ , t = −ε−4t˜− ε−6, H = −ε4H˜,
x = 1− ε2x˜, Y = (1− ε2x˜)−ε−3(1 + ε2t˜)−ε−3
(
I ε−1I
O −ε2I
)
Y˜ .
3/2+1+1 → 3/2+2
(2)2, 22, 211 → (2)2, (2)(11)
θ0 = −ε−1, θ∞2 = θ˜∞2 + ε−1, θ∞3 = θ˜∞3 + ε−1,
Q = εt˜P˜ , P = −(εt˜)−1Q˜, t = −εt˜, H = −ε−1H˜ + (εt˜)−1tr(P˜ Q˜),
x = 1− εx˜, Y =
(
U O
O I
)−1(
I −εtP
−1t (Z +Q) ε(ZP +QP + θ0)
)(
U˜ O
O I
)
Y˜ ,
where U˜ satisfies the gauge equation of (2)2, (2)(11)
t˜
dU˜
dt˜
U˜−1 = 2(Q˜P˜ + θ∞1 ).
(11)2, 22, 22 → (11)2, (2)(2)
θ0 = −ε−1, θ1 = θ˜0 + ε−1,
Q = εQ˜− (θ˜0ε+ 1)P˜−1, P = ε−1P˜ , t = εt˜, H = ε−1H˜,
x = (εt˜)−1x˜, Y =
(
u1 0
0 u2
)⊕2
Y˜ ,
where u1 and u2 satisfy
1
u1
du1
dt
=
θ∞2
t
,
1
u2
du2
dt
=
θ∞3
t
.
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2+2 → 3/2+2
(2)(2), (2)(11) → (2)2, (2)(11)
θ0 = −2ε−1, θ∞1 = θ˜∞1 + ε−1, θ∞2 = θ˜∞2 + ε−1, θ∞3 = θ˜∞3 + ε−1,
Q = εQ˜, P = ε−1P˜ , t = εt˜, H = ε−1H˜,
Y = x−ε
−1
(
I O
O ε−1I
)
Y˜ .
(2)(2), (2)(11) → (2)(2), (11)2
θ∞1 = ε
−1, θ∞2 = θ˜
∞
2 − ε−1, θ∞3 = θ˜∞3 − ε−1,
Q = εQ˜− (θ0ε+ 1)P˜−1, P = ε−1P˜ , t = εt˜, H = ε−1H˜,
x = εx˜, Y =
(
U O
O I
)−1(−εP−1 P−1
O I
)
Y˜ .
5/2+1 → 7/2
(((2)))2, 211→ (((((11)))))2
θ∞1 = −ε−15 +
1
2
, θ∞2 = θ˜
∞
2 + ε
−15 − 1
2
, θ∞3 = θ˜
∞
3 + ε
−15 − 1
2
,
Q = εQ˜+ ε−5, P = ε2
Q˜2 + t˜
2
+ ε−1P˜ + ε−4Q˜− ε−10, t = ε2t˜− 3ε−10, H = ε−2H˜ − ε
2
tr Q˜,
x = −ε16(x˜+ ε−6), Y = exp(ε−3t˜)
(
U O
O I
)−1
G0
(
I ε2Q
O ε2I
)
Y˜ .
(((11)))2 , 22→ (((((11)))))2
θ0 = −2ε−15, θ∞2 = θ˜∞2 + 2ε−15, θ∞3 = θ˜∞3 + 2ε−15,
Q = εQ˜+ ε−5, P = ε2
Q˜2 + t˜
2
+ ε−1P˜ + ε−4Q˜− ε−10, t = ε2t˜− 3ε−10, H → ε−2H˜ − ε
2
tr Q˜,
x = ε−4x˜− ε−10, Y = (1− ε6x˜)−ε−15
(
I O
O −ε2I
)
Y˜ .
4 → 7/2
(((2)))(((11))) → (((((11)))))2
θ∞1 = 2ε
−15, θ∞2 = θ˜
∞
2 − 2ε−15, θ∞3 = θ˜∞3 − 2ε−15,
Q = εQ˜+ ε−5, P = ε2
Q˜2 + t˜
2
+ ε−1P˜ + ε−4Q˜− ε−10, t = ε2t˜− 3ε−10, H = ε−2H˜ − ε
2
tr Q˜,
x = εx˜+ ε−5, Y = exp
(
ε−3
2
x˜2 − ε−9x˜
)(
U O
O I
)−1(
I −ε−3I
O −ε−8I
)
Y˜ .
3/2+2 → 7/2
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(2)2, (2)(11) → (((((11)))))2
θ∞1 =
1
2
(1− 3ε−5), θ∞2 = θ˜∞2 −
1
2
(1− 3ε−5), θ∞3 = θ˜∞3 −
1
2
(1− 3ε−5),
Q = ε−10(1 − ε2Q˜), P = −ε8P˜ +
(
3
2
ε−5 − 1
)
ε10(1− ε2Q˜)−1 − ε5(1 + ε4t˜)(1− ε2Q˜)−2,
t = 2ε−15(1 + ε4t˜), H =
ε11
2
H˜ − tr
[
ε10
2
(1− ε2Q˜)−1
]
,
x = 2ε−5(1 + ε2x˜), Y = eε
−3x˜−ε−1t˜
(
U O
O I
)−1(
I −ε−1I
P −ε−1P + 2t ε−11
)
Y˜ .
(2)(2), (11)2 → (((((11)))))2
θ0 = 3ε−5 − 1, θ∞2 = θ˜∞2 − 3ε−5 + 1, θ∞3 = θ˜∞3 − 3ε−5 + 1,
Q = ε−10(1 − ε2Q˜), P = −ε8P˜ +
(
3
2
ε−5 − 1
)
ε10(1− ε2Q˜)−1 − ε5(1 + ε4t˜)(1− ε2Q˜)−2,
t = 2ε−15(1 + ε4t˜), H =
ε11
2
H˜ − tr
[
ε10
2
(1− ε2Q˜)−1
]
,
x = ε−10(ε2x˜− 1), Y =
(
I −ε−1I
0 ε4I
)
(ε2x˜− 1) 32 ε−5 exp
(
ε−1t˜− ε
−5
ε2x˜− 1
)
Y˜ .
3/2+2 → 3/2+3/2
(2)2, (2)(11) → (2)2, (11)2
θ∞1 =
1
2
− ε−1, θ∞2 = θ˜∞2 −
1
2
+ ε−1, θ∞3 = θ˜
∞
3 −
1
2
+ ε−1,
Q = −Q˜(εP˜ Q˜+ I), P = −ε−1Q˜−1, t = εt˜, H = ε−1H˜,
x = −εx˜, Y = x˜ 12
(
U O
O I
)−1(
P−1 ε−1P−1
O ε−1I
)
Y˜ .
(2)(2), (11)2 → (2)2, (11)2
θ0 = −1 + 2ε−1, θ∞2 = θ˜∞2 + 1− 2ε−1, θ∞3 = θ˜∞3 + 1− 2ε−1,
Q = −Q˜(εP˜ Q˜+ 1), P = −ε−1Q˜−1, t = εt˜, H = ε−1H˜,
Y = x˜ε
−1
Y˜ .
B Non-abelian description of matrix Painleve´ systems
In our study of the four-dimensional Painleve´-type equations, we emphasize their formulation in
terms of Hamiltonian systems.
However, concerning the matrix Painleve´ systems, we have another description of them as
“non-abelian Painleve´ equations”. Since it seems to be interesting, we give it in this appendix.
29
HMatVI :

t(t− 1)dQ
dt
= (Q− t)PQ(Q− 1) +Q(Q− 1)P (Q− t)
+ δQ(Q− 1) + (−2α− β − γ − δ)Q(Q− t) + γ(Q− 1)(Q− t),
t(t− 1)dP
dt
= −(Q− 1)P (Q− t)P − P (Q− t)PQ− PQ(Q− 1)P
− [δ{P (Q− 1) +QP}+ (−2α− β − γ − δ){P (Q− t) +QP}+ γ{P (Q− t) + (Q − 1)P}]
− α(α + β).
(B.1)
HMatV : 

t
dQ
dt
= Q(Q− 1)(P + t) + PQ(Q− 1) + βQ+ γ,
t
dP
dt
= −(Q− 1)P (P + t)− P (P + t)Q− βP + (α+ γ)t.
(B.2)
HMatIV :
dQ
dt
= Q(P −Q− t) + PQ+ β, dP
dt
= P (−P +Q+ t) +QP − α. (B.3)
HMatIII(D6):
t
dQ
dt
= 2QPQ−Q2 + βQ+ t, tdP
dt
= −2PQP + PQ+QP − βP + α. (B.4)
HMatIII(D7):
t
dQ
dt
= 2QPQ+ αQ+ t, t
dP
dt
= −2PQP − αP − 1. (B.5)
HMatIII(D8):
t
dQ
dt
= 2QPQ+Q, t
dP
dt
= −2PQP − P + I − tQ−2. (B.6)
HMatII :
dQ
dt
= 2P −Q2 − t, dP
dt
= PQ+QP + α. (B.7)
HMatI :
dQ
dt
= 2P,
dP
dt
= 3Q2 + t. (B.8)
Eliminating P from the equations (B.7) and (B.8), we obtain
d2Q
dt2
= 6Q2 + 2t,
d2Q
dt2
= 2Q3 + 2tQ+ 2α− 1.
These are first treated (without constraint on Q) in [1].
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