We use the dissipative type theory (DTT) framework to solve for the evolution of conformal fluids in Bjorken and Gubser flows from isotropic initial conditions. The results compare well with both exact and other hydrodynamic solutions in the literature. At the same time, DTTs enforce the Second Law of thermodynamics as an exact property of the formalism, at any order in deviations from equilibrium, and are easily generalizable to more complex situations.
Introduction
The success of hydrodynamics in describing relativistic heavy ion collisions 1 and the theoretical conjecture of an absolute lowest limit for viscosity 2 has focused attention of the development of a relativistic hydro and magnetohydro dynamics of viscous fluids. 3, 4 While this is a relatively old subject, 5, 6 early attempts 7, 8 have been marred by causality and stability problems. [9] [10] [11] [12] [13] [14] [15] [16] [17] Eventually a number of different formulations arose, such as extended thermodynamics, [18] [19] [20] [21] Israel-Stewart, [22] [23] [24] [25] [26] [27] [28] [29] [30] BRSSS, 31, 32 anisotropic hydrodynamics [33] [34] [35] [36] and viscous anisotropic hydrodynamics. [37] [38] [39] Most of those theories were proposed as perturbative developments in some "small" parameter that would signal departure from equilibrium, and as such they could only enforce thermodynamic consistency up to a given preordained order in perturbation theory. [40] [41] [42] This is not a desirable state of affairs, because in the most interesting cases the flow is liable to become unstable [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] or else enter into a turbulent regime, [55] [56] [57] [58] [59] [60] wherefrom the initially "small" parameter may grow without limit. The alternative of actually resumming the perturbative expansion, to the best of our knowledge, has not been carried out except in some simple, highly symmetric flows. [61] [62] [63] Dissipative type theories (DTTs) [64] [65] [66] [67] [68] [69] [70] [71] [72] [73] [74] [75] [76] [77] [78] [79] [80] were introduced as a way to provide relativistic and thermodynamic consistency in arbitrary flows independently of any approximations. We believe for this reason alone they deserve to be seriously considered as the proper relativistic generalization of the Navier-Stokes equations. However, these appealing features would not be enough if they cannot pass the few tests we have to evaluate hydrodynamic theories.
Among these, the study of conformal fluids in Bjorken 81 and Gubser 82, 83 flows stands out. Both are highly symmetric flows (to be described in more detail below) where an exact solution of the kinetic theory equations with an Anderson-Witting collision term [84] [85] [86] is available. These allows for a detailed comparison between the hydrodynamic theory of choice and the exact underlying theory it aims to reproduce. Although the high symmetry of these flows may be misleading, they have provided a highly valuable test bench for relativistic hydrodynamics.
In latter years a number of theories have been tested in these scenarios [87] [88] [89] [90] [91] [92] [93] [94] [95] [96] [97] , which have also been used to study hydrodynamic fluctuations 98, 99 as well as the hydrodynamization and thermalization processes, [100] [101] [102] [103] but to the best of our knowledge DTTs have not been tried so far. This paper aims to fill this gap, showing that a suitable DTT performs at a level satisfactorily close to the exact solutions in both flows.
The rest of the paper is organized as follows. In next section we ellaborate on why the validity of the Second law should not be taken for granted in hydrodynamics, even when derived from kinetic theories for which an H theorem may be proven. We also discuss why thermodynamic consistency leads us to DTTs, and describe the kind of DTT to be tested in the remainder of the paper. The following two sections apply this DTT to conformal fluids in Bjorken and Gubser flows. We only compare our results to the exact and third order Eckart theories, 97, 104 since detailed comparison to other frameworks may be found in the literature. We conclude with some brief final remarks.
From kinetic theories to hydrodynamics
We consider the evolution of a relativistic, conformally invariant gas in a curved space time described by a metric g µν with signature (−, +, +, +). The state of a particle is described by a point (x µ , p µ ) in phase space, where x µ denotes a point in the spacetime manifold, and p µ are the covariant components of a vector in the tangent space at x. The particles are massless, so the momentum variables lie on the mass shell p 2 = 0, and have positive energy p 0 ≥ 0. We develop first the kinetic theory description, and then the transition to hydrodynamics.
Kinetic theory
In kinetic theory the gas is described by a one-particle distribution function (1pdf) f (x, p), which is a nonnegative scalar (see Appendix A for further details on the geometry of relativistic phase space) obeying the transport equation
where ∇ is the covariant derivative eq. (A.2) and the collision integral I col must be specified. For simplicity we assume Maxwell-Boltzmann statistics, the generalization to quantum statistics is immediate. In equilibrium the one-particle distribution function obeys
where β µ is a timelike Killing field: β µ;ν + β ν;µ = 0. Therefore we request
It is convenient to introduce the temperature T from
For a general f the energy momentum tensor (EMT)
where Dp is the invariant measure eq. (A.7). In equilibrium the EMT adopts the perfect fluid form
where the pressure p = /3, ∆ µν = g µν + u µ u ν and the energy density
where σ SB = 3/π 2 is the Stefan-Boltzmann constant. Conservation of the EMT
imposes a new constraint on the collision integral
for any f . We also have the entropy current
In equilibrium S µ = su µ , s ≡ s eq = (4/3) eq /T . The relativistic Second Law reads
Explicitly
so the Second Law is enforced if the collision integral satisfies the H theorem
for any one-particle distribution function f . Later on we shall adopt a collision integral of the Anderson-Witting form [84] [85] [86] 
where U µ is an unit future oriented timelike vector to be specified, f eq = exp [U µ p µ /T 0 ], and the relaxation time τ R describes the dissipative effects in the theory. The conservation of the EMT eq. (8) becomes
Therefore U µ and T 0 are derived from T µν through the Landau-Lifshitz prescription, 7 namely U µ is the timelike eigenvector of the EMT, and σ SB T 4 0 the corresponding eigenvalue. The H theorem follows from the identity
Because then
and both U µ and p µ are timelike and future oriented.
To sustain conformal invariance we must further have the relationship 80
Hydrodynamics
Once U µ and T 0 have been identified from eq. (14), we can always write
where
The conservation equations (8) becomė
The task of hydrodynamics is to close these equations by either providing constitutive relations which define Π νρ as a functional of U µ and T 0 , or else by adding supplementary equations. The first strategy has led to the so-called first order theories. 7, 8 Although they may be workable in some cases, in general they have causality and stability problems. [9] [10] [11] [12] [13] [14] [15] [16] [17] We shall explore the second strategy. The idea is to consider a restricted class of 1pdfs f [x, p; ζ n (x)], parametrized in terms of a finite number of position dependent hydrodynamical variables ζ n , n = 1, . . . N . We shall consider the case where ζ n = ζ µ1...µn is a totally symmetric tensor, traceless on any pair of indexes. They include but are not restricted to ζ 1 = β µ = U µ /T , where T is a dimensionful variable which in equilibrium agrees with T 0 .
The parametrized one particle distribution function will not be a solution of the Boltzmann equation (1) . Instead we choose a set of N functions 105, 106 R n (x µ , p µ ) p µ1 . . . p µn , where the R n are scalars, and request the momentum equations
which reduce to (see Appendix A)
From the Second Law to DTTs
Let us now consider how enforcing the Second Law constrains the above scheme. It is natural to assume that the hydrodynamic entropy current is just the restriction of the kinetic theory current eq. (9) to the class of parameterized one particle distribution functions
Then we obtain the entropy production
The problem is that we cannot bring the H theorem to bear, because f is not a solution of eq. (1). Although it is possible to proceed on a case by case basis, it should be clear that if we want positive entropy production to follow directly from the hydrodynamic equations (24) alone, then we must link eqs (23) and (27) by assuming
since then it follows that (see Appendix A)
from the H theorem. Since now f depends on the ζ n parameters only through the h (n) tensors, it is further natural to identify them, and we get as our ansatz for the 1pdf
The currents A µ µ1...µn derive from a Massieu function current
If we have chosen β µ as one of the hydrodynamic variables, and p µ as the corresponding function of momentum, then
The entropy current now reads
where A µ µ1 = T µ µ1 is the EMT, and (see Appendix A)
so we may state the H theorem in purely hydrodynamic terms as
The converse is also true: 64 if positive entropy production must follow from a set of conservation laws (24) , then there must be a linear relationship
for some parameters ζ µ1...µn such that the H theorem eq. (37) holds. But then there must be a Massieu current which is the generating vector for the currents, as in eq. (31), and the entropy current takes the form eq. (35) . Either way we are led to adopt a DTT scheme.
DTTs and entropy production
The analysis so far shows that enforcing the Second Law within a hydrodynamical framework naturally suggests a DTT approach, but offers little guidance on how to choose the hydrodynamical parameters ζ n and their conjugated functions of momentum. The entropy production variational method (EPVM) 75, 107, 108 may be called upon to fill this gap. The idea is that the best ansatz for the parameterized one particle distribution function is the one that is an extreme of entropy production eq. (11) for a given EMT eq. (4). Enforcing this last constraint through Lagrange multipliers λ µν we obtain the variational principle
For concreteness, let us assume an Anderson-Witting collision integral eq. (13).
Since in the end we want variations that leave T µν fixed, they will not change U µ and T 0 either. It is simplest to consider only variations that leave U µ and T 0 unchanged, so that
So we get the variational equation
Because of eq. (41) and the mass shell condition we may assume λ µν U ν = λ µ µ = 0. It is clear that when λ µν = 0 the solution is f = f eq . The general solution to the variational problem takes the DTT form eq. (30) when λ µν is small. If we write
β µ 0 = U µ /T 0 , then to first order in λ µν we get
The last term is a necessary shift to enforce eq. (41); it is best not to compute it explicitly, but simply enforce the Landau-Lifshitz prescription at the hydrodynamical level. Defining β µ = u µ /T = β 0µ + δβ µ we get the one particle distribution function
where we have defined ζ µν /T = τ R λ µν /2. This is a DTT with hydrodynamical variables β µ and ζ µν /T and conjugated functions p µ and p µ p ν / (−U ρ p ρ ). Observe that we have the constraints that U µ is the Landau-Lifshitz velocity of the fluid and that ζ µν U ν = ζ µ µ = 0. These constraints must be enforced after the currents are derived from the generating vector. Also, since not all of the components of ζ µν are independent, we only enforce a subset of the conservation laws (24) . Namely, we only enforce the traceless, transverse part of the conservation law for A µ µ1µ2 . Concretely, we obtain the hydrodynamical equations
The H theorem reads ζ µν I µν ≤ 0 and it is a direct consequence of the kinetic theory H theorem eq. (12). The resulting theory is close to the so-called anisotropic hydrodynamics, [33] [34] [35] [36] which is based on the ansatz
The equations of motion are EMT conservation and an equation for particle number, and the Second Law holds. Indeed our DTT could be seen as an approximation to anisotropic hydrodynamics when the departure from isotropy is small. In spite of this "approximation", the Second Law is nevertheless rigorously enforced in the DTT.
If we further expand f DT T to first order in ζ µν we obtain the Grad approximation to hydrodynamics. 109, 110 The DTT we have developed is different from the so-called "statistical" DTTs, 68 which are based on the ansatz
For further discussion of statistical DTTs see refs. 111, 112.
Bjorken flow
In this section we shall use our DTT (46) , with the constitutive relations eqs. (47), to study Bjorken flow. Bjorken flow is the first qualitatively successful hydrodynamic description of a relativistic heavy ion collision. It describes the collision of two infinitely thin slabs of matter of infinite spatial extension, moving towards each other at the speed of light. In spite of its simplicity it yields concrete predictions, such as a rapidity plateau and, more generally, the so-called Baked Alaska scenario. 113 Bjorken flow is commonly expressed in Milne coordinates
The line element is
and the nontrivial Christoffel symbols are
The 4-velocity of the flow is defined as u µ = U µ = (1, 0, 0, 0) with the normalization u µ u µ = −1. Therefore, the 1pdf (45) of our DTT for Bjorken flow reads
where p τ = p 2 x + p 2 y + p 2 η /τ 2 because of the mass shell condition and ζ is the only independent component of the tensor ζ µ ν = diag(0, ζ, ζ, −2ζ) from (45).
Dynamical equations
Since we are interested in solving the hydrodynamical equations (46) , we need to compute the tensors (47) in terms of ζ and T through the one particle distribution function f B (eq. (53)). From the second equation of (46)
where Latin indices are 1, 2 or 3. The I νρ tensor (47) with an Anderson-Witting collision term (13) reads
where the relaxation time τ R is taken as τ R = c/T 0 (τ ) with c a constant in order to preserve the conformal invariance (17) . The equilibrium 1pdf is f eq
We see that the same integral defines I νρ and the EMT, so we write
Because the EMT is traceless and the Landau-Lifshitz prescription we have
Since we only need two independent equations to compute ζ(τ ) and T (τ ), we take the τ component of the EMT conservation (46)
and the η η component of (54) . Observe that also
Working out the covariant derivatives explicitly we find
so the trace is
and thereby
The η η component of I ν ρ is
where T η η (eq) = T τ τ (eq) /3 = T τ τ /3 has been used. Therefore the equations of motion reads
We need to compute T τ τ , T η η , K η η and K x x in terms of T and ζ in order to obtain a closed dynamical system for these variables. On dimensional grounds we write
The functions F , G and L are derived in Appendix B. Using the chain rule
where dot means d/dτ and prime d/dζ, we can rewrite the dynamic equations (65) asζ
This is a closed dynamical system for ζ and T . From (66) T 0 can be expressed as
It can be checked that the functions G − GF /F and G − G F/F do not vanish throughout −1/2 < ζ < 1, so the equations are well defined in this domain.
Exact Boltzmann equation solution
Bjorken flow admits an exact solution of the Boltzmann equation with Anderson-Witting collision term. We follow the method of solution presented in ref. 88 . The solution has the form
is the so-called damping function, f i is the initial distribution function and f eq is the equilibrium distribution function. We assume an initial condition of the Romatschke-Strickland kind 114
where τ i is the initial time and T i is the initial temperature. The formal solution (70) is however implicit because of the τ -dependence of T 0 . To solve this, one can compute the energy density with this distribution function and use the Landau-Lifshitz condition to find an integral equation for T 0 (τ ):
where we used τ R (τ ) = c/T 0 (τ ) and defined
Equation (74) can be solved by an iterative method described in ref. 88 . Once T 0 (τ ) is computed, other T µν components can be obtained by taking the appropriate moment of the 1pdf (70).
Chapman-Enskog approximation
The third order Chapman-Enskog equations for Bjorken flow are 97, 104
where Π = Π η η is the only independent component of viscous EMT (20) and τ R is the relaxation time. As before we take τ R = c/T 0 (τ ), with T 0 = √ π( /3) 1/4 . In this scheme, the entropy density can be written as 97
Numerical results
We solved numerically the dynamical system (68) and compared the results with the exact Boltzmann equation solution and the third order Chapman-Enskog approximation described above. We have used ζ(τ i ) = 0 (isotropic initial configuration) and T i = T (τ i ) = 1 without loss of generality. We used τ i = 0.25 fm/c. For the third order Chapman-Enskog system (76) the initial conditions are i = 3T 4 i /π 2 and Π i = 0.
The constant c defined by the relaxation time τ R = c/T 0 can be rewritten as c = 5η/s, 88 where η is the shear viscosity and s the entropy density. We have used a specific shear viscosity η/s = 1/4π, which saturates the Kovtun-Son-Starinets bound. 2 In Fig. 1 we plot ζ vs τ in semilogarithmic scale from τ = 0.25 to τ = 10 for Bjorken flow. In Fig. 2 we plot the normalized energy density vs τ in logarithmic scale from τ = 0.25 to τ = 10 for Bjorken flow. Both the DTT and Chapman-Enskog curves show a strong agreement with the exact solution. In Fig. 4 we plot the normalized entropy density (see Appendix B) times τ , s(τ )τ /T 3 i vs τ in semilogarithmic scale. 
Gubser flow
Gubser flow improves upon Bjorken flow in the sense that the slabs of matter are no longer homogeneous in the transverse directions. The background metric of Gubser flow is obtained through a conformal transformation of Minkowski spacetime. It can be written as
The nontrivial Christoffel symbols are
In this geometry, the 1pdf (45) of our DTT becomes
where p 2 Ω = p 2 η + p 2 φ / sin 2 θ and p ρ = p 2 Ω / cosh 2 ρ + p 2 η because of the mass shell condition. Like in the Bjorken case, ζ is the only independent component of the tensor ζ µ ν = diag(0, ζ, ζ, −2ζ) from (45).
Dynamical equations
To obtain the dynamical equations, we need to compute T η η , T ρρ , K η η and K θ θ in terms of ζ and T . This is done in Appendix C.
The nontrivial components of T µν may be written as T ρρ = T 4 F (ζ), T η η = T 4 G(ζ), with the same F and G as in the Bjorken case eq. (66). For the nonequilibrium tensor we find A iρρ = 0 = A ijk , A ρ ij = T ij . The nontrivial covariant derivatives are (˙= ∂/∂ρ)
Taking the trace and using the EMT tracelessness condition T θ
The function L G is given in eq. (C.5). The DTT dynamical equations (46) becomė
where T 0 is the Landau-Lifshitz temperature, 3T 4 0 /π 2 = T ρρ . The system (84) becomesζ
Exact Boltzmann equation solution
Like in the Bjorken case, Gubser flow has an exact Boltzmann equation formal solution in the relaxation time approximation. 91 Computing the energy density with this solution and using the Landau-Lifshitz prescription one obtains an integral equation for T 0 (ρ)
where D(ρ 2 , ρ 1 ) is the damping function (71), T i is the initial temperature, c = T 0 τ R and
Equation (87) can be solved by an iterative method. 91
Chapman-Enskog approximation
The third order Chapman-Enskog equations for Gubser flow are 97
where = T ρρ is the energy density, Π = Π η η is the only independent component of the viscous EMT (20) and the relaxation time τ R is taken as τ R (ρ) = c/T 0 (ρ), with T 0 = √ π( /3) 1/4 . The entropy density has the same expression as Bjorken (77), but inserting the Gubser values for Π, and T 0 . 97
Numerical results
We solved numerically the dynamical system (85) and we compared the solution with the exact Boltzmann equation solution and the third order Chapman-Enskog approximation described above. We have used ζ(ρ i ) = 0 (isotropic initial configuration) and T (ρ i ) = 0.002 with ρ i = −10 as in ref. 96 . For the third order Chapman-Enskog system (76) the initial conditions are i = 3T 4 i /π 2 and Π i = 0. We also used a specific shear viscosity 4πη/s = 1.
In Fig. 5 we plot ζ vs ρ in natural scale from ρ = −10 to ρ = 10 for Gubser flow. Note that the ζ(ρ) curve is qualitatively similar to the anisotropy parameter ξ(ρ) from anisotropic hydrodinamics defined in ref. 96 . In Fig. 6 we plot the normalized Landau Temperature T 0 /T i vs ρ in semilogarithmic scale from ρ = −10 to ρ = 10 for Gubser flow. All three theories agree closely but for large values of ρ DTT is closer to the exact solution. In Fig. 8 we show the normalized shear stress defined asΠ = 3Π η η /(4 ) vs ρ. We observe a higher agreement between the DTT and the exact one than between the latter and the Chapman-Enskog approximation. In Fig. 9 we plot the entropy density s(ρ) (see Appendix C) times cosh 2 ρ vs ρ in semilogarithmic scale. A good agreement between the DTT and Chapman-Enskog curves is observed. 
Conclusions
In this paper we have shown that the requirement of thermodynamic consistency to all orders in deviations from equilibrium practically singles out a DTT framework [64] [65] [66] [67] [68] [69] [70] [71] [72] [73] [74] [75] [76] [77] [78] [79] [80] as the proper relativistic replacement for the Navier-Stokes equations, and then that the EPVM 75, 107, 108 may be fruitfully used to single out a particular DTT. The resulting theory performs well in the Bjorken and Gubser cases, being simpler than several competitive alternatives. Moreover it is framed in a fully covariant way and it may be easily generalized to more general backgrounds and to quantum statistics. 112 The formal device of introducing two vector fields u µ and U µ , where the former is the hydrodynamic degree of freedom while the latter is regarded as an external parameter, to be identified after the equations of motion are derived, has been used many times in the literature, most notably in the quantization of non abelian gauge theories. 115, 116 It is clear that many challenges remain ahead, such as to generalize the theory to realistic collision terms, 117 to go beyond conformal invariance, 118 and finally to use the formalism in actual problems. 119 We expect to be able to report on progress in these directions in the near future.
Appendix A. Relativistic phase space
In this Appendix we shall expand on some properties of the phase space of a relativistic particle which are relevant to our discussion. Phase space is M × R 4 , where M is the space time manifold and R 4 its tangent space. A tensor field X µ1...µn (x, p ν ) in phase space transforms under a coordinate change x → x as
For example, if β µ (x) is an spacetime vector, then β µ p µ is a phase space scalar. The covariant derivative of a scalar R (x, p) is defined by the operator
where Γ is the connection. This covariant derivative defines a vector field. The covariant derivative of higher tensor fields is defined by requesting that the Leibnitz rule holds, and that it reduces to the ordinary covariant derivative for momentumindependent tensors. Momentum space is endowed with the invariant measure (later on we shall further multiply it by 2/ (2π) 3 )
If X µ1...µn (x, p ν ) is a phase space tensor, then
is a spacetime tensor. A one particle distribution function is a non-negative scalar concentrated on a future oriented mass shell. This means it has the form
The mass shell projector δ p 2 + m 2 θ p 0 obeys
for every positive m 2 , and so also in the m 2 → 0 limit, which we shall assume from now on. For this reason it is best to extract it and to define the measure
Now consider a tensor of the form
where A is a scalar. Then
Integrating by parts,
The square brackets in the first term vanish and finally
If moreover
from eq. (A.6) we get the more definite result
We use the identity (A.15) with R = R n f to get In this Appendix we will detail the calculation of the relevant tensors in the Bjorken flow. The energy density = T τ τ is
The longitudinal pressure P L = T η η is
The tensor component K η η is
and K x x is:
So, the problem reduces to compute the integrals
for k = 1, k = 2, k = 3 and k = 4 as we shall see. It is enough to compute
and use the following recurrence relation to compute the higher J k functions
We get 
In Fig. 10 we plot the J k functions for k =0, 1, 2, 3 and 4 vs ζ in semilogarithmic scale. All of these functions are positive and have vertical asymptotes at ζ = −1/2 and ζ = 1. It is immediate that
Therefore F in eq. (66) is
2) and integrating by parts we have
therefore G in eq. (66)
In Fig. 11 we plot F and G functions vs ζ in semilogarithmic scale from ζ = −0.5 to ζ = 1. These functions inherit the asymptotic properties of J k functions. Note that the derivatives of F and G can also be expressed in terms of J k functions through relation (B.7) as This function is plotted in Fig. 12 vs ζ in natural scale from ζ = −1/2 to ζ = 1. L(ζ) virtually vanishes in its domain although it rapidly tends to ∞ as ζ → −1/2 and to −∞ as ζ → 1. In this Appendix we expand on the calculation of the relevant tensors in Gubser flow.
To begin with, observe that the ζ dependence of tensor components in Gubser flow may be written in terms of the same J k functions we have introduced in Appendix B. The energy density = T ρρ is
The tensor component K η η is This function is plotted in Fig. 13 vs ζ in natural scale from ζ = −1/2 to ζ = 1. L G (ζ) qualitatively has the same behaviour of L(ζ) for Bjorken (B.18). Thereby, the entropy density (see eq. (35)) can be written as
