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Quantum spin liquids are exotic quantum phases of matter that do not order even at zero temperature. While
there are several toy models and simple Hamiltonians that could host a quantum spin liquid as their ground
state, it is very rare to find actual, realistic materials that exhibits their properties. At the same time, the classical
simulation of such instances of strongly correlated systems is intricate and reliable methods are scarce. In this
work, we investigate the quantum magnet Ca10Cr7O28 that has recently been discovered to exhibit properties
of a quantum spin liquid in inelastic neutron scattering experiments. This compound has a distorted bilayer
Kagome lattice crystal structure consisting of Cr5+ ions with spin-1/2 moments. Coincidentally, the lattice
structure renders a tensor network algorithm in 2D applicable that can be seen as a new variant of a projected
entangled simplex state algorithm in the thermodynamic limit. In this first numerical investigation of this ma-
terial that takes into account genuine quantum correlations, good agreement with the experimental findings is
found. We argue that this is one of the very first studies of physical materials in the laboratory with tensor
network methods, contributing to uplifting tensor networks from conceptual tools to methods to describe real
two-dimensional quantum materials.
Since Anderson’s proposal of the resonating valence bond
state as one of the possible mechanisms of high Tc supercon-
ductivity [1], the study of quantum spin liquids has attracted
intense attention, both from theorists as well as experimen-
talists [2–7]. Such phases of matter, besides falling beyond
the paradigm of Landau symmetry breaking theory, exhibit
intriguing physical properties such as fractional statistics of
their excitations or a degeneracy of the ground state manifold
that depends on the topology of the problem, and feature no
local order parameter. They are seen as key building blocks
in topological quantum computing [8] where it is the absence
of local order parameters that protects non-locally encoded
quantum information against local noise and errors. While
several theoretical models have been proposed that could host
quantum spin liquids as ground states [7, 9, 10], finding ac-
tual materials natively exhibiting such properties which can
be studied in a laboratory seem rare. This is mostly because
realizing a quantum spin liquid requires complex frustration
mechanisms which often need to be fine tuned. For this rea-
son, it is imperative to identify numerical simulation methods
that can constructively guide such efforts.
Meanwhile, the rapid development of novel, advanced the-
oretical and numerical techniques for studying complex quan-
tum many-body systems continues to provide strong impetus
to understanding problems such as the one described above.
While there are several different techniques available for this
purpose, many of them do not explicitly take into account
the most important ingredient in strongly correlated models in
general and quantum spin liquids in particular: These are gen-
uine quantum correlations in the ground state [11–13]. Even
quantum Monte Carlo methods, among the most popular tech-
niques known, fails to provide a tool here, due to the intrin-
sic sign problem commonly arising in such frustrated systems
[14]. Tensor network (TN) techniques, in contrast, are built
upon and constructed from notions of entanglement, exhibit
neither of the limitations and provide a highly controlled set
of powerful methods [15–18]. This design feature, thus, ren-
ders these techniques particularly well-suited to study frus-
trated systems and spin liquids. While such TN algorithms are
ubiquitous and widely used in systems of one spatial dimen-
sion, their higher dimensional counterparts are significantly
more challenging and complicated in implementation. How-
ever, the two-dimensional TN states known as projected en-
tangled pair states (PEPS) [19, 20] have recently been matur-
ing and can now be reliably used in numerical analysis of two-
dimensional systems, providing state-of-the-art results when
comparing all available methods known to problems [21, 22].
In this work, we develop notions of projected entangled
pair states to new instances of projected entangled simplex
states (PESS) [23] that are applicable to capture the physics of
a quantum magnet Ca10Cr7O28 [24]. This is indeed a quan-
tum material that recently has been studied using several ex-
perimental techniques and has been discovered to have proper-
ties of a quantum spin liquid [25, 26]. Inelastic neutron scat-
tering revealed that the magnetic excitations are broad at all
energies suggesting a multi-particle spectrum consistent with
spinons which are the excitations of a quantum spin liquid
[25]. The spectrum also appeared to be gap-less within the
resolution implying that Ca10Cr7O28 is a gap-less spin liq-
uid. Earlier theoretical calculations of the dynamical struc-
ture factor using functional renormalization group methods –
for which unlike here local properties cannot be computed –
confirms the same property [25]. This work aims at bringing
endeavours of developing tensor network models for strongly
correlated systems in two spatial dimensions to a new level,
giving rise to one of the first instances of studying an actual
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FIG. 1: Crystal structure of Ca10Cr7O28 showing only the magnetic
Cr5+ ions. It consists of two breathing Kagome layers which are
coupled to each other. Each Kagome layer is made up of two in-
equivalent triangles. The interaction within each triangle is different,
both in magnitude and sign, from the rest. The interaction between
the spins is of Heisenberg type (Eq. (1)) and their strengths are given
in Table I.
material that can be prepared in the laboratory using sophisti-
cated tensor-network based schemes – and not just a paradig-
matic model. Thus, our results can be directly compared to
experimental data and used as a benchmark in further inves-
tigations, providing precisely the type of guidance to experi-
mental efforts hinted at above. In what follows, we will start
by describing in detail our material Ca10Cr7O28. We then turn
to introducing the numerical technique that we employ to in-
vestigate this material. Equipped with this powerful tool, we
will demonstrate that it exhibits features of a gap-less quan-
tum spin liquid, a result concomitant with findings in the ex-
periment, as we explain. Complementing these results, we
will compute the magnetization curve and the magnetic sus-
ceptibility of the model in the presence of an external mag-
netic field, again to good agreement with experiments. On
top of this, we also provide experimental data for the specific
heat and the magnetization curve (and susceptibility) which
are found to be in good agreement with our numerical cal-
culations and predictions. In an outlook, we present further
perspectives of the approach taken.
Material. The quantum material that we investigate is
known as Ca10Cr7O28. Powder samples of this material were
prepared using solid state synthesis, while single crystals were
grown using the travelling solvent floating zone technique.
Details on how to prepare this compound in the lab can be
found in Refs. [24, 27]. The crystal structure of this com-
pound has been determined using neutron diffraction exper-
iments (all experiments have been pursued at the Helmholtz
Center Berlin). It has been found to consist of Cr5+ ions
which have spin-1/2 moments arranged in a bilayer breathing
Kagome structure [24]. The two Kagome layers in this com-
pound are different from each other and each of them again
consists of two inequivalent alternating triangles (two differ-
ent layers of breathing Kagome). The crystal structure of our
compound is illustrated in Fig. 1.
Exchange parameter Coupling strength (in meV) Interaction type
Jinter -0.08(4) Ferro
J∆1 -0.27(3) Ferro
J∇1 0.09(2) Anti ferro
J∆2 0.11(3) Anti ferro
J∇2 -0.76(5) Ferro
TABLE I: Values and nature of the Heisenberg interaction in the crys-
tal structure of Ca10Cr7O28 illustrated in Fig. 1.
The Hamiltonian of this compound consists of five inequiv-
alent Heisenberg interactions that can be written as
H = Jinter
∑
〈i,j〉
~Si · ~Sj + J∆1
∑
〈i,j〉
~Si · ~Sj + J∇1
∑
〈i,j〉
~Si · ~Sj
+J∆2
∑
〈i,j〉
~Si · ~Sj + J∇2
∑
〈i,j〉
~Si · ~Sj
(1)
where 〈i, j〉 refers to the nearest-neighbor interaction in the
lattice. The first term with interaction strength Jinter corre-
sponds to the coupling between the two layers in the com-
pound and is ferromagnetic in nature. The second term with
strength J∆1 corresponds to the coupling of the up triangles
in the first layer and is also ferromagnetic in nature. J∇1 is for
the anti-ferromagnetic down triangle in the first layer. Simi-
larly, for the second layer, the up (J∆2) and the down (J∇2)
triangles have anti ferromagnetic and ferromagnetic coupling,
respectively. The nature and the precise strength of these cou-
pling parameters were determined in Ref. [26] and are sum-
marized in Tab. I. Later on, we will add an external magnetic
field along the Sz direction to obtain the magnetization curve
of the material as follows
Hfield = H +
∑
i
gsµBhS
z
i (2)
where gs is the g-factor whose value is approximately 2.
µB is the Bohr magneton whose value is approximately
5.7883818012× 105 eV per Tesla and h is the strength of the
external field. We will obtain the ground state of the Hamilto-
nians in Eq. (1) and (2) using our PESS technique.
Numerical techniques. Both one and two-dimensional TN
algorithms have been applied in the past to study paradig-
madic two-dimensional frustrated systems [28, 29]. PEPS al-
gorithms have also been very successfully used in the past to
study the Shastry-Sutherland model which is known to de-
scribe the orthogonal-dimer anti-ferromagnet SrCu2(BO3)2
up to a very good approximation where the technique helped
to gain new understanding of the magnetization process of the
material that were not known before using other tools [30, 31],
also for the distorted case [32] as well as in the presence of im-
purities [33]. Two-dimensional TN algorithms have also been
used to study thermal states [34–37], open dissipative systems
[38, 39], time evolution [40–42] and even more extensively to
3study the paradigmatic Kagome Heisenberg anti-ferromagnet,
[10, 29, 43–51].
An intricate feature of the Kagome lattice is the presence
of corner sharing triangles. One possibility to study it using
2D Tensor networks is to use conventional pair-wise entan-
gled PEPS directly in the Kagome lattice by either mapping
the Kagome lattice onto a square lattice (at the expense of an
overhead) or directly updating every two-sites in the Kagome
lattice. For instance, mapping the spins in the Kagome to a
square lattice as in Refs. [51, 52], we saw that the local ten-
sors are of the order of d3D8 and D4. Directly updating two
sites without mapping to a square lattice would require local
tensors of the order ofD4d andD2. HereD and d correspond
to the bond and physical dimension of the Tensor network.
On top of this computational bottleneck, neither of these tech-
niques capture the important multi-partite entanglement of
the frustrated system in a natural fashion. The second pos-
sibility is to use so-called projected entangled simplex states
(PESS)[23], generalizing PEPS. This technique updates three
sites in a unit triangle and therefore captures the multi-partite
entanglement in a very natural fashion. There are advantages
in computational effort as well: the local tensors involved are
of the order of dD2 andD3. Hence, the latter is more efficient.
It is this seemingly innocent feature that allows to go to very
large bond dimensions. This is also essential if we want to
study the entanglement scaling. For these reasons, we will use
the PESS technique in our study of this double layer Kagome
compound. A detailed discussion comparing the two tech-
niques can be found in Ref. [51]. Unlike the previous investi-
gations where PEPS/PESS techniques were successfully used
to study paradigmatic models like the Kagome Heisenberg
anti-ferromagnet [29, 53] or the Shastry-Sutherland model
[30–33] where the model has later been found to provide very
accurate description of the material SrCu2(BO3)2, in our case,
our material Ca10Cr7O28 has first been found in the lab to
exhibit properties of a quantum spin liquid and its magnetic
Hamiltonian has been extracted using inelastic neutron scat-
tering experiments [26]. Once the coupling parameters of the
Hamiltonian were extracted from the experiments, we investi-
gate it using our PESS approach for these experimental pa-
rameters, both in the presence and the absence of external
magnetic field. At the heart of our numerical technique lies
the PESS scheme [23] which we have adapted for our double
layer kagome compound Ca10Cr7O28 and the corner trans-
fer matrix renormalization group (CTMRG) [54–58] scheme
to update and contract tensors (see the supplemental material
for details). In this, we invoke the simple update to obtain the
ground state tensors with six and eighteen site unit cell, for
reasons that are again carefully discussed in the supplemental
material. At the same time, we use the CTMRG algorithm to
compute the full environment which is then used to calculate
the expectation value of the ground state energy, magnetiza-
tion, etc. Details of the algorithm used and the implementation
can be found in the supplementary material.
Results for the ground state energy. To start with, we will
compute the ground state energy of our Hamiltonian, i.e.,
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FIG. 2: (Top) Ground state energy as function of the bond dimension
using the simple environment using a six site unit cell and a eigh-
teen site unit cell. We also show the fit with a 6th degree polynomial
curve (shown in the blue line) along with the errors of the fit. (Bot-
tom) Same plot using the full environment (CTMRG). The numbers
near the data points correspond to the PESS bond dimension D and
environment bond dimension DCTM, respectively. (Insets) Ground
state energy E0 as function of the bond dimension of the environ-
ment DCTM for the D = 6 (top) and D = 8 (bottom) of the PESS
quantum state. The results are well converged up to a significant
number of digits.
〈ψ0|H|ψ0〉/〈ψ0|ψ0〉 for |ψ0〉 being a good approximation of
the ground state vector obtained using our update scheme. We
will compute this quantity for different values of the bond
dimension D of the PESS. We use both the (i) simple envi-
ronment (SE): that takes into account exact tensor contraction
only within a certain cluster and (ii) full environment (FE):
that takes into account the full contraction of the tensors in
the thermodynamic limit. The results are shown in Fig. 2.
From the plots, we can observe an algebraic convergence of
the ground state energy as a function of the bond dimension of
the PESS D for both the simple environment and the full en-
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FIG. 3: Magnetic heat capacity of Ca10Cr7O28. A broad maximum
is visible at 3 K while a weak kink appears at 0.4 K. Data taken from
Ref. [25]
vironment. It is clear that the scaling does not depend on the
number of unit cells used in our computation (six and eigh-
teen for SE). Such a behaviour is indicative of the fact that
our model is critical or gap-less in nature [59]. For the full
environment (bottom), We use the CTMRG algorithm for this
purpose with bond dimensionDCTM. For eachD of the PESS,
the energies are well converged with the bond dimension of
the environment DCTM. For instance, for D = 6, the ground
state energy is converged up to the 5th decimal place with
increasing bond dimension of the environment DCTM. For
D = 8, the energies are converged up to 6th decimal places
with the bond dimension of the environment. This is shown
in the insets. The results are similarly well converged up to
significant number of digits for other bond dimensions of the
PESS D. We have additionally provided a fit using a 6th de-
gree polynomial to better visualize the algebraic convergence
of the ground state energy for both the simple as well as the
full environment calculations.
Results for the heat capacity. To complement our theoret-
ical findings with experimental results, we also show the ex-
perimental data for the heat capacity of Ca10Cr7O28. This is
shown in Fig. 3 The heat capacity has been measured on a
0.93 mg single crystal in the temperature range 0.3−23 K us-
ing a quasi-adiabatic relaxation method in combination with a
3He cryostat. A Debye-like phonon contribution Cp = αT 3
has been fitted to the data above 20 K and subtracted to obtain
the magnetic heat capacity. A magnetization up to 7 T has
been measured on a 2.05 mg single crystal using a Quantum
Design MPMS 3 SQUID magnetometer at 1.8 K. The mag-
netic heat capacity shown in Fig. 3 reveals no magnetic tran-
sitions down to temperatures of T = 300 mK. A broad peak
at 3 K indicates the onset of short-range correlations and a
kink at 0.4 K suggests a crossover into the fluctuating ground
state also evident from muon spectroscopy which revealed the
complete absence of any static magnetism even at 19 mK [25].
The heat capacity shows no indication of a spin gap which
5 10 15 20
0
0.2
0.4
0.6
0.8
1
Six site unit cell
Eighteen site unit cell
5 10 15 20
10-10
100
FIG. 4: Net magnetization as function of the bond dimension D of
the PESS quantum state for the six site and the eighteen site unit
cells. Both the plots show the absence of magnetic ordering in any
directions. Semi log scales are shown in the insets, respectively.
would be observed as a suppression of the heat capacity at
lowest temperatures and an exponential increase absent in the
data. This data provides further significant evidence for the
gaplessness of the ground state of the material which we ob-
tained via finite bond dimension scaling of the PESS in the
previous section.
Results for magnetization and susceptibility. We now com-
pute the net magnetization per site of the ground state vector
for the parameters in Tab. I. This is key to our analysis, as this
can be directly measured in the experiment. In Fig. 4, we show
the average magnetization per siteM = (M2x+M
2
y +M
2
z )
1/2
for different bond dimensions D of the PESS ground state
vector, where Mx,My and Mz correspond to the expectation
value of the Pauli operators. The plots are for six and eigh-
teen site unit cells. Again, our results do not depend on the
number of unit cells used in our calculations. This is also
indicative of a quantum spin liquid preserving the lattice sym-
metry. Both calculations have been done using the simple
environment. We can see that the net magnetization disap-
pears even for small bond dimensions of the PESS. The ab-
sence of symmetry breaking along any directions provides a
strong evidence for an SU(2)-symmetric quantum spin liquid
for the ground state. The algebraic convergence of the en-
ergy in Fig. 2 and this absence of magnetic ordering strongly
suggests that the ground state is indeed a gap-less spin liq-
uid. This is further backed up by our experimental data on
the heat capacity depicted in Fig. 3. The gaplessness of the
ground state rules out the possibility of a valence bond crystal
which would have a well defined spectral gap. Adding more
weight to our results, it has been found experimentally that
none of the exchange interactions in Ca10Cr7O28 is able to
pair the Cr5+ spins into singlets. The triangular motifs prevent
the formation of dimers within the Kagome planes, while the
interactions that couple the layers into bilayers is ferromag-
netic again preventing the formation of dimers. This is the
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FIG. 5: Magnetization curve in the presence of an external field.
Slope of the magnetization curve gives us the magnetic susceptibility
χ (inset). Also shown is the experimental magnetization measured
for H||c at T = 1.8 K.
reason that a valence bond solid is suppressed and the spec-
trum is gapless. Our theoretical results are consistent with
experimental findings of the same compound as revealed by
several experimental techniques (AC susceptibility, heat ca-
pacity and muon spectroscopy); no static magnetism occurs
in Ca10Cr7O28 even down to temperatures of T = 19 mK
[25, 26]: all pointing towards a gapless quantum spin liquid
as the true ground state of Ca10Cr7O28 and the main conclu-
sion of this work. A more recent work based on dynamical
structure factor and a closer analysis of the heat capacity have
come to a similar conclusion about the nature of the ground
state of this material [60].
We would now turn to investigating the response of this ma-
terial to the presence of external magnetic field. To be precise,
we would like to find the magnetization curve of the Hamilto-
nian in Eq. (2) in the presence of a strong external field. Our
results are plotted over the experimental data in in Fig. 5 [26].
The plots are obtained using a eighteen site unit cell calcula-
tion for D = 1, 2, 3 and 5. We observe a linear curve, without
the existence of any magnetization plateaux unlike the case
of KHAF [53]. The linear curve saturates at around 1T . The
experimental magnetization curve also shows a steep and ap-
proximately linear increase in magnetization up to a field of
H = 1T, however, it only achieves 50% of the saturation
magnetization at this field and continues to increase with a
much gentler slope up to saturation at 12 T (see Ref. [26],
Fig. 2b). This discrepancy might be due to the fact that the
experimentally obtained magnetization curve has been mea-
sured at T = 1.8K and one can expect the behaviour to con-
verge to our theoretically obtained curve as the temperature
gets lowered. Our results are also very similar to theoretically
obtained mean field results [26]. This is to be expected since,
in the presence of strong magnetic field, the ground state is
in a ‘product-like’ state and mean field approximations will
be very accurate. In fact, the mean field results can be re-
produced by our tensor network ansatz for the specific choice
of D = 1 (shown by the blue curve in Fig. 5). In addition
to the magnetization curve, we have computed the magnetic
susceptibility χ, which is nothing but the slope of the magne-
tization curve (dM/dh). We obtain a value of χTh = 1.1731
µB/(Cr5+ ∗ T) with a fitting error of 8 × 10−3 at most and
convergence up to four decimal places for the data points at
low values of the magnetic field (0 − 0.2 T). This is again
plotted over the experimental data χExp in the inset of Fig. 5.
The experimentally obtained value of χExp has been found to
be 1.0634 ± 0.1342 µB/(Cr5+ ∗ T) at T = 1.8 K which was
the lowest temperature measured. It should be noted that the
susceptibility was found to increase with decreasing tempera-
ture (see Ref. [25], Fig. 5d), therefore at temperatures below
T = 1.8 K larger values of susceptibility are expected. Thus,
the higher theoretical value calculated for T = 1.8 K is in
agreement not only on the purely qualitative, but also largely
on a quantitative level.
Conclusion. In this work, we have set out to investigate
the properties of the quantum magnet Ca10Cr7O28 with ten-
sor network methods that are particularly suitable for studying
such quantum materials due to the favourable scaling in ef-
fort. We found strong evidence of a gap-less spin liquid from
the algebraic convergence of the ground state energy and the
disappearance of magnetic order parameter using finite entan-
glement scaling. Our experimental data on the heat capacity
are consistent with our theoretical findings. We have also in-
vestigated the response of this material to applying an external
magnetic field, and have computed the magnetization curve as
well as the magnetic susceptibility both theoretically and ex-
perimentally. Our theoretical results agree well with the avail-
able experimental results including the value of susceptibility
measured in experiment at T = 1.8 K.
Our studies constitutes one of the first instances of using
state of the art tensor network tools to benchmark the prop-
erties of actual two-dimensional quantum materials that can
be designed and studied in the laboratory. In this sense, our
study marks a paradigm shift in the treatment of TN tools
which were previously used mostly for paradigmatic theoret-
ical models, albeit providing significant conceptual insight.
The highly encouraging results found here provide a road
map for future endeavours of benchmarking quantum mate-
rials with tensor networks. We plan to make our study even
more realistic by studying the finite temperature properties
of this model so that a one-to-one comparison can be made
with the experimental data. Initial steps taken by us in this di-
rection in developing annealing algorithms for 2D tensor net-
works [37] suggest that this can be done. It is the hope that the
present work firmly places tensor networks into the portfolio
of experimentalists working with quantum materials as well
as with quantum simulators to benchmark their properties.
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SUPPLEMENTARY INFORMATION
In this supplementary information, we will provide de-
tails of our numerical technique and the implementation used.
PESS (PEPS) algorithms involve basically two stages: (i) the
update scheme that refines the tensors and (ii) the contraction
scheme that allow to compute properties. The first scheme is
when we update the tensors, for example, in this case do an
imaginary time evolution to obtain the ground state. The con-
traction scheme is required because we aim at computing the
expectation values once we have the ground state. Let us de-
scribe the schemes that we employ in this investigation below.
Update scheme
In this work, we employ a simple update scheme as it is
singled out because of its numerical efficiency. This is of
key importance for the problem at hand since we are inter-
ested in the scaling behaviour of the ground state energy with
large bond dimension. Other optimization schemes such as
the full update [20] or the gradient optimization as presented
in Ref. [61] cannot be used in this context as they are lim-
ited to small bond dimensions that cannot be used to extract
the correct scaling behaviour. However, we will compute the
full environment when we calculate all expectation values. In
order to make the update, we start by decomposing our Hamil-
tonian into two parts which do not necessarily commute, i.e.,
H = H∆ + H∇. The first part of the Hamiltonian acts only
on the tensors making the up triangle while the second part
acts on the down triangle. The algorithm proceeds by apply-
ing e−δτH∆ and e−δτH∇ successively on some random ini-
tial PESS state vector (distributed according to uniformly dis-
tributed random numbers in the interval (0, 1)). This means
that the normalized state vector |ψ〉 = e−τH |ψ0〉 in the limit
of τ →∞ is expected to provide the ground state vector upon
convergence, where |ψ0〉 is some initial state vector captured
faithfully as a PESS [23]. The same applies for the case of the
9-site (eighteen site) unit cell where we apply the projection
operator to six different triangles successively corresponding
to nine physical tensors to obtain the ground state vector. We
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FIG. 6: (a) Tensors making up the Kagome lattice in the PESS for-
malism. (b) Applying an update corresponding to a single Trotter
step. The grey triangle tensors correspond to the imaginary evolu-
tion operator for each cluster.
use successive Trotter steps of 10−1, 10−2, 10−3 and 10−4.
Thus, the error originating from the Trotterization is at most of
O(δτ2) i.e. O(10−8). Thus, once we reach convergence, the
ground state vector in the PESS formalism can be expressed
mathematically for the 3-site 3-PESS as
|ψ〉 = tr(XRa′,b′,c′µ Aa
′,a,iaBb
′,b,ibCc
′,c,ic)| . . . , ia, ib, ic, . . . 〉
(3)
where Rµ = R∆ or R∇, the simplex tensors of dimensions
D × D × D with D, the bond dimension of the PESS, and
X denotes the entire rest of the contracted tensor network.
It connects the tensors A, B and C associated with physical
sites, each having physical dimension d2 and bond dimension
D, so that the entire tensors are of degree three and dimension
D × D × d2. It is key to the approach taken here that d2 is
the physical dimension of the double layer system of spin-1/2
systems, here seen as one physical system of local dimension
four. This is illustrated in Fig. 6 The above expression is for
the 3-site 3-PESS, one can express similarly for the 3-site 9-
PESS.
Contraction scheme
Once we have obtained the ground state vector in the form
of PESS, we need to be able compute expectation values of
the Hamiltonian as well as of observables. This can be done
by either using a simple environment or a full environment
of the tensors. We will do both. In the case of the simple
environment, we neglect correlations beyond a certain clus-
ter and therefore do not need to contract the whole TN in the
thermodynamic limit. For example, simple environment was
used to calculate to ground state of the Heisenberg antifer-
romagnet on the Huisumi lattice [29]. There are numerical
evidences suggesting that such approximations give very ac-
curate results [62]. For the full environment, we need to con-
tract the TN with a bond dimension that is the square of the
original bond dimension. In both worst case and average case
complexity, this is known to be a computationally hard prob-
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FIG. 7: Scheme for PEPS contraction using the full environment. (a)
First we do the overlap of the TN corresponding to the state vectors
and their duals. Tensors within a shaded region are grouped together.
(b) Once, the tensors are grouped as in (a), we obtain a TN for a
square lattice. This can be contracted using several techniques such
as the CTMRG. The shaded region corresponds to fixed point tensors
of the CTM algorithm. (c) Components of the tensors in the Kagome
lattice.
lem for exponential precision [63, 64]. This statement can,
however, be lifted for ground states of uniformly gapped sys-
tems [65]. Indeed, in practice, there are several excellent algo-
rithms that can efficiently and accurately approximate the full
environment. Corner transfer matrix renormalization group
(CTMRG) methods [57, 58], boundary matrix product states
(bMPS) [20], and channel environments [61] constitute some
examples. A detailed work comparing the different contrac-
tion schemes will be presented in the future. In this work, we
will use the CTMRG technique to compute the environment.
We describe it briefly below.
To start with, we regroup the physical and simplex tensors
in the original Kagome lattice, so that we obtain a square lat-
tice which can be contracted in a straight forward manner us-
ing the CTMRG technique. Obviously, such a grouping is not
unique. We choose the grouping as shown in Fig. 7. The TN
shown there corresponds to the overlap of the state vector |ψ〉
and the dual vectors 〈ψ|. This means that for a PESS with
bond dimension D description of the state vector, we actually
need to contract a PEPS with bond dimension D2 to compute
the energy or the observable. Fig. 7 shows the 3-site 3-PESS
(six site unit cell for our double layer compound). The result-
ing square lattice from this grouping has a two-site unit cell as
shown in Figure 7(b). Once the square lattice is ready, we ap-
proximate the tensors in the shaded region in Fig. 7 using four
corner matrices and a number of half-row and half-column
transfer matrices depending on the number of unit cells. De-
tails on how to compute these fixed point tensors can be found
in Refs. [57, 58]. While computing the environment for a par-
ticular site, we fix the bond dimension of the CTM tensors to
some number DCTM. This is known as the bond dimension of
the environment. The physical dimension of the CTM tensors
is given by the bond dimension D of the PESS quantum state.
In our case, this value is D2 since we need to compute the
overlap of the vectors and dual vectors while calculating the
expectation values.
