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Abstract

The amount of annual energy consumption in today’s human world is on an unprecedented
level, as most of the energy used for industrial, transportation, and residential purposes are
rejected or dissipated as waste heat, it is of crucial importance to find a way to harvest
this wasted heat energy and convert it back into usages. Thermoelectric (TE) devices can
help to achieve this purpose by utilizing the principle of thermoelectricity such as Seebeck
effect to generate the electric energy from the waste heat. The main challenges are to find
TE materials that are highly efficient in energy conversion, low cost and environmental
friendly, these goals are not easy to achieve and researchers have spent decades trying to
find optimized TE materials that are commercially feasible for large scale applications.
The present thesis is an investigation of the properties of TE materials from both a
nano or micro-scale point of view, and TE transport from a macro-scale point of view. The
former one consists of the studies of some newly synthesized quaternary materials such as
CuZn2 InTe4 and AgZn2 InTe4 , the earthly abundance and non-toxic nature make these materials promising candidates for TE applications. By using density functional theory (DFT)
simulation, the electric and thermal transport properties of these materials are obtained
and thus their TE performances can be accessed and compared to the experiment results.
Beyond these materials, by using a systematic ”cross-substitution” method, we generated a
large class of I-II2 -III-VI4 quaternary materials starting from II-VI binary compounds, still
vi

use DFT simulations, the TE properties of these quaternary materials are obtained, the
results can be useful in helping the future experimentalists to study these materials in a
systematic manner.
The other point of view is to study the macroscopic TE transport phenomena using the
concept and design of metamaterials. One topic we studied is to use the transformation
optics (TO) technique to manipulate the TE flow in a pre-designed manner. TO technique
is a way to transform the governing equation of certain physical processes with the equations
being form-invariant, thus some special effects such as cloaking and concentrating of waves or
flows can be achieved. This method is applied to TE phenomena in the present research, and
both the theoretical and practical design of the TE cloak, concentrator, rotator, and diffuser
are obtained. Another topic we investigated is the decoupling of thermal and electric flows to
a certain extent, by arranging the TE composites in parallelly and series connected manner,
the effective thermal and electric conductivity will process different dominant directions,
thus the thermal and electric flows will prefer different directions, then a separation effect
can be achieved.
The goal of the present research is to contribute some more knowledge to the field of
TE research by investigating a new class of TE quaternary materials from the first-pinciple
study, and by proposing a class of metamaterial designs that can achieve various types of
TE transport control.

vii

1

1.1

Introduction

History and general theory of thermoelectric transport

Since the 1st industrial revolution, the productivity of modern civilization was so vastly
improved by the usage of thermal energy stored in naturally coal that the following second
industrial revolution with the hallmark of utilizing the electric energy further advanced the
modern civilization in a new stage. Due to the utmost importance of energy, the level of
human civilization is measured by the amount of energy that a civilization can produce and
consume. The famous ”Kardashev Scale” defined by the Soviet astronomer Nikolai Kardashev categorizes three levels of civilization: planetary level at which the energy available on a
planet are fully utilized, stellar level at which the energy stored in a planetary system can be
fully utilized, galactic level at which the full galaxy’s energy can be utilized.1 Unfortunately,
the current status of modern civilization is still below the first level, the advancement towards
level 2 and level 3 civilizations requires some fundamental development of physical sciences
such as cold nuclear fusion, which is still not achievable within the foreseeable future.
It can be safely said that human civilization will be below level 1 for a long period of
time. However, even within level 1 civilization, the efficiency of energy usage is still very
limited. The energy currently utilized in modern civilization is mainly chemical energy
stored in petroleum, kinetic energy obtained from river or wind, or nuclear energy stored
in radioactive elements, and these types of energy are turned into electric energy by power
1

Figure 1: The U.S. energy flow chart constructed by the Lawrence Livermore National
Laboratory (LLNL).2 The chart shows that roughly 67.4% of the energy produced is wasted
in the year 2019.
plants and then delivered via electrical grid for industrial or domestic needs. In this whole
scheme of power generating and using, there is a big problem of energy loss. The Lawrence
Livermore National Laboratory (LLNL) constructed a U.S. energy flow diagram to illustrate
the energy usage across the U.S. as shown in Figure 1. An alarming fact shown by this
chart is that almost 67.4% of the energy generated are wasted.2 Thus, it is of both practical
and economical importance to make the energy efficiency higher than current status. The
rejected energy as shown in Figure 1 are wasted mainly in the form of heat. Thus, it will be
of tremendous importance if an efficient way of harvesting this wasted heat energy back is
found. Thermoelectric (TE) devices provide one possible solution to this outstanding problem.

2

The operation of such devices is based upon the TE effect in which an applied temperature
difference at the ends of a given material can generate an electric current. Thus, if placing
such material near a wasted heat source, then the heat energy can be harvested and turned
in to electric energy for future uses. Therefore, if good TE device can be made and put into
a large scale of industrial level applications, huge amounts of wasted energy can be saved
and it will of huge economical interests to develop such devices. For decades, researchers
have devoted much efforts into investigating TE phenomena, from both theoretical and
experimental aspects. The general scope of the present thesis also lies in the field of TE
phenomena and devices.
The theory of thermoelectricity began with the discovery in 1794 by Italian scientist
Alessandro Volta, when he found that if two ends of iron rod have temperature differences,
and if a wire is connected to a hind leg of a frog, a TE current will be generated and
the frog’s leg will twitch. This phenomenon was then rediscovered by German physicist
Thomas Seebeck by using different experimental setup, where he placed a compass needle
near a closed loop formed by two different metals. And if temperature differences are applied
upon two joints of the loop, then a TE current will be generated. Due to Ampère’s law, a
magnetic field will be formed within the loop and the compass needle will twist.3 Expressing
this phenomenon mathematically, one can write

VS = −S(Th − Tc )

(1)

where S is the Seebeck coefficient which captures the capability of one material that can
generate electric voltage from temperature difference, Th and Tc are the temperatures on
3

the hot and code side of the material, respectively. VS is the voltage generated due to the
temperature difference applied. This phenomenon was named after the German scientist
and is called Seebeck effect to this day.
Soon after Seebeck’s discovery, an ”inverse” Seebeck effect was discovered by J. Peltier
in 1834. It was found that if an electric current is passing through a surface of contact of
bismush and antimony, heat will be absorbed or generated at the junction depend on the
direction of the electric current.4 A later experiment done by Emil Lenz in 1838 found that
water will be frozen to ice if an electric current flows through the electrical junction, and it
will be melted back to water if the direction of electric current is reversed. This effect was
named naturally as Peltier effect. Such effect can be mathematically expressed as

Q̇π = (ΠA − ΠB )I

(2)

where Q̇π is the Peltier heat power, I is the electric current, ΠA and ΠB are the Peltier
coefficients of two conductors that meet at the junction, and there is a simple relation
between Peltier coefficient and Seebeck coefficient, i.e., Π = ST .
The above-mentioned discoveries are all works concerning the experimental side of TE
phenomena, and in 1851 William Thomson gave a full theoretical description of thermoelectricity.5 In this description, a thermal gradient and an electric current are present along a
homogeneous conductor, which leads to heat being generated or absorbed. The Peltier effect
can be attributed to the temperature dependence of Seebeck coefficient, the Thomson coefdα
, and it can be shown that the differential form of Peltier
ficient can be expressed as τ = T dT

effect can be written as dQ̇τ = I · τ ·

∂T
∂x

· dx. The importance of Thompson’s theory is that
4

it built the foundation for near-equilibrium transport within classical thermodynamics. The
above-mentioned effects are the main phenomena of TE. After their discovery, additional effects were found as researchers started to apply both electric fields E and magnetic fields B
into the system. The thermoelectric phenomena can be placed in two general categories: (1)
galvanomagnetic effects, such as the Thompson effect,5 Hall effect,6 Ettingshausen effect,7
and Nernst effect;8 (2) Thermomagnetic effects which include the longitudinal Ettingshausen
Nernst effect and Righi-Leduc effect.9
A unified description of thermoelectricity was proposed by Onsager who established
the reciprocal relations between currents generated by applied forces through linear coefficients.10, 11 In a coupled thermodynamic system, the Onsager relations can be written as,










1
 J~N   L11 L12   − T ∇µe 


=


 

 
1
~jQ
∇ T
L21 L22

(3)

where J~N is the particle flux, J~Q is the heat flux, µe is the electrochemical potential with
µe = µc + eV , e is the particle charge and V is the electrical potential. After relating the
kinetic coefficients Lij to the physical properties of the material, one arrives at

←
→
→
→
J~ = −←
σ · ∇µ − ←
σ · S · ∇T

(4)

←
→
→
J~Q = −←
κ · ∇T + T S T · J~

(5)

←
→
→
→
where ←
σ is the electric conductivity tensor, ←
κ is the thermal conductivity tensor and S
←
→
←
→
is the Seebeck coefficient tensor ( S T denotes the transposed of S ).
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Figure 2: An illustration of TE generator and cooler.
Eqs. (4, 5) are the governing equations of the thermodynamic system under temperature
and potential gradients. From Eqs. (4, 5) one obtains that κE (thermal conductivity when
µe = 0 ) and κJ (thermal conductivity when J~ = 0 ) are related according to

kE = T S 2 σT + κJ

(6)

where σT is the isothermal electrical conductivity. Eq. (6) only applies to homogeneous and
isotropic materials with constant materials properties.
Lord Rayleigh was the first to propose that Seebeck effect can be utilized to generate
electric power in 1885.12 Soon researchers began realizing that one can take advantage of the
Seebeck and Peltier effects to make TE devices that can generate electric power or produce
refrigeration. A very nice illustration of such device is shown in Figure. 2 where panel (a)
displays the working principle of TE generator due to Seebeck effect, in a TE material placed
6

between a heat source and heat sink. The resultant temperature difference between the heat
source and heat sink, generates electric current which can further be utilized. Figure. 2
(b) shows the TE cooling device based upon Peltier effect. The device is similar as the one
given in Figure. 2 (a), but now the current is supplied from an external sources, then due to
Peltier effect, the heat energy will be carried away from the cooling side to the heat rejection
side, which leads to refrigeration.
With such guiding principles, the main goal of TE research is to find suitable TE materials
that can make efficient TE generators and TE coolers. Some further works done by German
physicist Edmund Altenkirch around 1909 formulated the relation between TE efficiency
and the internal properties of materials. He concluded that a good TE material should have
large Seebeck coefficient S, a low thermal conductivity κ and a high electric conductivity σ.13
Thus, a key issue in TE applications is to maintain a large temperature difference between Th
and Tc , while maximizing the heat flow between the two ends. These two goals are inversely
dependent since larger temperature difference normally means low thermal conductivity,
and this will lead to small heat flow. But if we consider two extreme cases, the opencircuit configuration and short-circuit configuration, this conflict will have a compromised
solution. In the open-circuit configuration we have J~ = 0 and the system has the thermal
conductivity κJ . Since we want to have temperature difference as large as possible for opencircuit configuration in order to generate higher TE voltage, we want to let κJ as small as
possible. The other scenario is a short-circuit configuration, in which case µe = 0 leading to
κE . Since we want to have as large thermal current as possible, thus the goal is to maximize
κE in this case. Combining these two extreme cases together, one arrives at the condition of

7

a maximized quantity

κE
κJ

=



T S 2 σT
κJ


+ 1 . This observation was captured by Soviet physicist

A. F. Ioffe in his 1959 work where he defined the ”figure of merit” of the TE material that
can characterize the quality and ultimately the efficiency of TE materials, i.e.,14

S 2 σT
ZT =
κ

(7)

The figure of merit is material specific property and larger ZT values result in TE generators with higher efficiency. Thus, this value will serve a useful guide of the performance
of thermoelectric materials, and much of the current research in thermoelectricity is largely
focused on finding materials with high ZT values.15, 16

1.2

Role of materials in thermoelectricity

As mentioned in previous section, the main goal of TE research is to find materials with
ZT values as high as possible, but in general this is hard to achieve due to the lack of
systems with high electric conductivity σ and low thermal conductivity κ simultaneously.
The disadvantageous relation between the transport characteristics in a material can be seen,
for example, in the Wiedemann-Franz law which states that the electric conductivity σ and
thermal conductivity κ are connected by κ = LσT , with L being the Lorenz number.17 For
a long time, the field of thermoelectricity did not develop significantly due to the lack of
efficient materials. The seeking of good TE materials did not experience much progress for
a while after the first discovery of TE effects dating back to the beginning of 19th century.
In the 1960s significant progresses was made due to the advance of solid state physics and
semiconductor industries.

8

Figure 3: The ZT values of the materials reported in history summarized in the comprehensive review by X. Zhang and L. D. Zhao.18
As can be seen from Figure 3, the development of TE materials can roughly be categorized
into three stages: the first generation of TE materials concerns mostly binary compositions
such as Bi2 Te3 and SiGe with the ZT < 1 which is not commercially promising, and they
were mainly studied between the year 1960-1990. Then in the second stage in the 1990-2010
period, nanoscience, electronic structure simulations, and synthesis of hierarchical composites
have led to the synthesis of materials capable of achieving ZT values as high as 1.7. In this
period lots of materials beyond binary compounds have been synthesized and studied for
TE needs. In the third stage covering the period since 2010, many new classes of materials
have been synthesized and in some cases ZT values as high as 2.5 have been achieved. It
is notes that materials with ZT>2.0 are generally considered to be commercially promising.
Additionally, it has been recognized that in addition to maximizing the figure of merit, other

9

issues, such as finding systems that are environmentally friendly and cost effective, must also
be solve. Below we give a brief introduction to some representative families of TE materials.
Binary systems were some of the first materials to be considered for thermoelectricity
as can be seen from Figure 3. Amongst them, PbTe was studied since the 1960s mainly by
A. Ioffe,19 and it has since attracted an ever-going interest as a good TE materials since it
has elements with high atomic weights and low thermal conductivity. From Figure 3, one
can see that PbTe in the first stage did not process high ZT values (around 0.5), but in
the second stage especially the first ten years of 21st century, its TE performances went
through a rapid enhancement by various techniques. For instance, using band structure
engineering and doping, it was found that Tl dopants can modify the density of states
(DOS) with localized resonant peaks which can enhance significantly the Seebeck coefficient
and ZT ∼ 1.7 can be achieved.20–22 Another way of enhancing ZT value is the breakthrough
from Northwestern University’s ”all-scale hierarchical architecturing” method that can lower
the thermal conductivity κ significantly,23 These researchers have explained such dramatic
ZT increase by scattering mechanisms at the nanoscale due to point defect scattering together
with scattering from inner grain boundaries at the mesoscale leading to significant reduction
of the thermal conductivity. As a result, a record breaking ZT value as high as 2.2 via such
method was reported.24 This method was also successfully implemented to PbSe25, 26 and
PbS composites.27, 28
Bismuth telluride (Bi2 Te3 ) is another good candidate of TE material for portable power
generation and refrigeration. Its electrical and thermal properties of such alloys are welldocumented.29 It is shown that by forming alloys with Sb2 Te3 adn Bi2 Se3 , the TE performances of Bi2 Te3 can be enhanced.30–32 Recent approaches to increase the TE efficiency of
10

Bi2 Te3 include making nanowires or thin sheets of such materials instead of bulk ones.33–35
The improvement of TE performances in these lower-dimensional structures comes from the
modifications in the electronic structure due to the reduced dimensionality.36–39 The increase
of TE performance of Bi2 Te3 due to the application of these techniques is shown in the blue
curve in Figure 3. This curve shows that the ZT value of Bi2 Te3 structure has undergone
significant increases since 1960 until present day.
It is important to note that in addition to studying such ”classical” TE materials, utilizing dimensionality can also lead to systems with advantageous transport properties. The
dimensionality of the material plays an important role in enhancing the TE performances
of the materials. As can be seen from the case of Bi2 Te3 , by lowering the dimension of the
3D bulk TE materials, their performances can be further improved. When the dimension
is lowered to 2D, one has the thin-film TE devices. An early work by Hicks and Dresselhaus showed theoretically the possibility of increasing the bulk ZT value of Bi2 Te3 by up to
14-fold by making them into quantum well superlattice structures.40 It was demonstrated
experimentally later that by aligning different thin-films into alternating superlattice, the
mismatches of thin-films and the interface effects increases the phonon scattering. In addition, as the electrons are now restricted in the 2D quantum well, the quantum confinement
effects will modify the electronic band structure by an increased DOS near the Fermi level.
As a result, the over TE performance is much improved.41–43 In 2001 researchers have also
shown that the thin-film superlattice TE device made from Bi2 Te3 /Sb2 Te3 is able to enhance
the ZT value up to 2.4 at 300K.44 Similar TE enhancement can be achieved by using 1D
quantum well nanowires in devices. For example, in 2008 it was shown that silicon nanowires
yield ZT ≈ 1 at 200 K, which is about 100-fold higher compared to the bulk Si devices.45
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(a) Clathrate I8 As21 Ge25 50

(b) Skutterudite CoAs3 51

(d) Ternary compound of CsBi4 Te6 53

(c) Half-Heusler MnNiSb52

(e)
Quaternary
CdPb2 Bi4 S9 54

Chalcogenides

Figure 4: Some representative TE materials: (a) Clathrate I8 As21 Ge25 ;50 (b) Skutterudite
CoAs3 ;51 (c) Half-Heusler MnNiSb;52 (d) Ternary compound of CsBi4 Te6 ;53 (e) Quaternary
Chalcogenides CdPb2 Bi4 S9 .54
Another work by Lin and Dresselhaus showed that by forming superlattice with nanowires,
PbSe/PbS and PbTe/PbSe composites are able to reach ZT ≈ 4 ∼ 6 at 77K, which is much
higher than PbSe/PbS and PbTe/PbSe alloy nanowires.46 Several other TE devices made
form different materials have been reported through the years.47–49
Besides the above-mentioned conventional TE materials, different classes of materials as
potential candidates for thermoelectricity were also developed in recent decades mainly in
the third stage shown in Figure 3. One family of such materials are clathrates as shown in
12

Figure 4 (a), the example here is I8 As21 Ge25 55 with ”host” species (As,Ge) form as a ”cage”like blue-green framework, and they are able to host or capture some ”guests” atoms of I.50
There are different materials used for the cages such as Al, Ga, Si, Ge and Sn,56–58 there
are different types of clathrates, mainly type I, II, III, VII, VIII, IX.59 As pointed out by B.
Iversen et. al,60 the ”cage” frameworks will mainly scatter phonons which will reduce the
lattice thermal conductivity κ, but will have little influence on electrons so that electronic
conductivity σ will not be influenced much, thus they are very promising TE materials. The
concept of phonon-glass electron-crystal (PGEC) was introduced mainly by G. Slack and
G. Nolas to describe this kind of materials.61, 62 The ”phonon-glass” part refers to the high
phonon scattering mechanism introduced within the materials that causes the low thermal
conductivity κ, the ”electron-crystal” part refers to the low resistance for electron transport
within the materials with leads to higher electric conductivity σ, thus the combined effect
of PGEC materials will lead to a high ZT value. Significant progress was made in recent
few decades as Ge, Ga and Si-based compositions were developed.63–65 Some comprehensive
reviews of PGEC thermoelectric clathrates from both theoretical and experimental perspectives are available.58, 61, 66 Although clathrates have shown very promising aspects of being
good TE materials, there are some limitations preventing them from achieving high ZT values. Phonon scattering in clathrates has not yet optimized, the electron transport properties
still require further enhancement.59, 61
Skutterudites shown in Figure 4 (b) are another type of materials suitable for thermoelectricity. They are also cage compounds whose cubic structure can also serve as ”hosts”
of the ”guest” molecules. The interests of applying skutterudites into TE research started
from mid-1950s in the last century when it was noticed that two big vacancies in the CoAs3
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binary structure can be filled with some other atoms. By doing so, the initial CoAs3 binary
structure which was not a good TE candidate due to their high thermal conductivity, can
process lower lattice thermal conductivity. This was first observed by G. Slack in 1994 in
the study of IrSb3 skutterudites structures when he found that by placing the atoms in the
voids of the skutterudites, the phonon-scattering centers were introduced which reduces the
thermal conductivity. Essentially, skutterudiets behave as PGEC materials similar to the
clathrates.67 Since the initial work by Slack, extensive studies on TE properties of different skutterudites have been performed over the years.61, 68, 69 Detailed summaries of early
history of studying skutterudites as TE materials are available.70–72 Some recent works on
skutterudites have shown some promising advancement, it is found that by filling CoSb3
skutterudites with Ba, La and Yb cofillers, the ZT values can be greatly enhanced and the
peak value can be up to 1.7 at 850 K.73 In another study, it has been shown that by grain
boundary engineering, the Yb-filled CoSb3 are fabricated with Sb element, the average ZT
values in the temperature range 300-850 K can be approximately 1.08.74 Recent progress
about TE skutterudites can be found in the recent papers.75–77
Half-Heusler materials shown in Figure 4 (c) are a class of novel TE materials that
have attracted increasing amount of attention in recent decades. Comparing to the TE
materials mentioned above, the half-Heusler materials have some important advantages. The
traditional PbTe/PbSe/PbS TE materials contain Pb element which is toxic, but half-Heusler
materials do not contain such toxic compounds which make them safe to use in practical
devices. On the other hand, their ”cage” structures like clathrates and skutterudites are
generally not very mechanically and chemically stable in high-pressure and high temperature
environments, since many TE applications requires devices to work in high temperature
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environment as the waste heat from factories or vehicles can have rather high temperature,
this limitation make them not the ideal choice for such working conditions. The half-Heusler
materials, however, process very stable mechanical and thermal properties, so this make
them extremely useful high-temperature TE devices.78 The half-Heusler materials are a
large family of materials with a general chemical formula is ABX. They have a cubic MgAgAs
structure and the most studied composition is ACoSb and ANiSn where A=Ti, Zr, Hf. As
each of the A, B and X sites can be easily replaced by other atoms or molecules, one can
potentially generate many systems with tunable properties. It is shown that by replacing
the A, B site atoms, one can reduce the lattice thermal conductivity significantly.79–81 A
high value of ZT ≈ 1.5 at 1200 K was reported by using heavy Hf doping technique.82
Band engineering techniques were also proven to be effective in increasing ZT value of the
half-Heusler materials to the value above 1.0.83
Over the years significant advances in experimental techniques have made possible the
synthesis of complex materials with precise doping of specific atoms on particular atomic
sites. A natural developemt in this direction is the synthesis of multinary TE materials.
It was expected that by having multiple types of atoms with different radii and weights
in the system, it is possible to reduce the thermal conductivity significantly without influencing the electronic conductivity too much. A 1958 pioneer work by C. A. Domenicali
proposed a phenomenological theory that can describe the TE power in binary, ternary and
even multinary TE materials,84 and it predicted the enhancement of TE performances in
ternary alloys. Afterwords, experimental efforts were devoted to the ternary TE materials.
A pseudo-ternary Bi2 Te3 -Sb2 Te3 -Sb2 Se3 alloy was studied and it showed that such alloys
have better TE performances than the pure binary TE structures such as Bi2 Te3 .85 Another
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study of InAs1-x Px ternary compounds showed better TE performances than the binary InAs
compounds, though their ZT values are not very high as the peak value is around 0.7.86 Some
early works of TE performances of ternary chalcogenides I2 -IV-VI3 , I-V-VI2 and I3 -V-VI4
were reported,87 though this early work did not show very promising TE performances from
these materials. The revival of ternary chalcogenides as good TE materials took place in
the last few decades, amongst them, the Cu-based chalcogenides have drawn particular attentions. E. Skoug et. al found that the ternary compounds Cu3 SbS4 and Cu2 SbS3 can
have ZT value significantly increased if S is replaced by Se such that one has Cu3 SbSe4 and
Cu2 SbSe3 . The main mechanism is due to the enhanced phonon scattering for Se atoms than
S atoms.88 Another study showed that by applying pressure in the CuBiS2 structure, the
Seebeck coefficient S can be enhanced by 20%.89 The improved synthesis and manufacture
methods of Cu-based chalcogenides TE materials were reported in recent years.90–93
After the ternary TE materials have shown promising aspects of being TE materials, one
natural generalization is to study higher order multi-component systems, and the quaternary
structures thus became a research focus in recent years. Though it is quite recently that the
quaternary structures became a focus topic, the hint that these materials can be possible candidates for TE materials was demonstrated in early 1970s, when it is found that by forming
quaternary alloys from the binary systems, the (Bi2 Te3 )5 (Bi2 Se3 )(Sb2 Te3 )18 quaternary alloy
can improve the TE performances significantly.94 In addition to these initial studies,95–97 the
quatenary materials gained significant attention by the end of last century. Chung et. al
proposed a systematic solid state chemistry approach to find complex chalcogenides that
can be used as good TE materials,98 where they suggested that ”high thermopowers and
high electrical conductivities are possible in alkali-bismuth-chalcogenide systems”. They
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also pointed out that low thermal conductivity can be achieved in such quaternary systems
given that the systems have low symmetry and large unit-cells. These suggestions were followed searching of good quaternary TE materials using these guiding principles. Promising
TE performances were reported in quaternary Heusler alloys Fe2 Al1-x Six 99 and TiNiSn-based
Heusler alloys alloys.100 Some Cs-Bi-based TE materials were also studied.101, 102 The most
highly discussed quaternary TE materials are the Cu and Ag-based ones, and many studies
from both experimental and computational aspects were performed on these materials. For
example, the improved TE performances were reported in Cu-based quaternary materials by
various means such as proper doping and hierarchical structure design.91, 103–113 Such types
of studies were also performed on the Ag-based quaternary materials.114–120

1.3

First principle simulations for electronic properties

In searching for good candidates of TE materials, besides the experimental approaches, the
first principle simulations play an indispensable role in the rapid development of the field of
thermoelectricity. One of the most important method in first-principle simulations is density
functional theory (DFT). Because of its accuracy and ability to study relatively large systems
that are of practical importance, DFT simulations have become almost a standard toolbox to
simulate molecular and atomic structures of given materials in areas such as physics, chemistry, biology, pharmacy and material science. Several large scale DFT codes are available
with the Vienna Ab initio Simulation Package (VASP) being one of the most versatile tools
to reliably compute atomistic, electronic, and phonon properties of materials.121, 122 Here we
provide a brief introduction to DFT.
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For a solid with M atoms and N electrons, the general form Schrdinger equation will contain huge number of degrees of freedoms, thus the system is impossible to solve numerically
in any case. So DFT proposes to resolve this issue; the idea is that instead of solving for all
the motions of electrons individually, we try to condense all information in a single function:
the electron functional, which depends on the electron density ρ(~r).
The two basic theorems, given below, derived by Hohenberg and Kohn built the foundation of DFT which guarantees us that all necessary information we need to know is contained
in the function ρ(~r).
Theorem 1. The ground state energy of the many-particle system is a unique functional
of electron density.
Theorem 2. Any trial function of ρ0 (~r) will make the functional E[ρ0 (~r)] ≤ E[ρ(~r)].
Theorem 1 provides us with the guarantee that once the density functional of electrons is
determined, the ground state is uniquely defined. And theorem 2 is essentially a variational
principle which gives us a guide to derive a computational approach to obtain the ground
state by finding a density function that minimize the ground state energy. Several models
have been developed using such thoughts.
The first density functional model is the Thomas-Fermi model.123, 124 Although this model
is effective in some cases, it has several deficiencies. Firstly, it lacks the shell structures of
atoms, secondly, it did not provide enough description of bonding between the atoms, thirdly,
it cannot describe magnetic systems. To improve the Thomas-Fermi model, Kohn and Sham
proposed a new kind of the energy functional, and obtained the Kohn-Sham equations125



1 2
− ∇ + Vf f (~r) ψi (~r) = i ψi (~r)
2
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(8)

where Vef f is the local effective potential, ψi ’s are Kohn-Sham orbitals and i are the corresponding orbital energies. If we solve this equation to get ψi (~r), the density of electrons
is just ρ(~r) =

PN

i=1

|ψi (~r)|2 Having obtained the basic equations for DFT, one also needs

to determine the exchange-correlation energy Exc . The two most popular methods are the
Local Density Approximation (LDA) and Generalized Gradient Approximation (GGA). The
LDA method assumes that Exc only depends on the electron density ρ(~r). For the system
with very rapid changing ρ(~r), the LDA method is not very effective, so the GGA approach,
in which the gradient of ρ(~r) is taken into account, becomes more effective. Currently there
are several new types of functionals beyond LDA and GGA, such as meta-GGA and hybrid
functionals, which further expand the applicability of DFT to many systems especially those
with significant electron correlation effects.
DFT calculations are especially advantageous for the area of thermoelectricity as captured
by the semi-classical transport theory from the electron and phonon Boltzmann equations.126
This is essentially a linear response theory, which takes into account the underlying electronic
structure of the materials as obtained from first principles. Furthermore, auxiliary codes,
such as BoltzTrap,127 allow us to compute transport properties such as conductivity, Seebeck
coefficient, and electron thermal conductivity from first principles, which is quite beneficial
especially in the process of optimizing the figure of merit for a given material.

1.4

First principle simulations for vibrational properties

With the help of DFT theory and related tools, it is also possible to calculate the vibrational
properties of a material from first principles. This is possible because when atoms are
displaced from the equilibrium position, there will be forces within the structures. Then
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by carefully choosing a displacement set and analyzing the forces that are caused by these
displacements accordingly, the phonon frequencies can be obtained. There are two major
ways of computing the phonon properties of the given crystal structure. The first one
is the finite displacement method (FDM),128, 129 the second one is the density functional
perturbation theory (DFPT).130 The former method is used in our calculation.
The FDM method uses the harmonic approximation to obtain the inter-atomic force
constants. Assume the atoms positions are r(lk), where l labels the unitcell and k labels the
atoms in the correspondent unitcell, the potential energy Φ of the whole crystal can then be
expressed as

Φ = Φ0 +

XX
lk

+

+

Φα (lk)uα (lk)

α

1 XXX
2

l0 k 0

lk

Φαβ (lk, l0 k 0 )uα (lk)uβ (l0 k 0 )

(9)

αβ

1 XXXX
Φαβγ (lk, l0 k 0 , l00 k 00 )uα (lk)uβ (l0 k 0 )uγ (l00 k 00 ) + · · ·
3! l00 k00 l0 k0 lk αβγ

where α, β and γ are coordinate indices, Φ0 , Φα (lk), Φαβ (lk, l0 k 0 ) and Φαβγ (lk, l0 k 0 , l00 k 00 ) are
0th, 1st, 2nd and 3rd order interatomic force constants (IFC). Using harmonic approximation, only the second order force constants are retained in getting the vibration properties
of the crystal.
The forces then are obtained from the Hellmann-Feynman theorem,131 such that Fα =
− ∂u∂Φ
, where the second order force constants Φαβ (lk, l0 k 0 ) are obtained as
α (lk)
∂ 2Φ
∂Fβ (l0 k 0 )
=
−
∂uα (lk)∂uβ (l0 k 0 )
∂uα (lk)
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(10)

The phonon frequencies of the crystal are obtained as the eigenvalue of the dynamical
matrix D(q), which can be found from the eigenvalue equation

2
eqj
D(q)eqj = ωqj

(11)

Writing the above relation in a component form, one has

X

0

αβ
βk
2 αk
Dkk
0 (q)eqj = ωqj eqj

(12)

βk0

with q being the wave vector, j the band index, eqj the polarization vector of the phonon with
wave vector q and band index j, and ωqj is the frequency of this phonon. The component
for D(q) is expressed as
αβ
Dkk
0 =

X Φαβ (lk, l0 k 0 )
√
mk mk 0
0
l

(13)

where mk , mk0 are the mass of atoms k and k 0 , respectively.
Then with the force constant Φαβ (lk, l0 k 0 ) obtained, one can solve Eq. 12 and obtain
the phonon structure of the system. With the phonon structures obtained, the following
correspondent properties such as phonon density of states, energy E of the phonon system,
the Helmholtz free energy F , the heat capacity CV and the entropy S can all be calculated
using the theory in solid state physics. The FDM method is fully implemented in Phonopy
code package,132 it is the main tool used in our calculations of phonon structures of the
studied systems in this work.
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1.5

First principle simulations for the lattice thermal conductivity

The lattice component of the thermal conductivity of a given material is calculated using the
Phon3py package,132, 133 which relies on the full solution of the phonon Boltzmann transport
equation.133 In solving for lattice thermal conductivity κl , the relaxation time approximation
(RTA) is used so that κl is written as

κl =

O
1 X
C(q,j) v(q,j)
v(q,j) τ(q,j)
NV

(14)

(q,j)

where N is the number of the unit cells of the system and V is the volume of the unit
cell, q is the wave vector and j is the index of phonon branches. C(q,j) is the heat capacity
corresponding to each mode which can be expressed as


C(q,j) = kB

~ω(q,j)
kB T



2
h

~ω(q,j)
kB T



exp


i2
~ω
exp kB(q,j)
−
1
T

(15)

in the above relation, ω(q,j) is the is the phonon frequency of j ’th phonon branch with value
taken at wave vector q. The phonon group velocity v (q,j) is defined as

v (q,j) = ∇q ω(q,j)

(16)

In order to obtain the phonon lifetime τ(q,j) in Equation 14, one needs to use Phono3py to
obtain the phonon-phonon interaction strength Φ(q,j)(q0 ,j 0 )(q00 ,j 00 ) based on three phonons via
the second and third order IFCs. As a result, τ(q,j) is found as
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τ(q,j) =

1
2Γ(q,j) ω(q,j)

(17)




where Γ(q,j) ω(q,j) is the imaginary part of self-energy, and it can be obtained by using
many-body perturbation theory,

 18π
Γ(q,j) ω(q,j) = 2
~

X

∆ (−q + q 0 + q 00 ) N(q0 ,j 0 )(q00 ,j 00 ) Φ(q,j)(q0 ,j 0 )(q00 ,j 00 )

2

(18)

(q 0 ,j 0 )(q 00 ,j 00 )

In Eq. 18 ∆ (−q + q 0 + q 00 ) = 1 if −q + q 0 + q 00 equals to a vector in the Brilliouin
zone.133–135 This method of calculation of the lattice thermal conductivity from linearized
phonon Boltzmann equation is implemented in the software packages such as ShengBTE126
and Phono3py,133 this work utilizes the implementation in the Phono3py package.

1.6

Motivation for research

The main goal of thermoelectricity research is to find materials whose transport properties
make them suitable in harvesting waste heat. After decades of investigations on materials such as clathrates, skutterudites, Heusler alloys and multinary structures, a new trend
in TE materials focuses on multinary chalcogenides, notably, the Cu and Ag-based quaternary systems. The recent studies of such materials were mainly from the experimental
aspects such as the crystal synthesis and measurement and characterization of transport
properties.91, 103–105, 107–120, 136–138 However, it is of significance to study the materials from
first-principle which will provide a more microscopic view of the materials properties, as well
as provide effective routes for property optimization.
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Figure 5: The microscopic and macroscopic perspectives of theory of thermoelectricity
One of the goals of the present research is to utilize first principles methods based on
DFT simulations to predict new multinary chalcogenides and investigate their transport
properties in a systematic manner. Here we use a systematic approach to generate a large
class of quaternary materials with a procedure called ”cross-substitution” shown on the left
side of Figure 5. By keeping the octet rule satisfied, one can replace the group II atoms with
a pair of group I and III atoms, thus the ternary system I-III-VI2 is generated. Then there
are two paths to generate two types of quaternary materials: the first path is to replace
two group III atoms with one group II and one group IV atom, resulting in a I2 -II-IV-VI4
family of materials. The second path is to substitute one group I and one group III atoms
with two group II atoms, which results in a I-II2 -III-VI4 class of materials. Comparing to
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I2 -II-IV-VI4 chalcogenide systems, the I-II2 -III-VI4 chalcogenides systems are less studied,
thus it is our goal here to perform a comprehensive study of the latter system. By the ”crosssubstitution” process, we will obtain I-II2 -III-VI4 chalcogenides systems with (I = Cu, Ag;
II = Zn, Cd; III = Al, Ga, In; VI = S, Se, TE), in total 36 different compositions, for
each compositions, we study 5 different phases: stannite, kesterite, primitive mixed CuAu
(PMCA), wurtzite-stannite, and wurtzite-kesterite, so in total 180 different structures are
studied. Then a ”high-throughput” computation will be performed upon these systems, and
the lattice parameters, energy stability properties, bandgaps, electronic band structures and
density of states of these structures will be calculated. Then by comparing the relative values
of these parameters, we want to reveal how crystal structure and the configuration of atoms
will influences them.139
The high-throughput computations will provide a general picture of the I-II2 -III-VI4
chalcogenides systems, but most of these structures computed are not yet experimentally
synthesized, thus one needs to have a detailed analysis for the structures that are experimentally synthesized. Then we studied previous synthesized materials CuZn2 InTe4 and
AgZn2 InTe4 in detail,136, 137 the electronic band structures and density of states are obtained
as have shown i the high-throughput computations above. But we want to have a much more
detailed computational analysis, so we also want to show the effects of spin orbital coupling
on the electronic band structures, we want to use the electron localization function to show
the bond structures of the systems, and we will calculate the phonon band structure and
phonon density of states to reveal the vibrational properties of the system.140
The research mentioned is mainly about finding good TE materials by studying their
microscopic structures from first-principle DFT calculations, the propertied are revealed in
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nanoscale. Another angle is to study the TE materials from macroscopic point of view as
shown on the right side of Figure 5, so we seek to use the idea of metamaterial design to
manipulate the TE flow in the desired manner.
The first topic we studied is to transplant transformation optics (TO) method used
mainly in electromagnetism research into TE researches in order to control the flow of TE
currents via metamaterial design. TO technique has proven to be capable of manipulating
electromagnetic fields by utilizing metamaterials (MMs), and certain effect such as cloaking,
rotating, and concentrating can be achieved.141–143 The idea of TO is to map fields into
a new coordinate system by requiring that the governing equations remain invariant. As
a result of the coordinate transformations, the fields and currents can be directed in a
prescribed way. Some desirable material properties such as negative index of refraction,
negative magnetic permeability, electromagnetic cloaks, and high resolution imaging devices
are demonstrated to be possible.144–148 Significant interest has also been directed towards
manipulating diffusive transport, such as heat and electricity, mass diffusion, and acoustic
flow.149–154
TO can then be applied to TE transport phenomena since this is a diffusive type of
transport. This includes considering a diffeomorphism that maps a coordinate system r =
(x1 , x2 , x3 ) to a coordinate system r0 = (x01 , x02 , x03 ) with an identity map on the boundary of
some region 21 . Given that r and r0 are related by a smooth and invertible function r0 (r), the
↔

Jacobian matrix A has elements Aij =

∂x0i
.
∂xj

The governing equations are required to remain

invariant under such a diffeomorphism, which results in transformed governing equation and
←
→
→
→
materials properties ←
σ 0, ←
κ 0 and S 0 , the details of these transformed equations will be
discussed in the later chapter.
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As discussed above, by applying TO techniques, we only need to transform the material
←
→
→
→
properties according to the expression of transformed ←
σ 0, ←
κ 0 and S 0 , then predesigned
transportation behaviors can be realized. Thus we broaden the applicability of this powerful
technique beyond cloaking.154 In our work, we not only broaden the applicability of TO
to coupled diffusive transport phenomena to realize several unusual effects, but we also
broaden the theory of MM design. This work presents new perspectives for manipulating
TE phenomena as well as realizing a multi-domain range of applications.
The second topic is slightly different from TO techniques in that the application of TO
techniques in TE current control mentioned above has the thermal and electric currents flow
in the same manner, but in some applications, it is desirable to control the flows separately.
For instances, in semiconductor industry, the overheating of the CPU or GPU is a major
problem, so we want to seek the possibility of decouple the two flows to certain extend.
With such guiding principles, we want to propose a metamaterial design that can guide the
two flows in two different directions so that a certain degree of separation is achieved. The
basic idea is that by connecting the materials in series and parallel fashion, the thermal
conductivity and electric conductivity will have different dominant directions, so the two
flows will prefer different directions in their path, than the separation can be achieved. Of
course, due to the Seebeck effect, the two flows will be coupled so that the separation will not
be complete, but we will provide a ”separation index” to indicate the effect of the separation.
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2

2.1

First Principle Simulations of novel quaternary chalcogenides

Phase Stability and Electronic Properties of I-II2 -III-VI4 Chalcogenides

2.1.1

Introduction

As mentioned earlier, multicomponent chalcogenide materials are advantageous for many
applications in optoelectronics, magnetism, and transport. The diversity of such chalcogenide compositions and their flexibility of spatial arrangements are especially attractive for
property modifications to answer the needs for different scientific and industrial applications.
Many such systems can be derived from simpler structures by cross-cation substitution.155
Specifically, starting with a binary II-VI zinc-blend or wurtzite system one can obtain ternary
I-III-VI2 or quaternary I2 -II-III-VI4 materials (I = Cu, Ag; II = Cd, Zn, Ta, Co, Fe, V; III =
In, Ga Al, Tl; VI = S, Se, Te2 .156–159 In addition to this variety of chemical compositions, doping on different sites is also possible. As a result, one can achieve a wide range of property
tuning, which has made chalcogenides and their derivatives attractive from the point of view
of fundamental science and applications.91, 160–162 Additional motivation to further explore
chalcogenides is that many of their constituents are earth-abundant and environmentally
friendly,158 which can potentially result in cost effective and ecologically clean devices.
Several representatives of the I2 -II-III-VI4 class of materials have emerged as good candidates for photovoltaics and solar cell components.163, 164 The attractive properties are the
tunable bandgap in the 1.0 − 1.5 eV range and improved device performance.165–167 Some
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Figure 6: Crystal structures for the different phases of the quaternary I2 -II-IV-VI4 chalcogenides: a) stannite (ST), b) kesterite (KS), c) primitive mixed CuAu PMCA, d) wurtzitekesterite (WKS), and e) wurtzite-stannite (WST). The simulated chemical compositions
within each structural phase are also given in Table 7
I2 -II-IV-VI4 systems have also been shown to be applicable for water redox reactions.168
Several recent reports have shown that many quaternary chalcogenides also be good thermoelectrics.108, 137, 138, 169, 170 Even though traditional thermoelectric materials are narrow band
semiconductors, the inherently low thermal conductivity and tunable bandgap are key properties toward including quater nary chalcogenides in the library of thermoelectric materials.
Following the cation cross-substitution method, a rather new class of quaternary chalcogenides with the chemical formula I-II2 -III-VI4 can also be obtained from the ternary I-IIIVI2 . This can be achieved by obeying the octet rule and by replacing one group of I atoms and
one group of III atoms in the ternary material with two groups of II atoms. Unlike the related
I2 -II-III-VI4 chalcogenides, the I-II2 -III-VI4 quaternary chalcogenides have been practically
unexplored. A limited number of recent reports have focused primarily on synthesis and characterization. For example, it has been shown that CuTa2 InTe4 CuZn2 InTe4 , CuCd2 InTe4 ,
and AgZn2 InTe4 can synthesize in tetragonal stannite (ST) or modified cubic lattice structures and they can also have relatively low thermal conductivity.136, 137, 140, 168 Electronic
structure calculations have shown that the orthorhombic wurtzite-stannite (WST) structure
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Table 1: All 36 Cu and Ag-based quaternary compositions investigated in the present work.
No.
1
2
3
4
5
6

Composition
CuZn2 InS4
CuZn2 InSe4
CuZn2 InTe4
CuZn2 AlS4
CuZn2 AlSe4
CuZn2 AlTe4

No.
7
8
9
10
11
12

Composition
CuZn2 GaS4
CuZn2 GaSe4
CuZn2 GaTe4
CuCd2 InS4
CuCd2 InSe4
CuCd2 InTe4

No.
13
14
15
16
17
18

Composition
CuCd2 AlS4
CuCd2 AlSe4
CuCd2 AlTe4
CuCd2 GaS4
CuCd2 GaSe4
CuCd2 GaTe4

No.
19
20
21
22
23
24

Composition
AgZn2 InS4
AgZn2 InSe4
AgZn2 InTe4
AgZn2 AlS4
AgZn2 AlSe4
AgZn2 AlTe4

No.
25
26
27
28
29
30

Composition
AgZn2 GaS4
AgZn2 GaSe4
AgZn2 GaTe4
AgCd2 InS4
AgCd2 InSe4
AgCd2 InTe4

No.
31
32
33
34
35
36

Composition
AgCd2 AlS4
AgCd2 AlSe4
AgCd2 AlTe4
AgCd2 GaS4
AgCd2 GaSe4
AgCd2 GaTe4

is possible for AgCd2 GaS4 and AuCd2 GaSe4 , whose bandgaps are found to be ∼ 2.15eV.167
This unexplored class of quaternary chalcogenides can accommodate a large number of different elements at various lattice sites that will allow for relatively complex electronic, phonon,
and structural properties determination. The tetrahedrally bonded units, which are some
of the key components for low thermal conductivity in I2 -II-III-VI4 materials, are also expected to result in a similar property for the I-II2 -III-VI4 materials. This is corroborated
by the recent results for CuCd2 InTe4 showing a decreasing thermal conductivity, k, with
temperature, with k ≈ 1Wm−1 K−1 at room temperature.136, 137
Here, we present exploratory high-throughput ab initio simulations based on density
functional theory (DFT) for I-II2 -III-VI4 quaternary chalcogenides, where I = Cu, Ag; II =
Zn, Cd; III = Al, Ga, In; VI = S, Se, Te. This is a rather unexplored class of systems and we
find that several phases, such as kesterite (KS), ST, wurtzite-kesterite (WKS), WST, and
primitive mixed CuAu (PMCA), can be accommodated by the I-II2 -III-VI4 , chalcogenides.
Importantly, these structural phases can be viewed as cation atom rearrangements starting
from the chalcopyrite structure. Within DFT, we investigate the structural and energetic
stability within each phase as well as the underlying electronic structure. Our systematic calculations enable us to build fundamental knowledge of this new class of quaternary
chalcogenides and compare it with the related and much more explored I2 -II-III-VI4 systems.
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The I-II2 -III-VI4 family of materials is a derivative of the I-III-VI2 ternary compounds,
which typically synthesize in the chalcopyrite structure (space group I42d ). The chalcopyrite
structure is characterized by the chalcogen atoms group being surrounded by the I and III
atomic groups, which is a manifestation of the octet rule. Substituting one group of I atoms
and one group of III atoms with two groups of II atoms results in the quaternary I-II2 -IIIVI4 systems, in which further cation rearrangement results in several possible phases. These
include the KS (space group I4 ), ST (space group I42m ), WKS (space group P c, WST
(space group Pmn 21 ), and PMCA (space group P 42m ). Figure 6 shows the respective
lattice structures for these phases and Table 1 contains the list of all chemical compositions
investigated here. We note that similar lattice structures have been observed in the related
I-II2 -III-VI4 systems, which are also derived from the ternary chalcopyrites.166, 169 As the
atoms within each group are changed, a variety of chemical compositions are obtained. In
Table 1 we summarize the considered compounds within each structural phase as given in
Figure 6 (a-e).
From the geometry of each phase, it is evident that the KS and ST structures have tetragonal symmetry. Additionally, the ST phase can be characterized as having alternating layers
composed of II-VI atoms and I-III atoms along the vertical direction, as shown in Figure 6
a. On the other hand, the PMCA structure can be viewed as two repeating units stacked
vertically, where each unit is derived from the CuAu binary zinc-blend by atomic crosssubstitution.156 The wurtzite phases are hexagonal crystal structures whose prototype typically
is given as the one for ZnS.171 The wurtzite-stannite and wurtzite-kesterite structures are
derived from the wurtzite lattice based upon the valence octet rule.157 One notes that in
addition to the stability originating from the inherent structural symmetry, the different
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Figure 7: Structural parameters in Å for the considered I-II2 -III-VI4 compounds: (a) lattice
constant a, (b) lattice constant b, and (c) lattice constant c. The left y -axis corresponds to
Cu-based materials (scale in black) and the right y -axis corresponds to Ag-based materials
(scale in blue). The composition numbering can be found in Table 1
cations and chalcogens will also be important. Their sizes will affect the lattice parameters
of the considered materials, which further influence the structural and energetic stability of
these systems.

2.1.2

Computation Methods

In order to understand the basic properties of the chemical compositions within each phase
(Figure 6) we use density functional theory as implemented in the Vienna ab initio sim32

ulation package (VASP).121, 122 By performing high-throughput calculations the structural
stability, lattice parameters, and electronic properties are studied of the I-II2 -III-VI4 family of materials. The computation procedure utilized in VASP is based on a projectoraugmented wave method which adopts a plane-wave basis and periodic boundary conditions. For the exchange-correlation energy, a generalized gradient approximation (GGA)
with Perdew-Burke-Ernzerhof (PBE) functional is applied.172 In the relaxation process,
convergence criteria for total energy are chosen as 10−5 eV and total force 10−4 eVÅ−1 respectively. The energy cutoff for each quaternary structure is chosen as the maximum default
cutoff energy of the four atoms multiplied by 1.3, as per VASP guidelines to guarantee the
complete enough basis set. The k -point mesh is chosen to be 12×12×12 and the tetrahedron
integration method with Blchl corrections are used in GGA-PBE.

2.1.3

Phase Stability

Using the described ab-initio methods each chemical composition is simulated for the five
structural phases, as shown in Figure 16 and Table 1. All materials are found to be stable
after relaxation and results for the three lattice constants are given in Figure 7. One finds
that a, b, and c exhibit an oscillatory-like behavior with respect to changing the chalcogen
atom. This is easily understood since the largest Te atom promotes larger lattice constants,
while the smallest S atom results in the smaller a, b, and c for each phase, as seen in Figure
7. The overall smaller a, b, c constants for compositions with N = [1, 18] as compared to
those for the rest of the compounds are explained with the size of the Cu and Ag atoms (the
Cu atom is smaller than the Ag atom).
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Figure 8: The total energy differences ∆E = EPh − EST for Ph = KS, PMCA, WST, WKS
are shown for the considered materials. The composition numbering can be found in Table
1
From the simulations it is determined that for the ST, KS, and PMCA, a = b ≈

1
c,
2

while for the WKS and WST a ≈ b > c. An other important trend found in Figure
7 is that kesterites, stannites, and PMCA systems have smaller lattice parameters, while
practically all WKS and WST phases have larger lattice parameters. In some cases, however, the differences within KS, ST, and PMCA and WKS, WST for a given composition are rather small, for example, for CuZn2 GaTe4 , a = b = 5.843Å, c = 11.665Å
(ST), a = b = 5.842Å, c = 11.674Å (KS), a = b = 5.841Å, c = 11.676Å (PMCA), a =
8.236Å, b = 8.243Å, c = 6.795Å(WST), a = 8.235Å b = 8.239Å, c = 6.788Å(WKS). For other
compositions, these lattice constants have larger variation, for example, for AgZn2 GaSe4 ,
a = b = 5.733Å, c = 11.095Å(ST), a = b = 5.662Å, c = 11.381Å, a = b = 5.717Å, c =
˙ b =
11.1758Å(PMCA), and a = 7.765Å, b = 7.869Å c = 6.455Å(WST), a = 7.831 Å,
7.783Å, c = 6.446Å(WKS). It is interesting to note that the lattice parameters for the KS,
ST, and PMCA phases for many chemical compositions can be quite similar. This is expected given the related symmetries of these phases in which the positions for the chalcogen
atoms is the same and the cation atoms (most have close in value ionic radii) are rearranged.
Such comparison can be made for the WST and WKS phases.
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Table 2: Formation energy per atom Ēf (in eV) for the considered compounds. The
compositional numbering is the same as in Table 1. The most stable phase is denoted in
brackets next to each material.
No.
1
2
3
4
5
6

Ēf
-0.644 (KS)
-5.571 (KS)
-0.370 (ST)
-0.809 (ST)
-0.669 (ST)
-0.405 (ST)

No.
7
8
9
10
11
12

Ēf
-0.690 (ST)
-0.591 (ST)
-0.372 (ST)
-0.559 (KS)
-0.531 (KS)
-0.365 (KS)

No.
13
14
15
16
17
18

Ēf
-0.717 (KS)
-0.623 (KS)
-0.396 (KS)
-0.596(KS)
-0.543 (KS)
-0.361 (KS)

No.
19
20
21
22
23
24

Ēf
-0.770 (KS)
-0.697 (KS)
-0.496 (KS)
-0.935 (ST)
-0.795 (ST)
-0.531 (ST)

No.
25
26
27
28
29
30

Ēf
-0.816 (ST)
-0.717 (ST)
-0.498 (ST)
-0.685 (ST)
-0.647 (ST)
-0.491 (ST)

No.
31
32
33
34
35
36

Ēf
-0.843 (ST)
-0.749 (ST)
-0.522(ST)
-0.722 (ST)
-0.669 (ST)
-0.487 (ST)

We further investigate the energetic stability of the considered family of materials by
comparing the relative total energy across different phases. For this purpose, by choosing
ST as a baseline for comparison the differences ∆EPh−ST = EPh − EST for each Ph = KS,
PMCA, WKS, WST are calculated and plotted in Figure 8. One finds that for the Cu-based
structures, the ST phase is the most energetically stable one for the N = 2 − 9 compositions
(Table 1), while the KS phase is preferred by N = 1, 10 − 18 compounds. Only three Agbased systems (N = 19 − 21) have KS as the most stable one, while for the rest the ST
phase is the one with lowest total energy. For all studied materials the WKS is the least
energetically stable state (it has the highest total energy) followed by the WST. These results
correlate with the structural trends found in Figure 7 such that most energetically stable
systems have the smallest lattice parameters, while the least energetically stable systems
have the largest lattice structures.
The average formation energies for the most stable phases for the considered compositions


PN
1
are also calculated using the expressions Ēf = n ET − i=1 Ei , where ET is the total
energy of the compound and Ei is the energy of the constituent atoms

[30]

(n is the number

of atoms in the unit cell). The results are gathered in Table 2, where the most stable phase
for each composition is denoted in brackets. One finds that Ēf follows an oscillatory-like
pattern consistent with variation in atomic radii magnitudes smallest for the S atom and
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Figure 9: Bandgap energies for all considered quaternary compounds. The composition
numbering can be found in Table 1
larges for the Te atom. Specifically, the largest Ēf is found for S-based chalcogenides,
while the smallest Ēf is calculated for the Te-based systems. This trend correlates with
the structural data displayed in Figure 7.

2.1.4

Electronic Structure

We further investigate the electronic structure of the I-II2 -III-VI4 chalcogenides within each
structural phase from Figure 6. After obtaining the energy band structure and density of
states (DOS) for the relaxed systems, the energy bandgaps for all materials are calculated
and given in Figure 9. The results show that this family of materials can exhibit diverse
type of transport that is characteristic for semimetals and semiconductors. For example, for
CuZn2 InSe4 , Eg = 0.156eV(KS), for CuZn2 AlS4 , Eg = 1.579eV (ST), AgZn2 GaSe4 , Eg =
0.612eV(ST), AgCd2 GaSe4 , Eg = 0.9072eV(ST). Also, while the bandgap values in Figure 9
are of similar order for different structural phases of the each compound, the variations in
Eg within the Ag-based compositions are greater than Cu-based compositions as can be seen
from the higher peaks for compositions N = 19 − 36. Additionally, the largest Eg is found
for the most energetically favorable structure within the possible phases for a given material

36

Figure 10: Band structures of a-e) five phases for the composition CuZn2 GaS4 ; f -j) the
most stable phase for the Cu-based structures with N = 3, 4, 5, 12, 13; and k − 0 ) the most
stable phase for the Ag -based structures with N = 21, 22, 23, 30, 31, as denoted in Table 1
in most cases. Similar to Figure 7, an oscillatory-like trend as a function of composition
is obtained for the energy gap behavior for the Cu and Ag-based materials. However, the
oscillatory maxima in Eg are found for systems with S chalcogens, while the Eg oscillatory
minima are for systems with Se chalcogens for almost all phases, which agrees with basic
chemistry principles for S- and Se- based compounds.
To further study the electronic structure trends, the energy band structures for several
of the considered materials are shown in Figure 10. The energy bands of the CuZn2 GaS4
compound in its five phases are displayed in Figure 10 a − e, while the most energetically
favorable phase of several corresponding Cu-and Agbased materials are displayed in Figure
10 f − o. In most cases, all materials are n-type semiconductors with direct energy gaps at
the Γ -point. The Fermi level lies on top of relatively flat highest valence bands. The lowest
conduction band has a distinct minimum at the Γ -point. For many of the compounds with
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an In cation, the gap reduces significantly and in some situations the material can exhibit a
semimetallic behavior as is the case for CuCd2 InTe4 (Figure 10i).
In Figure 11 results for the total and orbitally projected DOS are shown for some of
the materials, which helps us to understand the makeup of the states especially around the
Fermi level. There is a strong hybridization between the Cu, Cd and chalcogenide atoms in
CuCd2 InTe4 (Figure 11a) and CuCd2 AlS4 (Figure 11b) in the valence region near EF , though
Cd atoms contribute less than the Cu atoms; similar hybridization between the corresponding
cation and chalcogenide atoms occurs right below the Fermi level in AgZn2 AlS4 (Figure 11c),
AgCd2 In Te4 (Figure 11d), and AgCd2 AlS4 (Figure 11e). In the conduction region at the
top of the gap, we observe hybridization between Cd, In and Cd, Al although DOS is rather
small compared to the DOS in the valence region. In some of the materials, more than one
gaps are observed below EF . For example, in CuCd2 InS4 (Figure 11b) secondary gaps below
Fermi level are found to be 0.076 eV in the (−0.883 eV, −0.726 eV) range and 0.471 eV in
the (−1.825 eV,−1.354 eV range. Similarly, the states around those gaps are predominantly
from hybridized Cd, Zn and chalcogenide atoms orbitals. We note that the orbital DOS
composition (especially the strong I-VI atomic hybridization) around EF is rather similar to
the one of the related family of I-II2 -III-VI4 compounds157 in their corresponding KS and
ST phases.
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Figure 11: Total and atomically projected DOS per atom plots

In summary, DFT calculations are performed for a large class of I-II2 -III-VI4 quaternary
materials, using GGA approximation implemented in VASP, the energies as function of
compositions for the given structures are studied and compared, the lattice constants are
obtained for the fully relaxed structures. The bandgaps for the structures are obtained
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which can provide convenient comparisons for experimental measurements. Some typical
band structures for a few selected structures with wide, narrow and near-zero bandgaps are
shown also. The large diversity of Eg values shows that different cation and chalcogen atomic
compositions can be used to achieve semiconductors with direct gaps of various magnitudes
at the Γ point. These electronic properties, the structural and compositional similarities
of the I-II2 -III-VI4 class to the much more explored I2 -II-III-VI4 chalcogenides, and recent
transport experimental studies showing encouraging low thermal conductivity138, 169 suggest
that I-II2 -III-VI4 chalcogenides may also be beneficial for thermoelectric and photovoltaic
applications. Our comprehensive investigation sets the foundation for further experimental
and computational investigations of this unexplored class of materials in terms of utilizing
doping, external fields, temperature among other factors to find effective ways for property
modifications. Such studies are necessary in order to understand the suitability of these
systems for applications, such as thermoelectricity and photovoltaics.

2.2

The Case Study of CuZn2 InTe4 and AgZn2 InTe4 quaternary chalcogenides

Materials with the general chemical composition I2 -II-IV-VI4 (I = Cu, Ag; II = Zn, Cd; IV
= Si, Ge, Sn; VI = S, Se, Te) can be found in several types of crystal structures, including
kesterite, stannite, wurtzitekesterite, and wurtzitestanite.157, 169, 173 Other quaternary chalcogenides with the chemical formula I-II-III-VI3 (I = Na, K, Cu, Ag; II = Si, Ge, Sn, Pb; III
= N, P, As, Sb, Bi; VI = S, Se, Te) synthesized in a bournonitelike lattice have also been
studied.174–178 Experimental and computational studies have shown that these systems can
serve as templates for fundamental discoveries in transport as well as applications in solar
cell devices and thermoelectricity among others.179–188
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The above-mentioned materials can be derived via cation cross-substitutions from simpler, II-VI binary compositions. Additionally, starting from a II-VI zinc-blende structure,
one may obtain a new family of quaternary chalcogenides with the chemical formula I-II2 III-VI4 . This is a relatively unexplored class of systems with the majority of current reports
focusing on their synthesis,167, 189, 190 and only very recently, studies have presented transport measurements for CuZn2 InSe4 , CuZn2 InTe4 , and CuCd2 InTe4 that show low thermal
conductivity and semiconducting behavior that can be altered by doping.136, 137
In this work, we present a comparative study including synthesis and computation of
structureproperty relations of CuZn2 InSe4 and CuZn2 InTe4 quaternary chalcogenides. Using abinitio simulations based on density functional theory (DFT), the crystal structures are
calculated and compared with our experimental results for polycrystalline specimens synthesized by direct reaction and solid-state annealing, as described previously.188 The electronic
structure in terms of density of states (DOS), electron localization function (ELF), and charge
transfer is analyzed in order to understand the characteristic behaviors in these materials.
Phonon band structure and phonon density of states (PDOS) are also computed.

2.2.1

Crystal Structure

Quaternary compounds with the I-II2 -III-VI4 composition (I = Cu, Ag; II = Zn, Cd; III
= Ga, In; VI = S, Se, Te) are relatively unexplored materials. The relations between the
diversity of atomic constituents and atomic structure are not established yet. It has been
reported that AgCd2 GaS4 and AgCd2 GaSe4 crystallize in an orthorhombic lattice with the
space group Pmn21, which can be characterized as a wurtzite-type lattice with tetragonal
coordination.167 Also, CuFe2 InSe4 , CuTa2 InTe4 , CuV2 InSe4, and CuCo2 InSe4 have been
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reported with a sphaleritelike lattice with the I42m tetragonal space group.189–191 In our
previous results, it was found that CuCd2 InTe4 , CuZn2 InTe4 , and CuZn2 InSe4 are synthesized in a modified zinc-blende structure with the F 4̄3m space group.136, 137 In this study,
polycrystalline CuZn2 InTe4 and AgZn2 InTe4 are synthesized in Prof. Nolas’ lab. The specimens were weighed in the nominal compositions from the high-purity elements and were
placed into a silica ampoule to be sealed in an evacuated quartz tube, before being reacted
in a furnace at 973 K for 7 days. The product was then finely ground, cold pressed, and
placed in an evacuated quartz tube for annealing at 773 K for 21 days. After annealing,
the specimens were finely ground, sieved through (325 mesh), and placed in a custom-built
graphite die and molybdenum alloy TZM punch assembly for hot press densification. The
structure and homogeneity of the specimens were analyzed using powder x-ray diffraction
(XRD) and energy dispersive spectroscopy (EDS). The XRD data indicate that both specimens are phase-pure and form in the modified zinc-blende structure with the F 4̄3m space
group (see Fig. S1 in the supplementary material). Furthermore, the quantitative EDS data
indicate that the specimens are very close to nominal composition and homogeneous.
The reported experimental structures are further investigated using first principles simulations with the DFT Vienna ab initio Simulations Package (VASP), which is a state of the art
computational tool based on the projector-augmented wave method that uses a plane-wave
basis set and periodic boundary conditions.121, 122 The exchangecorrelation energy was taken
into account using the generalized gradient approximation (GGA) with the PerdewBurkeErnzerhof (PBE) functional and with the HeydScuseriaErnzerhof (HSE06) screened Coulomb
hybrid density functional.192, 193 The HSE06 functional is expected to yield more accurate
energy bandgaps for semiconducting materials with strong pd hybridization when compared
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with experiments. Here, we present results for the density of states (DOS) for both functionals, which help us better evaluate the role of electron correlations in the considered
compounds. The convergence criteria for the atomic relaxation process are 10−5 eV (total
energy criteria) and 10−4 eV · Å−1 (force criteria). The starting conventional unit cell was
reduced to the primitive cell for the lattice with the F 4̄3m space group, which was also
allowed to change shape and volume during the relaxation process. The energy cutoff in
the calculations is 384 eV for CuZn2 InTe4 and 360 eV for AgZn2 InTe4 . Also, we use the
tetrahedron integration method with Blchl corrections with a 12 × 12 × 12 k-point mesh for
both structures. Spin orbit coupling (SOC) effects are also considered within GGA-PBE.
Crystal structures, electron localization functions (ELF), and charge transfer are visualized
using the VESTA software.194
The lattice structure of the synthesized compounds in Prof. Nolas’ lab is found to be
zinc blende with the F 4̄3m crystal symmetry. The conventional cells for both materials are
identical and are shown in Figure 12, where the primitive cell is also denoted in the bottom
left corner of each panel. The Wyckoff positions for the cation atoms (Cu, Ag, Zn, In) are at
the 4a (0, 0, 0) site and the chalcogen atom (Te) is at the 4c (0.25, 0.25, 0.25) site. In this
arrangement, each Te atom is surrounded by cation atoms (Figure 12). Using standard XRD
methods, it is not possible to discern the specific positions that the cation atoms occupy, and
they appear to be randomly distributed. Examining the lattice structure in Figure 12 shows
that the cation atoms have interchangeable locations, such that by simple translations, the
unit cell with In atoms in the corners can be mapped into an equivalent unit cell with In
atoms residing in the faces of each site interchanging locations with the Zn atoms. Similar
observations of location interchangeability are observed for all cation atoms. This situation
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Figure 12: Crystal structure for CuZn2 InTe4 and AgZn2 InTe4 . The unit cells containing
eight distinct atoms are also outlined in the bottom left corner of each panel.
makes the F 4̄3m zinc blende structurally quite interesting.
Our results for the lattice parameters and cationchalcogen nearest-neighbor atomic distances are summarized in Table 3. As described above, the lattice sites (Wyckoff positions)
are fixed in this structure, and, therefore, bond lengths cannot be varied, based on our XRD
data, without reducing the lattice symmetry. From our theoretical analyses, we find that
after relaxation, the lattice parameters for the Cu-based material are the same a = b = c;
however, for the Ag-based chalcogenide, the a lattice constant is obtained to be slightly bigger (by 0.01 Å) when com- pared to the b = c constants. This implies that the lattice has a
modified zinc-blende (F 4̄3m) structure whose cubic symmetry is approximately preserved in
AgZn2 InTe4 . It is also found that the lattice parameters for the AgZn2 InTe4 are larger than
the lattice parameters for the Cu-based compound, which is explained by the larger size Ag
atom as compared to the Cu atom. There is good agreement between the experimental and
computational results obtained via DFT-GGA, but the computational values are about 1.5%
and 2% larger than that from the experiment for CuZn2 InTe4 and AgZn2 InTe4 , respectively.
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Interestingly, the inclusion of SOC does not significantly change the lattice parameters
for CuZn2 InTe4 ; however, for AgZn2 InTe4 , these are reduced by ∼1.9% for AgZn2 InTe4 when
compared with the values found via DFT-GGA. Actually, the DFT-GGA + SOC results for
the AgZn2 InTe4 lattice parameters agree very well with the experimental results, as shown
in Table 3. The bonds between a given cation and all four inequivalent Te atoms are found
to be the same, which is directly related to the underlying cubic zinc-blende lattice. The
ZnTe and In-Te distances obtained via GGA are very similar for both compounds; however,
the Ag-Te bonds are obtained to be ∼0.17 Å larger than the CuTe bonds using DFT-GGA.
The SOC does not result in significant changes in the characteristic cationchalcogen bonds
with the exception of AgTe for which the GGA + SOC value is obtained to be 0.166 Å
smaller than the GGA value. We note that overall, both lattices are very similar, although
the lattice constant in the Ag-based compound is larger than the Cu-based material, and the
AgTe bonds are larger than the CuTe bonds, which is directly associated with the different
ionic radii of Cu and Ag.

2.2.2

Electronic Structure

The electronic structure calculations for CuZn2 InTe4 and AgZn2 InTe4 are shown in Figure
13, illustrating the obtained density of states results. Both materials are found to be semiconductors with direct energy gaps, Eg, at the Γ point. Standard DFT-GGA yields similar gaps
for both systems with Eg = 0.262 eV for CuZn2 InTe4 and Eg = 0.269 eV for AgZn2 InTe4 , as
shown in Figures 13(a) and 13(d). Including SOC reduces the gaps resulting in Eg = 0.163
eV for both materials. Current research shows that standard DFT is inadequate to correctly
capture the magnitude of bandgaps for many semiconductors, especially for chalcogenides
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Table 3: Summary of experimental and calculated lattice parameters a, b, and c and
cationchalcogen atom distances for CuZn2 InTe4 and AgZn2 InTe4 in Å.
CuZn2 InTe4

AgZn2 InTe4

Lattece parameters Å

Exp.

GGA

GGA+SOC

Exp.

GGA

GGA+SOC

a

6.15

6.24

6.24

6.24

6.37

6.25

b

6.15

6.24

6.24

6.24

6.36

6.24

c

6.15

6.24

6.24

6.24

6.36

6.24

Characteristic nearest-neighbor interatomic distance (Å)
Te1, Te2, Te3, Te4
Cations
Cu
Ag
Zn1
Zn2
In

CuZn2 InTe4

AgZn2 InTe4

GGA

2.601

...

SOC

2.602

...

GGA

...

2.768

SOC

...

2.602

GGA

2.688

2.690

SOC

2.690

2.691

GGA

2.689

2.696

SOC

2.690

2.691

GGA

2.839

2.849

SOC

2.840

2.839
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Figure 13: Total and atomically projected DOS plots for CuZn2 InTe4 obtained using (a)
standard DFT-GGA, (b) standard DFT-GGA with SOC included, and (c) with HSE hybrid
functional. Total and atomically projected DOS plots for AgZn2 InTe4 obtained using (d)
standard DFT-GGA, (e) standard DFT-GGA with SOC included, and (f) with HSE06 hybrid
functional.
characterized with strong p-d hybridization around the Fermi level.156 DFT calculations using hybrid functionals usually yield results that compare well with experimental data. Our
simulations with the HSE06 hybrid functional show that the bandgaps at the Γ point become Eg = 1.065 eV for CuZn2 InTe4 and Eg = 1.121 eV for AgZn2 InTe4 , as shown in Figures
13(c) and 13(d). This is consistent with our previous work, in addition to the increase in
room-temperature resistivity observed for AgZn2 InTe4 compared to CuZn2 InTe4 .136, 137
Our analysis further shows that the DOS around the Fermi level is mainly composed
of the Cu (Ag) d states hybridized with Te p states in the valence range. There is also
admixture between the Cu (Ag) d states and In p states. In fact, the cation d statechalcogen
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p state composition characterizes the (-6, 0) eV region in the DOS for both materials. The
conduction band edge, on the other hand, is mainly composed of In s states and Te p states.
The strong and well defined peak at approximately -7 eV, as shown in Figures 13(a) and
13(d), is due entirely to Zn, which splits after including SOC according to Figures 13(b) and
13(e). Calculations via the HSE06 hybrid functional show a significant shift (∼1.5 eV) in
the Zn peak toward lower values in the valence region for both materials.

2.2.3

Electron localization and charge transfer

The bonding in the materials is further studied by calculating their electron localization
function. Our results are shown in Figure 14 for both materials. ELF takes typical values in
the range of 0 ≤ ELF ≤ 1 with ELF ≈ 1 corresponding to strong localization (red color) and
ELF ≈ 0.5 corresponding to an electron gas (green color). The chosen plane projection of
the plots, below each panel in Figure 14, provides information for the ELF involving different
cations and the chalcogen atom. Specifically, Figure 14(a) shows one prospective view where
the Te atom is surrounded by Cu, Zn, and In atoms. The intensely red regions around Te
characterize strong electron localization. The situation in Figure 14(c) depicting ELF for
Ag, Zn, In, and Te atoms is very similar. The projection views in Figures 14(b) and 14(d)
also reveal the strong electron localization around the Te atom as well as charge distribution
around the cations reminiscent of an electron gas.
Considering the shell structure of each atom, one finds that to maintain charge neutrality
within each material, the 4s1 electron from Cu (5s1 electron from Ag), the 4s2 electrons
from Zn, and the 5s2 5p1 electrons from In are donated to fill up the 5p4 shell of the Te
atoms. The type of bonding for these materials can further be analyzed by examining the
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Figure 14: Electron localization function for [(a) and (b)] CuZn2 InTe4 and [(c) and (d)]
AgZn2 InTe4 . The different projections are shown at the right top corner next to each panel.
The atomic composition and ELF color scale are also shown.
electronegativity differences ∆χA−T e = |χA −χT e | (where χA is the electronegativity of cation
A and χT e is the electronegativity of Te)174, 195, 196 between the atoms in each bond. Given
that χcu = 1.9, χAg = 1.93, χIn = 1.78, χZn = 1.65, and χT e = 2.1, we find that ∆χCu−T e =
0.2, ∆χAg−T e = 0.17, ∆χIn−T e = 0.32, and ∆χZn−T e = 0.45. This is an indication of covalent
bonds with different degrees of polarity. The unequal ability of the involved atoms in each
bond to share electrons is reflected in the different values of ∆χ , which will also result in a
dipole moment whose largest value is obtained for the ZnTe bond.
To further study the type of chemical bonding in these materials, we calculate the
charge density difference, ∆ρ , between each cation and the rest of the lattice structure
using∆ρ = ρtot + ρtot−X , where ρtot is the charge density of the material, ρX is the charge density of the cation atom X = Cu, Ag, Zn, or In, and ρtot−X is the charge density of the lattice
structure without the cation X. The results are shown in different perspectives in Figure 15,
where the turquoise regions correspond to electronic depletion and the yellow regions cor-
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Figure 15: Charge transfer between each cation and the rest of the network of atoms for [(a)
and (b)] CuZn2 InTe4 and [(c) and (d)] AgZn2 InTe4 . The isosurface value is 0.006 e/Bohr3 .
respond to charge accumulation. Our findings (Figure 15) indicate that for both materials,
the electrons are covalently shared between each cation and chalcogen atom. Each bond is
characterized by the electrons being shifted toward the Te atom, the largest shift obtained
for the ZnTe bond in both materials. This is also consistent with the ELF results shown
in Figure 14. We also show results for charge transfer associated with each atom computed
via Bader analysis,197–199 given in Table 4. The values for ∆e for the cations and chalcogen
atoms are a measure of the charge inside the surrounding Bader volume. Similar trends
are observed for both materials, although bigger charge values are found for AgZn2 InTe4 .
It has been suggested that ratios of ∆e for atoms comprising a bond can be used as an
estimate of their oxidation states.200, 201 For example, we find that the average ratios are
∆e(Cu):∆e(Zn):∆e(In):∆e(Te) = (-1):(-2):(-3):2 for the Cu-based system; the same ratios
are obtained for the Ag-based material using ∆e(Ag) instead of ∆e(Cu). This confirms that
the computed oxidation states coincide with the originally assigned oxidation states of each
atom, such that Cu+, Ag+, Zn2+, In3+, and Te2- are in two structures.
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Table 4: Bader analysis of charge transfer for CuZn2 InTe4 and AgZn2 InTe4 . Here, ∆e =
θf inal − θinitial , where θinitial is the charge provided initially by the VASP pseudo-potential
and θf inal is the computed charge after relaxation.
Sites

∆e for CuZn2 InTe4

Sites

∆e for AgZn2 InTe4

Cu

-0.204

Ag

-0.085

Te1

0.456

Te1

0.579

Te2

0.549

Te2

0.570

Te3

0.439

Te3

0.601

Te4

0.437

Te4

0.600

Zn1

-0.482

Zn1

-0.583

Zn2

-0.482

Zn2

-0.591

In

-0.713

In

-0.891

Our calculations show these quaternary chalcogenides are polar covalent semiconductors
since their crystal structures contain only polar covalent bonds. These findings are consistent
with the fact that many materials that belong to the III-V and II-VI binary compounds, as
well as others that have zinc-blende structure, have been characterized as covalent semiconductors.202–205

2.2.4

Phonon Structure

The phonon band structure and phonon density of states (PDOS) are also calculated, and
the results are shown in Figure 16 for both materials. CuZn2 InTe4 and AgZn2 InTe4 are dynamically stable since there are no imaginary frequency branches. There are small numerical
inaccuracies around Γ for CuZn2 InTe4 [Fig. 5(a)], which frequently occur in phonon simulations of many materials. Using the results in Figures 16(a) and 16(c), the sound velocities
for the longitudinal and transverse acoustic modes vLA , vT A are found by calculating the
slopes of the linear phonon dispersions starting at the Γ point. We obtain that vLA = 3332
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Figure 16: Vibrational properties for CuZn2 InTe4 : (a) phonon band structure and (b) total
and atomically resolved phonon density of states. Vibrational properties for AgZn2 InTe4 :
(c) phonon band structure and (d) total and atomically phonon density of states.
m/s and vT A = 1650 m/s for CuZn2 InTe4 and vLA = 3185 m/s and vT A = 1729 m/s for
AgZn2 InTe4 showing that the sound velocities for these systems are similar.
Figures 16(a) and 16(b) also show that the lowest optical phonon branches are in the (1,2)
THz frequency range for both materials; however, there is a greater degree of degeneracy
for CuZn2 InTe4 . The atomically resolved PDOS indicates that the vibrations of all atoms
in this region for CuZn2 InTe4 [Figure 16(c)] are coupled, thus contributing to a broad peak
centered at ∼1.6 THz. The atomically resolved PDOS for AgZn2 InTe4 [Figure 16(d)] shows
that the (1,2) THz frequency range is comprised of three peaks at ∼1 THz, ∼1.4 THz, and
∼1.8 Hz with Ag almost exclusively contributing at ∼1 THz. Figure 5(d) further shows that
the vibrations of the different atoms in this optical range are much more decoupled from
each other when compared with the corresponding situation in Figure 16(c). There are also
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significant differences in the higher optical range for both materials. For example, there is
a gap at ∼4 THz frequency for CuZn2 InTe4 , which is not present in AgZn2InTe4, as seen
in Figures 16(c) and 16(d). In fact, in the (4,5.5) THz frequency range, the vibrations of
the different atoms in CuZn2 InTe4 are decoupled, as evident from the different PDOS peak
locations in Figure 16(c), compared to the atomic vibrations in AgZn2 InTe4 in which the
phonon density of states peaks for the different atoms coincide, particularly in the (4.5; 5)
THz frequency range. These results indicate that AgZn2 InTe4 should have a lower thermal
conductivity than CuZn2 InTe4 , as corroborated experimentally and shown in Fig. S2 of the
supplementary material.
In summary, we present results for structureproperty relations of structurally related
quaternary chalcogenides CuZn2 InTe4 and AgZn2 InTe4 synthesized with zinc-blende lattices. Our detailed first principles simulations show that interatomic distances and lattice
parameters are in good agreement with the experimental data. The electronic structure
calculations reveal that both materials are direct gap semiconductors, and hybridized DFT
functionals need to be utilized that take into account electron correlation effects especially
prominent in materials with strong pd orbital hybridization around the Fermi level. The
in-depth analysis of the computed ELF and charge transfer shows that the chemical bonding
is mainly of polar covalent character, suggesting that both materials can be classified as
polar covalent semiconductors. The calculated vibrational properties show that these systems are dynamically stable with similar sound velocities. The atomically resolved phonon
density of states show properties that are specific to each materials vibrational modes with
decoupling in different ranges for the optical phonon modes. The thermal conductivity of
these materials is intrinsically low, AgZn2 InTe4 being lower than that of CuZn2 InTe4 .
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2.3

Vibrational properties of Te-based quaternary chalcogenides

2.3.1

Introduction

The I2 -II-IV-VI4 family of systems has been intensively investigated in the past several years
due to their potential applications in photovoltaics and solar cells.105, 163 By properly choosing the cation atoms or doping one can achieve a 1.0-1.5 eV semiconducting energy gap
range, which is desirable for such applications.155, 156, 165, 166, 206 Despite the sizable gap, the
I2 -II-IV-VI4 systems have been shown to be attractive for thermoelectricity. Using doping
their energy gaps can be reduced, while their inherently low thermal conductivities are not
significantly affected.207, 208 On the other hand, researchers only recently began investigating the I-II2 -III-VI4 family of materials. Experimental and theoretical studies have shown
that CuZn2 InSe4 , CuZn2 InTe4 , CuCd2 InTe4 , CuMn2 InTe4 , and AgZn2 InTe4 also have low
thermal conductivities and varying electronic properties.136–138, 140 Additionally, first principles simulations have given a comprehensive examination of the structural and electronic
stabilities in terms of several possible lattice structures for this class of materials.139
First principles simulations have also shown that the remarkably low thermal conductivities in Cu2 ZnSnS4 and Cu2 ZnSnSe4 are directly related to the lattice structure and different
phonon-phonon scattering channels limiting the phonon conduction process.169, 209 However,
no such investigations have been reported for representatives of the I-II2 -III-VI4 class of
materials.
In this section, we focus on the vibrational and thermal transport properties of CuZn2 InTe4 ,
AgZn2 InTe4 , and Cu2 CdSnTe4 . More specifically, lattice dynamical behaviors (e.g., dispersions, densities of state, mode Gruneisen parameters) are calculated from density functional
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theory (DFT). These are then incorporated with quantum perturbation theory and the
phonon Boltzmann transport equation to determine thermal conductivities (κl ), fully from
first principles. These results give a representation of how vibrational characteristics change
within structurally related Te-based I2 -II-IV-VI4 and I-II2 -III-VI4 quaternary chalcogenides
of varying compositions.

2.3.2

Crystal structures

The CuZn2 InTe4 and AgZn2 InTe4 materials are synthesized in a modified zinc-blende structure, where the cations occupy the 4a (0,0,0) Wyckoff sites and the chalcogen is found in the
4a (0.25,0.25,0.25) Wyckoff position.137, 138, 140 Even though this type of a lattice (shown in
Figure 17)) is similar to the standard zinc-blend structure with cubic symmetry, the different sizes of the metallic atoms lead to structures with lower symmetries and even different
lattices constants, which is also found in our simulations (also see Table 5). In fact, the
different lattice constants and the occupation of the 4a Wyckoff position by various cations
determines this unique type P 4̄2m symmetry. The Cu2 CdSnTe4 material is experimentally reported in a stannite structure (shown in Figure 17),210 which belongs to the I 4̄2m
space group. This type of lattice is also zinc-blend derived, however, there is a layered-like
atomic arrangement with alternating I-II and II-IV cations along the vertical direction. As
a result, the unit cell of the stannite system can be viewed as double the unit cell of the
Cu(Ag)Zn2 InTe4 materials. Comparing the two types of lattices from Figure 17 shows that
while the position of the chalcogen atoms are the same in both types of crystals, the atomic
sites for the metallic ones are different. As discussed in more detail below, this added complexity results in stronger phonon resistance and lower thermal conductivity when compared
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Figure 17: Crystal structures for Cu(Ag)Zn2 InTe4 (left) and Cu2 CdSnTe4 (right). Two
unit cells stacked along the c lattice direction for the Cu(Ag)Zn2 InTe4 materials are shown
for better comparison with the unit cell of the Cu2 CdSnTe4 system.
with the Cu(Ag)Zn2 InTe4 systems, similar to adding disorder.

2.3.3

Method of calculations

In this work, we utilize DFT simulations as implemented in the Vienna ab-initio simulation
package (VASP), which relies on a projector-augmented wave method with periodic boundary conditions and a plane-wave basis set.121, 122 Using VASP, the structural parameters and
interatomic force constants (IFCs) are obtained within both the local density approximation
(LDA) and generalized gradient approximation (GGA) with the Perdew-Burke-Ernzerhof
(PBE) functional.193 Energy cutoff values are set to 1.3 times the largest default cutoff
energy of the atoms in each structure (following VASP developer recommendations). Specifically, the cutoff for Cu2 CdSnTe4 and CuZn2 InTe4 is 384 eV and for AuZn2 InTe4 is 359 eV.
Relaxation criteria are set for 10−5 eV total energy convergence and 10−4 eV /Å total forces
convergence. Also, a 12 × 12 × 12 k-mesh is chosen and the tetrahedron integration method
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Table 5: Calculated and measured lattice parameters of the studied structures. The experimental values for CuZn2 InTe4 and AgZn2 InTe4 are taken from the previous work.140 and
for Cu2CdSnTe4 are taken from the previous work.210
a(Å))

b(Å))

c(Å))

LDA

PBE

Exp.

LDA

PBE

Exp.

LDA

PBE

Exp.

CuZn2 InTe4

6.052

6.232

6.150

6.053

6.231 6.150

6.053

6.239

6.150

AgZn2 InTe4

6.158

6.345

6.240

6.158

6.345

6.240

6.181

6.366

6.240

Cu2 CdSnTe4

6.123

6.314

6.198

6.123

6.314

6.198

12.149

12.434

12.256

with Blchl corrections is used in the initial electronic structure calculations. The obtained
lattice constants are shown in Table 5. As expected a,b, and c calculated via DFT-LDA are
smaller than those obtained via DFT-GGA.211 This often gives softer GGA phonons and
lower κl than for LDA values, as discussed later.
For CuZn2 InTe4 a ≈ b ≈ c within both approximations, although the differences occur
on the order of 10−3 . The experimentally obtained constant140 is the same in all directions
and its value is bigger than the LDA and smaller than the GGA results. For AgZn2 InTe4 ,
however, from the calculations we find that a = b 6= c, while the experiments140 indicate
that all lattice constants are the same.140 For the Cu2 CdSnTe4 , a = b ≈ c/2 with the LDA
values being smaller and the GGA values being larger than the experimentally reported
ones.210 In all cases, the experimentally reported lattice constants compare better with the
ones obtained via DFT-LDA.
With the VASP results for the atomic structures as a basis, the phonon band structures, phonon densities of states (PDOS), and mode Gruneisen parameters are obtained
using the PHONOPY code based on supercell displacement techniques.132 In order to determine the lattice thermal conductivity the third-order anharmonic IFCs are calculated using PHONO3PY to obtain three-phonon interaction matrix elements. For CuZn2 InTe4 and
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AgZn2 InTe4 3×3×3 supercells containing 216 atoms are constructed, while for Cu2 CdSnTe4
3 × 3 × 2 supercells containing 288 atoms are constructed. The IFCs are obtained by numerical differentiation from the forces found from the VASP calculations with displaced atoms
(0.03 ) in the supercell. For the harmonic and anharmonic IFCs translational invariance is
enforced which improves acoustic phonons behavior. The long-ranged dipole-dipole interactions are also taken into account when constructing the dynamical matrices that determine
the phonons by the method proposed in the work by Gonze and Lee.212
The lattice conductivity is calculated using the Phono3py package, which relies on the
solution of the Peierls-Boltzmann transport equation.133 The lattice conductivity is a tensor,
given by
κl =

1 X
C(q,j) v (q,j) ⊗ v (q,j) τ(q,j)
NV

(19)

(q,j)

where N is the number of points sampled in the first Brillouin zone, V is the volume of the
unit cell, q is the wave vector for the j th polarization, and the summation goes over modes in
the first Brillouin zone. Also, the heat capacity for each phonon mode with frequency ω(q,j)
 h


i2

~ω(q,j)
~ω
/
exp
−
1
. Note that v (q,j) ⊗ v (q,j) is a
is C(q,j) = kB ~ω(q,j) / kB T )2 exp kB(q,j)
T
kB T
tensor product between the phonon group velocities defined as v (q,j) = ∇q ω(q,j) . The phonon
lifetime τ(q,j) =

1
2Γ(q,j) (ω(q,j) )

is taken to be isotropic and it is determined by the imaginary


part of the interaction self-energy Γ(q,j) ω(q,j) .133–135, 213 The Gruneisen parameter gives
a measure of the anharmonicity in the interatomic bonds and is often correlated with the
thermal conductivity.214 Here we calculate the mode Gruneisen parameter defined as γ(q,i) =
−

∂ ln ω(q,i)
∂ ln V

for each phonon mode via the phonon calculations at the equilibrium volume and

two additional volumes that are slightly larger and smaller than the equilibrium value.
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Figure 18: Phonon bands for AgZn2 InTe4 , CuZn2 InTe4 and Cu2 CdSnTe4

2.3.4

Results and discussions

Recent experiments have shown that materials from the I2 -II-IV-VI4 and I-II2 -III-VI4 families
have inherently low thermal conductivities. In particular, κl has be reported in the (0.5-3)
W/mK range for several materials at room temperature.105, 136, 137, 140, 215 These values are
comparable to the ones for traditional TE materials, such as PbTe, Bi2 Te3 , or Yb14 MnSb11 ,
for example,24, 216–218 in which high density, soft bonds, or complex atomic structures are
identified as the primary reasons for low κl . Here, however, the density of CuZn2 InTe4 ,
AgZn2 InTe4 , and Cu2 CdSnTe4 is relatively small (certainly smaller than the above mentioned
materials) and the lattice structure is not particularly complicated. The employed ab initio
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calculations help us shed light on the microscopic origin of their unique vibrational properties
and understand some of the reasons for their small lattice constant.
In Figure 18 we present the calculated phonon dispersions for each material, and the
results show that the structures are dynamically stable since there are no negative branches.
We note that in general, one of the factors contributing to low thermal conductivity are
slow phonon velocities, and the dispersions in Figure 18 allow us to calculate the speed of
sound for the materials. We find that the transverse acoustic (TA) sound speeds are vT A =
1650, 1729, and 2173 m/s and the longitudinal acoustic (LA) sound speeds are vLA =3332,
3185, and 2391 m/s for CuZn2 InTe4 , AgZn2 InTe4 , Cu2 CdSnTe4 , respectively. These results
indicate that vT A and vLA are rather similar for the stannite material, while vLA ≈ 2vT A for
the modified zinc-blend systems. The speed of sound of CuZn2 InTe4 and AgZn2 InTe4 are
comparable to the ones of standard TE materials such as Bi2 Te3 (vT A =1870 m/s and 3390
m/s)219 and PbTe (vT A =1210 m/s and vLA =3570 m/s),220 but vT A ∼ vLA indicates that the
sound conduction in the stannite system may be different.
The phonon structure can also be examined in terms of the partial density of states
(PDOS), given in Figure 19, which illustrates the relative importance of the different constituent atom vibrations in determining the phonon dispersions in the varying frequency
regions. It is noted that in all studied cases the Te atom contributes about half of the total
PDOS in the 1-2 THz range. The composite peak in the 3-4 THz region is also common for
all materials with Te atoms having similar effect. This fact together with the strong cationTe PDOS hybridization can be traced to the atomic structure of the material. The nearest
neighbor bonds are always between a Te atom and a metallic atom, thus the abundance of Te
is expected to have a significant impact on the entire phonon structure. It is also noted that
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Figure 19: Phonon density of states per atom for (a) AgZn2 InTe4 , (b) CuZn2 InTe4 , and
(c) Cu2 CdSnTe4 . Mode Gruneisen parameters γi for (d) AgZn2 InTe4 , (e) CuZn2 InTe4 , and
(f) Cu2 CdSnTe4 . Results are obtained within DFT-LDA.
the cation-Te nearest neighbor bonds are in the 2.69-2.84 Å range for CuZn2 InTe4 , 2.61-2.77
Å for AgZn2 InTe4 , and 2.52-2.78 Å for Cu2 CdSnTe4 . In general, bond lengths scale with
the spring constants of frequency vibrations within classical models. The similarity in the
distance ranges for the studied materials shows that their overall frequency ranges are not
going to differ significantly.
In addition to the acoustic modes, other degrees of freedom associated with the optical
phonon modes, which in turn can be important for the thermal conductivity. Figure 18
shows that for all structures, a dense band of low frequency optical phonons exists in the
1-2 THz range, with Cu2 CdSnTe4 having the largest spread. These flat low frequency bands
disrupt the heat-carrying acoustic phonons and provide strong scattering channels for them.
To investigate this point further, we present the mode Gruneisen parameters in Figure
19 as well. The vibrations of the atoms are affected by the anharmonicity in each lattice
61

Figure 20: Scattering rates for the studied compositions obtained via DFT-LDA.
and γi provides a quantitative measure for that. One finds that γi have similar spectral
characteristics for the studied materials. At low frequencies (ω < 2 THz) the Gruneisen
parameters are significant and are mostly negative. The frequency region ω ∼ 2 − 3T Hz
has a sparse positive distribution of γi , which correlates with the low PDOS in this region.
For frequencies larger than 3 THz, the mode Gruneisen parameters lack dispersion having
values 1-2 in all three materials, with Cu2 CdSnTe4 having generally larger values signifying
larger anharmoncity in this material.
Further insight can be gained from the phonon-phonon scattering rates Γ(q,j) (ω(q,j) ) with
our calculated results given in Figure 20. One finds that the largest low frequency values
(< 1T Hz) are found for Cu2CdSnTe4, while the smallest ones are obtained for AgZn2 InTe4 .
In the 1-2 THz range, the stronger scattering for Cu2 CdSnTe4 persists, while CuZn2 InTe4
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and AgZn2 InTe4 show little difference. Above 3 THz, all materials have similar scattering
rates. The fact that Cu2 CdSnTe4 scatters phonons better can be related to the somewhat
stronger lattice disorder this materials has in comparison with the other two. We see that the
alternating Cd and Sn arrangements (Cd in the corners and Sn in the center of the base of
the unit cell followed by Cd in the center and Sn in the corners in the middle of the unit cell)
in two adjacent layers leads to essentially doubling the unit cell of the tetragonal stannite
lattice as compared to the case of CuZn2 InTe4 and AgZn2 InTe4 , in which no such alteration
is present. It is evident that there is more disorder in the stannite lattice as opposed to
the simpler modified zinc-blende lattice in Figure 17, which promotes better phonon-phonon
scattering.
The calculated lattice thermal conductivities for the studied materials are shown in Figure
21. The temperature dependence for all results is κl ∼ 1/T since the anharmonic scattering takes into account phonon-phonon Umklapp processes. We find that Cu2 CdSnTe4 is
anisotropic as κzz ∼ κxx /2, while for the other two systems there are no significant diffeences
between κxx and κzz . This is associated with the lattice structures since the stannite crystal
has a = b ≈ c/2, while the modified zinc-blends are practically isotropic. The lowest thermal
conductivity is obtained for the stannite material. Given the larger disorder in the lattice
and the associated much enhanced phonon-phonon scattering (Figure 20) it is not surprising
that the thermal conductivity for Cu2 CdSnTe4 is much smaller than the ones for the other
two systems. This is interesting since Cu2 CdSnTe4 is reported to have a metallic-like behavior as opposed to the Cu(Ag)Zn2 InTe4 being semiconductors.136, 137, 140, 210 One expects
the opposite trend and yet despite these conductive tendencies κL for Cu2 CdSnTe4 is the
lowest. This is indicative of the crucial role of the lattice structure and the atomic organi63

Figure 21: Lattice thermal conductivity components as a function of temperature. In each
case the shaded region is bound by κl obtained by DFT-LDA (dotted line) and DFT-PBE
(dashed line). The experimental values are given as discrete symbols.
zation within it for the underlying phonon transport regardless of the electronic structure
properties.
It is further noted that while the DFT-LDA and DFT-PBE calculations do not differ
significantly for the Cu-based chalcogenides, the DFT-LDA κl is about 3 times larger than
the DFT-PBE κl for the Ag-based material. Such differences are not unusual for many
materials, as shown in recent studies for metallic and binary systems.221, 222 Here, we find that
the DFT-LDA scattering rates in the low frequency range for AgZn2 InTe4 are significantly
higher than the DFT-PBE rates, while this is not the case for CuZn2 InTe4 and Cu2 CdSnTe4 ,
as shown in Figure 22. In fact, the LDA vs PBE disparity in the Cu-based chalcogenides is
found for ω > 2T Hz frequencies.
Comparing our results with the reported data for the thermal conductivity shows that
while the obtained values are in the same numerical range, the overall behavior as a function of temperature is rather different. The closest agreement between experiment and
theory is achieved for the CuZn2 InTe4 , for which the experimental thermal conductivity is
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(a) Scattering rate for AgZn2 InTe4 with LDA (b) Scattering rate for CuZn2 InTe4 with LDA
and GGA
and GGA

(c) Scattering rate for Cu2 CdSnTe4 with LDA
and GGA

Figure 22: Comparisons for scattering rate calculation for LDA and GGA potentials for
the materials AgZn2 InTe4 , CuZn2 InTe4 and Cu2 CdSnTe4
below the calculated values. This may be expected as in the laboratory other scattering
mechanisms (beyond the phonon-phonon processes) are present and can further reduce the
thermal conduction. However, the experimental data for CuZn2 InTe4 and Cu2 CdSnTe4 is
not monotonous with respect to temperature and it is very different than the 1/T functionality from the calculations. We argue that these systems need further experimental studies
to improve our understanding on the thermal conduction process in these systems.
It appears that the main reason for the inherently low lattice thermal conductivity in
quaternary chalcogenides comes from the increased available phase space for phonon-phonon

65

scattering due to the low frequency optical phonon modes hybridized with the acoustic
branches. In many materials such softened phonon modes may be an indication of lattice
structure instabilities or transitions (as is the case for the standard TE materials Bi2 Te3
and PbTe, for example,22, 33–39, 42, 94, 118 ) The situation here may also be similar. Several experimental and computational studies report that quaternary chalcogenides from both families, I2 -II-IV-VI4 and I-II2 -III-VI4 , can exist in different structural phases, such as stannite,
kesterite, modified zinc-blends among others. For many compositions these different lattices
are energetically close, which makes structural transition easily available in the laboratory.

2.3.5

Conclusions

In this section, we study the vibrational properties of Te-based quaternary chalcogenides from
first principles. The chosen representatives from the relatively unexplored family I-II2 -IIIVI4 are taken to be in a modified zinc-blend structure as reported from recent experiments,
while the material from the I2 -II-IV-VI4 class is a stannite, also according to experiments.
Our results for the investigated systems, CuZn2 InTe4 , AgZn2 InTe4 and Cu2 CdSnTe4 , are
complementary to the reported from first principles vibrational properties of the more common kesterite Cu2 ZnSnS4 and Cu2 ZnSnS4 .163, 164, 180–182, 184, 186–188, 209, 210, 215, 223, 224 We find
that the lattice thermal conductivity is relatively small and it is of similar magnitude as the
ones for the kesterites. This is not surprising since all of these materials are structurally related. They are derived from II-VI zinc-blends and they differ from each other by the cation
arrangement in the lattice. The origin of the low thermal conductivity for all systems comes
from the low in frequency optical phonons hybridized with the acoustic branches. This is
further analyzed in terms of mode scattering rates and mode Gruneisen parameters, which
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help us understand the phonon conduction process better. We argue that more experimental
studies in synergy with further simulations are necessary in order to resolve the functional
temperature dependence in these materials.
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3

3.1

Transformation Optics for Thermoelectricity

Transformation optics for thermoelectricity

3.1.1

Introduction

Unprecedented opportunities to manipulate electromagnetic fields and various types of transport have been discovered recently by utilizing metamaterials (MMs)capable of achieving
cloaking, rotating, and concentrating effects.141–143, 225 Transformation optics (TO), a technique that maps fields into a new coordinate system by requiring that the governing physical
equations remain invariant,144–148 can be used to design the MMs. As a result of the coordinate transformations, the MMs properties are highly anisotropic and inhomogeneous, capable
of changing fields and currents in a prescribed way. This method has proven to be effective
in achieving a negative index of refraction,144 negative magnetic permeability and electromagnetic cloaks,145, 146 and high resolution imaging devices.147, 148 Significant interest has
also been directed towards manipulating diffusive transport, such as acoustic flow,149, 151, 152
heat and electricity,226 and matter waves.150 Requiring invariance of the underlying governing equations under specific coordinate transformations can also be achieved in diffusive
phenomena.
The success of the original TO technique beyond its traditional application in electromagnetism shows that this approach is quite general. Heat and particle diffusion equations
governed by energy and particle conservation, along with respective continuity equations, re68

main invariant under coordinate transformations. MM designs based on the principles of TO
have been achieved in the laboratory.142, 143 Bifunctional cloaks capable of guiding decoupled
types of flows, such as heat and electric currents, have also been demonstrated.227 A single
MM designed to have cloaking properties, for example, of two independent phenomena can
be especially useful for applications where different degrees of control are needed.
Nevertheless, most of the applications in diffusive transport have been on individual
or decoupled fluxes and fields. For example, thermal MMs have been designed either for
cloaking, rotating, or concentrating heat flux.226, 228, 229 Similarly, applying TO to Ohms law
has been successful in manipulating DC currents as well.230 The bifunctional MMs, on the
other hand, are designed to control independent heat (captured by Fouriers law) and electric (captured by Ohms law) currents.231 In many materials, however, thermoelectric (TE)
effects that account for coupling between thermal and electric flows cannot be neglected.232
Specifically, in systems with a significant Seebeck coefficient, the diffusive transport cannot
be described by the Fourier and Ohms laws, and TE effects have to be taken into account.
Recent work has shown that the thermodynamic governing equations for TE transport are
invariant under coordinate transformations and by utilizing TO, MMs for TE cloaking can
be constructed.153 This development is a significant step towards accessing a multi-physics
range of action, such that the proposed TE cloak can operate as a thermal cloak (under a
thermal gradient only), an electric cloak (under a potential gradient only), and under general
TE boundary conditions.
In this work, TO techniques are applied to steady state TE transport using a general
thermodynamic description, where the heat-electric coupling via the Seebeck coefficient is
taken into account explicitly in the governing laws of charge and energy conservation. We
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broaden the applicability of this powerful technique to TE phenomena and achieve effects
beyond cloaking. Using specific coordinate transformations, diffusing, rotating, and concentrating TE flow are demonstrated. The highly anisotropic and inhomogeneous materials
that produce these effects are simulated with a MM design based on laminate composites.
The mapped properties are also strongly dependent on the properties of the original material. Having a starting material with anisotropic characteristics may lead to more options
for control. In this work, we not only broaden the applicability of TO to coupled diffusive
transport phenomena to realize several unusual effects, but we also broaden the theory of
MM design. This work presents new perspectives for manipulating TE phenomena as well
as realizing a multi-domain range of applications.

3.1.2

Theoretical concepts and basic equations

The production of a charge current from heat flow and the production of heat flow due to a
voltage difference are basic TE phenomena, termed Peltier and Seebeck effects, respectively.
These reciprocal phenomena can be described in the framework of thermodynamics, which
captures the charge and energy conservation laws in a unified manner.233 These governing
equations are typically considered within the Onsager-de Groot-Callen theory in which linear
relations between fluxes and driving forces due to gradient fields are found.234 Taking into
account the electrochemical potential µ = µC + eV (µC -chemical potential, V -electric potential) in a steady state with local equilibrium, the theoretical framework of TE phenomena
is given as
∇ · J = 0; ∇ · J Q = −∇µ · J
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(20)

←
→
←
→
→
→
J = −←
σ · ∇µ − S · ∇T ; J Q = −←
κ · ∇T + T S T · T

(21)

where J is the electric flux and JQ is the heat flux. Eq. (20) represent the charge conservation (first relation) and the energy conservation (second relation) governing laws. Eq.
(21) are the constitutive equations from Onsager-de GrootCallen theory, which reflect the
linear relations between the charge and heat fluxes due to electrochemical and temperature
gradients. The coefficients in the constitutive equations correspond to the properties of the
→
→
involved materials. Specifically, ←
σ is the conductivity, ←
κ is the thermal conductivity, and
←
→
←
→
S is the Seebeck coefficient, which can be Cartesian tensors in general. Also, S T is the
→
→
→
→
transpose counterpart of S , while ←
σ = ←
σ T and ←
κ = ←
κ T as required by Onsager-de
←
→
GrootCallen theory. One notes that when S = 0 in Eq. (21), the coupling between the
→
electric and thermal transport is not present and the classic Ohms law, J = −←
σ · ∇µ, and
→
Fouriers law, JQ = −←
κ · ∇T , are recovered.
TO can now be applied to this type of diffusive transport. This includes a diffeomorphism
that maps a coordinate system r = (x1 , x2 , x3 ) to a coordinate system r 0 = (x01 , x02 , x03 ) with
an identity map on the boundary of some region.141 Given that r and r 0 are related by a
smooth and invertible function r 0 (r), the invertible Jacobian matrix A has elements The
governing equations are required to remain invariant under such a diffeomorphism, which
results in transformed fields and materials properties. The mathematical expressions for TO
applied to thermoelectricity are obtained as153

←
→
A
0
0
J (r ) = ←
→ · J (r) , J Q (r ) =
A
0

0
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←
→
A
←
→ · J Q (r)
A

(22)

←
−
←
−
∇µ0 = A −T · ∇µ, ∇T 0 = A −T · ∇T

(23)

←
→ ←
←
→
←
→ ←
←
→
→
←
→
←
→
A · →
κ · AT ←
A · →
σ · AT ←
→
→
←
→
0
0
, κ =
, S 0 = A −T · ←
σ · AT
σ =
←
→
←
→
A
A

(24)

where J (r) and J Q (r) are current and heat flows in the new coordinate system r 0 =
←
→
→
→
(x0 , y 0 , z 0 ), and ∇µ0 , ∇T 0 , ←
σ 0, ←
κ 0 and S 0 are the transformed gradients and properties,
←
←
→T
←
→
←
→−T
→T −1
= A
respectively. A is the transpose of A , and A
. We point out that the
above expressions are obtained by assuming that the transport properties are temperature
←
→
→
→
independent. From Eq. (24) one finds that, in general, the transformed ←
σ 0, ←
κ 0 and S 0 are
inhomogeneous and anisotropic. One further notes that this inhomogeneity and anisotropy
←
→
→
→
is present even if the initial ←
σ,←
κ and S are homogeneous and isotropic. Eq. (24) further
show that in this case the Seebeck coefficient does not change upon the transformation
and retains its initial homogeneous and isotropic value. Eqs. (22-24)indicate that a given
coordinate transformation changes the physical properties and currents while preserving the
form of the governing equations of thermoelectricity (Eq. (20)). Therefore, manipulating the
TE transport in a desired way can be achieved by specifying an appropriate diffeomorphism
and the electric and thermal currents will follow accordingly.
Here we consider different types of 2D coordinate transformations, summarized in Table
6 (left column), with which various effects are achieved. These include cloaking, diffusing,
concentrating and rotating the coupled electric and heat currents. Circular and square
shapes are specified for the cloaking diffeomorphism. The circular cloak is represented by
a 0 < r < R2 region, where the diffeomorphism blows up the center point to a circle of
72

radius R1 . The square cloak diffeomorphism blows up the center point of a square of side L2
into a square of side L1 . The diffusing diffeomorphism is the expansion of 0 < r < R1 into
0 < r < R2 and compression of R1 < r < R3 into R2 < r < R3 regions. The concentrating
diffeomorphism is somewhat opposite of the diffusing diffeomorphism. Here, a circle of radius
R2 is shrunk to a circle of radius R1 while simultaneously stretching a concentric annulus of
inner radius R2 and outer radius R3 to an annulus of inner radius R1 and outer radius R3 ,
thus the currents within r < R2 will be concentrated in the r < R1 region accordingly. The
rotating diffeomorphism, on the other hand, rotates the r < R1 region at a given angle θ0 ,
while the R1 < r < R2 region is twisted by an angle θ = θ0 at r = R1 , matching the rotation
within r < R1 , while the boundary at r = R2 is fixed.
→
We further examine in more detail the case of homogeneous materials for which ←
σ =
←
→ →
←
→
←
→
←
→
←
→
σI , ←
κ = κ I and S = S I with I being the identity tensor. From Eq. (24) one
←
→←
→
→
·AT
and
notes that the transformed conductivity and thermal conductivity are ←
σ 0 = σ A←
→
|A|
←
→←
→
←
→
←
→
←
→
←
→
·AT
κ 0 = κ A←
respectively, while the Seebeck coefficient remains the same S 0 = S = S I .
→
|A|

For the diffeomorphisms we consider in Table 6, one can further represent the transformed
properties of the original homogeneous and isotropic medium, such that
←
→
←
→
←
→
→
σ 0 = σR(θ0 )T (r0 )RT (θ), ←
κ 0 = κR(θ0 )T (r0 )RT (θ), S 0 = S .
←
→
←
→
←
→
→
σ 0 = σT (x0 , y 0 ), ←
κ 0 = κT (x0 , y 0 ), S 0 = S .

(25)

For coordinate transformations with circular regions, T (r0 ) is a diagonal matrix giving the
radial and azimuthal responses determined by the coordinate transformation, while R(θ0 ) =
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Figure 23: Simulations for an ideal TE (a) square cloak, (b) diffuser, (c) concentrator,
and (d) rotator. The material properties in all of these cases are homogeneous and isotropic
V
S
W
where σ = 100 m
, κ = 1 m·K
, S = 10−3 K
. Simulations for ideal anisotropic TE (e) square
cloak, (f) Diffuser, (g) concentrator, and (h) rotator where σxx = 10σxy = 10σyx = 10σyy =
V
S
W
1m
, κxx = 10κxy = 10κyx = 10κyy = 1 m·K
and Sxx = 10Sxy = 10Syx = 10Syy = 10−3 K
. The
dimensions of the simulations are listed in detail in method. The black curves and arrows
correspond to the thermal equipotentials and currents, respectively. The blue curves and
arrows correspond to the electric equipotentials and current, respectively. The background
color, specified by the color bars, represents the steady state temperature profile (color bars
given in K ). The voltage profile has a similar behavior and is not shown.




cos θ0 − sin θ0 



 is the matrix for a rotation by angle θ0 . For square regions, the elements




sin θ0 cos θ0
of the connecting matrix T depend on (x0 , y 0 ). In Table 6 (right column), we summarize the
types of considered diffeomorphisms in terms of their r 0 (r) relations and the corresponding
T matrices. Note that R(θ0 ) has the same form in all cases concerning circular regions.
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3.1.3

Ideal cloak, rotator, concentrator and diffuser

After establishing the TO mathematical basis of manipulating the TE flow, we are in a
position to examine how the coupled electric and thermal currents change when the diffeomorphisms from Table 6 are applied. As discussed earlier, the conductivity and thermal
conductivity of the transformed region are highly anisotropic even if the original material
is isotropic and homogeneous. From the cloaking Tcl (r0 ), one finds that the radial response
σr0 r0 , κr0 r0 −→ 0 and the azimuthal response σθ0 θ0 , κθ0 θ0 → ∞ as r0 → R1 , thus electric and
thermal currents cannot penetrate the r0 < R1 region and the r0 < R1 region is shielded. A
similar situation occurs for the square cloak, for which σx0 0 x0 , κ0x0 x0 → ∞ andσy0 0 y0 , κ0y0 y0 → ∞
as x → L1 , so the traversing currents cannot enter the square region. For the diffuser, we
find that the behavior of the conductivity and thermal conductivity is similar to the circular
cloak although the extreme values of the radial and azimuthal components are not present.
Nevertheless, σθ0 0 θ0  σr0 0 r0 and κ0θ0 θ0  κ0r0 r0 at r0 = R2 which assures that current of a lesser
density is able to enter the r0 < R2 region and thereby produces diffusive flow.
On the other hand, Tcon (r0 ) shows that the electrical conductivity components have the
property that σr0 0 r0 (r0 = R2 )  σθ0 0 θ0 (r0 = R2 ). Thus the electric current tends to go radially
instead of azimuthally as r0 → R2 . Even though J is concentrated toward the center, the
current will flow in a horizontal path without any distortion in the r0 < R1 region. The
thermal current exhibits similar behavior since the thermal conductivity transforms similarly
to the electrical conductivity (Eq. (25)). For the rotator, we find that σθ0 0 θ0 , κ0θ0 θ0 dominates
σr0 0 r0 , κ0r0 r0 at r0 → R2 and the TE flow spirals towards the center of the r0 < R2 region
until it has rotated by θ0 at r0 = R1 . The values of σr0 0 r0 , κ0r0 r0 and σθ0 0 θ0 , κ0θ0 θ0 at r0 = R1
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are the same as the ones before the transformation is applied, thus the currents travel in
a direction dictated by θ0 without further distortion. Let us also emphasize that shielding,
concentrating, rotating, or diffusing of TE flow become possible if the Seebeck coefficient
remains the same everywhere.
In Figure 23 we show simulations based on the finite element COMSOL Multiphysics
package for the electric and thermal currents under square cloaking, diffusing, concentrating,
and rotating transformations. Details of the calculations and the applied TE boundary conditions are given in Methods. The results for the TE transport for an initially homogeneous and
isotropic material (Figure 23 (a)-(d)) illustrate that the transformed regions are not affected
by any heat or electric currents in the exterior region where the transformations are absent.
After reaching a steady state, constant temperature and potential profiles of (T1 + T2 ) /2
and (V1 + V2 ) /2 respectively in the cloaked region are achieved (Figure 23 (a)), where
T1 , V1 (T2 , V2 ) are the temperature and electric potential at the left (right) edges of the simulation. Figure 23 (a)-(d) further shows that the electric and thermal currents in the outermost regions (|x0 | , |y 0 | > |L2 | for the square cloak, r0 > R2 for the rotator, r0 > R3 ) for the
diffuser and concentrator) are the same as those in the material before the transformations
were applied. For the diffuser shown in Figure 23 (b), the currents that enter the r0 < R2
region become less dense compared to the original flow. The results displayed in Figure 23
(c), for the TE concentrator show that stronger TE currents are experienced in the r0 < R1
region. Also, an object in the r0 < R1 region for the TE rotator in Figure 23 (d) will detect
electric and heat currents in a different direction than the original flow as specified by the
angle θ0 .
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One of the advantages of TO is that these effects are independent of the specific properties
of the original medium provided Eqs. (22-24) are satisfied. In Figure 23 (e)-(h) we illustrate
TE cloaking (square case) diffusing, concentrating, and rotating when the original medium
is anisotropic. We find that the isotherms and equipotentials are different in the r0 > R2
regions compared to the isotropic cases, while the r < R1 regions have the same behavior
for the corresponding cases in Figure 23 (a)-(d) confirming that TE cloaking, rotating, and
concentrating are achieved.
It is further important to note that the performance of the TE cloak, diffuser, concentrator, and rotator rely on the simultaneous satisfaction of Eqs. (20,21) due to the coupled
electric and thermal transport upon the application of temperature and potential gradients.
It is clear that if the Seebeck coefficient is neglected, then we recover the independent electric
→
→
and thermal flows captured by Ohm’s law J = −←
σ · ∇µ and Fourier’s law JQ = −←
κ · ∇T,
→
→
respectively. since ←
σ 0 and ←
κ 0 from Eq. (24) preserve the invariance of these decoupled
equations, the transformed systems can operate as a heat cloak, diffuser, concentrator, or
rotator when only a temperature gradient is applied and as an electric cloak, concentrator,
or rotator when only a potential difference is applied.
It is also interesting to consider how the TE flow changes when some of the conditions
imposed by the applied diffeomorphisms (Eq. (24) Table 6 ) are not satisfied. In Figure 24
we show results for an anisotropic original medium with off-diagonal electrical conductivity,
thermal conductivity, and Seebeck coefficient in various situations. For example, we find
that when S 0 = 10S, TE cloaking is not achieved since the isotherms and equipotentials are
distorted in the region r0 > R2 (Figure 24 (a)) when compared to the ideal TE anisotropic
case (not shown). One further finds that the concentrating or rotating of TE flow is not
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~ 0 = 10S.
~ The original medium is
Figure 24: (a) An otherwise ideal TE cloak with S
anisotropic with σxx = 10σxy = 10σyx = 10σyy = Figure (b) An otherwise ideal TE concen
S
W
V
100 m
, κxx = 10κxy = 10κyx = 10κyy = 1 m·K
and Sxx = 10Sxy = 10Syx = 10Syy = 10−1 K
trator with ~κ0 = 10~κ. The original medium is anisotropic with σxx = 10σxy = 10σyx =
W
S
, κxx = 10κxy = 10κyx = 10κyy = 1 m·K
and Sxx = 10Sxy = 10Syx = 10Syy =
10σyy = 100 m
0
−3 V
10 K (c) An otherwise ideal TE rotator with σ = 10σ. The original medium is anisotropic
S
W
with σxx = 10σxy = 10σyx = 10σyy = 10 m
, κxx = 10κxy = 10κyx = 10κyy = 1 m·K
and
V
−3
Sxx = 10Sxy = 10Syx = 10Syy = 10 K . The dimensions of the simulation, background
color, isotherms and equipotentials, and currents notation in each case are the same as in
Figure 23
achieved as prescribed by TO when one of the other conditions is not satisfied (for example
↔
→
→
→
when ←
κ 0 = 10←
κ or ←
σ 0 = 10 σ ). Figures 24 (b), (c) show the distorted isotherms and

equipotentials at the r0 = R2 boundary, where the identity mapping as required by TO is
clearly not maintained when compared to Figure 23 (g), (h).

3.1.4

Laminate thermoelectric MMs

The practical implementation of manipulating TE transport according to a given diffeomorphism requires materials with prescribed highly anisotropic and inhomogeneous properties,
which are not found in nature. Therefore, MMs are used to approximately achieve the desired effects. Here we propose that the effects of TE cloaking, diffusing, concentrating, and
rotating can be obtained with composites based on bilayered constituents. Given that the

78

Table 6: The mathematical and graphical representations of the considered diffeomorphisms
for a cloak (circular and square), diffuser, concentrator, and rotator are given in the left column. The corresponding transformation matrices (see Eq. (25) ) for an initially homogenous
medium are shown in the right column. Here we define αij = Ri − Rj . The regions where
the transformations apply are also denoted in parenthesis in the second column.

Type of diffeomorphism

circular cloak
α21
r0 =
r + R1 ,
R2
r0 = r, r > R2

Coordinate transformation of a homogeneous
material

0 < r < R2

0

Td (r ) =

r 0 −R1
r0

0

0

r0
r 0 −R1

!
( grey region )

θ0 = θ for all r
Tsc (x0 , y 0 ) =
p
M 0 − 2M 0 (M 0 − 1)

Square cloak
L2 − L1
x + L1 , 0 < x < L2
x0 =
L
 2

L2 − L1
L1
0
y =y
, |y| < x
+
L2
x

!

0

p
M 0 + 2M 0 (M 0 − 1)

x02 + y 02 L21 L22
0
M = 1 + 03
2x (L1 − L2 ) [(L1 − L2 ) x0 − L1 L2 ]
( grey region )
0

Diffuser
R2
r, 0 < r < R1
r0 =
R1
α32
α21
r0 =
r+
R3 , R1 < r < R3
α31
α31
r 0 = r r > R3

α31 r 0
α12 R3 +α12 r 0

0

Tdif (r ) =

α12 R3
α31 r 0

0

!

0

(grey region)

+1

θ0 = θ, for all r
Concentrator
R1
r0 =
r, 0 < r < R2
R2
α31
α12
r0 =
r+
R3 , R2 < r < R3
α32
α32
r0 = r, r > R3

α32 r 0
α21 R3 +α32 r 0

Tcon (r0 ) =

α21 R3
α32 r 0

0

!

0
+1

( pink region )

θ0 = θ for all r
Rotator



0

Trot (r0 ) = 

θ = θ + θ0 , 0 < r < R1
θ0 (r − R2 )
,
α12
θ0 = θ, r > R2
θ0 = θ +

R1 < r < R2

θ02 r 02 −ζ
2α212

+1

0

(white annular region)
q
2 )
ζ = θ02 r02 (θ02 r02 + 4α12

r0 = r for all θ
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0
θ02 r 02 +ζ
2α212

+1



Table 7: Bilayered metamaterials for circular and square TE cloaks, a diffuser, a concentrator, and a rotator applied to thermoelectric transport. Here αij = Ri − Rj and rAi (Bi ) is
the distance from the origin to the corresponding layer.

Type of diffeomorphism

Cloak and Diffuser

Coordinate transformation of a homogeneous material


0
P∓(±) rA
i (Bi )
0
 ( cloak )
σ; SA(B) = S or SA(B) = S
σAi (Bi ) = P±(∓) rA
i (Bi )
P±(∓) rAi (Bi )




N∓(±) r0Ai (Bi )
0
 S( diffuser )
σ; SA(B) = S or SA(B) =
σAi (Bi ) = N±(∓) rA
i (Bi )
N±(∓) rAi (Bi )
s
 0
2
0
r
r − R1
0
P± (r ) = 0
(1 ± 1 −
)
r − R1
r0
p
α13 r0 ± R3 α12 (R3 α21 + 2r0 α13 )
N± (r0 ) =
R3 α12 + r0 α31




Concentrator


0
σAi (Bi ) = D±(∓) rA
σSAi (Bi ) = S or
i (Bi )


0
D∓(±) rA
i (Bi )

SAi (Bi ) = S
D±(∓) rAi (Bi )
p
α21 R3 ± R3 α21 [α12 R3 + 2α32 r0 ]
0
D± (r ) = 1 +
α32 r0

Square Cloak



σAi (Bi ) = Q±(∓) x0Ai (Bi ) , yAi (Bi ) σ
SA(B) = S

or

SA(B) =



QF (±) x0A B ,yA (B )
i
i
i( i)

S
Q±(∓) xA (B ) ,y 0
Ai (Bi )
i
i
p
(x0 , y 0 ) ± 2β (x0 , y 0 ) (M

Q± (x0 , y 0 ) = M (x0 , y 0 ) + β
(x02 +y02 )L21 L22
M (x0 , y 0 ) = 1 + 2x03 (L1 −L2 )(L1 x0 −L
0
2 x −L1 L2 )
p
β (x0 , y 0 ) = 2M (x0 , y 0 ) (M (x0 , y 0 ) − 1)

(x0 , y 0 ) + β (x0 , y 0 ))

Rotator

σA(B) = T±(∓)
T± (r0 ) = 1 +

R1 +R2
2

θ02 r 02
2α212



σ; SA(B) = S or SA(B) =
r

θ02 r 02
1
±
1 + 4α
2
α2
12
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12

−
T+
(±)(

T± (+)(

R1 +R2
2
R1 +R2
2

)
S
)

original material is isotropic and homogeneous and the layer thickness of these components
are small compared to R1 or L1 , their effective properties follow basic rules for elements
being connected in series and in parallel.142, 229, 234 Specifically, the circular MM TE cloak
and diffuser are composed of concentric A, B bilayers whose radial and azimuthal transport
components are given by

σr0 0 r0 =

σA + σB
2σA σB
, σθ0 0 θ0 =
,
σA + σB
2

σr0 0 r0 Sr0 0 r0 =

κ0r0 r0 =

2κA κB
,
κA + κB

κ0θ0 θ0 =

κA + κB
2

2σA SA σB SB
σA SA + σB SB
, σθ0 0 θ0 Sθ0 0 θ0 =
σA SA + σB SB
2

Similar relations are found for the square cloak where σr0 0 r0 ,θ0 θ0 ,
the above expressions are substituted with σx0 0 x0 ,y0 y0 ,

κ0x0 x0 ,y0 y0 ,

(26)

(27)

κ0r0 r0 ,θ0 θ0 ,

Sr0 0 r0 ,θ0 θ0 in

Sx0 0 x0 ,y0 y0 , respectively. The

layered transport properties of the TE concentrator and rotator MMs are

σr0 0 r0 =

σA + σB 0
2σA σB
κA + κB
, σθ0 θ0 =
, κ0r0 r0 =
,
2
σA + σB
2

σr0 0 r0 Sr0 0 r0 =

σA SA + σB SB
,
2

σθ0 0 θ0 Sθ0 0 θ0 =

κ0θ0 θ0 =

2κA κB
κA + κB

2σA SA σB SB
σA SA + σB SB

(28)

(29)

Using the material response properties for each case, one can then solve for the material
properties of the A and B layers. In Table 7, we summarize these results for the transformed
transport properties for each diffeomorphism. These expressions show that the extreme
values at the different boundaries (as discussed in section 3 ) are approximately achieved in
each case.
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We construct the MM composites based on bilayer constituents having an equal thickness. The bilayered MMs are sketched in Table 7 for each case, where definitions of several
characteristic parameters are also given. Using the results for the transport properties in
Eqs. (26-29) and taking the index n = [1, 2, . . . , N ], the conductivities for the concen
tric layers comprising the TE circular cloak are taken to be σAn = σP± R1 + (2n − 1)d¯

and σBn = σP∓ R1 + 2nd¯ with thickness d¯ =

R2 −R1
2N

(as done in the work153 ) while


the layer conductivities for the diffuser are taken as σAm = σN± R1 + (2n − 1)d˜ and


−R2
. The square cloak is composed of bilayers
σBn = σN∓ R1 + 2nd˜ with thickness d˜ = R32N
whose properties are dependent on both the x and y variables, but the conductivity varies
little along the edge of a layer. With this in mind and because of the square symmetry, we
assign the layer conductivity to be the average conductivity sampled along the two corners
and center of a layer edge. For example, using the right edge, we take

σ An

σBn






L1
σ
L1
L1
+ (2n − 1)dL ,
+ (2n − 1)dL + Q±
+ (2n − 1)dL , 0
= Q±
3
2
2
2


L1
L1
+Q±
+ (2n − 1)dL , − − (2n − 1)dL
2
2








σ
L1
L1
L1
L1
L1
=
Q∓
+ 2ndL ,
+ 2ndL + Q∓
+ 2ndL , 0 + Q∓
+ 2ndL , − − 2ndL
3
2
2
2
2
2

with thickness dL =

L2 −L1
.
4N

The TE concentrator is composed of layers and sectors,

as denoted in Table 7, whose conductivities can be taken as σAn = σD± (R1 + ndc ) and
σBn = σD∓ (R1 + ndc ) , where dc =

R3 −R1
.
2N

We further find that the layer conductivities

of the MM rotator composite do not change significantly in the radial direction and are
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Figure 25: Laminate TE square cloak with (a) 20 layers and (e) 30 layers; Laminate TE
concentrator with (b) 10 concentric layers and 64 sectors, and (f) 20 concentric layers and
32 sectors; laminate TE rotator with (c) 32 sectors and (g) 64 sectors; laminate TE diffuser
with (d) 10 concentric layers and (h) 20 concentric layers. The dimensions of the simulation,
background color, isotherms and equipotentials, and currents notation in each case are the
same as in Figure 23.
thus simply taken as σA = σT±

R1 +R2
2



and σB = σT∓

R1 +R2
2


. Unlike the other cases the

bilayers for the TE rotator are not concentric since the coordinate transformation deforms
the region azimuthally. The thermal conductivities for the An and Bn layers have similar
expressions with σ being substituted by κ and the Seebeck coefficient is the same everywhere
in all cases. Interchanging ± with ∓ in Table 7 corresponds to swapping the A and B
components.
The simulations for the MM square cloak, concentrator, rotator, and diffuser for various
numbers of layers and sectors are given in Figure 25. These results show that the bilayered
composites with transport properties taken as discussed above achieve the effects of cloaking,
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Figure 26: Standard deviation of temperature difference for a (a) square cloak with N =
6, 10, 26, 30 layers; (b) concentrator with N = 10, 20 layers and 16,32,64 sectors; (c) rotator
with 16,32,48,64 sectors; (d) diffusers with N = 6, 10, 14, 20 layers.
concentrating, rotating, or diffusing TE flow only approximately when compared with the
ideal situations in Figure 23. Nevertheless, the performance of the different MMs improves as
the number of layers and sectors increases. For smaller N (Figure 3(a)−(d)), some isotherms
and equipotentials become distorted and nonuniform around the different boundaries, but
as N increases these undesired effects reduce. Reducing the thickness of each layer also leads
to improved performance of the TE composites.
The MMs can further be evaluated quantitatively by using the standard deviations of
temperature and potential differences between the ideal system and the MMs,153, 235 defined
r
r

2
2
P
P 
1
1
T
V
M
M
M
M
respectively as σ̄ST D =
and σ̄ST D =
i ∆Ti − ∆T
i ∆Vi − ∆V
X
X
and calculated on a grid of X points. Here ∆TiM = TiM − Ti and ∆T M =

1
X

P

i

∆TiM , where

TiM and Ti are the temperatures at the i th grid point with and without the MM, respectively.
Similar notation applies for the standard deviation of the potential differences. Figure 26
shows the results for the temperature difference standard deviation for MMs constructed with
T
a different numbers of bilayer components. We find that σ̄ST
D decreases as N is increased for

the square cloak and diffuser (Figures 4(a), (d) ). For the concentrator, increasing N and the

T
number of sectors leads to a reduced σ̄ST
D (Figure 4(b) , although the effect of the number
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T
of layers is stronger. A similar sector number −σ̄ST
D trend is found for the TE rotator as

expected (figure 4(c) ). It is further important to note that the transport properties of the
bilayered components of MM composites have largely different values, which may be difficult
for practical implementations. This large deviation can reduced by increasing the number
of MM components.

3.1.5

Methods

The simulations for the steady state of Eq. (21) are performed using finite element analysis
as implemented in the COMSOL Multiphysics package. We have also used the built in ’Electric Currents’ and ’Coefficient from PDE’ interfaces to solve the governing and constitutive
equations for each diffeomorphism. The initial material has a geometry of a 2 D square with
L × L = 0.1m × 0.1m, where L is the length of the square side. The following dimensions are
used in the simulations presented in this paper: original material block: L×L = 0.1m× 0.1m;
square cloak: L1 = 0.1L = 0.01m, L2 = 0.3L = 0.03m; diffuser: R1 = 0.15L = 0.015m, R2 =
0.3L = 0.03m, R3 = 0.45L = 0.045m; concentrator: R1 = 0.15L = 0.015m, R2 = 0.3L =
0.03m, R3 = 0.4L = 0.04m; rotator: R1 = 0.15L = 0.15m, R2 = 0.35L = 0.035m, θ0 =

π
.
4

The boundary conditions are taken such that the left side has temperature T1 = 285K, the
right side has temperature T2 = 300K, the top and bottom edges are insulated. The right end
has an outward normal current density 1Am−2 , while the chemical potential is maintained
as constant throughout the calculations.
In summary, our work shows that the TO techniques successfully applied to many areas
such as optics, acoustics, and thermal conduction can also be used in thermoelectricity. since
the governing equations of TE transport are invariant under coordinate transformations,
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effects such as cloaking, diffusing, concentrating, and rotating of the coupled electric and
thermal flows can be achieved in a localized region. This approach is quite general as it
can be applied to inhomogeneous materials and is independent of the boundary conditions
and regions shape. The specific coordinate transformation requires highly anisotropic and
inhomogeneous materials with extreme properties, which are not readily found in nature.
Here we have shown that MMs based on bilayer laminates can be constructed using basic
circuit theory to achieve targeted functionalities for thermoelectricity. A particular strength
of our work is that it gives explicit forms of various transformations (which can be used in
other areas) combined with clear routes of MM construction.
TO applied in thermoelectricity offers a way to control TE transport as well as to access
multiphysics domains within a single device. Manipulating thermal and electric flows is of
great importance to the electronics industry and TO in thermoelectricity offers new opportunities for control. In addition to its generality in terms of materials and boundary conditions,
with this method one could design a single device capable of directing thermal and electric
currents coupled via the Seebeck coefficient as well as thermal and electric currents independently under appropriate boundary conditions. Therefore, depending on the need for
components and parts of electronics devices, we suggest that a greater flexibility in terms of
direction and functionality can be achieved. Additionally, we envision that TO techniques
and the routes of MM construction may be modified in order to conceive schemes of separating thermal from electric current flows in TE materials. Being able to manipulate thermal
and electric currents when coupling via the Seebeck coefficient is present may be promising
for designing TE devices with enhanced efficiency for converting heat to electricity.
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3.2

Thermoelectric Transport Control with Metamaterials

3.2.1

Introduction

Thermal and electric flows are examples of types of transport, which are important for many
practical applications. Understanding the fundamental science of electricity and heat and
being able to control them in a given system are of utmost importance for improving existing devices and constructing new ones. In many materials, there is a significant Seebeck
effect; thus, electric and thermal currents are coupled, giving rise to thermoelectric transport.15, 236–238 Therefore, controlling electric and heat transport independently is challenging.
In order to build the fundamental science of different types of transport for thermoelectric
applications, significant efforts have been devoted toward engineering energy and phonon
band structures and scattering processes in materials.239–243 This involves extensive first
principles simulations in collaboration with experiments for synthesis and characterization.
The main goal in the majority of such studies is to understand the microscopic nature of
materials and use it to our advantage. In the field of thermoelectricity, for example, the aim
is to find materials suitable for devices for power generation and refrigeration with enhanced
efficiency of conversion.239–243
Being able to control thermal and electric flows using macroscopic approaches is emerging
as an alternative approach, which promises to deliver new types of devices.142, 244 Specifically,
systems capable of achieving cloaking, rotating, and concentrating of thermal and electric
currents have been demonstrated in the laboratory.226–229 Such works have relied on transformation optics techniques, which take advantage of the invariance of fundamental equations,
whose solutions are used to design composites for achieving these unique effects.245 Recently,
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this approach has been extended to thermoelectric transport with proposed metamaterials
with similar targeted effects, such as cloaking, rotating, and concentrating of thermoelectric flow.153, 154 These efforts are an important step forward in finding new ways to control
not only individual electric and thermal flows but also thermoelectrically coupled transport
under applied temperature and voltage gradients. Specifically, thermoelectric devices are
environmentally friendly and reliable, but their efficiency of energy conversion is rather low
due to the interrelated transport properties of the material.15, 236–238 The underlying reason
for this situation is the fact that charge carriers carry electricity and heat; thus, it is difficult
to separate the two currents. Therefore, finding ways to independently control such currents
in thermoelectric materials at a macroscopic scale, beyond electronic structure engineering,
gives an alternative in seeking ways to improve the functionality of thermoelectric devices.
The recently proposed thermoelectric metamaterials153, 154 can operate regardless of the
applied boundary conditions. They can also function in a thermal or electric mode when
only temperature of the voltage gradient is applied. It is important to note that the designed
thermoelectric metamaterials affect the currents coupled via the Seebeck effect in the same
way. For example, the electric and thermal flows are cloaked in the same manner in the case
of a thermoelectric cloak. This is closely related to the specific coordinate transformation
being applied to the fundamental thermodynamic equations for the entire transport, as
required by transformation optics techniques.
Here, we explore pathways for metamaterials design suitable for separately controlling
thermal and electric currents that are thermoelectrically coupled. For this purpose, we utilize
knowledge obtained from thermoelectric metamaterials design from transformation optics,
although our approach does not rely on the invariance of the transport equations under
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coordinate transformations. Using materials components with transport properties obeying
simple circuit theory for in-parallel and in-series elements and following the geometry of the
flow, composite materials for directing thermal and electric flows in different directions can
be obtained. This scheme is rather transparent and concerns transport at larger scales. The
thermal and electric conductivities are found using straightforward relations for in-parallel
and in-series connected elements, which allow promoting or inhibiting the specific type of
current in a prescribed direction. A complete separation between the electric and thermal
flows, however, is difficult to achieve in practice, since it requires extreme values of the
electric and thermal conductivities.
Here, we investigate the application of this idea to different scenarios of independently
controlling thermoelectrically coupled thermal and electric currents under the application of
temperature and voltage gradients. The relationship between the directions of flows, material
properties, and degree of current separation are also examined. We show that by adopting
the proposed design principles, the transport properties of the constituent materials, such
as the electric conductivity, thermal conductivity, and Seebeck coefficient, can be used to
improve the independent control of the electric and thermal flows.

3.2.2

Theoretical Modeling

The main problem considered here involves a material under general TE boundary conditions
as specified in Figure 27(a). The applied temperature and voltage gradients cause the flow
of thermal and electric currents, which in general are coupled via a Seebeck coefficient as
described by thermodynamics. This coupling implies that as carriers move along a voltage
gradient ∇V , heat is transported as well. At the same time, the generated thermal current
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Figure 27: (a) Schematics of coupled electric and thermal currents under standard thermoelectric boundary conditions specified by thermally isolated top and bottom sides, grounded
cold side, and an incoming current J on the hot side. The red and blue arrows represent
schematically the heat and electric currents, respectively. (b) Schematics of desired separation of the two flows under the same boundary conditions. (c) Schematic representation
of the unit consisting of a block of four materials. This unit can be thought as arranging
materials with homogeneous and isotropic properties, such that direction I is parallel to the
σA , σB boundary, while direction k is parallel to the κA , κB boundary (right panel)
due to a temperature gradient ∇T causes the accumulation of carriers on the hot side,
which promotes the generation of an electric current. Our goal is to design a composite
that will allow separating the two types of flows by sending each current in a different
direction, as schematically shown in Figure 27(b). To achieve this goal, we consider diffusive
thermoelectric transport as described by basic thermodynamics:233, 236

↔

↔

↔

J = − σ ·∇µ− σ · S ·∇T
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(30)

↔T

↔

J Q = − κ ·∇T + T S ·J

(31)
↔

where J is the electric current density, J Q is the heat current density, σ is the electrical
↔

conductivity tensor, κ is the thermal conductivity tensor, and ↔ S T is the Seebeck coefficient
tensor ↔ S T is the transposed tensor). The above constitutive equations follow Onsager’s
theory233, 236 reflecting the linear relations between currents and generalized forces, and they
are consistent with Ohm’s law and Fourier’s law. The governing equations for thermoelectric
transport phenomenal are given, respectively, below:

∇ · J = 0,

∇ · J Q = −∇µ · J

(32)

The constitutive equations together with the basic physics laws make up the framework
for transport description regardless of the materials involved, even in cases with inhomogeneity and anisotropy present. The first term in Eq. (30) shows that materials with a
large electric conductivity promote a large electric current when ∇µ is applied. Similarly, a
large thermal current is obtained in materials with a large thermal conductivity under the
application of ∇T. Therefore, in order to enhance or inhibit J or J Q in a certain direction,
the electric and thermal conductivities must be large or small accordingly. The issue is that
single crystal materials that have large σ typically have large κ, and vice versa. Also, due
to the thermoelectric coupling, it is difficult to overcome this problem when one desires to
independently direct electric and thermal currents.
We propose that by constructing a composite whose basic unit is a block of four materials, as shown in Figure 27 an independent control of J and J Q and separation in flow
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directions obeying Eqs. (30) and (31) can be achieved to a large degree. The basic unit consists of four homogeneous and isotropic materials with properties (σA , κA , SA ), (σA , κB , SA ),
(σB , κA , SB ), and (σB , κB , SB ). To ensure the promotion or inhibition of the currents, we
demand that these materials be effectively connected in series and parallel such that the
resultant conductivities and thermal conductivities in some directions, denoted in Figure
27(c) as I and II, obey the following relations:

2σA σB
2κA κB
κA + κB
σA + σB
, σII =
, κI =
, κII =
2
σA + σB
κA + κB
2
σA SA + σB SB
2σA SA σB SB
σI SI =
, σII SII =
2
σA SA + σB SB
σI =

(33)

From the above equations, one finds that the conductivity of the four-material unit is
bigger in one direction σI > σII , while the thermal conductivity is bigger in the other
direction κI < κII This indicates that larger electric current will flow in direction when
compared to direction II, while the opposite trend in direction is found for the thermal
current. The equations for the Seebeck coefficients show that SI and SII have a similar
behavior as σI and σII , and they are also dependent on SA and SB of the constituent
materials.
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Figure 28: (a) Schematics of a composite made with n = 7 layers with homogeneous
thermal conductivities with κA (dark blue), κB (light blue), and n = 7 layers with homogeneous electric conductivities with σA , SA (vertical lines) and σB , SB (horizontal lines). The
resulting composite contains N = 33 elements with four types of homogeneous properties
(σA , κA , SA ) , (σA , κB , SA ) , (σB , κA , SB ) , and (σB , κB , SB ) (b) Results from numerical simulations for the composite from (a) for the electric (yellow arrows) and thermal (red arrows)
currents. The background surface plot is the temperature distribution. (c) Density plots
of ζe [defined in Eq. (6)] for the composite from (d) Density plots of ζQ [defined in Eq.
(6) ] for the composite from (b). (e) Schematics of a composite made of arranging n = 7
layered-like components with homogeneous thermal conductivities with κA (dark blue), κB
(light blue), and n = 7 layered-like with homogeneous electric conductivities with σA , SA
(vertical lines) and σB , SB (horizontal lines). The term ”layered-like” is intended to indicate the direction followed by the currents. The resulting composite contains N = 33 elements with four types of homogeneous properties (σA , κA , SA ) , (σA , κB , SA ) , (σB , κA , SB ) ,
and (σB , κB , SB ) (f) Results from numerical simulations for the composite from (e) for
the electric (yellow arrows) and thermal (red arrows) currents. The background surface
plot is the temperature distribution. (g) Density plots of ζe for the composite from (f).
(h) Density plots of ζQ for the composite from (f). The values taken in the simulations
S
W
W
S
, σB = 100 m
, βK = 20, κA = 20 m·K
, κB = 1 m−k
, βS = 1, and
are βσ = 20, σA = 2000 m
−4 V
SA = SB = 10 K The boundary conditions for the simulations are Th = 300K, and
Tc = 285K, and electric current flow from the Th side is J = 1A/m2 . The sides A1 A2
and B1 B2 B3 labeling are the same for all panels on the top row.

Eq. (33) indicates that materials with largely different σA , σB and κA , κB are needed in
order to achieve an independent flow control. Furthermore, the materials comprising the
basic fourcomponent unit in Figure 27(c) will have their own Seebeck coefficients, which can
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also affect the currents flows. While it is desirable for the entire initially generated currents
to be directed along a given path, the presence of thermoelectric coupling may cause some
current diversion from the prescribed directions in Eq. (33). The Seebeck effect reflects the
fact that the electric carriers also carry heat in the transport process, and at the same time,
the thermal gradient makes charges accumulate on the hot side; thus, an electric current is
generated, which is imbedded in the thermodynamic Eq. (33). Nevertheless, SA and SB may
be used as additional design parameters to optimize the process of control of the electric and
thermal currents.
To further understand how the dissimilarity in the electric and thermal conductivities
affects the transport and to explore the Seebeck coefficients as additional design parameters,
the following is defined:
βσ =

κA
SA
σA
, βκ =
, βS =
σB
κB
SB

(34)

With these parameters, one can quantify how well the separation of the two types of
currents can be achieved. For example, if βσ → ∞ and βκ → 0, then J flows entirely in
direction I, while J Q flows entirely in direction II even in the presence of thermoelectric
coupling through the Seebeck coefficient. This is actually not possible to achieve in practice,
since nature does not offer materials with transport properties of such extreme values. Thus,
materials with very dissimilar thermal and electric conductivities can be used to achieve an
approximate degree of separation and control of the electric and thermal currents, which can
also be further optimized by using different βS ratios.
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3.2.3

Results and Discussion

Using the design principle discussed above, we show some examples of how the thermoelectrically coupled electric and thermal currents can be directed in different ways under standard
TE boundary conditions (specified in Figure 28). Constructing a composite of elements as
shown in Figure 28(a) allows the electric current to be promoted to flow from the hot A1 A2
side toward the top right side, denoted as B1 B2 (chosen as B1 B2 =

A1 A2
2

). At the same

time, the thermal current can be promoted to flow from A1 A2 mostly in the bottom right
side, denoted as B2 B3 in Figure 28 under standard thermoelectric boundary conditions (to
be quantified in what follows).
The design concept can be understood by realizing that the composite consists of a
checkered-like pattern consisting of N elements with four types of isotropic and homogeneous
materials with (σA , κA , SA ), (σA , κB , SA ), (σB , κA , SB ), (σB , κB , SB )

[ schematics in Figure

27(c) and following the in-parallel and in-series scheme from Eq. (33). Specifically, in
Figure 28(a) there are n = 7 components, following a layered-like arrangement outlined
by the direction of the electric current, with alternating electric conductivities and Seebeck
coefficients σA , SA and σB , SB and n = 7 components, following a layered-like arrangement
outlined by the direction of the heat current, with alternating thermal conductivities κA
and κB , giving the composite with N = 33 elements [right panel in Figure 28(a). To better
understand the operation of the scheme in Eq. (33) the Seebeck coefficients in the examples
in Figure 28 are chosen to be the same everywhere SA = SB = S.
To demonstrate this type of current control, we perform simulations of the electric and
thermal currents as a function of space from Eqs. (30) to (32) while the constitutive relations
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in Eq. (32) are satisfied by using a finite element method equations solver as implemented
in the COMSOL code.246 For this purpose, the chosen boundary conditions (schematics in
Figure 27) include the left end being held at Th = 300K with a current density along the xdirection J in = 1A/m2 and the right end is electrically grounded and held at Tc = 285K The
top and bottom sides are thermally isolated. The overall size of the composite is 10cm by
10cm. The results from the calculations for the chosen representative values βσ = 20 and βκ =
20 are shown in Figures 28(b)-(d) which indicate that most of the electric current (represented
by yellow arrows) now flows in the upper left side, while the thermal current flows in the
bottom left side (represented by red arrows), as can be seen by the increased density of
yellow and red arrows. since the composite materials are not isotropic and homogeneous, the
electric and heat currents are not constant throughout space. Consequently, the intensity of
a given current in different locations gives a quantitative measure of its direction and degree
of separation. Thus, we define the following parameters for the electric and thermal flows
along the x-axis:
ζe (r) =

JQ (r) · x̂
J (r) · x̂
, ζQ (r) = in
in
J |x=0
JQ x=0

(35)

where J (r) is the electric current density at some location r = (x, y), x̂ is the unit vector
along the x-direction, and J in |x=0 is the magnitude of the incoming electric current density at
x = 0 (fixed by the initial conditions). Thus, ζe and ζQ depict the relative strength of electric
and heat currents at any given points in the region with respect to the incoming currents
at the left boundary. Currents with larger density than the incoming ones correspond to
ζe , ζQ > 1 while currents with lesser density than the incoming ones correspond to ζe , ζQ < 1.
The same notation is implied for the heat current density. In Figures 28(c) and 28(d),
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we show the surface plots for ζe (r) and ζQ (r), respectively, that correspond to the results
displayed in Figure 28 (b). Clearly, the intensities of the electric and heat currents are not
uniform. The electric current is guided along the layers with high electric conductivity with
intensity increasing toward the B1 B2 side. The heat current is guided along the layers with
high thermal conductivity with intensity increasing toward the B2 B3 side. Our subsequent
calculations show that due to the thermoelectric boundary condition, J (r) · ŷ and J Q (r) · ŷ
are several orders of magnitude smaller than J (r) · x̂ and J Q (r) · x̂; thus, they do not
contribute to the transport significantly and are not considered further.
In Figure 28(e), we offer another example of thermoelectric flow control using a different
type of metamaterial composite. In the case of n = 7 layered-like elements with alternating
electrical conductivities and Seebeck coefficients σA , SA and σB , SB and n = 7 layered-like
elements with alternating thermal conductivities κA and κB , the resultant system [right panel
of Figure 28 (e)] has a diamond-like shape in the center with most of the electric current
passing around its top corner and most of the heat current passing around its bottom corner.
The results from the simulations for this system under the same boundary conditions as for
Figure 28 (c) are shown in Figure 28 (f). The yellow arrows indicate the directional flow of
the electric current, while the red arrows indicate the directional flow of the heat current.
The diamond-like region in the center has practically no currents inside, and J passes above
that region while JQ passes below it, which is further indicated by the intensity parameters
in Figure 28 (g) and (h).
The directional control of the thermoelectric currents quantified by the parameters ζe (r)
and ζQ (r) and shown in Figure 28 depend on the βσ and βκ ratios of dissimilarity of the transport properties in Eq. (34) as well as the number of elements making up the metamaterial
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W
W
S
, βκ = 20, κA = 20 m·K
κB = 1 m·k
, βS =
Figure 29: (a) and (b) are taken as σB = 100 m
V
. The material properties in (c) and (d) are βσ = 20, σA =
1, and SA = SB = 10−4 K
S
S
W
V
2000 m
, σB = 100 m
, κB = 1 m·K
, βS = 1, and SA = SB = 10−4 K
.

composites. To further examine this behavior, it is more convenient to study how the intensity ratios involving average outgoing current densities behave as a function of βσ and βκ .
As a representative example, the directional control in Figure 28 (a) − (d) is taken for which
we consider the following parameters for average outgoing currents: ζe,I =
Jxav |B
J in |

1 B2

x=0

, ζQ,I =

av
JQ,x
|

B1 B2
in
JQ
x=0

|

, ζQ,II =

av
JQx
|

B2 B3

in |x=0
JQ

av
where Jxav |B1 B2 , Jxav |B1 B2 , JQ,x

Jxav |B

B1 B2

1 B2

J in |x=0

, ζe,II =

av
, and JQ,x

B2 B3

are the x -components of electric and heat current densities evaluated per unit length for
B1 B2 and B2 B3 , respectively.
In Figure 29, we show how ζe,I,II and ζQ,I,II evolve as βσ and βκ are changed for different
number of n -layers. One finds that as βσ increases, ζe,I also increases; however, the opposite
behavior is found for ζe,II as seen from Figure 29 (a) and (b). This indicates that the in-series
σI guides most of J toward B1 B2 , while the in-parallel σII will inhibit most of J toward
B2 B3 . The functional dependences for ζQ,I,II in Figure 29 (c) and (d) show an opposite
flowing trend for the heat current. Figure 29 also indicates that as βσ and βκ increase, ζe,I
and ζQ,II

approach

2

asymptotically, while

ζe,II and ζQ,I approach 0 asymptotically.

since SA = SB , the thermoelectric coupling due to the Seebeck effect is the same in all
materials; therefore, the separation effects are mainly attributed to σ and κ This is further
understood in terms of flow conservation, such that the electric and heat currents entering
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Figure 30: The parameters (a) ζe,l =

Jx2V |

B2

B1
J 00 |xx=0

(b) ζe,ll =

Jxav VB2 B3
Jin |x=0

(c) ζQ,l =

av
JQ,X
|B B
R in 1 2 ,

and
|x=0
V
SB = 10−6 K
. The so-defined parameters correspond to the metamaterial composite from
Figure 28(a). The color legend is the same in all panels.
and leaving the region must be the same. Given that |B1 B2 | = |B2 B3 | =

Q

|A1 A2 |
,
2

the outgoing

average electric current will have twice the average intensity of the incoming current along
B1 B2 for sufficiently large βσ and the outgoing average heat current will have twice the
average intensity of the incoming heat current along B2 B3 for sufficiently large βκ .
Next, we explore the effects of the Seebeck coefficients for the materials making up the
four-material unit for the constructed composite in Figure 30. The properties of the four
materials are now taken when the composite does not have the same Seebeck coefficient
everywhere, as discussed above. In Figure 30 we show how the ratios of average intensities
of incoming and outgoing currents behave as a function of βS = SA /SB for different values
of βσ and βκ Figure 30 indicates that ζe,I increases in a linear-like fashion as βS as long as
βσ 6= 1. On the other hand, the corresponding ζe,II decreases linearly, and for sufficiently
large βS , it can even become negative [Figure 30(b)]. This behavior shows that the electric
current density toward the B1 B2 side [Figure 29] can increase several times the incoming
current density. However, ζe,II < 0 indicates that the electric current flows in the negative
x-direction. Just like in the case of SA = SB (Figure 29), one finds that ζe,I + ζe,II = 2 and
ζQ,I + ζQ,II = 2 in all cases, which is a reflection of the fulfillment of the conservation laws
from Eq. (32).
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We note that when βσ = 1, the trend for ζe,I and ζe,II as a function of βS is the opposite
when compared with the discussed βσ 6= 1 cases, e.g., in Figure 30(a) the slopes of the ζe,I
curves are negative for βσ = 1 and positive for βσ 6= 1, while in Figure 30(B) the slopes of
ζe,I curves are positive for βσ = 1 and negative for βσ 6= 1 Specifically, the electric current
is directed toward the B2 B3 side, while the electric current at the B1 B2 side flows in the
negative x-direction (see Figure 27). Therefore, keeping the electric conductivity the same
everywhere is not beneficial since the initially desired directional control for J (toward the
B1 B2 side, positive x-axis) is not achieved. Figures 30 (c) and (d) further shows that the
dissimilarity in the Seebeck coefficients for the components of the metamaterial does not
affect significantly the thermal flow density. We find that ζQ,I and ζQ,II are almost constant
as a function of βS . In fact, our calculations indicate that the behavior of JQ is primarily
determined by the thermal conductivity properties captured in βκ . It is interesting to note
that for βκ = 1, the thermal flow is isotropic with ζQ,I = ζQ,II = 1. This is expected since
the thermal conductivity is the same everywhere. However, the larger dissimilarity between
κA and κB promotes almost the entire heat current to flow toward the B2 B3 side as evident
from the βκ = 20, 40 cases in Figure 30 (c) and (d).
For practical realization of such composites, the interface between the different components must be considered. For example, bringing two materials together creates a boundary
region, which in turn can interrupt the predesigned flows, and the degree of separation between the thermal and electric currents can become smaller than the predicted one. Therefore, such unwanted effects must be minimized. While the role of the interfaces is dependent
on the thickness and it can be introduced in the above developed scheme, experimental and
computational studies for metamaterials (such as thermal cloaks, for example) have shown
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that abrupt interfaces,154, 227 which can be realized in the laboratory, have a small effect on
the predesigned transport.
In summary, we have proposed a design scheme to achieve relatively independent control
of thermoelectrically coupled electric and thermal currents under standard thermoelectric
boundary conditions. Our approach is based on the governing equations from basic thermodynamics, which are suitable for transport at large scales. The directional flow of the currents
involves layered-like materials whose geometry controls the directions of the currents. The
electric and thermal conductivities of these materials are based on simple circuit theory
with in-series and in-parallel connected components that enhance or inhibit the currents in
a desired direction. The Seebeck coefficients of the materials can also be used for further
optimization of the electric current primarily, since the heat current is mainly determined by
the thermal conductivities of the materials. The resultant metamaterial is an inhomogeneous
composite with strongly anisotropic properties, which are not readily available in nature but
can be achieved from individual homogeneous isotropic materials. The characteristics of the
individual materials components are highly dissimilar due to the proposed design. Although
the practical realization of such metamaterials may be challenging, the ever-growing materials library, especially in recent years, gives hope that systems with desired properties to
achieve targeted directional control of thermoelectric flow may be found. Depending on the
requirements for the transport properties of the individual components, one can use metals
(high σ and κ ), insulators (low σ and κ ), as well as different semiconductors, polymers, and
alloys, which can answer the various demands for the σ and κ values. The proposed design
can be applied to various types of geometries related to the flow of the currents. We note
that more studies are necessary in order to see how such composites for directional control of
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electric and heat currents can be used to enhance the efficiency of thermoelectric conversion.
This technique can also be adopted to other coupled phenomena, such as electro-osmosis,
thermal-osmosis, and thermophoresis, which further increases the impact of our work.
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4

Conclusion and Outlook

In this work, we focused upon two main themes of TE researches, the first one is the study
of TE properties of given materials using first-principle calculations that can reveal atomic
level properties, the second one focus on the macroscale manipulation of TE flows using
metamaterial designs.
For the first theme, specifically, we have performed systematic first-principle high throughput DFT calculations upon a class of I-II2 -III-VI4 quaternary materials, in total there are
36 different compositions being studied, each with 5 different phases, these 180 possible
structures are generated by a systematic ”cross-substitution” procedure which allows one to
generate multinary compounds starting from binary compounds, as long as the octet rule
is satisfied. The total energies, lattice parameters, electronic band structures and DOS of
the systems are obtained and compared within these systems. This work will be useful for
guiding the experimentalists to synthesize these materials.
For two already synthesized structures CuZn2 InTe4 and AgZn2 InTe4 with PMCA crystal
structure, we performed detailed first-principle calculation for its TE properties. Besides the
total energies, lattice parameters, electronic band structures and DOS of the system, the SOC
effects on the electronic properties are studied, the HSE functional calculations of the system
are also performed which can provide us with better result for bandgap information. The
electron localization function and the charge transfer within the system are also studied and
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the results can provide detailed bonding information within the system. The vibrational
properties for these two structures are calculated using Phonopy package with the finite
displacement method, and the phonon structure and phonon DOS are obtained. A further
study of thermal transport properties of CuZn2 InTe4 , AgZn2 InTe4 and Cu2 CdSnTe4 are
studied using linearized phonon Boltzmann equations, the lattice thermal conductivity κl
of the systems are obtained and compared to experimental data. The scattering rates,
Gruneisen paramaters are also obtained for the systems, these information are useful in
revealing whether the systems are good candidate for TE applications or not.
There are many further studies based upon above-mentioned results can be performed,
one obvious approach is to study the other possible compositions of quaternary materials
with different element, and other phases besides the 5 phases we have studied can also be
investigated. The doping and defects that can influence the TE properties of the quaternary
system can also be studied. As the computational costs in getting the thermal transport
properties of the quaternary systems is rather high, it is also quite desirable to apply the
current rapidly developing machine learning techniques to the prediction of the TE properties
of the multinary materials, by feeding the training model some initial data such as crystal
structures, atomic compositions, etc, it is possible to predict the transport properties of
the system, especially the lattice thermal conductivity κl which requires huge amount of
computational resources.
For the second theme, based upon transformation optics (TO) techniques,we have proposed theoretical transformations that can achieve certain TE transport control devices such
as TE cloak, concentrator, rotator and diffuser. We also proposed experimental feasible bilayered metamaterial designs that can achieve these effects approximately. As these devices
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have the thermal and electric flow guided in the same manner, we also proposed an TE
separator design that can separate the two flows to a certain extend despite of the Seebeck
coupling effect, this design can be useful in solving the overheating problems in some electric
devices such as CPU and GPU by guiding the thermal flow away from the device while
keeping the electric current’s strength on a working level.
Several possible further studies based on our current results. Firstly, the TO techniques
are applied to TE transport which is a coupled transport phenomenon, this method can be
applied to other coupled transport phenomena such as the electro-osmosis, thermal osmosis
phenomena. As the devices we proposed are mainly theoretical and computational models,
it is very interesting if further experimentalists can make the actual devices.
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