In this paper we show that the knowledge of noise statistics contaminating a signal can be effectively used to choose an optimal Gaussian filter to eliminate noise. Very specifically, we show that the additive white Gaussian noise (AWGN) contaminating a signal can be filtered best by using a Gaussian filter of specific characteristics. The design of the Gaussian filter bears relationship with the noise statistics and also some basic information about the signal. We first derive a relationship between the properties of the Gaussian filter, noise statistics and the signal and later show through experiments that this relationship can be used effectively to identify the optimal Gaussian filter that can effectively filter noise.
I. INTRODUCTION
Signal smoothing or noise filtering or denoising has been an area of active research and continues to hold the attention of researchers in various fields, for example, [1] , [2] , [3] , [4] , [5] . Noise is inherent in signals [6] , [7] and a necessary first step is noise removal before any other processing can take place. A successful pre-processing step to remove noise improves the performance of the actual processing on the signal [8] . There are essentially two ways of taking care of noise in the signal, namely, (a) pre-processing of the signal to enable noise removal or (b) use of a set of robust algorithms that can compensate for the inherent noise. In signal processing literature pre-processing of the signal is the preferred approach.
A. Problem
Let X = [x 1 , x 2 , · · · , x N ] be a band limited (B) digitized signal which is sampled at a sampling frequency of f s and Let
is Gaussian distributed with mean µ N and variance
represent the signal X contaminated by AWGN N . Now the problem can be stated as, given X N estimateX such that the error in the estimate is minimum, namely
We hypothesize that one can achieve an optimal estimateX
is minimized. We further hypothesize that σ 2 f is based on the variance of the noise affecting the signal and some properties of the signal. Specifically, 
III. OUR APPROACH
In the frequency domain we can write (1) as
and the Gaussian filter as
The estimate of the signalX N (ω) due to filtering by Gaussian filter can be written aŝ
The error in the filtered output is given by
As seen in (9) the error in the estimate (E(ω)) due to filtering has two components namely, one due to distortion of signal
) and the other due to the reminiscent noise (N (ω)G(ω)) in the signal after filtering. Let P • denote the power in the signal •, then input and output signal to noise (S) ratios are given by
Note 3: For a certain σ 2 f , the Gaussian filter is able to filter the signal such that S o > S i . Namely, simultaneously remove the noise and not distort the signal.
Note 4: If we increase σ 2 f then the cutoff frequency and the bandwidth of Gaussian filter will decrease as seen in (7) and subsequently this will lead to more noise removal but on same account the signal distortion will also increase.
In the limiting case when σ f → 0, we have an all pass filter and hence
We further hypothesize that there exists a σ . We show through curve fitting and later experimentally that we can determine the optimal σ 2 f,opt such that S o is maximized.
With an aim to identify σ In all we had 9 X N as our test bed. Namely, X f . We did this in two steps using [9] .
Step 1 For a fixed B, we fit a 3-D curve to relate S o , S i and σ 2 f for B = 5, 7, 10 separately using the reciprocal full quadratic function 1 , namely,
with minimize the sum of squared absolute error criteria. Step 2 We then fit a quadratic curve for each coefficient set, namely, A, B, C, D, F, G and B separately. Using A we found 1 Experimented with several functions before converging onto the reciprocal full quadratic function that a in (12) is related to B as a = α 1 + α 2 B + α 3 B 2 . Similarly coefficients b, c, d, f, g can be written in terms of B.
Namely, 
Now we have (12), we get σ f,opt by differentiating (12) with respect to σ f and setting
namely,
where g B , b B , d B are given in (13). We get S max o by substituting the value of σ f,opt in (12), namely,
IV. EXPERIMENTAL RESULTS
We conducted a number of experiments to verify the correctness of (14) and (15) these results are shown in Table I and Table II . Table I tries to access the goodness of the curve fit, namely, the choice of the curve and the construction of (14) and (15) from the data. As can be seen, the column four (σ f,opt calculated from (14)) and column five (actual σ f,opt computed from the data) are very close to each other. This is to be expected when the choice of the curve to fit the data is good. However to verify the validity of our approach to identify the σ f,opt we conducted another set of experiments. We generated several test signals with different M and N with different σ 2 N , such that these test signals were not part of the signals used to construct (14) using curve fitting. As can be seen in Table II , the estimation of σ f,opt using (14) is very close to the actual σ f,opt for all signals in Table II . As expected, a similar match is seen for S 
V. CONCLUSIONS
Noise removal is a mandatory pre-processing step in many signal processing applications. In this paper, we have show that it is possible to identify the optimal Gaussian filter that best filters noise, under the assumption that the noise is AWGN. The major contribution of this paper is identification of a method to obtain the optimal Gaussian filter that best filters a signal contaminated with AWGN. We have shown experimentally that the identified method works well for signals whose bandwidth and the input signal to noise ratio is know. We are in the process of verifying the validity of our approach for practical signals like speech.
