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Abstract
We investigate higher-degree analogues of the Laguerre inequality p′2 − pp′′  0, of
the form
∑m
i=0 aip(i)p(m−i)  0, and establish a few new inequalities of this type for real
polynomials with only real roots and also for a class of entire functions. Some applications
to orthogonal polynomials are given.  2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
In this paper we deal mainly with the following classes of functions:RP—real
polynomials with only real zeros and L–P—the Laguerre–Pólya class consisting
of real entire functions having a representation of the form
cxme−αx2+βx
ω∏
k=1
(
1+ x
xk
)
e−x/xk (ω ∞),
where c, β , xk are real, α  0, m is a nonnegative integer and
∑
x−2k < ∞.
We also use RPk to denote polynomials of degree at most k in RP . For all
formulae for classical orthogonal polynomials mentioned in the sequel we refer
to [1, Chapter 10] and [22, Chapter 5].
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A well-known inequality of Laguerre [14, p. 171] states that U2(p) = p′2 −
pp′′  0, for any p ∈ RP (the reason for this notation will be clear shortly).
The Laguerre inequality is an important tool in many questions concerning the
positivity of special functions (see, e.g., [10]) and is also intimately connected
with the Riemann hypothesis [5]. It seems natural to look for higher-degree
analogues of U2; that is, for inequalities valid for all p ∈RP of the form
Wm(p)=
m∑
i=0
aip
(i)p(m−i)  0, (1)
where p(i) = (di/dxi)p, and ai either constant or depend only on the degree of p.
We call such nonnegative expressionsL- and Lk-forms (after Laguerre) of degree
m, respectively. In 1913 Jensen found one such a high-degree generalization [11],
namely, for f ∈ L–P ,
U2m(f )= 12
2m∑
j=0
(−1)m+j
(
2m
j
)
f (j)f (2m−j)  0. (2)
This expression arises as
∣∣f (x + iy)∣∣2 = 2 ∞∑
m=0
U2m(f (x))
(2m)! y
2m,
and thus, at least in principal, the knowledge of U2m(f (x)) for all m would
yield bounds on |f | in the whole complex plane. An explicit expression for the
polynomial case, immediately implying positivity, has been given in [6]:
U2m
(
f (x)
)= f 2(x)∑ (2m)!
(x − xi1)2 . . . (x − xi2m)2
, (3)
where f (x) = (x − x1)(x − x2) . . . (x − xk), and the sum is extended over
all 2m-combinations (i1, . . . , i2m) of {1,2, . . . , k}. Moreover, G. Csordas and
R.S. Varga proved that the validity of these inequalities for all m = 0,1, . . .
implies that f (x) has only real roots, provided f (z) = e−αx2f1(z), α  0,
and f1(z) is a real entire function of genus 0 or 1 [5]. Thus the validity of
inequalities (2) is a characterization of the L–P-class. In particular, if p is
a polynomial of degree k, the conditions U2m(p)  0, m = 1,2, . . . , k, are
necessary and sufficient for p ∈RPk .
However, it seems that inequality (2) is not as well known as it should be.
Despite being rediscovered in the early seventies by M. Patrick [19,20], it has been
given relatively little attention and is not mentioned in two recent monographs
on the topic [2,18]. Also we were not aware that the result was known while
writing [9]. Yet it was not totally forgotten. T. Craven and G. Csordas [4] noticed
the importance of (2) for the study of the L–P class of functions and also
investigated a relation between (2) and the Turan type inequalities. G. Csordas
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and R.S. Varga [5] used it to give challenging necessary and sufficient conditions
for the validity of the Riemann hypothesis. On the other hand, for the polynomial
case, K. Dilcher and K.B. Stolarsky [6] studied some further generalizations of
(2), their properties and the location of zeros.
A sharper version of the original Laguerre inequality for the polynomial case
has been given by Love [17]:
Uk2 (p)= (k − 1)p′2 − kpp′′  0,
for p ∈ RPk . This seems to be the only presently known example of Lk-form.
Our interest in such inequalities and their generalizations was motivated
by their connection to orthogonal polynomials. It turns out that the Laguerre
inequality and its analogues and generalizations, in particular U4, readily yield
very sharp bounds for classical orthogonal polynomials [8,9,12,13]. In this paper,
having in mind such applications, we deal with inequalities of form (1) and
establish some examples of L- and Lk-forms. Since the set of all L (and Lk)
forms is a cone, it would be interesting to find the generators. These can be found
easily for m= 1 (Lemma 2). Our main conjecture about L- and Lk-forms is the
following conjecture.
Conjecture 1. For any fixedm the cones ofL- andLk-form are finitely generated.
For m= 2 we can be more specific.
Conjecture 2. For m = 2 the generators of the cone of L-forms are p′′2,
U4(p)= 3p′′2 − 4p′p′′′ + pp(4) and V4(p)= 3p′′2 − 2p′p′′′ − pp(4).
The paper is organized as follows. In Section 2 we give a simple proof of
positivity of U2m, based on pure algebraic properties of operator U2m. This
enables one to extend (2) to some classes beyond L–P under some additional
constrains; e.g., on the domain of f . We also present one more L-form of the
fourth degree. In Section 3 we deal with Lk-forms. We consider a finite-degree
analogue Uk2m of the forms U2m, where U
k
2 is precisely the Love inequality, and
establish positivity of Uk4 . We conjecture that Uk2m are Lk-forms for all m. In
Section 4 we give some necessary conditions for expressions of the type (1) to
be an L- or Lk -form and prove some results as evidence supporting our main
conjecture. In the last two sections we consider applications of these inequalities
to orthogonal polynomials and discuss some features of the inequalities arising in
such a context.
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2. L-forms
In what follows all functions are in C∞. For integral m  0, define the
following operator on function f :
U2m(f )= 12
2m∑
j=0
(−1)m+j
(
2m
j
)
f (j)f (2m−j). (4)
Let U2m be the class of function satisfying U2i (f )  0 for i = 0,1, . . . ,m. Our
first goal is to show that U2m is a rather wide class of functions. We start with the
following multiplication theorem (the polynomial case has been given in [6]).
Theorem 1.
U2m(fg)= 2
m∑
i=0
(
2m
2i
)
U2i(f )U2m−2i (g). (5)
Proof. First we observe that F(x, y) = f (x + y)f (x − y) is an even function
of y hence all odd-order derivatives with respect to y are zero when evaluated at
y = 0.
Using the Leibnitz formula for differentiating a product it is easy to see that
U2m(f )(x)= (−1)
m
2
∂2mF
∂y2m
(x,0). (6)
Hence we have
U2m(fg)(x)= (−1)
m
2
∂2m(FG)
∂y2m
(x,0), (7)
where G(x,y)= g(x + y)g(x − y).
The result then follows on using the Leibnitz rule and observing that F , G are
even functions of y . ✷
Theorem 2. (i) If f,g ∈ U2m then fg ∈ U2m.
(ii) If f ∈ U2m then f eax ∈ U2m for any constant a.
(iii) If f ∈ U2m then f eax2 ∈ U2m for a  0.
(iv) Let U+2m be the set of functions satisfying U2m(f )  0 for x  0, i =
0,1, . . . ,m. Then f ∈ U+2m implies f eax
3 ∈ U+2m for a  0.
Proof. (i) Readily follows from (5).
(ii) Follows by (5) and U0(eax)= 12 e2ax , U2m(eax)= 0, m> 0.(iii), (iv) We will establish (iv), the proof of (iii) is similar. It is enough to show
U2m(e
−x3) 0 for x  0. We find by (6)
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U2i
(
e−x3
) = (−1)i
2
∂2i (e−(x+y)3e−(x−y)3)
∂y2i
(x,0)
= (−1)
ie−2x3
2
∂2i (e−6xy2)
∂y2i
(x,0)= 6
i (2i)!
2i! x
ie−2x3,
and the result follows. At the last step one just takes 2ith coefficient of the Taylor
series of e−6xy2 in y . ✷
The validity of (2) for the functions in L–P readily follows from the above
theorem and the definition of the Pólya–Laguerre class. As we mentioned, the
converse statement is given in [5].
For m = 2 we have U4(p) = 3p′′2 − 4p′p′′′ + pp(4). We have found one
more L-form of degree four, although we do not know whether it also remains
nonnegative for an essentially wider than the polynomial class of function. Before
stating it, we introduce some useful notation. Let p = c∏(x − xj ), we put
s0 = deg(p) and si =∑j (x − xj )−i , i > 0. Now one can rewrite the derivatives
of p in terms of si , e.g., p′ = ps1, p′′ = p(s21 − s2), etc., using s′i = −isi+1,
i > 0. Notice also that when it is convenient we can view si just as a power sum
si =∑j bij , of arbitrarily real numbers b1, b2, . . . .
Theorem 3.
V4(f )= 3f ′′2 − 2f ′f ′′′ − ff (4)  0, (8)
provided f = peax2+bx , where p= p(x) ∈RP , a, b are real constant and a  0.
Proof. Rewriting V4(peax
2+bx) in terms of si we get
V4(f )= 6f 2
(
(s2 − 2a)s21 − 2(s3 − ys2 + 2ay)s1
+ s4 − 2ys3 + y2s2 − 2ay2
)
,
where y = 2ax + b. It is a quadratic in s1 with discriminant ∆= 4(s23 + 2as4 −
s2s4). Since s2s4  s23 by Cauchy–Schwarz inequality, then ∆  0 and thus
V4(f ) 0. ✷
We found a form of degree six positivity of which we were unable either to
prove or disprove:
V6(p)= 5p′′′2 − 5p′′p(4) − p′p(5) + pp(6).
Notice also that U4(p) + V4(p) = U2(p′), U6(p) + V6(p) = 5U4(p′), and that
the sum of the coefficients in all the forms we found is zero. This may shed some
light on the possible structure of the cone of L form.
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3. Lk-forms
Concerning Lk-forms notice that the only nontrivial examples we can present
(different from U2m) are forms of degree 2 and 4. We suggest the following
conjecture.
Conjecture 3. Let p(x) ∈RPk; then for any integral m, 0 2m k,
Uk2m(p)=
(2k− 2m)!
2(k − 2m)!(k−m)!
2m∑
j=0
(−1)m+j
(2m
j
)
(2k−2m
k−j
)p(j)p(2m−j)  0.
We will confirm here the case m = 2. For some families of polynomials the
value of Uk2m(p) can be found in a closed form. In particular it is not hard to show
that
Uk2m(x
n)= m!
2
2
(
n
m
)(
k − n
m
)
x2n−2m.
Remark. One can check that the coefficients of Uk2m are polynomials in k, thus
the condition 0 2m k, can be omitted. The normalization here was chosen to
give the Love inequality for m= 1. For a fixed m and k→∞, the coefficients of
Uk2m become proportional to the coefficients of U2m.
We need the following lemma.
Lemma 1. Let s0 = k, s1 = 0 then (k − 2)2s32  (k2 − k)s23 .
Proof. Consider the ratio q = s23/s32 . By s22  s4 and s23  s2s4  s32 , we conclude
q  1. Let a1, . . . , ak by a sequence giving the maximal value of q . Using s1 = 0
and Lagrange multipliers one finds only two possible values x , y for ai . Hence
we can put s2 = jx2 + (k − j)y2, s3 = jx3 + (k − j)y3 for integer j , 0 j  k.
Moreover, as the cases j = 0 or k are trivial, we have in fact 1 j  k − 1. The
assumptions s1 = 0 means jx + (k − j)y = 0, yielding
q = (k − 2j)
2
kj (k − j) 
(k − 2)2
k2 − k . ✷
Theorem 4.
Uk4 (p)= 3(k− 2)(k − 3)p′′2 − 4(k − 1)(k− 3)p′p′′′ + k(k − 1)pp(4)  0.
Proof. We proceed by induction on k. For small k the claim is trivial. Now we
assume that the inequality holds for polynomials p =∏ki=0(x − xi) of degree
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k  2. Shifting if necessarily, we may assume s1 = 0. Rewriting the inequality in
terms of si we get that the induction hypothesis is equivalent to(
k2 − 3k + 3)s22 − (k2 − k)s4  0. (9)
Now consider f = (x − a)p. In terms of si we have to prove(
k2 − k + 1)(x − a)2s22 + (2k2 − 4k)s2
+ 4k(x − a)s3 + k(k + 1)(x − a)s4  0.
Consider this as quadratic in a. The coefficient at a2 is (k2 − k + 1)s22 −
(k2 + k)s4 > 0, by (9). Hence it is enough to show that the discriminant ∆ 0.
We have
∆=−8k(k3 − 3k2 + 3k − 2)s22 + 2ks23 + k(k2 − k + 2)s4.
Finally using that
s4 
k2 − 3k+ 3
k2 − k s
2
2 by (9) and s23 
(k − 2)2
k2 − k
by the previous lemma we obtain that the last expression does not exceed 0. ✷
4. A few results on generators
Calculating Wm(f ) for some polynomials or infinite products of the form∏
(1 − x/xi) one can get many necessary conditions on the coefficients ai of
Wm so that it is an L- or Lk-form. But it looks difficult to obtain sufficient
conditions even for m= 4 in such a way. Notice also that (1) is identically zero if
the degree k of a polynomial is less than m/2. Therefore, to avoid trivialities, we
assume k m/2 in the case of Lk-forms. Here we establish the following simple
result.
Theorem 5. Let Wm(p) =∑mi=0 aip(i)p(m−i), ai = ai(k), m is fixed, be a non-
zero Lk-form; then
(i) m is even;
(ii) ∑mi=0 ai(2n−mn−i ) 0, for m/2 n k, integer;
(iii) (−1)m/2∑m/2i=0 a2i(ni)( nm/2−i)(m2i)−1  0, for m/4 n k/2, integer;(iv) if Wm(p) is an L-form then (i)–(iii) hold omitting upper bounds on n.
Moreover,
∑m
i=0 ai  0.
Proof. (i) for m= 2n+ 1 and any polynomial of degree k > n, we can write
Wm(p)=
n∑
i=0
aip
(i)p(2n+1−i).
W.H. Foster, I. Krasikov / Advances in Applied Mathematics 29 (2002) 102–114 109
Assume that Wm(p)  0 for any polynomial p. Let Hs = Hs(x) be the sth
Hermite polynomial. By H ′s = 2sHs−1 we get
H
(j)
s = 2
j s!
(s − j)!Hs−j .
We have, on omitting the common factor 22n+1s!2/(2s − 2n− 1)!,
n∑
j=0
aj
(
2s − 2n− 1
s − j
)
Hs−jHs+j−2n−1  0. (10)
Multiplying by e−x2 and using orthogonality of Hermite polynomials we conclude
that the polynomial Wm(Hs) in x is identically zero. Moreover, taking s =
n + 1, . . . ,max(2n+ 1, k) we obtain that (10) yields a triangular homogeneous
system of (n+ 1) linear equations in a0, a1, . . . , an, having only a trivial solution.
Thus, if not all ai are zero, m is even.
(ii) Follows by calculating Wm(xn).
(iii) The Rodrigues formula for Jacobi polynomials gives
di
dxi
(
1− x2)n = (−2)ii!(1− x2)n−iP (n−i,n−i)i (x).
The result follows by calculating Wm((1 − x2)n) at x = 0, using P (α,α)i (0) =
(−1)i/22−i(i+α
i/2
)
, for i even, and zero otherwise.
(iv) The first claim is obvious. To prove the second let n tend to infinity. Then
for a fixed m we have in (ii),(
2n−m
n− i
)/(
2n−m
n− j
)
→ 1, for 0 i, j m,
implying
∑m
i=0 ai  0. ✷
Concerning Conjecture 2 we can use test polynomials to demonstrate that all 3
forms p′′2, U4, and V4 are independent. For choose p= 16x4 − 12x2 − 1 ∈RP .
Then p′′2 − $(αU4(p)+ βV4(p)) < 0 for x = 1/(2
√
2) and any $ > 0, α,β  0,
α + β > 0. Similarly, the choice of p = xn shows that U4(p) − $(αV4(p) +
βp′′2) < 0 for sufficiently large n. Considering p = (x2 − 1)n for large n and
x = 0 we obtain independence of V4.
Only for the forms of degree 2 we have the full answer.
Lemma 2. p′2, U2 and p′2, Uk2 are the generators of L- and Lk-forms of
degree 2, respectively.
Proof. The independence is easy and we omit the details. Let ap′2 + bpp′′, be an
Lk-form, p ∈RPk . By Theorem 5 we have ka+ (k−1)b 0 and b 0. If b = 0
we get the form p′2, otherwise putting b =−k we get a  k − 1, and the result
follows. The result for L-forms follows by a simple limiting argument. ✷
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5. Some applications
As an immediate application of the obtained inequalities one has positivity of
certain sums of classical orthogonal polynomials. This is implicit in the proofs
of Theorems 2 and 5. Here we only indicate some obvious possibilities. For the
Jacobi polynomials one can use
di
dxi
P
(α,β)
k (x)= 2−i (k + α + β + 1)iP (i+α,i+β)k−i (x),
where (a)i = %(i + a)/%(a). For the Laguerre polynomials we have
di
dxi
(
xαL
(α)
k (x)
)= (k − i + α + 1)iL(α−i)k (x),
k! d
i
dxi
(
e−xxαL(α)k (x)
)= (k + i)!e−xxα−iL(α−i)k (x).
Let us consider other applications to orthogonal polynomials which actually
motivated our interest in the Laguerre type inequalities. First, observe that bounds
on U2m(p) can be easily converted into bounds on p. The simplest method is to
apply the arithmetic–geometric mean inequality to (3) giving an upper bound on
|p(x)|. Also p′/p can be estimated as major axes of the ellipses corresponding
to U2m(p), see [13] for details. Another less obvious way was suggested in a
different context in [7]. It is based on the following observation. Let xM be the
largest zero of p(x) and c > xM . It is easy to see that if q(x)= (y−y1) . . . (y−ys)
and c > y1  y2 · · ·> ys , then |q(c)|> |q(y)| for 2y1 − c < y < c. Applying this
to each term of the product in (3) we get
p2(x) < p2(c)
U2m(p(x))
U2m(p(c))
,
for 2xM − c < x < c.
In order to find bounds on U2m we use an approach developed in [8,9,12]. To
illustrate it we consider the generalized Hermite polynomials Hµi (x) which are
orthogonal on (−∞,∞) for µ>−1/2 with the weight function |x|2µe−x2 . They
are normalized to have leading coefficient 2i , and satisfy the differential equation:
xu′′ + 2(µ− x2)u′ + (2kx − θkx−1)u= 0, u=Hµk (x), (11)
where θ2i = 0, θ2i = 2µ, (see [22, Problem 25] and [3, pp. 156–158]). We will
establish bounds on the extreme roots and on U2(Hµk (x)) in the oscillatory region
(the last for simplicity is given only for k even), together with inequalities in the
monotonic region. The same arguments work as well for other cases involving
second-order differential equations and, what is important, give bounds uniform
in all parameters involved. Since our aim is rather illustrative, we will use the
simplest possible form U2. Using higher-degree forms, e.g., U4, one can get much
more precise result at the expanse of more tedious calculations. We refer to [8,9]
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where such calculations have been done in the classical Hermite case. It worth
also noticing that similar bounds are known for much more general families of
polynomials {pi} associated with exponential weights w(x) = e−Q(x). Roughly
speaking, they state that the function w(x)p2i has a plateau in the oscillatory
region and a sharp slopes at the ends of it. For survey of the theory and recent
results see [15,16]. But whenever there is a second-order differential equation our
approach is much simpler and probably gives sharper explicit results in specific
cases [9].
Theorem 6. Let u=Hµk (x), v = u′, and put
A=
√
k +µ−
√
k2 + 2kµ− θk , B =
√
k +µ+
√
k2 + 2kµ− θk ,
∆= x4 − 2x2(k +µ)+µ2 + θk,
r1(x)= x −µx−1 − x−1
√
∆, r2(x)= x −µx−1 + x−1
√
∆.
Then for k  2 and µ> 1/2,
(i) all nonzero roots xi of Hµk (x) satisfy A< |xi |<B;
(ii) v/u > r2(x) for |x|A, and v/u < r1(x) for |x|B;
(iii) let F(x)= |x|2µe−x2U2(u); then for A< |x|<B and k even
x1
(
µ+ x2
√
2k− x22
)
x2
(
µ+ x1
√
2k− x21
)  F(x2)
F (x1)

x1
(
x22 + x2
√
2k −µ)
x2
(
x21 + x1
√
2k −µ) .
Proof. Since u2 is an even function of x we may assume x  0. For fixed µ
and k  2, denote also by xm,xM the smallest and the largest positive root of u,
respectively.
(i) Substituting u′′ from (11) we have a quadratic form in v and u
U2(u)= v2 +
(
2µx−1 − 2x)vu+ (2k− θkx−2)u2  0,
with the discriminant 4x−2∆. Notice that ∆ < 0 for x ∈ (A,B). To show that
there are no roots of Hµk (x) in [A,B] assume that ∆  0 and consider the
ratio v/u. Solving U2(u)  0, we get v/u /∈ (r1(x), r2(x)). Observe that the
roots of v and u interlacing, and v/u is a decreasing function of x . Also recall
that the leading coefficient of u is positive. Thus, a graph of v/u consists
of cotangent-shaped branches between asymptotes at the roots of u and two
hyperbolic branches before xm and after xM , the last being positive. We have
xM > A, otherwise r2(x) intersects the right hyperbolic branch for sufficiently
large x . Similarly, since r1(x) < 0 near to zero, inequality xm < B is impossible,
otherwise r1(x) intersects the branch nearest to zero for sufficiently small x .
(ii) If ∆  0 then v/u /∈ (r1(x), r2(x)). The graph of v/u together with an
elementary investigation of r1(x), r2(x) readily shows which of them should be
chosen.
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(iii) Let z= z(x) be a function, consider the following expression:
Q(z)= d
dx
U2(u)− zU2(u). (12)
Using (11) rewrite this as a quadratic form in v and u:
x3Q(z) = x2(2x2 − xz− 2µ)v2
− 2x(2x4 − x3z− (4µ− 1)x2 +µxz+ 2µ2 +µ)vu
+ (4kx4 − 2kzx3 − (4kµ+ 2θk)x2 + θkxz+ 2θk(µ+ 1))u2.
Choose z giving the zero discriminant of this form. The solutions are (index 1
corresponds to the plus sign at the square root),
z1,2 = S ±
√
R
x∆
,
where
R = 2kx6 + (4kµ− 3θk)x4 + 2m(kµ− θk)x2 + θ2k
(
µ2 + 1),
S = 2x6 − (4k + 6µ− 1)x4 + (4kµ+ 3µ2 + θk)x2 − (µ2 + θk)(2µ− 1).
The coefficient of Q(z1,2) at v2 is
µ2 − θk − x4 ∓
√
R
x∆
.
Since∆< 0 for x ∈ (A,B) and (µ2−θk−x4)2−R = (x2+µ)2∆, then Q(z1)
0 and Q(z2) 0. This means by (12) and U2(u)  0 that for A < x1  x2 < B ,
we have
exp
( x2∫
x1
z1 dx
)

U2(H
µ
k (x2))
U2(H
µ
k (x1))
 exp
( x2∫
x1
z2 dx
)
.
Now we have for k even, θk = 0,
exp
(∫ (
S ±√R )(x∆)−1 dx)
=√−∆x−(2µ+1)ex2
(√
2k x − x2 +µ√
2k x + x2 −µ
)±1/2
,
and the result follows by direct calculations. ✷
Let us make few remarks concerning the last theorem. It is a common feature
of this type of result that the bounds do not make sense near the end points of
the oscillatory region. Here it can be easily repaired, considering simultaneously
bounds on U22 (u) and observing that v
2 = kU2(u) − U22 (u) [13]. Alternatively,
one can appeal to Schur inequality stating that if polynomial p(x) of degree k
satisfies
√
1− x2 |p(x)| 1 for |x| 1, then |p(x)| k + 1 (|x| 1).
W.H. Foster, I. Krasikov / Advances in Applied Mathematics 29 (2002) 102–114 113
6. Concluding remarks
Theorem 6 gives rise to an interesting question concerning precision of such
inequalities. To this end we consider the simplest case of the Hermite polynomials
(µ= 0). Theorem 6 gives rather weak bound for the largest root xM 
√
2k of Hk .
The real order is xM =
√
2k + 1 − 6−1/3(2k + 1)−1/6i1 +O(k−5/6), where i1 is
the first positive root of the Airy function A(x) [21]. Using higher-degree forms
or a method we outline below, one gets xM 
√
2k+ 1− c(2k+ 1)−1/6, differing
only by a weaker constant c [8]. We are not aware whether the status of i1 is
known, but almost certainly it is a transcendental number. On the other hand,
the described method yields bounds as a solution of algebraic equations with
algebraic coefficients. Therefore it seems plausible that forms of the considered
type cannot be too small even on polynomials with well-spaced roots.
On the other hand, it may be possible to approach the correct constant 6−1/3i1
by the following limiting process. It is well known that whenever polynomials u
and q =∑aixi are in RP , the polynomial P(u,q)=∑aiu(i) ∈RP . We refer
to [18, Section 3.1.6], for this and similar results allowing to perturb the roots of
a polynomial keeping them real. For a given integer n > 0, choose u = Hk and
q = (x − α)n, α being a parameter, and rewrite U2(P (u, q)) as a quadratic form
c1(x)v
2 + c2(x)vu + c3(x)u2, using u′′ = 2xv − 2ku recursively, where ci(x)
are rational functions in x . Since U2(P (u, q))  0 and v/u is unbounded in the
oscillatory region, we must have c1(x) 0 inside it. Optimizing in α (see [8] for
details), we have found bounds on xM for few small values of n from the condition
c1(x)  0 and it seems that they approach
√
2k + 1 − 6−1/3(2k + 1)−1/6i1, for
n→∞.
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