ABSTRACT. Stochastic, finite-population models are extensively used in evolutionary biology to study asexual, fast-evolving populations of organisms such as viruses. Typically, such models consider a population consisting of several species; each species reproduces at a different rate, random mutations can cause conversions among them, and the population is subject to the evolutionary pressure of selection. The applicability of such models, e.g., to the area of mutagenic drug design for viruses, relies on the time it takes for the population to reach a steady state. To establish such bounds in practice, specific statistics of the population are tracked until they seem to stabilize. However, theoretical justification is required since we know that stochastic processes can get stuck and their mixing times can be slow. Despite their importance, there has been a lack of such bounds.
INTRODUCTION
In a pioneering work, Eigen and his coworkers [Eig71, ES77] introduced the quasispecies model in an attempt to capture error-prone asexual evolution. Eigen et al. argued that an important property in an evolutionary model is the existence of an error threshold: A rate of error during reproduction below which the genetic information of a species is intact and above which it disperses. The idea of an error threshold, in addition to giving insight into the emergence of life, has had a powerful impact on guidelines for drug-design for viruses. Specifically, the error threshold phenomena is leveraged to design drugs that attempt to increase the mutation rate to the point that, in the steady state, the viral population's genome is no longer localized (on the effective strains).
1 For such strategies, in addition to understanding the error threshold, it is equally important to understand the time it takes the population to converge to a steady state, 2 since the convergence rate determines the minimum required duration of treatment.
Despite several remarkable advances, important gaps remain between the quasispecies model and the realistic evolution of (haploid) asexual populations. Whereas the quasispecies model assumes an infinite population size and, hence, adopts a deterministic approach, real populations are often small enough to lend themselves to substantial stochastic effects. 3 There have been numerous attempts to construct stochastic finite-population models to serve as refinements of the quasispecies model, (see, e.g., the survey by [Wil05] ). 4 Typically, in such a model there is a population consisting of several species; each species reproduces at a different rate, random mutations can cause conversions among them, and the population is held to the same size due to the evolutionary pressure of selection. Such stochastic finite-population models can be applied to the calculation of the error threshold (by obtaining samples from the steady state) if the corresponding Markov chain mixes rapidly, i.e., in time significantly smaller than the number of states in the Markov chain. Additionally, obtaining analytical bounds on the mixing time allows us to determine the minimum required duration of treatment. In practice, to establish such bounds, specific statistics of the population are tracked until they seem to stabilize. However, theoretical justification is required since we know that stochastic processes can get stuck and their mixing times can be slow. 5 Despite its importance, there has been a lack of non-trivial mixing time bounds, even in the simplest evolutionary models. See [Vis] for an in depth discussion.
In this paper we provide the first theoretical justification for the assumption that mixing is fast by showing that, in the simplest non-trivial case of two species, the mixing time is logarithmic in the size of the state space. Our result lends weight to the strategy of applying mutagenic drugs which rely on the viral population reaching its drug induced steady state quickly. Theoretically, we overcome the difficulty in proving mixing time bounds by showing that different forces are responsible for the process to mix rapidly depending on how close it is to its steady state. If the chain is sufficiently close to its stationary distribution, an intricate coupling argument establishes rapid mixing. To show that the chain reaches such a state quickly, we connect it to the convergence time of the quasispecies model. An important and challenging theoretical problem that remains open is to extend our result to the multi-specie case, and we are hopeful that our insights and techniques will be helpful in establishing rigorous bounds here. Finally, this work contributes to a larger goal of using techniques from theory to make evolution rigorous in the same spirit as [Vis13] .
1.1. The Two-Species Model and the Problem. We now present the stochastic finite-population model of evolution considered by Dixit et al. [DSV12] for two species which are represented by red and black balls. We think of both species as competing for resources, and hence the total population is constrained to be N. Additionally, we consider the red balls to be more fit. The population evolves via the following three step process:
(1) In the reproduction step, each red ball is replaced by a ∈ Z ≥1 red offsprings while each black ball is replaced by a single black offspring.
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(2) In the selection step, N of these offsprings are randomly selected without replacement. (3) In the mutation step, each ball selected in the previous step independently mutates to the other color with probability µ and stays the same with probability 1 − µ.
After these three steps we have the next generation of N balls, and this process repeats indefinitely. An illustration of this process for a = 2 appears in Figure 1 . Note that the model above is broken up into three steps for mathematical convenience. In reality, mutation occurs during reproduction. Making it a separate step and/or changing its position in the sequence of three steps does not change the process. Additionally, though the selection step is uniform, it is so over the intermediate population which creates the evolutionary bias towards the fitter species. The assumption of a fixed population size N is consistent with widely accepted population genetics-based models of evolution, where a constant effective population size is employed to quantify the strength of stochastic effects [HC06] . The state space of this stochastic process (Markov chain) is the set {(A, B) : A, B ∈ Z ≥0 , A + B = N} and is of size N + 1. When µ is strictly between 0 and 1, this Markov chain converges to a unique stationary distribution. In this paper, we study the mixing time of this Markov chain, i.e., the number of iterations it takes this Markov chain to reach close to its stationary distribution. In the special case when a = 1, the reproduction and selection steps can be seen to have no effect. Consequently, it is an exercise to deduce that the mixing time is Θ(log N). When a > 1, it was shown in [DSV12] that if a(1 − 2µ) < 1, the chain mixes in about log N time. However, for these parameter settings, the selection step is essentially neutered. The situation, however, turns out to be challenging when a > 1 and µ is unrestricted. Here, both reproduction and selection steps come into play and standard techniques to bound the mixing time do not seem to apply.
1.2. Overview of Our Contribution. We settle the mixing time problem for the stochastic evolutionary model mentioned in Section 1.1 for all parameters with a proof of the following theorem. Theorem 1.1. Given ε > 0, for every a ≥ 1 and every µ ∈ (0, 1), there exists an N(a, µ) such that for all N ≥ N(a, µ), the time needed by the red-black process to come ε close to stationarity, the mixing time, is bounded by
. N(a, µ) can be made explicit from our proofs and is a slow growing function. While we provide a technical overview of the proof in the next section, we now discuss the key proof ingredients and highlight ideas which may be of a broader interest.
The key in the first phase is to show that there is a coupling in the selection step such that the expansion is approximately 1 1−µ when the fraction of red balls in the two coupled populations are near a critical point ζ .
Since the natural coupling in the mutation step gives expansion 1 − 2µ, overall, once the two chains reach near ζ , they will converge at the rate 1−2µ 1−µ < 1 implying fast mixing from there on. One of the ingredients here is to analyze the following urn process: Given an urn with m balls, c of which are red we keep picking balls randomly without replacement until N red balls are obtained, and let T be the first time when this happens. What is the distribution of T ? In our application m and c depend on the current states and make the task of obtaining tight bounds difficult.
But why would the two chains ever come close to this ζ ? The key in this second phase of the mixing time argument is to bound the time both chains need to come close to this critical point. The way the stochastic model is set up, it can be seen that the expected fraction of red balls at time t + 1 conditioned on the number of balls at time t follows the same functional equation as the one step evolution equation of Eigen's deterministic quasispecies model. Moreover, the negative correlation introduced in the sampling without replacement step can be used to show that there is concentration of measure. Thus, starting from the same fraction of red balls in the stochastic model and the corresponding quasispecies model, after a small number of steps, the stochastic model will be quite close to its quasispecies counterpart with high probability. The quasispecies converges to its limit geometrically at the rate of 1 − 2µ. This limit is what we let ζ be, and hence, after a constant number of steps, the two Markov chains must also come close to ζ .
TECHNICAL OVERVIEW
Now we give a detailed overview of the proof of Theorem 1.1. We present our proof for the case when µ ≤ 1 /2. The same argument goes through for the case 1 /2 ≤ µ < 1. Towards the end we establish the connection between the stochastic model and the quasispecies model. Henceforth, we refer to our stochastic model as the RSM model. First, let us see why we should mix rapidly when a = 1. The proof of this goes via coupling. Let us say we are given two populations at time t each of size N, one containing x red balls and one y red balls. Let the distance between the populations be defined by |x − y|. Since a = 1, no extra ball is produced. Thus, everything is selected and the distance does not change between the two populations. Hence, we only need to analyze the effect of mutations. A standard coupling is now shown that reduces the expected distance by a factor of 1 − 2µ. Arbitrarily pair the balls from the two populations. Now, for each pair toss a coin R uniformly at random from [0, 1]. If both the balls in a pair are the same color, either flip or not flip both depending on whether R > 1 − µ or R ≤ 1 − µ. If the two balls are of different color then flip the first one iff R > 1 − µ while flip the second one iff R < µ. Thus, both flip with probability exactly µ. It follows that if X ,Y are the number of red balls in the new populations, then
The initial distance could be at most N, and hence after log 1 /(1−2µ) 4N iterations, the distance drops down to 1 /4 and this bounds the mixing time. A standard trick then reduces the distance to ε at an additional log 1 /ε multiplicative factor in the mixing time.
In the non-symmetric case, i.e. a > 1, reproduction becomes non-trivial and, hence, selection plays a role. Again consider two populations: One with x red balls and N − x black balls and the other with y red balls and N − y black balls. After reproduction, the intermediate populations are (ax, N − x) and (ay, N − y) respectively. In the most natural way to define the distance between populations, the distance between the two populations prior to reproduction was |x − y|. Is there a coupling for the selection step which does not increase the expected distance given x, y? If there were, then the standard coupling in the mutation step will bring the states closer by a factor of (1 − 2µ) as before and we would get a mixing time of about log N as desired. It is not difficult to argue that all natural ways to couple the selection process in the two populations are in fact expansive; the new distance can be as large as a|x − y| for arbitrary x, y ∈ {0, 1, . . . , N}. To see this, suppose we start with two configurations (x, N − x) and (x + 1, N − x − 1). After the reproduction step, the populations are (ax, N − x) and (ax + a, N − x − 1) respectively. If X,Y are the states of the two chains after the selection step, then for any coupling, the expected distance after the selection step is
The latter is not dependent on any coupling, as any coupling is a faithful copy of the one step transition. Hence,
For constant x and large enough N this distance can be made close to a. Since the starting distance was 1, this is an almost factor a blow-up in the distance. Since, a is an upper bound on the expansion, Thus, this argument can only imply fast mixing when a(1 − 2µ) < 1, as was shown in [DSV12] . The first result which enables to prove our result is that there is a coupling for the selection step which has an expansion significantly less than a, in fact roughly 1 /1−µ, when both x and y are very close to stationarity. A bit more formally, if ζ N is the expected fraction of red balls one would observe at stationarity and x /N, y /N are in a very small interval around ζ N , then we can show that the selection step increases the distance by a factor roughly 1 /1−µ, while the standard coupling in the mutation step reduces the distance by a factor (1 − 2µ). Thus, overall there is a coupling which reduces the distance at a rate of (1−2µ) /(1−µ) < 1 and the two populations mix as long as the fraction of red balls in them remain in a small interval around ζ N . How do we get the expansion to be as low as 1 /1−µ? Apart from using that we are close to stationarity, roughly, the following problem shows up: Given an urn with m balls, c of which are colored 1 we keep picking balls randomly without replacement until N balls of color 1 are obtained, and let T be the first time when this happens. What is a good lower bound on T ? In our coupling application m and c depend on the current states and make the task of obtaining good lower bounds difficult. The higher this lower bound is, the better the contraction is in the selection coupling. One obvious lower bound on T is N and, in general, one cannot obtain better deterministic lower bounds. However, we are able to obtain high probability lower bounds on T when the processes we are trying to couple are close to stationarity using a concentration bound.
Moving on, there are two obvious problems now: 1) There seems to be a circularity in the argument as we need to wait for the two particles come close to ζ N which already seems to depend on the mixing time and 2) We do not know much about ζ N . Note, however, that ζ N is the expectation of the fraction of red balls in the population at stationarity and estimating the time it takes for a population to come close to this number may be an easier problem. Indeed, this is where another idea comes in. We set up an analogous deterministic evolution process with the same parameters, a, µ and the same starting state as our stochastic process but for which we know that it converges to its limit, ζ , at a rate of (1 − 2µ). Hence, after a constant number of iterations, it will come close to its limit. It would be easy to argue that the RSM process will have enough concentration in each round such that, after a small number, log N, of iterations the expected fraction of red balls in the population is about the same as the fraction of red balls in the population evolving via deterministic rule up to an additive error of about 1 / √ N. However, now we have to argue that the couplings described above still give a shrinkage of about (1−2µ) /(1−µ) < 1 when we use ζ instead of ζ N . The details work out and are relegated to Section 4. In summary, in the first phase, which takes constant number of iterations, the two stochastic populations converge due to the fact that the corresponding deterministic populations are converging and the RSM populations stick close to the them due to concentration. While in the second phase we can construct a coupling that shrinks at a constant rate as long as the two populations stay within a very close interval around ζ . How do we ensure that the two stochastic populations within the interval until the time they hit each other? Here, we need another idea which we explain below. Overall the mixing time can be bounded by about log N. Our proof also gives a quantitative bound on the rate at which ζ N → ζ as N → ∞.
It remains to describe the deterministic evolution and argue why the stochastic evolution is close to it. In this setting, populations evolve in the continuous world and can be any fraction in [0, 1]. There is no notion of population size any more. For µ ∈ (0, 1) and a ≥ 1, let Q µ and A denote the following matrices:
, where m t ∈ [0, 1] is the fraction of red balls and 1 − m t the fraction of black balls at time t, the evolution is described by
The fraction of red balls after one step of evolution, given that the fraction was m t at time t, is
To connect this model with the stochastic process, first note that application of A corresponds to reproduction step, division by am t + (1 − m t ) corresponds to the selection step and application of Q µ corresponds to the mutation step. This is the well-known quasispecies model of Eigen [Eig71] . Second, if N t is the number of red balls at time t in the stochastic process, then it is easy to see that
Denoting by D t def = N t/N, the right hand side is the exact same equation as (2) and there is a correspondence between m t and D t . Using the facts that the selection process is negatively correlated and the mutation independent, one can obtain that with probability at least 1 − 1 /N 10 ,
This implies that if |m t − D t | ≤ δ t , then w.h.p.
The a gets multiplied by δ t as the Lipschitz constant of the function f that determines m t+1 as a function of m t in (2) is a. Thus, if the quasispecies process and the RSM process start at the same state, then after t steps of evolution, combining (4) and (5), one obtains, |m t − D t | a t t √ N with high probability. While this is not a problem in the first phase (when we wait for constant time for the populations to come close to ζ , this is a problem in the second step when the time to mix will be of the order of log N. In that case, incurring a factor of a log N expansion in the distance is prohibitive and will imply fast mixing only in very limited range of parameters. Fortunately, close to ζ , the Lipschitz constant of f is at most 1 and this saves us.
Finally, we need to estimate the convergence time of the quasispecies model. Let (ζ , 1 − ζ ) be the right eigenvector of Q µ A corresponding to the largest eigenvalue. A direct calculation shows that, since 0 < µ < 1,
t independent of the starting state m 0 . Thus, we can bring two starting RSM configurations in an interval of size ε around ζ after O a,µ (log 1 /ε) steps for large enough N.
Previously explained arguments now show that there is a way to couple the RSM chains, which are ε close to ζ , to get a shrinkage of about 1−2µ /1−µ < 1. This completes an overview of the proof and now we move on to present the details.
PRELIMINARIES
Before we proceed with the proof of Theorem 1.1, we recall some definitions and state some previously known facts. be the evolution equation as in (2). The stationary distribution of this equation is the solution to the equation f (x) = x which can be seen to be the following quadratic equation.
Let ζ be the largest solution to it. If 0 < µ < 1, 0 < ζ < 1. The following is straightforward.
This estimate can be significantly sharpened around ζ .
Proof.
Note that, by definition, ζ =
The following is a direct corollary of the proof of the lemma above and follows from continuity.
The following is easy and follows from a direct calculation and noticing that the ratio of the second largest to the largest eigenvalue of Q µ A is 1 − 2µ.
Lemma 3.4. For all µ ∈ (0, 1), |m t − ζ | ≤ Θ a,µ (|1 − 2µ| t ) for all starting m 0 .
Concentration Result for the RSM Model.
The following concentration inequality for each step of the RSM process was proved in [DSV12] .
Theorem 3.5.
[DSV12] Consider a state N t of the RSM process which counts the number of red balls in the population at time t and let ε > 0. Let D t def = N t/N. Then with probability (conditional on N t ) at least 1 − 16 exp − ε 2 N /4 , |D t+1 − E D t+1 |N t | ≤ ε. Consequently, let q > 0 be small enough. Then, there is a constant c 1 > 0 such that
3.3. Mixing Time Basics. For two probability distributions p, q over the same state space S, p − q TV def = max s⊆S |p(s) − q(s)|.
Definition 3.6 (Mixing Time). Fix a Markov chain N on a state space S and the stationary distribution π. For a non-negative integer t, we define
For 0 < ε ≤ 1/2, the mixing time of N is defined by τ mix (ε)
We will boundd(t) def = max α,β ∈S N t (α, ·) − N t (β , ·) TV , and it is well known that d(t) ≤d(t) ≤ 2d(t). The following standard lemma will be useful for us as we will only bound τ mix ( 1 /4). 
Hence, it will be sufficient to upper bound the time such thatd(t) ≤ 1 /4. The technique to upper bound the mixing time that we will employ will be coupling.
Definition 3.8. A coupling of two probability distributions D 1 and D 2 is a pair of random variables (X,Y ) defined on a single probability space such that the marginal distribution of X is D 1 and the marginal distribution of Y is D 2 . Moreover, a coupling of Markov chains with transition matrix M is defined to be a process (X t ,Y t ) ∞ t=0 with the property that both (X t ) and (Y t ) are Markov chains with transition matrix N , although the two chains may possibly have different starting distributions.
Any coupling of Markov chains with transition matrix N can be modified so that the two chains stay together at all times after their first simultaneous visit to a single state: more precisely, such that if X s = Y s , then X t = Y t for t ≥ s. In the following, we only consider such couplings. The following well known fact is the foundation of coupling based methods for proving mixing time bounds. 
Definition 3.10. Let ρ : Ω × Ω −→ R ≥0 be a distance function between two Markov Chains {X t } t and {Y t } t . Suppose C is a coupling such that there is a 0 ≤ θ < 1 such for every t ≥ 0,
Fix a distance function ρ which takes values that are multiples of 1 /N. Let {X t } t be a realization of the Markov Chain starting from X 0 and Y t be another realization starting from the stationary distribution π of the Markov Chain. If C is a (θ , ρ) coupling, then it follows from the Coupling Lemma thatd(t) is at most
The equality is as ρ is 1 /N-integral and the first inequality is Markov's. This implies that the mixing time
when θ < 1.
PROOF OF THEOREM 1.1
Now we present the proof of Theorem 1.1 which employs a coupling argument. We suppress the constants in this discussion for ease of readability. ; in other words A t is the random variable which denotes the fraction of red balls after time t starting at s 1 and B t be the random variable which denotes the fraction of red balls after time t starting at s 2 in the RSM model. Let ρ(A t , B t ) def = |A t − B t |; the total variation distance between the two independent copies of the RSM process, one starting with s 1 and the other at s 2 can be seen to be (A t , 1 − A t ) − (B t , 1 − B t ) TV = ρ(A t , B t ). In the beginning, ρ(A 0 , B 0 ) = |s 1 − s 2 | ≤ 1. Hence, the diameter D of the space is at most 1. It follows from the discussion on mixing times that it is sufficient to upper bound the timeT such that ρ(AT , BT ) ≤ 1 /8N. In factT will turn out to be T 1 + T 2 for some (deterministic) times T 1 , T 2 which will be functions of a, µ and N. We will highlight the dependence on N. Let a t def = m t with m 0 = s 1 and b t def = m t with m 0 = s 2 ; in other words, a t denotes the fraction of red balls in the quasispecies evolution (see (2)) at time t when started with s 1 , and similarly b t . We will show that chains A t , B t come close up to time T 1 because they stay close to a t and b t respectively which, in turn, are converging to ζ . While from time T 1 + 1 to T 2 we will exhibit a (θ , ρ) coupling between (A t , B t ) where θ = (1−2µ)
(1−µ) (1 + o N (1)), for all 0 < µ ≤ 1 /2. The µ > 1 /2 case is similar and we omit it. To start with a 0 = A 0 = s 1 and b 0 = B 0 = s 2 . We first present the claimed coupling and establish the claim about its contraction.
4.1.
A Coupling for the RSM Model. In this section we prove the following theorem.
Theorem 4.1. Let (A t , B t ) be two copies of the RSM Markov chain such that max{|A t − ζ |, |B t − ζ |} ≤ δ 2 def = o N (1). Then, there is a coupling such that
Note that 1 − γ 2 def = 1−2µ 1−µ < 1 if µ > 0. The coupling C we will construct to prove this theorem has two independent parts C = (C S , C M ), C S for the Reproduce-Select steps and C M for the mutation part. Let X t = {σ 1 , . . . , σ N } and Y t = {ν 1 , . . . , ν N } be the actual population of the two chains respectively. Hence,
C S takes in (X t ,Y t ) and outputs two N sized populations (X,Y ) while C M takes as input (X,Y ) and outputs (X t+1 ,Y t+1 ). We first describe the selection coupling C S . Coupling C S for the selection step. We consider two states X t = {σ 1 , σ 2 , . . . , σ N } and Y t = {ν 1 , ν 2 , . . . , ν N }. We now describe a coupling for the selection process and estimate its contraction. Suppose that X t and Y t contain, respectively, x and y red (0) balls and N − x, N − y black (1) balls respectively. Without loss of generality assume that x ≤ y. After reproduction, the number of 0 balls in the two chains is ax and ay respectively while number of 1 balls are N − x and N − y respectively. Consider the following bag of balls:
(1) There are ax balls of type 0 labeled (C1,C2).
(2) There are a(y − x) balls of type 0 labeled (C2).
(3) There are y − x balls of type 1 labeled (C1).
(4) There are N − y balls of type 1 labeled (C1,C2). Thus the total number of balls in the bag is ay + N − x. We draw samples without replacement from the bag until we get N labels of each type. (If a ball has label (C1,C2) then it contributes 1 to each label class.) If x = y, then all balls are labeled by both colors and hence, this coupling picks the same set of balls for both chains, keeping the distance at 0. Before we proceed, let us note that this is indeed a coupling. The proof is easy and appears in [DSV12] . Hence, To prove theorem 4.1, first we prove the following lemma.
Lemma 4.3. Let (X t ,Y t ) be the state of the two Markov chains at time t where number of 0's in X t = x and those in Y t = y. Assume that max{|x/N − ζ |, |y/N − ζ |} = o N (1) and let X,Y denote the number of 0's in each chain after the selection coupling described above. Then,
Proof of Lemma 4.3. Let S be the set of balls labeled (C1,C2). Then, assuming x ≤ y, |S| = ax + N − y. We pick balls one at a time until we get N balls of each label and let T be the random variable which captures the number of iterations required to achieve this. Trivially, T ≥ N. Let us first consider the case when a = 1. In this case |S| = N + x − y, while the total number of balls is N + y − x. Thus, Since x ≤ y, the only way to pick N balls from each chain is to pick everything. Hence, T = N + y − x. Hence, the expected number of from S is exactly N + x − y, and hence, after selection,
Note that the conclusion follows trivially from noticing that when a = 1, selection and reproduction have no role to play. However this argument will generalize when a > 1.
The common pool has size ax + N − y which can be larger than N. Hence, all out requirement could potentially be fulfilled from the common pool. This would give a bound of T ≥ N. Let us see what this bound on T gives us. As we will see this bound does not suffice to prove the lemma for the case a = 1. Nonetheless, it gives good bounds when a is large. Towards the end, we give a sketch of how to get rid of the dependency on a and prove the lemma by using a stronger lower bound on T. For now we will use T ≥ N to prove that
Let t be a deterministic lower bound for the random variable T. One setting of t, as discussed before is N. For 1 ≤ i ≤ t, let Y i be the random variable which is 1 if the i-th ball picked is labeled (C1,C2) and 0 otherwise. Let R i denote the random variable which counts the number of balls labeled (C1,C2) picked before the i-th iteration. Hence,
.
Hence, it follows from linearity of expectation that
It can be checked that the solution to the above recurrence is
N+ay−x and using |X −Y | ≤ N − R t+1 we obtain
Plugging in t = N, this gives
Now we will use the fact that |x/N − ζ |, |y/N − ζ | ≤ o N (1). This implies that E [|X −Y ||x, y] is at most
Here we have used that ζ = Ω(1). From the equation satisfied by ζ we obtain that
Hence,
Next we sketch show how to get rid of the dependence on a in the term above. The key is to get a better lower bound for T. But now we can no longer expect that to happen with probability 1. First note that if we could somehow plug in t = N 2 N+x−y in the r.h.s. of (11), we would obtain
The remainder of the argument would still be the same and we would get rid of the 1 + 1 /a factor in (13) and prove the lemma. Hence, we try to estimate the probability that
N+x−y . We will show that, when
Thus, we will have to work with the expression E [|X −Y ||x, y, T ≥ t] and, hence the term, E [R i |x, y, T ≥ t] . Since both |X − Y | and R i are bounded by N, and the probability is very high, essentially the conditioning has no effect.
Recall that the number of balls which have C1 as one of the labels are ax
Similarly the number of balls for C2 is N + (a − 1)y. Let p def = N+(a−1)x N+ay−x . Thus, by an argument similar to what we proved earlier, if we pick t balls at random without replacement, the expected number of balls of type C1 is t · p. In fact, using a standard Chernoff bound for hyper-geometric random variables, we obtain that, if C t denote the number of balls of type C1 obtained from t trials,
N+x−y balls in total and let
If we pick t p + ∆ ≤ N, then C t < N w.h.p. and, hence, T ≥ t. Thus, in this case, w.h.p. T ≥ t as desired. Note that Ω(N) ≤ t p ≤ O a (N), hence justifying our choice of ∆ and ensuring that ∆ /t p ≤ 1.
The only thing that remains is to show that for our choice of t and ∆, t p + ∆ ≤ N. This is the same as showing
Note that if x = y = N then this will not be true. However, it can be checked that y < N(1 − δ ), then for large enough N, this holds. Indeed, the conditions of the lemma and the fact that ζ < 1, ensure this. This completes the proof of the lemma.
Coupling C M for the mutation step. Let X = (σ 1 , . . . , σ N ) and Y = (ν 1 , . . . , ν N ) be the output of C S on (X t ,Y t ). Here, σ i -s are ordered so that all 0's appear before all 1's and similarly ν i -s. Hence, with this ordering
We move the description of the coupling C M which is standard to the appendix, and note the main lemma regarding it. The proof also appears in the appendix.
Hence, we can combine Lemma 4.3 and Lemma 4.4 to get a coupling C which satisfies
and this concludes the proof of Theorem 4.1.
4.2.
The Rest of the Proof of Theorem 1.1. First we observe that the quasispecies populations stay close to the RSM populations for a small number of steps.
Lemma 4.5. There is a constant c 1 > 0 such that, for small enough 0 < q 1 , with probability at least 1 − 2tq 1 ,
Follows from induction on t and a repeated use of Theorem 3.5 and Fact 3.1; here, we loose a factor of a every time as the interval is [0, 1]. We just prove that, for all t ≥ 0,
Same argument holds for b t , B t and a union bound then implies the lemma. For t = 0, a 0 = A 0 , and the lemma is trivially true. Assume the hypothesis is true for some t ≥ 0. We will prove it for t + 1 to complete the proof. From Theorem 3.5
Hence, the induction hypothesis implies that
Note that the RSM process and the quasispecies model are related by the same equation:
Further, by definition f (a t ) = a t+1 . Hence,
Fix such a choice for randomness all the way up to A t . Then, for such choices of A t , in Equation (15) we can replace E [A t+1 |A t ] by a t+1 and obtain from Equations (17) and (15), using triangle inequality, that
Here, we used that t · a t+1 + a ≤ (t + 1) · a t+1 , which is true as a ≥ 1.
Now we note that a direct corollary to Lemma 3.4 is that the quasispecies populations converge exponentially fast to their limt point ζ .
Corollary 4.6 (to Lemma 3.4). There is a constant c 2 (a, µ) such that max{|a t − ζ |, |b t − ζ |} ≤ c t 2 . From Lemma 4.5 and Corollary 4.6 we obtain the following corollary for time T 1 which we will fix later.
Corollary 4.7. With probability at most
We will pick T 1 such that c
δ , where where δ = min{δ 1 , δ 2 } = o N (1) is the minimum of that in Corollary 3.3 and Theorem 4.1. In this regime, A t and B t contract at a rate of 1 − γ 2 , where γ 2 is again as per Theorem 4.1. We will run the RSM process for another T 2 steps. We will ensure that A T 1 +T 2 and B T 1 +T 2 leave the interval [ζ − δ /2, ζ + δ /2] with probability no more than 2q 2 T 2 during this time, and, hence conditioned on not leaving, will keep contracting, i.e. expected distance between at a rate of 1 − γ 2 . Since the distance need to drop down to about 1 /N, T 2 ≥ log N, and it will be about that as we will see. The following lemma is similar to Lemma 4.5 and follows from induction on t and a repeated use of Theorem 3.5 and Corollary 3.3. This is needed to make sure that the two RSM population do not escape from the interval.
Lemma 4.8. There is a constant c 3 (a, µ) such that for small enough 0 < q 2 , with probability at least 1 − 2q 2 T 2 (19)
Note that there is no dependence on the term like a T 2 −T 1 in the r.h.s. above as in Lemma 4.5. This is an important distinction.
Our choice of δ , T 1 , T 2 , q 1 and q 2 will ensure that from time T 1 < t ≤ T 2 with overwhelming probability both A t and B t remain within the interval [ζ − δ /2, ζ + δ /2]. The following simple fact now will allow us to bound the distance between A T 1 +T 2 and B T 1 +T 2 .
Fact 4.9. Let X be a random variable which takes values in the interval [0, 1] and E be an event on the same sample space. Then
Lemma 4.10. Given δ = min{δ 1 , δ 2 } where δ 1 , δ 2 are as in Theorem 4.1 and Corollary 3.3, as long as we choose q 1 , q 2 , T 1 , T 2 such that (1) c
Proof. With probability at most 2q 1 T 1 both A T 1 and B T 1 will be out of the interval around ζ where they start contracting. Hence, the contribution to the distance is at most 2q 1 T 1 as the interval is bounded [0, 1]. This is the first term in the r.h.s. of Equation (20). 2q 2 T 2 contribution comes due to the application of Fact 4.9 with the event E being the probability that both particles are in the δ /2 interval around ζ at all times from time T 1 to T 2 conditioned on being inside the δ /2 interval around ζ at time T 1 . Finally, conditioned on being inside at every time step between T 1 to T 2 , they contract a rate of 1 − γ 2 . Hence, the contribution to the distance is the middle term in Equation (20).
This would imply that the total variation distance between A T 1 +T 2 and the stationary distribution π N is bounded by 1 /4 as per the discussion in the preliminaries; where π N is the limit t → ∞ of A t . Thus, to conclude the proof of Theorem 1.1, we note that the above lemma implies that there are positive constants c 4 (a, µ), c 5 (a, µ), c 6 (a, µ) such that if we pick q 1 , q 2 = c 4/(N log N), T 1 = c 5 log a N, T 2 = c 6 log N then the conditions of Lemma 4.10 are met with δ = 1 N 1 /a , which can be made much smaller than δ (a, µ) of Corollary 3.3 for large enough N. Thus, the mixing time of the RSM process is bounded by c 7 log N.
APPENDIX A. OMITTED CLAIMS ABOUT THE COUPLINGS
Lemma A.1. C S is a valid coupling.
Proof. Let (X t ,Y t ) be the state before the coupling with the corresponding 0 populations x, y satisfying x ≤ y and let X,Y be the state after one step of the selection coupling. Notice that sampling without replacement a objects from a set of b objects is equivalent to taking the first a elements from a uniform random permutation of the b objects. Also note that given a subset S of a set of b objects, and a uniform random permutation α over the b objects, the restriction of α to the elements of S is a uniformly random permutation of the elements of S. Now consider the set of ay + N − x labeled balls constructed above, and define S 1 (respectively, S 2 ) to be the set of balls carrying a (C1,C2) or (C1) (respectively, (C1,C2) or (C2)) label. By the observations above, see that the set X (respectively, Y ) has the same distribution as if it was sampled without replacement from S 1 (respectively, S 2 ). This proves the claim.
Mutation Coupling C M . The mutation coupling follows the following algorithm.
( Lemma A.2. For µ ≤ 1/2, C M is a ((1 − 2µ) , ρ) coupling.
Proof. To prove that C M is a coupling one needs to note that if r is uniformly at random from [0, 1], so is 1 − R. Hence, for i = 1, . . . , N, each bit σ i flips with probability exactly µ. Similarly for each bit of ν i . Further, these flips are independent by construction.
To prove that C M is a ((1 − 2µ), ρ) coupling, let X,Y be the states of the two Markov chains after the selection coupling as described above with distance d 
