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Resumen 
 
La predicción de series de tiempo con redes neuronales ha sido una práctica aceptada en la literatura, 
gracias a las bondades de generalización y ajuste que poseen dichos modelos; sin embargo, el elevado 
número de factores que deben ser determinados en el proceso de construcción de un modelo de redes 
neuronales, a menudo, conduce a resultados inconsistentes puesto que depende en muchas instancias de 
las decisiones tomadas por el modelador(Zhang et al., 1998).La capacidad de ajuste de una red neuronal se 
ve afectada por la configuración usada, en especial, en relación al número de neuronas ocultas y de 
variables de entrada, toda vez que, a medida que el número de parámetros del modelo aumenta, se 
favorece el aprendizaje de la red y por tanto el ajuste es mejor.  En teoría, un proceso iterativo de adición 
de parámetros (entradas y neuronas ocultas) debería conducir a reducciones sistemáticas en el error de 
ajuste. En esta tesis se validó la hipótesis que la adición de entradas y neuronas ocultas debe conducir a 
reducciones en el error de ajuste, donde la evidencia experimental demostró que los métodos de 
optimización evaluados exhiben comportamientos diferentes a los teóricamente esperados, incumpliendo 
el supuesto de reducción del error. Por lo tanto, el logro principal de esta tesis es el desarrollo una 
estrategia para la construcción de modelos de red neuronal basada en el diseño de un algoritmo de 
entrenamiento que garantice la reducción del error de ajuste a medida que se agregan parámetros a la red 
neuronal. 
Para cumplir con el criterio de reducción del error de ajuste, se diseñó una estrategia constructiva 
orientada a conservar, en el nuevo modelo, los pesos de los parámetros del modelo anterior (modelo con 
menos neuronas o entradas) y hacer cero los pesos de las nuevas conexiones, como un paso previo a la 
optimización del modelo. La optimización del nuevo modelo parte del valor de error alcanzado por el 
modelo anterior y, por lo tanto, debe mejorar o permanecer igual. 
La aplicación experimental de la estrategia constructiva presenta resultados ampliamente 
satisfactorios, toda vez que, no sólo se cumple con la reducción del error, sino que se alcanzar valores con 
precisión cero en el error de ajuste. 
Igualmente, se desarrollaron modificaciones a la estrategia constructiva de tal forma que se pueda 
reducir el número de modelos que se requieren evaluar. En este punto se realizaron dos modificaciones, 
una considerando la adición de entradas de forma secuencial (ordenada), y otra de forma no secuencial. 
Para lograr la reducción en el número de modelos evaluados, en la estrategia secuencial para cada nuevo 
modelo se contrastan si debe adicionarse una entrada o una neurona; la decisión se toma basada en el 
menor error de ajuste. La estrategia no secuencial permite que entradas no contiguas puedan incluirse en la 
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red, de tal forma que, la decisión de incluir una neurona oculta o una entrada, implica evaluar el error de 
ajuste de todas las entradas disponibles; el nuevo modelo es aquel que aporte mayor beneficio en el error 
del modelo. Los resultados experimentales satisfacen ampliamente el requerimiento, toda vez que se 
alcanzan reducciones muy significativas en el número de modelos a evaluar con el uso de ambas 
estrategias. 
Posteriormente, se evalúa el impacto de la estrategia constructiva planteada sobre tres categorías de 
criterios de selección o especificación del modelo: basados en error de ajuste, en criterios de información, 
y en pruebas estadísticas. La selección basada en las estrategias de especificación de modelos indica que 
dichos criterios no están en capacidad de elegir el mejor modelo tras contar con un algoritmo constructivo 
consistente., por lo tanto, carecen de validez. 
Los resultados encontrados impactan fuertemente los procesos de construcción y especificación de 
modelos de redes neuronales, toda vez que, conducen a tener modelos sobre-parametrizados con una alta 
tendencia al sobre-ajuste, lo que se traduce en modelo con muy buen ajuste, pero con pobre generalización 
y baja parsimonia. 
Los principales aportes de esta tesis son cuatro: 
 La validación de la hipótesis que la adición iterativa de neuronas ocultas y entradas en un modelo 
de redes neuronales debe conducir a reducciones en el error de ajuste, y la discusión de sus 
implicaciones. 
 El desarrollo una estrategia para la construcción de modelos de red neuronal basada en el diseño 
de un algoritmo de entrenamiento que garantiza la reducción del error de ajuste a medida que se 
agregan parámetros a la red neuronal. 
 El desarrollo de dos estrategias constructivas modificadas que permiten reducir el número de 
modelos que se requieren evaluar; una donde las entradas se agregan de forma secuencial y otra, 
no secuencial. 
 La evaluación de la estrategia constructiva planteada sobre los criterios de selección del modelo 
 
Palabras Clave: redes neuronales, perceptrón multicapa, algoritmo de optimización o entrenamiento, 
estrategia constructiva, supuesto de reducción del error, selección del modelo, error de ajuste, criterios de 
información.  
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Abstract 
 
A NEW METHODOLOGY FOR TRAINING NEURAL NETWORKS 
AND THEIR IMPLICATIONS FOR MODEL SELECTION 
 
Time series prediction with neural networks has been an accepted practice in the literature, for its 
high ability of generalization and adjustment, however, the large number of factors must be determined in 
the building a neural network model often leads to inconsistent results since it depends on many instances 
of decisions made by the modeler (Zhang et al., 1998). Adjustment capacity of a neural network is 
affected by the configuration used, especially by the number of hidden neurons and input variables. When 
the number of model parameters increases, improves learning network and therefore the setting is best. In 
theory, an iterative process of adding parameters (inputs and hidden neurons) should lead to systematic 
reductions in adjustment error. This thesis validated the hypothesis that addition of inputs and hidden 
neurons should lead to reductions in the adjustment error. Experimental evidence showed that the 
optimization methods exhibit different behaviors to the theoretically expected; therefore, the models fail in 
the reduction assumption of adjustment error. The main achievement of this thesis is the developing a 
strategy for building neural network models based on the design of a training algorithm that ensures error 
reduction when added parameters to the neural network. 
 
To achieve the reduction assumption of adjustment error, we designed a constructive strategy aimed 
at conserving the weights of the parameters of the previous model (model with fewer neurons or inputs) 
and to zero the weights of the new connections, prior to the optimization of the model. The optimization 
of the new model retains the error value reached by the previous model and, therefore, be improved or 
remain the same. 
 
The experimental application of the constructive approach presented results widely satisfactory, 
because complies with the reduction of error, and permit to reach values near to zero in the adjustment 
error. 
 
Likewise, we did modifications the constructive strategy so that it can reduce the model numbers that 
require evaluation. Two modifications were made, one considering adding entries sequentially (ordinate), 
and other non-sequential. To achieve a reduction in the number of models tested, in the sequential strategy 
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each new model is compared if should be added an entry or a neuron, the decision is based on the lowest 
adjustment error. The non-sequential strategy allows non-contiguous entries may be included in the 
network, so that the decision to include a hidden neuron or input involves evaluate all entries available; 
the new model is one that provides greater reduction in the error. The experimental results fully satisfy the 
requirements; they achieve very significant reductions in the number of model to evaluate using both 
strategies. 
 
Subsequently, we evaluate the impact of the constructive strategy on three categories of selection 
criteria or specification of the model: based on adjustment error, in information criteria, and statistical 
tests. Selection based on the strategies of model specification indicates that none of these criteria are not 
able to choose the best model, therefore, these strategies are not valid. 
 
The results strongly impact the processes of building and specification of neural network models, 
since, leading to over-parameterized models have a high tendency to over-adjustment, which results in 
very good model fit, but with poor generalization and low parsimony. 
 
The main contributions of this this are four: 
 
 Validation of the hypothesis that the iterative addition of hidden neurons and inputs in a 
neural network model should lead to reductions in the fit error, and discussion of its 
implications. 
 Developing a strategy for building neural network models based on the design of a training 
algorithm that ensures error reduction when are added parameters to the neural network. 
 Development of two modified constructive strategies that reduce the number of models that 
require evaluation, one where the inputs are added sequentially and the other, non-sequential. 
  Evaluation of the performance of constructive strategies  by model selection criteria 
 
Keywords: neural networks, multilayer perceptron, optimization or training algorithm, constructive 
strategy, assumption of error reduction, model selection, fit error, information criteria. 
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1 Problemática del Pronóstico de Series de Tiempo con Redes Neuronales 
Artificiales 
 
 
 
1.1 Introducción 
 
La necesidad de contar con herramientas orientadas a la toma adecuada de decisiones ha conducido 
en las últimas décadas a un acelerado interés en el desarrollo de modelos de series de tiempo en las áreas 
sociales, físicas y económicas, especialmente encaminados a superar las limitaciones teóricas, 
conceptuales y prácticas que presentan muchas de las técnicas disponibles en la actualidad. La 
clasificación de los métodos de pronóstico desde el punto de vista estadístico, en general, presenta dos 
vertientes: una orientada a los métodos causales, como los modelos de regresión e intervención, y la otra 
orientada  a las series de tiempo, donde se incluyen promedios móviles, suavizado exponencial, modelos 
ARIMA y redes neuronales. Bajo el punto de vista estadístico, el pronóstico es orientado solo a la tarea de 
predecir el comportamiento, primando la visión hacia adelante y obviando, así, muchos pasos importantes 
en el proceso de construcción del modelo; mientras que el modelado, se orienta a encontrar la estructura 
global, modelo y fórmulas, que explican el comportamiento del proceso generador de los datos y puede 
ser usados para predecir tendencias de comportamiento futuro (largo plazo), así como para entender el 
pasado. Esta última visión permite la construcción de modelos sólidos en su fundamentación y bajos los 
cuales el pronóstico es visto como un paso adicional. 
Aunque no se desconoce la importancia de los modelos linealestradicionales, la representación de 
series de tiempo con dinámicas de comportamiento no lineal ha adquirido gran importancia en las últimas 
décadas, debido a que muchos autores concuerdan en afirmar que las series de datos reales presentan 
comportamientos no lineales, y la aproximación que pueda hacerse con modelos lineales resulta 
inadecuada [ (Zhang et al. , 2001), (Granger y Teräsvirta, 1993), (Franses y Van Dijk, 2000), entre otros]. 
Esta motivación ha conducido al surgimiento de una amplia gama de modelos, donde, las redes neuronales 
artificiales, vistas como una técnica no paramétrica de regresión no lineal, han demostrado un enorme 
potencial  [véase entre otras contribuciones de (Zhang et al. , 1998),(Velásquez et al. , 2008), (Velásquez 
y González, 2006)].  Más aun, el creciente interés en el desarrollo de aplicaciones de pronóstico con redes 
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neuronales se denota con la publicación de más de 5000 artículos de investigación en diferentes 
revistas arbitradas [véase (Crone y Kourentzes, 2009), (Adya y Collopy, 1998), (Hill et al. , 1996)].  
Zhang, Patuwo y Hu (1998) realizan una revisión profunda de la literatura entorno al pronóstico de 
series de tiempo con redes neuronales, incluyendo las publicaciones más relevantes y los tópicos de 
investigación más influyentes hasta 1996. Sin embargo, en la última década se ha producido un 
considerable número de contribuciones en múltiples campos como metodologías de aprendizaje, selección 
de entradas relevantes, neuronas ocultas, etc., cuya influencia no ha sido reportada en la literatura.   
Si bien, existen muchos reportes exitosos sobre el uso de las redes neuronales en el pronóstico de 
series de tiempo,  también, tal como lo enuncian Zhang, Patuwo y Hu (1998), se han reportado resultados 
que contradicen estas evidencias, generando así inconsistencias sobre este tópico. 
Una explicación aceptada de las razones para que se lleguen a resultados inconsistentes está 
relacionada con el elevado número de factores determinantes en el proceso de construcción de un modelo 
de redes neuronales artificiales. Dicho proceso de construcción incluye: 
 La selección del algoritmo de aprendizaje, entrenamiento u optimización utilizado y de los valores 
de sus parámetros, los cuales impactan directamente aspectos como el tiempo de convergencia y la 
robustez del modelo final [véase contribuciones de(Hagan et al. , 1996),(Giraud-Carrier y Brazdil, 
2004),(Pack et al. , 1991) (Yu et al. , 1995), (Falhman, 1989), (Lasdon y Waren, 1986), 
(Riedmiller, 1994), (Igel y Husken, 2003),  (Tang y Koehler, 1994)]. 
 La selección del número adecuado de neuronas en la capa oculta [véase las contribuciones de 
(Zhang et al. , 2001), (Tang y Fishwick, 1993), (Murata et al. , 1994)]. 
 La selección de las entradas relevantes correctas [ (La Rocca y Perna, 2005), (Sung, 1998), (Crone 
y Kourentzes, 2009)]. 
 Y la selección del modelo más adecuado [ (Arinze, 1994), (Egrioglu et al. , 2008), (Qi y Zhang, 
2001), (Santos et al. , 2008), (Venkatachalan y Sohl, 1999)]. 
Se sabe que estos aspectos están interrelacionados, y que influyen en la bondad del modelo para 
ajustarse a los datos, así como en su capacidad de generalización. Estudios como el de (Qi y Zhang, 
2001)analizan la influencia del número de neuronas ocultas en el ajuste del modelo, pero no presentan 
resultados concluyentes; por lo que no existe, una visión clara, coherente y comúnmente aceptada sobre 
esta interrelación. La multiplicidad de criterios en cada una de las fases del proceso de construcción del 
modelo hacen que la técnica sea inestable, ya que cualquier cambio en un solo criterio conduce a grandes 
cambios en el ajuste (Yu et al. , 2009). Consecuentemente, un análisis del comportamiento de estos 
factores es de especial interés a la hora de implementar una red neuronal artificial.   
Un proceso adecuado para la estimación de los parámetros de una red neuronal es el punto de partida 
para determinar la forma del modelo, toda vez que se parte del supuesto que dicha estimación es óptima.  
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Con respecto a esto, se ha demostrado que las redes neuronales artificiales son aproximadores universales 
de funciones (Hornik et al. , 1989)
1
, pero, la demostración matemática no da indicios de cómo se deben 
estimar los parámetros de la red neuronal tal que el error pueda llevarse arbitrariamente a cero; 
igualmente, tampoco presenta indicios que indiquen si el error de ajuste para un modelo más complejo 
(con más neuronas de entrada o más neuronas ocultas) respecto a un modelo más simple, debería 
aumentar, disminuir o permanecer igual. Uno de los intereses de este trabajo es mostrar que el error de 
ajuste del modelo a la muestra de entrenamiento debe disminuir, o, a lo sumo, permanecer igual cuando se 
aumentan las neuronas de la capa oculta o de la capa de entrada; no obstante, este aspecto no es discutido 
profundamente en la literatura. El primer objetivo de este Capítulo es analizar las implicaciones teóricas y 
conceptuales de esta propiedad y los requerimientos que de ella se derivan, los cuales deberían ser 
cumplidos por las diferentes metodologías de estimación de modelos de redes neuronales artificiales; 
igualmente, evaluar de forma empírica si algunos de los tradicionales algoritmos de entrenamiento 
cumplen con los criterios de reducción del error. 
Debe anotarse, que pareciera que la comunidad científica diera por cierto que siempre es posible 
obtener un modelo que cumpla con el grado de precisión deseado en el ajuste, de tal forma que el primer 
objetivo careciera de importancia real; así, la contribución realizada en esta investigación consiste en 
analizar este aspecto para determinar sus implicaciones sobre el proceso de obtención de un modelo de 
redes neuronales con el fin de demostrar que hay consideraciones conceptuales con profundas 
implicaciones prácticas que no han sido contempladas. 
Por otra parte, se sabe que una de las razones del desempeño pobre de una red neuronal está 
relacionada con las fortalezas y falencias del algoritmo de entrenamiento utilizado para calcular sus pesos 
o parámetros; esto es, su capacidad para eludir los mínimos locales de la función de error de ajuste y la 
facilidad de calibración de sus parámetros para aplicarlo a cada caso particular. Este aspecto ha motivado 
el planteamiento de muchos algoritmos novedosos para la optimización que realizan una búsqueda 
computacionalmente más rápida del óptimo o que permitan encontrar óptimos de mejor calidad (mejor 
ajuste del modelo) que otros métodos disponibles. No obstante, en el desarrollo de dichos algoritmos no se 
tienen en cuenta las implicaciones prácticas de que las redes sean aproximadores universales de funciones, 
y de la reducción del error de ajuste a medida que se aumentan las entradas y las neuronas en la capa 
oculta. El segundo objetivo de este Capítulo es identificar los requerimientos que debe cumplir un 
algoritmo de tal forma que se logre el cumplimiento del criterio de reducción del error y basados en las 
necesidades expuestas, proponer un algoritmo de entrenamiento que acoja dichos requerimientos. 
                                                     
1
Tal como lo establecen (Hornik et al. , 1989), basados en el teorema de superposición de Kolmogorov, un 
perceptrón multicapa con un número suficiente de neuronas ocultas puede aproximar, con un nivel arbitrario de 
precisión, cualquier función continua definida en un espacio finito. 
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El análisis derivado de las conclusiones que pueden lograrse de los dos objetivos anteriores tiene 
profundas e importantes implicaciones conceptuales, teóricas y prácticas sobre el proceso de selección del 
modelo, esto es, sobre las diferentes metodologías que se han desarrollado para determinar el número 
adecuado de neuronas en la capa oculta. El tercer objetivo de este Capítulo es realizar dicho análisis 
basado en la validación del comportamiento del algoritmo propuesto en series de tiempo que exhiban 
diferentes características y en la discusión de las implicaciones de los resultados encontrados. 
De los resultados y el análisis de la problemática se extraen las necesidades de investigación que 
conducen al planteamiento de los objetivos de esta tesis, por lo tanto el quinto objetivo de este Capítulo es 
establecer los requerimientos o necesidades y con base en ello los objetivos del trabajo de investigación. 
La originalidad, importancia y relevancia de este Capítulo radica en los siguientes aspectos: 
1. Se evalúan aspectos teóricos de la construcción de modelos de redes neuronales, tales como el 
cumplimiento del supuesto de reducción del error en un proceso de adición de neuronas ocultas y 
de entradas relevantes, y además la influencia del método de entrenamiento en los resultados. 
2. Se establecen criterios que deben ser considerados a la hora de construir una representación de 
series de tiempo con redes neuronales, que son obviados en la implementación del modelo, y se 
discute acerca de los efectos de dichos criterios en la selección del modelo final. 
3. Se establecen las necesidades abiertas de investigación basadas en el análisis de las implicaciones 
teóricas, prácticas, conceptuales y metodológicas que los resultados empíricos arrojan. 
4. Se plantean los objetivos de investigación los cuales se orientan a solventar las necesidades. 
 
En lo restante de este Capítulo se abordará la problemática del pronóstico de series de tiempo con 
redes neuronales. En la Sección1.2 se aborda la revisión de la literatura más relevante entorno a la 
problemática,donde se pretende resaltar las bondades de los modelos de redes neuronales en el pronóstico 
de series de tiempo ahondando en las ventajas que ofrece su implementación, la pertinencia de su uso, los 
factores que a menudo conducen a resultados inconsistentes, las razones para usar modelos de redes 
neuronales en la predicción de series de tiempo y las arquitecturas de redes neuronales artificiales usadas 
en el pronóstico de series de tiempo. En la Sección1.3, se presentan los materiales y métodos usados para 
el estudio de la problemática ahondando en la arquitectura tipo perceptrón multicapa y su proceso de 
optimización; en este punto se introduce el criterio de reducción  del error de ajuste y se presenta el diseño 
del experimento conducido para la evaluación del criterio en dos series de tiempo. En la Sección1.4, se 
presentan los resultados de cuatro experimentos conducidos para la verificación del cumplimiento del 
criterio de reducción del error de ajuste a medida que se adicionan parámetros a la red neuronal; así 
mismo, las implicaciones conceptuales, teóricas, metodológicas y prácticas, de los resultados son 
discutidas en la Sección1.5. Como consecuencia de lo anterior en la Sección1.6 se presentan los 
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problemas de investigación abiertos en la literatura, los requerimientos esenciales y por ende, los objetivos 
de esta tesis doctoral. Finalmente, en Secciones posteriores se presenta el material de referencia básico, los 
medios de difusión de los resultados encontrados y la organización del resto del documento. 
 
 
 
1.2 Literatura Relevante 
 
En el modelado de series de tiempo las redes neuronales han venido ganando cada vez más terreno 
debido a sus reconocidas capacidades de adaptabilidad, generalización o aprendizaje y a su posibilidad de 
representar relaciones no lineales. Sin embargo, algunos autores han demeritado su uso debido al hallazgo 
de resultados inconsistentes en torno a su proceso de especificación y construcción.  
 
 
1.2.1 Relevancia del pronóstico de series de tiempo con redes neuronales 
 
El pronóstico de series de tiempo es considerado un problema genérico a muchas disciplinas, el cual 
ha sido abordado con diferentes modelos [véase (Kasabov, 1998, p.49)]. Formalmente, el objetivo del 
pronóstico de series de tiempo, es hallar una forma funcional matemática flexible que se aproxime con 
suficiente precisión al proceso generador de los datos, de tal manera que ésta represente adecuadamente 
los diferentes patrones regulares e irregulares que la serie pueda presentar, permitiendo, a partir de la 
representación construida, extrapolar el comportamiento a futuro [ (Lachtermacher y Fuller, 1995)]. No 
obstante, la elección del modelo adecuado para cada serie, depende de las características propias que cada 
serie posea y la utilidad de dicho modelo se asocia al grado de similitud entre la dinámica del proceso 
generador de la serie y del modelo finalmente seleccionado [bajo la premisa de que los datos dictaminan la 
herramienta a utilizar, (Meade, 2000)].  
Como lo señalan Granger y Teräsvirta (1993), la construcción de un modelo que relacione a una 
variable con su propia historia o con la historia de otras variables explicativas de su comportamiento, 
puede llevarse a cabo a través de una variedad de alternativas. Estas dependen tanto de la forma funcional 
mediante la cual se aproxima la relación, como también, de la relación existente entre dichas variables. Si 
bien, cada modelador es autónomo en la elección de la herramienta de modelado, hay casos donde existen 
relaciones de orden no lineal y por lo tanto, se presentan limitaciones en la utilización de cierto tipo de 
herramientas. Más aún, esta misma razón conlleva a que no exista un método que sea el mejor para todos 
los casos. El interrogante que surge es entonces, como especificar apropiadamente la forma funcional ante 
la presencia de relaciones no lineales entre los datos. 
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En la literatura se ha propuesto una amplia gama de modelos estadísticos para la representación de 
series con comportamiento no lineal tales como: 
 Modelos bilineales (Granger y Anderson, 1978),  
 Umbrales autorregresivos - TAR (Tong y Lim, 1980),  
 Autorregresivos de transición suave - STAR [ (Chan y Tong, 1986), (Dick van Dijk et al. , 2002)],  
 Autorregresivos de heterocedasticidad condicional – ARCH (Engle, 1982) y su forma 
generalizada – GARCH (Bollerslev, 1986) [una amplia recopilación de estos es presentada por 
(Tong, 1990), (Tong, 2011), (De Gooijer y Kumar, 1992), (Peña, 1994)y(Tjostheim, 1994)].  
 
Los modelos enunciados han demostrado ser útiles en problemas particulares, sin embargo, no son 
universalmente aplicables, puesto que limitan la forma de no linealidad presente en los datos a formas 
funcionales conocidas [véase a (Granger y Teräsvirta, 1993)]; su éxito, en casos prácticos, depende del 
grado en que el modelo utilizado logre representar las características de la serie estudiada. No obstante, la 
formulación de cada familia de estos modelos requiere la especificación de un tipo apropiado de no 
linealidad, lo cual es una tarea difícil comparada con la construcción de modelos lineales, puesto que 
existen muchas posibilidades (amplia variedad de funciones no lineales posibles), más parámetros a ser 
calculados y pueden cometerse más errores [ (Granger, 1993, p.233), (Diebold y Nason, 1990, p.318), 
(Zhang et al. , 2001)]. 
Las redes neuronales vistas como una técnica de regresión no paramétrica no lineal han surgido como 
alternativas atractivas ante el problema planteado, puesto que permiten extraer las dinámicas no lineales 
desconocidas presentes entre las variables explicativas y la serie, sin necesidad de realizar ningún tipo de 
supuestos. De ésta familia de técnicas, las redes tipo perceptrón multicapa –(MLP del inglés MultiLayer 
Perceptron), entendido como un modelo de regresión estadístico no lineal, han tenido una gran atención 
entre los investigadores de la comunidad de Inteligencia Computacional y la de Estadística.  
El atractivo que poseen las redes neuronales en la predicción de series de tiempo es su habilidad para 
identificar dependencias ocultas con base en una muestra finita, especialmente de orden no lineal, lo que 
les da el reconocimiento de aproximadores universales de funciones [véase (Cybenko, 1989), (Franses y 
Van Dijk, 2000), (Hornik, 1991), (Hornik et al. , 1989)]. Tal vez la principal ventaja de éste enfoque sobre 
otros modelos es que no parten de supuestos a priori sobre la relación funcional de la serie y sus variables 
explicativas, característica altamente deseable en casos donde el mecanismo generador de los datos es 
desconocido e inestable (Qi y Zhang, 2001), además su alta capacidad de generalización permite aprender  
comportamientos y extrapolarlos, lo que conduce a mejores pronósticos (De Gooijer y Kumar, 1992). 
Para la Inteligencia Artificial,  el pronóstico de series de tiempo con redes neuronales es visto como 
un problema de minimización del error, que consiste en ajustar los parámetros de la red neuronal en 
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función de minimizar el error entre el valor real y la salida obtenida. Si bien, este criterio permite obtener 
modelos cuya salida es cada vez más próxima a la deseada, va en perjuicio de la parsimonia del modelo, 
toda vez que conduce a representaciones más complejas (gran cantidad de parámetros).  Desde el punto de 
vista estadístico, un criterio basado únicamente en la reducción del error no es el mejor, ya que es 
necesario un desarrollo orientado a la formalización del modelo, el cual requiere el cumplimiento de 
ciertas propiedades que no siempre son tenidas en cuenta, tales como la estabilidad de los parámetros 
calculados, la coherencia entre la serie y el modelo, la consistencia con el conocimiento previo, la 
capacidad predictiva del modelo y el cumplimiento de supuestos. 
El evidente interés en el uso de redes neuronales en el pronóstico de series de tiempo ha conducido al 
surgimiento de una enorme actividad investigativa en el campo. Un reciente estudio revela más de 5000 
publicaciones en pronóstico de series de tiempo con redes neuronales [ (Crone y Kourentzes, 2009), véase 
además las contribuciones de(Adya y Collopy, 1998) y(Hill et al. , 1996)]. La importancia de la temática 
se refleja en múltiples publicaciones en libros y Capítulos [véase (Remus y O´Connor, 2001), (Palit y 
Popovic, 2005), (Rao y Srinivas, 2003), (Vemuri y Rogers, 1994), (Zhang, 2003)], tracks en eventos [ISF, 
IJCNN, ISNN, ESTSP], competencias [NN3, NN4, NN5, ESTSP'07, ESTSP'08], y revistas en campos 
como la econometría, estadística, ingeniería e inteligencia artificial, incluso siendo el tópico central en 
ediciones especiales, como es el caso del Neurocomputing con el “Special issue on evolving solution with 
neural networks” publicado en Octubre de 2003 [ (Fanni y Uncini, 2003)] y el  International Journal of 
Forecasting con el “Special issue on forecasting with artificial neural networks and computational 
intelligence” cuyo llamado a participación fue realizado en julio de 2008.  
En orden de establecer la relevancia del pronóstico de series de tiempo con redes neuronales se 
realizó una búsqueda a través de ScienceDirect, que es el portal de búsqueda de la casa editorial 
ELSEVIER,  de las Revistas que publican artículos relacionados; esto sin dejar de reconocer que existen 
otras bases de datos especializadas en la temática como IEEE, Kluwer, etc. La Tabla 1 presenta una 
recopilación de las 15 revistas con más publicaciones, y se relaciona además el número de artículos 
publicados en los años 2005-2010, 2000-2004, 1995-1999, y 1994 y anteriores, identificados usando como 
palabras clave (Forecasting), (Neural Networks) y (Time Series). 
Un análisis de la Tabla 1 revela los siguientes hechos: 
 El número de publicaciones reportadas acerca de la temática va en aumento, siendo representativo 
el drástico crecimiento reportado en el periodo 2005 a 2010, el cual es evidente en la totalidad de 
las revistas listadas. 
 Se presenta una mayor participación en revistas pertenecientes o relacionadas con los campos de 
la ingeniería y la inteligencia artificial. 
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 Excluyendo el intervalo 2005-2010, las revistas con mayor número de artículos publicados 
Neurocomputing e International Journal of Forecasting presentan una estrecha relación con la 
temática siendo la primera orientada a contribuciones en el campo de las redes neuronales y la 
segunda a desarrollos en pronóstico. 
 
Tabla 1. Revistas que Publican Artículos de Pronóstico de Series de Tiempo con Redes Neuronales 
Revista 
Artículos identificados usando como palabras clave 
(Forecasting), (Neural Networks) y (Time Series) 
2005-2010 2000-2004 1995-1999 1994 y antes Total 
 
ExpertSystemswithApplications 298 20 10 2 330 
Journal of Hydrology 164 38 3 - 205 
Neurocomputing 162 49 35 15 261 
International Journal of Forecasting 75 47 32 17 171 
AppliedSoft Computing 67 6 - - 73 
InformationSciences 66 7 6 - 79 
ComputationalStatistics& Data Analysis 57 8 5 - 70 
European Journal of Operational 
Research 51 15 11 2 79 
Fuel and EnergyAbstracts 50 - 13 - 63 
EnvironmentalModelling& Software 50 12 2 - 64 
Neural Networks 45 18 20 11 94 
Fuzzy Sets and Systems 43 18 17 10 88 
Electric PowerSystemsResearch 39 15 12 3 69 
AtmosphericEnvironment 37 18 3 - 58 
EcologicalModelling 35 23 6 - 64 
      
 1239 294 175 60 1768 
Fuente: Construcción propia 
 
1.2.2 Factores que conducen a resultados inconsistentes en la implementación de redes neuronales 
 
Muchas comparaciones han sido hechas entre redes neuronales y modelos estadísticos con el fin de 
medir el desempeño en pronóstico de ambas aproximaciones. Tal como lo enuncia Zhang et al.(1998): 
“There are many inconsistent reports in the literature on the performance of ANNs for 
forecasting tasks. The main reason is that a large number of factors including network structure, 
training method, and sample data may affect the forecasting ability of the networks.” 
 
Tales inconsistencias, convierten a las redes neuronales en un método inestable, dado que todo 
cambio en el entrenamiento o en algún parámetro produce grandes cambios en la predicción  (Yu et al. , 
2009). Algunos puntos específicos donde se presentan resultados mixtos son: 
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 Necesidad de preprocesamiento de los datos (escalado, transformación, diferenciación simple y 
estacional, etc.), [ (Faraway y Chatfield, 1998), (Franses y Draisma, 1997), (Nelson et al. , 1999), 
(Qi y Zhang, 2008), (Shanker et al. , 1996), (Zhang y Qi, 2005)] 
 Criterios para la selección de entradas relevantes, [ (Lachtermacher y Fuller, 1995), (Zhang et al. , 
2001)] 
 Criterios para la selección de la configuración de la red. Complejidad vs. Parsimonia (número de 
capas internas [ (Cybenko, 1989), (Hornik et al. , 1989), (Chester, 1990)], neuronas en cada capa [ 
(Zhang et al. , 2001), (Wang et al. , 1994)], función de transferencia [ (Ait Gougam et al. , 2008), 
(Zhang et al. , 1995) usan Wavelets], etc.) 
 Estimación de los parámetros (algoritmos de aprendizaje, criterios de parada, etc.), [ (Auer et al. , 
2008), (Schittenkopf et al. , 1997), (Amirikian y Nishimura, 1994)] 
 Criterios de selección del mejor modelo, [ (Egrioglu et al. , 2008), (Qi y Zhang, 2001),(Santos et 
al. , 2008),(Venkatachalan y Sohl, 1999)] 
 Propiedades del Modelo: Estabilidad de los parámetros, Media y varianza Serie vs. Modelo, [ 
(Kaashoek y van Dijk, 2003)] 
 Presencia de patrones regulares como: tendencias, patrones estacionales y cíclicos, [ (Franses y 
Draisma, 1997), (Qi y Zhang, 2008), (Zhang y Qi, 2005)] 
 Presencia de patrones irregulares como: cambios estructurales, datos atípicos, efecto de días 
calendario, etc. [ (Franses y Van Dijk, 2000), (Hill et al. , 1994), (Sánchez, 2008), (Sánchez y 
Velásquez, 2005), (Tkacz y Hu, 1999)] 
 
Casos donde la red neuronal presenta un desempeño peor que los modelos estadísticos lineales u otros 
modelos, puede ser debido a que: la red neuronal utilizada para comparar no fue adecuadamente 
entrenada; el criterio de selección del mejor modelo no es comparable; la configuración usada no es 
adecuada a las características de los datos. Muchas conclusiones acerca del desempeño de las redes 
neuronales son obtenidas a partir de estudios empíricos, presentando así resultados limitados que a 
menudo no pueden ser extendidos de forma general. Sin embargo, son pocas las investigaciones 
sistemáticas sobre el modelado y el pronóstico de series de tiempo con redes neuronales, y los avances 
teóricos obtenidos [ (Trapletti, 2000)]. Artículos que enuncian resultados favorables de las redes 
neuronales ante otros modelos son: (Caire et al. , 1992), (Chakraborty et al. , 1992), (Denton, 1995), 
(Duliba, 1991), (Hann y Steurer, 1996), (Hill et al. , 1994), (Hill et al. , 1996), (Kang, 1991), (Kohzadi et 
al. , 1996), (Lachtermacher y Fuller, 1995), (Marquez et al. , 1992), (Nam y Schaefer, 1995), (Refenes, 
1993),  (Srinivasan et al. , 1994), (Tang et al. , 1991), (Tang y Fishwick, 1993), (Weigend et al. , 1991). 
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Mientras que artículos que enuncian un desempeño igual o peor que otros modelos son: (Brace et al. , 
1991), (De Groot y Wurtz, 1991), (Fishwick, 1989), (Foster et al. , 1992), (Sharda y Patil, 1990). 
Muchas de las publicaciones optimistas que indican un desempeño superior de las redes neuronales 
están relacionadas con paradigmas novedosos o extensiones de métodos existentes, arquitecturas y 
algoritmos de entrenamiento, pero carecen de una evaluación confiable y válida de la evidencia empírica 
de su desempeño. Pocas contribuciones se han hecho en el desarrollo sistemático de metodologías que 
permita representar series de tiempo con redes neuronales sobre condiciones específicas, limitando el 
proceso de predicción a técnicas adhoc, en lugar de acercamientos científicos que sigan una metodología y 
proceso de modelado replicable. Consecuencia de ello es que, a pesar de los hallazgos empíricos, los 
modelos de redes neuronales no son totalmente aceptados como técnicas formales con soporte formal 
matemático.  
La discusión anterior conduce a pensar que, si bien se han realizado avances en el campo, existen aún 
tópicos abiertos por investigar. La pregunta de si, porqué y sobre cuáles condiciones, son mejores los 
modelos de redes neuronales está aún vigente. 
 
1.2.3 Motivación del pronóstico con redes neuronales 
 
A parte de los beneficios conocidos de pronosticar series de tiempo, tales como anticipar respuestas 
ante acontecimientos, responder ante cambios ambientales, políticos y de comportamiento humano, 
formular estrategias de negocios, etc., algunos aspectos que justifican y favorecen el desarrollo de 
modelos de pronóstico con redes neuronales son: 
 
 El proceso generador de los datos en series reales es, a menudo, desconocido y de difícil 
identificación, lo cual limita la capacidad de modelos de orden paramétrico de representar 
adecuadamente el comportamiento de la serie. Las redes neuronales son modelos auto-adaptables, 
que no requieren supuestos a priori acerca del problema en estudio, característica altamente 
deseable en casos donde el mecanismo generador de los datos es desconocido(Qi y Zhang, 2001). 
 Las series reales evidencian comportamientos inestables. La capacidad de aprendizaje y 
generalización de la red neuronal le permite aprender comportamientos complejos directamente 
desde los datos y a partir del conocimiento adquirido, inferir correctamente en porciones no 
evaluadas de los datos (De Gooijer y Kumar, 1992). 
 Las relaciones entre la serie de tiempo y sus variables explicativas son desconocidas. El carácter 
de aproximador universal que poseen las redes neuronales, les permite aproximar cualquier 
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función continua sin importar la complejidad en su comportamiento [véase (Cybenko, 1989), 
(Franses y Van Dijk, 2000), (Hornik, 1991), (Hornik et al. , 1989)]. 
 Las series reales pueden exhibir patrones regulares como tendencias, ciclos y estacionalidades e 
irregulares como cambios estructurales, datos atípicos, efectos de días calendario, etc. La 
flexibilidad en la configuración de la red facilitan la representación y extrapolación de 
comportamientos regulares e irregulares, toda vez que permite la construcción de muchos modelos 
candidatos con diferente número de entradas relevantes, neuronas en la capa oculta, función de 
activación, etc.[véase contribuciones de (Franses y Draisma, 1997), (Franses y Van Dijk, 2000), 
(Hill et al. , 1994), (Qi y Zhang, 2008), (Sánchez, 2008), (Sánchez y Velásquez, 2005), (Tkacz y 
Hu, 1999),(Zhang y Qi, 2005)]. 
 Las unidades de los datos pueden ser muy grandes o muy pequeñas. La red neuronal es flexible en 
los valores que recibe y entrega; sin embargo, en datos muy grandes se prefiere un escalado para 
facilitar los cálculos y obtener resultados acordes [ (Faraway y Chatfield, 1998), (Franses y 
Draisma, 1997), (Nelson et al. , 1999), (Qi y Zhang, 2008), (Zhang y Qi, 2005)]. 
 Las series de tiempo provienen de múltiples campos del conocimiento, y los datos pueden ser 
medidos en diferentes frecuencias de tiempo. La flexibilidad en la forma funcional que puede 
adquirir y el carácter de aproximador universal, les permite a las redes neuronales representar 
comportamientos complejos, sin importar el campo del conocimiento de donde provengan los 
datos, ni la frecuencia de tiempo.  
 
 
1.2.4 Arquitecturas de redes neuronales usadas en el pronóstico de series de tiempo 
 
En general, el pronóstico de series tiempo con redes neuronales ha sido abordado desde modelos de 
alimentación hacia adelante y recurrentes, cada uno de los cuales ha sido a su vez ampliado a una gama de 
modelos, tales como: 
 Perceptrones Multicapa 
 Redes con Función de Base Radial (Zhang et al. , 2008), (Yan et al. , 2005) 
 Máquinas de soporte vectorial 
 Redes Cascada Correlación (Fahlman y Lebiere, 1991) 
 Modelos Neuro-Difusos (Kadogiannis y Lolis, 2002), (Rast, 1997) 
 Modelos de Ensamble (Hansen y Salamon, 1990),(Krogh y Vedelsby, 1995), (Naftaly et al. , 
1997) 
 Dan2 (Ghiassi et al. , 2005) 
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 Redes con dinámicas recurrentes y retrasos en el tiempo (Connor et al. , 1992), (Gençay y Liu, 
1997), (Parlos et al. , 2000), (Mishra y Patra, 2009), (Hansen y Sargent, 1993), (Lang et al. , 
1990), entre otros. 
 
 
1.3 Materiales y Métodos 
 
1.3.1 Arquitectura del tipo perceptrón multicapa - MLP 
 
La arquitectura de red neuronal más empleada en el pronóstico es del tipo perceptrón multicapa. Este 
tipo de arquitectura de red neuronal consta de:  
 Una capa de entrada, donde existe una neurona por cada valor rezagado de la serie de tiempo   , 
con un número   de retardos.   
 Una o más capas ocultas. En el caso particular analizado se consideró únicamente una capa oculta 
conH neuronas[véase justificación del uso de una solo capa oculta en el trabajo de (Chester, 
1990)]. Cada neurona de la capa oculta transforma su entrada neta usando una función no lineal 
    , conocida técnicamente como función de activación o de transferencia, y la envía hacia la 
siguiente capa a través de las conexiones   .  
 Una capa de salida. Para este caso particular la capa de salida consta de una sola neurona; la salida 
de la red corresponde al valor actual de la serie de tiempo   .  
 
Tanto las capas ocultas como la capa de salida reciben un peso unitario de una neurona que no recibe 
entradas, la cual es notada en la Figura 1 con la letra  . Las conexiones por las que se transmite este pulso 
son notadas como    para la capa oculta y como   para la neurona de la capa de salida. 
Así, el valor actual de una serie de tiempo    es una función no lineal de sus valores pasados 
           , la cual se define como: 
 
     ∑{    [   ∑       
 
   
]}
 
   
    (1) 
 
donde   representa los errores o residuos del modelo que son independientes e idénticamente distribuidos 
(iid) con media cero y varianza constante   
 . 
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Figura 1. Esquema de un perceptrón multicapa con una capa oculta de procesamiento 
 
El problema de predicción es formulado como una tarea en la cual el conjunto de unidades de entrada 
está compuesto por valores rezagados de la serie de tiempo, y la salida es la predicción del valor siguiente 
en la secuencia temporal (pronóstico un paso adelante), de tal forma que el comportamiento del sistema se 
rige por la ecuación: 
 
1 1( , , , )k k k k iy f y y y    (2) 
 
Para representar una serie de tiempo mediante redes perceptrón multicapa, se establece el valor de la 
serie en el instante de tiempo k  y sus N  valores rezagados como entradas a la red en el mismo tiempo k . 
Se establece, a su vez, el valor de salida de la red como el valor de la serie de tiempo en el instante 1k  . 
De este modo, el entrenamiento de la red neuronal minimiza una medida de error entre la salida de la red, 
para cualquier instante k , y el valor de la serie en el instante 1k  . Una vez modelada la serie de tiempo 
mediante la red, para realizar la predicción de los valores futuros un paso adelante bastará con utilizar las 
propias salidas de la red como entradas en el tiempo siguiente, de modo que se sigan cumpliendo las 
ecuaciones iníciales supuestas: 
 
1 1
2 1 1
( , , , )
( , , , )
k k k k i
k k k k i
y f y y y
y f y y y
  
   


 
 
(3) 
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B

h
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yt-1
yt-2
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p,h
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En el pronóstico de series de tiempo, (Masters, 1993), (Kaastra y Boyd, 1996) concuerdan en que la 
construcción de un modelo de red neuronal, tipo perceptrón multicapa, que tenga un desempeño adecuado, 
está basada en una secuencia de pasos críticos, muchos de los cuales requieren del juicio experto del 
pronosticador [véase Tabla 2]. 
 
Tabla 2: Pasos para el Diseño de un Modelo de Pronóstico Basado en Redes Neuronales 
 
Paso 1: Selección de Variables 
Paso 2: Recolección de Datos 
Paso 3: Preprocesamiento de Datos 
Paso 4: Conjuntos de entrenamiento, validación y verificación 
Paso 5: Selección de la configuración interna 
Número de capas ocultas 
Número de neuronas ocultas 
Número de neuronas de salida 
Paso 6: Criterio de Evaluación 
Paso 7: Entrenamiento de la Red Neuronal 
Paso 8: Pronóstico 
                                Fuente: (Kaastra y Boyd, 1996) 
 
Si bien, la representación mostrada en la ecuación (1) es ampliamente usada, la red tipo perceptrón 
multicapa admite otro tipo de arquitecturas en su entrada, lo que da pie a la existencia de otros modelos. 
Un primer caso, es permitir que los rezagos que ingresan a la red alimenten igualmente la salida, modelo 
conocido como ARNN (White, 1989), el cual, para el caso que los parámetros de la capa oculta sean cero, 
se convierte en un modelo autorregresivo (AR), siendo la representación ARNN, una clase general de 
modelos autorregresivos. A partir de esta representación otros modelos pueden igualmente generalizarse, 
entre otros: 
 
 AR(I)NN, [(Chng et al. , 1996),(Trapletti et al. , 2000), (Medeiros et al. , 2006)] 
 ARMANN, [ (Trapletti, 2000)] 
 Modelos de Espacio de Estados NN,  
 Modelo de volatilidad estocástica ARNN (p),  
 Regresión NN. 
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En la literatura, especialmente de tipo econométrico y estadístico, se subestima el poder de las redes 
neuronales en el modelado de series de tiempo debido, aparentemente, a su falta de fundamentación 
estadística. Reflejo de esto es la escasez de modelos de redes neuronales aceptados como válidos en libros 
de textos, los cuales se limitan a los modelos de perceptrón multicapa y ARNN, siendo extenso el número 
de aplicaciones presentes de estos en la literatura de series de tiempo y pronóstico [véase (Klimasauskas, 
1993)]. Sin embargo, es posible la formulación de muchos otros modelos que pueden resultar 
conceptualmente más transparentes, numéricamente más adecuados y más defendibles ante la crítica que 
los ya mencionados. 
 
1.3.2 El MLP como un aproximador universal de funciones 
 
Con el diseño de una red neuronal artificial se pretende conseguir que para ciertos valores rezagados 
de la variable explicada, ésta sea capaz de aproximar el valor actual de la serie de tiempo con una 
precisión deseada (Zhang et al. , 1998). Para ello, además de una topología o arquitectura de red adecuada 
(determinada por los valores escogidos de P y H), se requiere un proceso de aprendizaje o entrenamiento, 
que permita modificar los pesos asociados a las distintas conexiones (             para         y 
       ), hasta encontrar una configuración acorde con la relación medida por algún criterio.  Este 
proceso es subjetivo puesto que depende en muchas instancias de las decisiones tomadas por el 
modelador, lo que conduce a resultados inconsistentes relacionados con el elevado número de factores 
determinantes en el proceso de construcción de un modelo de redes neuronales artificiales. 
Igualmente, la selección del modelo, que no es una tarea trivial en pronóstico de modelos lineales, es 
particularmente difícil en modelos no lineales, tales como las redes neuronales artificiales, debido, 
principalmente, al efecto del sobre-entrenamiento
2
, pero también porque se ve afectado por otras prácticas 
inadecuadas, las que a menudo se incurren en la construcción del modelo y que no permiten una 
comparación orientada a elegir el modelo más adecuado. 
Tal como lo establecen (Hornik et al. , 1989), basados en el teorema de superposición de Kolmogorov 
(véase para más referencia el trabajo de(Scarselli y Tsoi, 1998)), en el cual se afirma: 
 
“…standard multilayer feedforward networks with as few as one hidden layer using 
arbitrary squashing functions are capable of approximating any Borel measurable function 
                                                     
2
El sobre-entrenamiento, también llamado sobre-ajuste se refiere a que el modelo de red se dedica a memorizar 
particularidades presentes en los patrones de entrenamiento, perdiendo su habilidadde generalizar su aprendizaje a 
casos nuevos(Hawkins, 2004). 
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from one finite dimensional space to another to any desired degree of accuracy, provided 
sufficiently many hidden units are available…” 
 
implica que un proceso constructivo de adición de neuronas ocultas (variables) va a permitir una 
reducción secuencial del error de ajuste del modelo a la serie hasta un nivel de cero, si se quiere; en otras 
palabras, un modelo con más neuronas ocultas debería, al menos, ajustarse mejor a los datos de 
entrenamiento que uno con menos neuronas ocultas.  Sin embargo, el estudio no indica cómo se deben 
estimar los parámetros de la red neuronal. 
El proceso de construcción del modelo se ve, por lo tanto, principalmente influenciado por los 
siguientes aspectos: 
 La selección del algoritmo de aprendizaje, entrenamiento u optimización utilizado y de los valores 
de sus parámetros [véase las contribuciones de (DasGupta et al. , 1995), (Hagan et al. , 1996), 
(Pack et al. , 1991), (Yu et al. , 1995), (Falhman, 1989), (Lasdon y Waren, 1986), (Riedmiller, 
1994), (Igel y Husken, 2003), (Tang y Koehler, 1994)]  los cuales impactan directamente aspectos 
como el tiempo de convergencia y la robustez del modelo final. 
 La selección del número adecuado de neuronas en la capa oculta [véase las contribuciones de 
(Zhang et al. , 2001), (Tang y Fishwick, 1993),(Camargo y Yoneyama, 2001)(Murata et al. , 
1994)]. 
 La selección de las entradas relevantes correctas [ (La Rocca y Perna, 2005), (Sung, 1998), (Crone 
y Kourentzes, 2009)]. 
 Y la selección de cual de los posibles modelos es el más adecuado [ (Arinze, 1994), (Egrioglu et 
al. , 2008), (Qi y Zhang, 2001), (Santos et al. , 2008), (Venkatachalan y Sohl, 1999)] 
 
 
1.3.3 Estimación de los parámetros del MLP como un problema de optimización 
 
La optimización de los parámetros del modelo (             para         y         en la 
Ecuación 1), depende del grado de error existente entre el valor deseado y el pronosticado por la red 
durante el entrenamiento, y está asociado a su vez a la configuración de la red neuronal; es así como, la 
selección del número óptimo de variables del modelo está directamente relacionada con el proceso de 
entrenamiento usado. Tal como lo exponen (Qi y Zhang, 2001), existe una estrecha relación entre el 
desempeño del modelo y la selección de los valores de   y  . La importancia primaria de hacer una 
selección adecuada radica en las dificultades de convergencia del algoritmo de aprendizaje, que puede 
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acarrear el incluir retardos irrelevantes y obtener un modelo final con pobre desempeño en ajuste y 
generalización. 
En la literatura se han desarrollado métodos constructivos que permiten la selección del número de 
neuronas ocultas dentro del proceso de entrenamiento, mediante una evaluación de la conveniencia de 
adicionar o no un nuevo parámetro a la red, según éste disminuya el término del error. El desarrollo bajo 
el esquema constructivo exige que el error disminuya a medida que se adicionan parámetros al modelo; 
sin embargo, la base conceptual y las implicaciones prácticas de dicha reducción no son tenidas en cuenta 
a menudo. 
Siguiendo lo indicado por(Hornik et al. , 1989), y conjugando lo anterior, se tiene que el error de 
ajuste del modelo debe disminuir, o al menos permanecer igual, cuando se adicionan neuronas ocultas o 
de entrada. El razonamiento es el siguiente: 
 Sea un perceptrón multicapa con   neuronas en la capa oculta y que usa como entradas los 
primeros   rezagos de la serie. Se usa la notación MLP( , ) para representar este modelo.  
 Los parámetros del modelo MLP( , ) fueron estimados minimizado alguna función de error 
medida sobre un conjunto fijo de patrones de entrenamiento. Este error es notado como E( , ). 
 Sea un perceptrón multicapa con una neurona oculta adicional; esto es, MLP( ,   ).  Se 
cumple que E( , ) >= E( , +1), lo cual puede demostrarse usando una contradicción. 
Supóngase que E( , ) < E( , +1); en teoría esta situación no puede darse.El modelo 
MLP( ,   ) puede obtenerse del modelo MLP( , ) al agregar una neurona oculta adicional; si 
se conservan los valores de los pesos del modelo MLP( , ) y se hace cero la conexión 
    (independientemente de los pesos de las conexiones de la capa de entrada a la capa oculta) se 
tiene que E( , ) = E( , +1), sin aplicar ningún proceso de optimización para ajustar los 
parámetros del modelo con una neurona adicional. Consecuentemente, el error debe permanecer 
igual o reducirse al agregar neuronas en la capa oculta. 
 Sea un perceptrón multicapa con una entrada adicional; esto es, MLP(   , ). Se cumple que 
E( , ) >= E(   ,  ). Al igual que en el caso anterior, el modelo MLP(   , ) puede 
obtenerse del modelo MLP( , ) al agregar una nueva neurona de entrada para el rezago    ; si 
se conservan los valores de los pesos del modelo MLP( , )  y se hacen cero las conexiones 
       para         se tiene que E(   , ) = E( , ), sin aplicar ningún proceso de 
optimización para ajustar los parámetros del modelo con una entrada adicional. 
Consecuentemente, el error debe permanecer igual o reducirse al agregar nuevas entradas al 
modelo. 
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Lo anterior implica que un proceso de adición de neuronas ocultas va a permitir (al menos 
teóricamente) una reducción secuencial del error de ajuste del modelo hasta un nivel arbitrariamente 
cercano a cero; en otras palabras, un modelo con más neuronas ocultas debería ajustarse mejor a los datos 
de entrenamiento que un modelo con menos neuronas ocultas; sin embargo, usualmente, los algoritmos de 
optimización son generales y no tienen en cuenta dentro de su especificación que se garantice dicha 
mejora, sugiriendo que la optimización para cada posible modelo se realiza de forma independiente. 
En la literatura estadística, la reducción del error de ajuste al aumentar la complejidad del modelo es 
un concepto muy conocido; véase a(Hamilton, 1994).  El modelo MLP( , ) es llamado modelo 
restringido, submodelo o modelo anidado respecto a los modelos MLP( ,   ) y MLP( +1, ), que son 
conocidos como modelos completos.  De aquí en adelante, el modelo completo se refiere al modelo 
MLP( ,   ), a menos que se especifique lo contrario.  La comparación entre el modelo completo y el 
modelo restringido es usada en el contraste del radio de verosimilitud para determinar si una neurona 
oculta adicional es estadísticamente significativa [una explicación extensa es presentada por  (Hamilton, 
1994)]. 
 
 
Figura 2. Representación de Red Neuronal cuando el peso de una entrada se hace cero 
 
Basados en la Figura 2, si el peso de la entrada      es cero (esto es,      ), entonces, el modelo es 
equivalente a un modelo restringido con una entrada menos; igualmente, en la Figura 3 si el peso de la 
neurona j es cero (esto es,    ), entonces, el modelo restringido con una neurona menos. 
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Figura 3. Representación de Red Neuronal cuando el peso de una neurona oculta sehace cero 
 
En conclusión, para unperceptrón multicapa, y bajo un esquema constructivo de adicción de neuronas 
ocultas, debería presentarse una reducción sistemática del error de ajuste cada vez que se agrega una 
neurona en la capa oculta, hasta un nivel de precisión del ajuste arbitrariamente cercano a cero [véase 
(Sánchez y Velásquez, 2010)].  
El planteamiento aquí expuesto deja abierto los siguientes requerimientos: 
 Es necesario analizar si los algoritmos de optimización usados para entrenar redes neuronales 
cumplen con las implicaciones derivadas del supuesto de reducción del error de ajuste. 
 Es necesario evaluar las implicaciones prácticas de que las redes sean aproximadores universales 
de funciones. 
 
 
 
1.3.4 Algoritmos para la optimización (entrenamiento) de MLP 
 
Entrenar un MLP, usualmente es un gran problema numérico de optimización, en el cual se desean 
estimar los parámetros o pesos óptimos de la red (Masters, 1993). En la práctica, los términos  
entrenamiento, aprendizaje u optimización de una red neuronal hace alusión a la misma idea, es decir, la 
de modificar los pesos del MLP de manera que coincida la salida deseada por el usuario con la salida 
obtenida por la red ante la presentación de un determinado patrón o estímulo de entrada. En otras 
palabras, el entrenamiento de una red neuronal MLP es un problema de minimización no lineal no 
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restringido en el cual los pesos de la red son iterativamente modificados con el fin de minimizar el error 
entre la salida deseada y la obtenida.  
Los algoritmos propuestos para el aprendizaje de redes tipo MLP se caracterizan por ser de 
aprendizaje supervisado, lo cuales permiten el cálculo de los parámetros de la función que aproxima la 
salida deseada, la cual se mide a través de una función de error de ajuste. El método general para la 
minimización del error de ajuste consiste en la actualización iterativa de los valores de los parámetros 
(pesos de la red neuronal). 
A través del tiempo, diversos métodos han sido propuestos en la literatura para el entrenamiento de la 
red neuronal, de las cuales se resaltan las siguientes: 
 Técnicas clásicas de gradiente descendienteentre las que se incluyen la conocida Regla Delta 
Generalizada o algoritmoBackpropagation [ (Bishop, 1995)] 
 Optimización dinámica adaptable [ (Pack et al. , 1991), (Yu et al. , 1995)] 
 Quickprop [ (Falhman, 1989)] 
 Resilient Backpropagation –Rprop(Riedmiller, 1994), Improved Rprop – iRprop(Igel y Husken, 
2003) 
 Levenberg-Marquardt [(Cottrell et al. , 1995)] 
 Cuasi-Newton [(Dennis et al. , 1983), (Shanno, 1970), (Battiti, 1992)] 
 Broyden–Fletcher–Goldfarb–Shanno  - BFGS 
 Generalized Reduced Gradient - GRG2 [(Lasdon y Waren, 1986), (Subramanian y Hung, 1993)] 
 Enfriamiento simulado [ (Fang y Li, 1990)]; métodos evolutivos [ (Fogel et al. , 1990)];  
 Métodos aleatorios y búsquedas determinísticas [ (Tang y Koehler, 1994)]; entre otros. 
De los métodos enunciados se destacan las contribuciones de los algoritmos Regla Delta, por su uso 
extensivo en la literatura y RProp, por las bondades de sus resultados; ambos algoritmos se describen a 
continuación: 
 
Algoritmo de Regla Delta Generalizada o Backpropagation - Este método de aprendizaje supervisado 
para el entrenamiento de redes neuronales consiste en la minimización del error de ajuste del modelo de 
red a la serie de tiempo modificando los pesos en la dirección descendente de la función del error.  
La retropropagación (en inglés Backpropagation),  es uno de los algoritmos más robustos para el 
aprendizaje supervisado de redes multicapa feed-forward (literalmente alimentación hacia adelante). 
Básicamente, éste algoritmo utiliza repetidamente la regla de la cadena para establecer la influencia de 
cada peso w de la red respecto a una determinada función de error E:  
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dondewi j es el peso de la neurona i a la neurona j, a i es el valor de activación y neties la sumatoria de los 
pesos de las entradas de la neurona i. Una vez que la derivada parcial de cada peso es conocida, el 
resultado de minimizar la función del error es almacenado, y luego se realiza un descenso de gradiente 
simple:  
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ondeε es el factor o tasa de aprendizaje, de ésta depende en mayor parte que el algoritmo converja. 
Consecuentemente, entre más pequeño se asigne ε más pasos son necesarios para que la técnica converja. 
 
Algoritmo RPROP (Resilient Backpropagation) - RPROP es una técnica basada en gradiente 
desarrollada por (Riedmiller, 1994). Del conjunto de técnicas desarrolladas en la literatura basadas en el 
gradiente, ésta es la tradicionalmente se usa para estimar los parámetros de una red neuronal.  El algoritmo 
RPROP, difiere de la técnica clásica de Backpropagation en que las derivadas parciales de la función del 
error de ajuste sólo son usadas para determinar el sentido en que deben ser corregidos los pesos de la red 
pero no las magnitudes de los ajustes. Los algoritmos basados en el gradiente descendente modifican los 
valores de los parámetros proporcionalmente al gradiente de la función de error, de tal forma que en 
regiones donde el gradiente tiende a ser plano el algoritmo avanza lentamente.  RPROP no se ve afectado 
por la saturación de las neuronas de la red neuronal, ya que solamente se usa la derivada para determinar 
la dirección en la actualización de pesos. Consecuentemente, converge más rápidamente que los 
algoritmos basados en Backpropagation. 
 
1.3.5 Objetivos del experimento 
 
Aparentemente, las restricciones de orden mencionadas en las secciones anteriores, y específicamente 
la relacionada con el supuesto de reducción del error, son bien conocidas por la comunidad perteneciente 
al área de la Inteligencia Artificial, al menos como vox populli. Sin embargo, pareciera que las 
implicaciones derivadas de las restricciones no fueran un aspecto crucial en la especificación de una 
algoritmo de aprendizaje de redes neuronales artificiales; a la luz de nuestro conocimiento, no existen 
herramientas computacionales que velen por que se cumplan dichas restricciones, excepto por el algoritmo 
de aprendizaje propio de las redes tipo cascada-correlación.  El objetivo de la siguienteSección, es 
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determinar experimentalmente, si es que los algoritmos de optimización implícitamente cumplen con las 
restricciones de orden, o si dicho supuesto no se cumple, evaluar sus implicaciones en la predicción de 
series de tiempo. 
 
1.3.6 Diseño experimental 
 
Con el objetivo de validar empíricamente el supuesto de reducción de error, se desarrollaron 
experimentos con dos conjuntosdiferentes de datos: 
 
 Serie Airline: La serie de pasajeros en líneas aéreas - Airline, equivale a datos mensuales de la 
cantidad de usuarios de líneas aéreas medidos entre enero de 1949 y diciembre de 1960, que 
equivale a 144 datos. Esta serie ha sido ampliamente estudiada en la literatura, por sus 
reconocidas características no lineales y su comportamiento estacional. Siguiendo las pautas 
sugeridas por (Faraway y Chatfield, 1998) y (Ghiassi et al. , 2005), la serie ha sido transformada 
mediante la función logaritmo natural previo a la experimentación; una exploración preliminar 
extensiva, incluyendo aspectos de diseño estructural y funcional para la serie Airline es presentada 
en el Anexo 1. 
 
 Serie Sunspots: La serie de Manchas Solares – Sunspots estudiada por Box-Jenkins en su trabajo 
seminal de 1970, ha sido ampliamente utilizada en la literatura como serie de prueba por su 
reconocido comportamiento no lineal. 
La serie Sunspots comprende 256 observaciones que representan el número anual de manchas 
solares sobre la cara del sol medidos durante 1700 a 1956. Esta serie se caracteriza por ser no 
lineal y ha sido usada tradicionalmente para medir la efectividad de modelos estadísticos no 
lineales. La dificultad en el modelado de la serie Sunspots radica en la irregularidad de sus ciclos, 
los cuales son esperados cada 11 años, pero puede variar entre 7 y 17 años.  
La representación de la serie con modelos de redes neuronales ha sido hecha por varios autores 
[véase contribuciones de (Zhang, 2003), (Cottrell et al. , 1995), (De Groot y Wurtz, 1991), 
(Ghiassi et al. , 2005), etc.].  El tratamiento dado en la literatura para la serie es tomar sus datos 
originales (sin transformar) y utilizar las primeras 221 observaciones como conjunto de 
entrenamiento y las restantes 35 para la predicción. En este trabajo se siguen los mismos criterios. 
 
Experimento 1: Dependencia del Algoritmo de entrenamiento - Se pretende evaluar si el ajuste de la 
serie es el mismo sin depender del algoritmo de entrenamiento que se use. Para ambas series, se 
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consideraron configuraciones de red neuronal fijas, las cuales se especifican por sus respectivos valores de 
P y H,  y se estimaron los valores óptimos de los parámetros usando los algoritmos de entrenamiento regla 
delta generalizada y Rprop.  El método de la regla delta fue elegido por ser el algoritmo más comúnmente 
usado en las aplicaciones descritas en la literatura técnica para el entrenamiento de redes neuronales, 
mientras que el algoritmo RProp fue seleccionado por ser considerado uno de los algoritmos con más alto 
nivel de desempeño, velocidad de convergencia y robustez(Anastasiadis et al. , 2003). 
Cabe aclarar que se realizaron pruebas con otros algoritmos como el BFGS y la Regulación 
Bayesiana, pero no se obtuvieron resultados significativamente diferentes a los obtenidos con los 
presentados aquí, razón por la cual los experimentos y resultados sólo se limitan a los algoritmos 
mencionados. 
Para evitar la dependencia de los puntos iniciales y garantizar aleatoriedad en los resultados, cada 
proceso fue repetido 50 veces, donde en cada iteración se eligieron aleatoriamente valores iniciales para 
los pesos de los parámetros; conservando los valores de los pesos del modelo que presentó el menor error 
de ajuste. La medida de error de ajuste utilizada es el MSE (del inglés Mean Square Error). 
En este punto cabe aclarar, que para las series evaluadas, se realizaron pruebas con diferente número 
de repeticiones, 50, 100 y 200; sin embargo, los resultados no evidenciaron una diferencia significativa, 
por lo que se optó por elegir el valor de 50 para todos los experimentos. 
 
Experimento 2: Reducción del Error al Adicionar Neuronas Ocultas - El objetivo del experimento 2es 
evaluar si a medida que se adicionan neuronas en la capa oculta, y manteniendo un número de entradas 
fijas, se produce una reducción del error de ajuste de los modelos a la serie de tiempo. Una corta 
presentación y discusión de este experimento es presentada en (Sánchez y Velásquez, 2011). 
El experimento fue conducido de la siguiente forma: 
 Para la serie Airline se consideraron como entradas los rezagos 1, 12 y 13 (parámetros usados por 
(Faraway y Chatfield, 1998)). Para la serie Sunspots las entradas elegidas fueron los rezagos 1 al 4 
(parámetros usados por (Cottrell et al. , 1995)). 
 Se consideraron modelos que varían desde una hasta diez neuronas en la capa oculta. 
 Cada modelo fue optimizado separadamente, con los algoritmos de regla delta generalizada y 
Rprop. 
 Para cada modelo considerado (que se obtiene variando la cantidad de neuronas en la capa oculta), 
el mejor modelo es aquel con el menor error cuadrático medio, elegido tras repetir cada proceso 
50 veces donde cada punto de inicio se eligió de manera aleatoria. 
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Experimento 3: Reducción del Error al Adicionar Entradas - En este experimento se evalúa si a medida 
que se adicionan entradas a la red, se produce una reducción del error de ajuste de los modelos a la serie 
de tiempo. 
El experimento fue conducido de la siguiente forma: 
 Para la serie Airline se consideran como entradas modelos con rezagos que varían de 1 a 13; 
mientras que para la serie Sunspots las entradas corresponden a rezagos que van del 1 al 10. 
 Se consideraron modelos que varían desde una hasta diez neuronas en la capa oculta. 
 Cada modelo fue optimizado separadamente, con los algoritmos de regla delta generalizada y 
Rprop. 
 Se condujo un procedimiento donde para cada entrada se adicionan secuencialmente neuronas 
ocultas hasta llegar al límite. Para cada modelo considerado, se obtuvo como mejor modelo aquel 
con el menor error cuadrático medio, elegido tras repetir cada proceso 50 veces con puntos de 
inicio aleatorios. 
 
 
 
1.4 Resultados Obtenidos 
 
1.4.1 Experimento 1: dependencia del algoritmo de entrenamiento 
 
En la Tabla 3 se exhibe la configuración de red neuronal usada en el experimento y los errores 
obtenidos con cada algoritmo de entrenamiento. Estos igualmente son presentados en laFigura 4y la 
Figura 5. En la Figura 4, se muestra el gráfico de la serie Airline y su respectivo ajuste con los algoritmos 
Regla Delta y RProp. La Figura 5, ilustra el mismo proceso para la serie Sunspots. 
 
Tabla 3. Relación de Parámetros de Red y Errores de ajuste para series Airline y Sunspots 
Serie Entradas (P) Neuronas Ocultas (H) MSE Regla Delta MSE RProp 
Airline 1, 12, 13 2 0.0504 0.0035 
SunSpots 1, 2, 3, 4 4 645.88 149.42 
 
Ambas Figuras, demuestran que los ajustes obtenidos por ambos algoritmos (regla delta y RProp) 
bajo iguales condiciones de la red neuronal, son altamente diferentes. Esto confirma la incidencia que 
tiene en la práctica el método de entrenamiento utilizado. 
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Figura 4. Ajuste de la serie Airline con redes neuronales entrenadas con Regla Delta y 
Rprop 
 
 
 
Figura 5. Ajuste de la serie SunSpots  usando redes neuronales entrenadas con Regla Delta y Rprop 
 
 
1.4.2 Experimento 2: reducción del error al adicionar neuronas ocultas 
 
EnlaFigura 6 y la Figura 7se grafican los respectivos MSE obtenidos con la ejecución del 
experimento para cada algoritmo de entrenamiento considerado versus la cantidad de neuronas en la capa 
oculta para la serie Airline y Sunspots, respectivamente. En ambas figuras se observa, que el algoritmo de 
Regla Delta, no es la mejor opción de entrenamiento, toda vez que el MSE obtenido siempre es mayor que 
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el obtenido usando RProp. Si bien, al aumentar el número de neuronas en la capa oculta se da un mejor 
ajuste a las muestras de calibración, el comportamiento teórico secuencialmente decreciente no es 
evidente siempre en éste método.  Este comportamiento es opuesto a lo esperado teóricamente. 
 
 
Figura 6. Comportamiento del MSE en serie Airline para modelos con entradas fijas y neuronas ocultas de 1 a 
10 
 
Por su parte, el algoritmo RProp permite encontrar errores secuencialmente decrecientes en 
apariencia; sin embargo, a partir de determinada neurona no hay una disminución notable en elerror de 
ajuste, por lo que no se alcanza la meta de cero; incluso, se manifestando aumentos leves en el error 
calculado.  
La evaluación empírica del desempeño de los métodos de entrenamiento regla delta generalizada y 
Rprop, permiten concluir que no se puede garantizar el cumplimiento del criterio de reducción del error de 
ajuste a medida que se aumenta la complejidad del modelo adicionando neuronas en la capa oculta. 
Ambos algoritmos fallan al no presentar reducciones constantes en el error de ajuste, y exhibir un 
equilibrio en un valor diferente a cero para el MSE, manifestando así, un comportamiento diferente al 
teóricamente planteado. Este resultado infiere directamente el proceso de construcción del modelo y por 
ende, la selección adecuada del mejor modelo, toda vez que no se podría garantizar que no haya un 
modelo con mejor ajuste que el elegido. 
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Figura 7. Comportamiento del MSE en serie SunSpots para modelos con entradas fijas y neuronas ocultas de 1 a 
10 
 
Basados en el mismo experimento descrito, se presenta en la Figura 8 y la Figura 9el diagrama de 
cajas de las 50 corridas del procedimiento constructivo de adición de neuronas en la capa oculta para cada 
uno de los algoritmos. El comportamiento esperado para este diagrama es una disminución secuencial 
tanto en los valores del error, así como en la amplitud de las cajas, a medida que se incrementa el número 
de neuronas ocultas, con una tendencia a cero. 
El algoritmo de la Regla Delta mostrado en la Figura 8 exhibe una dispersión constante en los valores 
del error manifestado por la amplitud de las cajas en cada neurona, lo que indica una clara dificultad para 
replicar valores bajos de error, toda vez que es amplio el rango en que varía, especialmente en las últimas 
neuronas; igualmente, lo expresado en la Figura 6, se refleja de forma evidente en este gráfico al observar 
la trayectoria de la mediana, la cual muestra un comportamiento variable en los errores (crecimientos y 
decrecimientos), sin una tendencia a cero. El algoritmo Rprop mostrado en la Figura 9 presenta una mejor 
aproximación al comportamiento teórico esperado, manifestado por una disminución en la amplitud de las 
cajas a medida que crece el número de neuronas, aunque como ya se había mencionado, el error se 
estabiliza sin alcanzar el valor de cero. 
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Figura 8. Representación de Cajas del Procedimiento Constructivo de Adición de Neuronas en la Capa Oculta - 
Regla Delta para la serie Airline 
 
 
Figura 9. Representación de Cajas del Procedimiento Constructivo de Adición de Neuronas en la Capa Oculta - 
RProp para la serie Airline 
 
1.4.3 Experimento 3: reducción del error al adicionar entradas 
 
Un punto igualmente importante es medir la relación entre el entrenamiento y las entradas incluidas 
en el modelo. Bajo este criterio a medida que el número de entradas aumenta el aprendizaje de la red debe 
mejorar, o permanecer igual, lo que se refleja en disminuciones en el error; sin embargo, la adición de 
entradas a la red puede ocasionar efectos contraproducentes al incluir variables irrelevantes, ruidosas o 
correlacionadas.  
Los resultados de este experimento son presentados en la Figura 10 y la Figura 11, donde se omiten 
algunos conjuntos de entradas por no presentar resultados significativamente diferentes a los ilustrados. 
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El algoritmo de la Regla Delta mostrado en el Figura 10 exhibe un comportamiento anómalo al 
presentar niveles de error mayores a medida que el conjunto de entradas crece; igualmente, a partir de la 
adición del tercer rezago el comportamiento del error es variable (crecimientos y decrecimientos), incluso 
alcanzando en ocasiones niveles de error superiores al considerar varias neuronas ocultas que los 
presentados con una sola. 
 
 
Figura 10. Comportamiento del Error ante la Adición de Entradas relevantes - Regla Delta para la serie Airline 
 
 
Para el algoritmo Rprop mostrado en la Figura 11, a medida que incrementa el conjunto de entradas el 
nivel del error es menor, cumpliendo con el comportamiento esperado, si se compara los conjuntos de un 
rezago y trece rezagos; sin embargo, no hay una diferencia significativa entre usar uno y cinco rezagos, tal 
que diferentes configuraciones de entradas relevantes y neuronas ocultas conducen a iguales niveles de 
error; igualmente, en todos los casos, el nivel de los errores alcanza un punto de estancamiento diferente a 
cero, no exhibiendo una mejora a partir de dicho punto, incluso en ocasiones incrementando su valor. 
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Figura 11. Comportamiento del Error ante la Adición de Entradas relevantes -  RProp para la serie Airline 
 
 
 
1.5 Discusión 
 
Los casos experimentales descritos, en cuanto a la evaluación del impacto del algoritmo de 
entrenamiento en el cumplimiento del supuesto de reducción del error al variar el número de neuronas 
ocultas, de entradas relevantes y de la selección del modelo, proveen una visión limitada pero útil de las 
falencias que poseen los modelos de redes neuronales, donde la evaluación de dos de las alternativas de 
entrenamiento presentes en las literatura condujeron a resultados en contravía de lo que teóricamente 
debería ser, no permitiendo a partir de los resultados obtenidos extraer reglas de comportamiento que nos 
conduzcan a una selección más acertada de las variables adecuadas, demostrando así, que siguen siendo 
problemas abiertos de investigación. 
A pesar de que se han desarrollado métodos eficientes para el entrenamiento de redes neuronales, no 
hay una aceptación generalizada de alguno estos, reflejo de la poca investigación sistemática tendiente a la 
comparación de las características de los métodos y a la carencia de un marco conceptual para la 
especificación del algoritmo de entrenamiento, el cumplimiento de supuestos y procedimientos para la 
selección de neuronas ocultas y entradas relevantes, más aún, se desconoce bajo qué condiciones estos 
métodos presentan resultados consistentemente mejores y estables. 
Si bien, la falta de cumplimiento del supuesto pueden deberse a otros factores como implementación 
incorrecta del modelo de red neuronal, configuración de red inadecuada para las características de los 
datos o métodos de entrenamiento inadecuados, se descarta que dichos factores sean los causantes en este 
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caso, puesto que, en primer lugar, el modelo de red neuronal adoptado es el sugerido como mejor modelo 
por (Faraway y Chatfield, 1998); y en segundo lugar, se siguió un protocolo estándar para la 
especificación, construcción y selección del modelo, el cual fue replicado una cantidad suficiente de veces 
para descartar aleatoriedad en los resultados.  
El objetivo de esta Sección es discutir las implicaciones de los resultados presentados en los procesos 
de selección e implementación del algoritmo de entrenamiento, selección de entradas relevantes y 
neuronas ocultas, construcción del modelo, así como las implicaciones metodológicas y conceptuales. 
 
 
1.5.1 Implicaciones en el algoritmo de entrenamiento 
 
La comprobación de la efectividad de nuevos algoritmos para la optimización de modelos de redes 
neuronales está basada en que el algoritmo actual es capaz de alcanzar niveles más bajos del error que sus 
competidores. En ninguna de las referencias revisadas se hace una evaluación explicita de modelos más 
simples con el fin de demostrar, al menos, empíricamente, que no se alcanzan tasas de error más bajas al 
considerar simplificaciones del modelo actual. Este aspecto, deja la duda sobre la existencia de modelos 
más simples con un mejor ajuste de los datos. 
Existen dos tendencias de aplicación de algoritmos de optimización:  
1. Suponer una estructura de la red neuronal conocida (entradas relevantes, número de neuronas 
ocultas, etc.), siendo el problema el encontrar los parámetros de pesos que ofrezcan un mejor 
ajuste. 
2. Optimizar todas las componentes simultáneamente. 
En el primer caso, se utiliza reinicio aleatorio para evitar el problema de los mínimos locales, y en el 
segundo se concentra en la estructura de la red neuronal, sin que sea preponderante el uso de un algoritmo 
de entrenamiento. En ninguna de las dos vertientes se considera explícitamente la verificación del 
supuesto de reducción del error. 
 
 
1.5.2 Implicaciones en la selección de entradas relevantes 
 
La selección de las variables de entrada depende en gran medida del conocimiento que posea el 
modelador acerca de la serie de tiempo, y es tarea de éste elegir según algún criterio previamente fijado la 
necesidad de cada variable dentro del modelo.Aunque, no existe una vía sistemática para determinar el 
conjunto de entradas aceptada por la comunidad investigativa, recientes estudios han planteado la 
utilización de procedimientos racionales, basados en el uso de análisis decisional, o en los tradicionales 
métodos estadísticos, tales como las funciones de autocorrelación [véase(Tang y Fishwick, 1993)], sin 
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embargo, el uso de los últimos se desestima toda vez que las funciones se basan en planteamientos lineales 
y las redes neuronales no expresan, por si solas, las componentes de medias móviles(MA) del modelo. 
Resultados mixtos acerca de los beneficios de incluir muchas o pocas variables de entrada son también 
reportados en la literatura. (Tang et al. , 1991), reporta los beneficios de usar un conjunto grande de 
variables de entrada, mientras(Lachtermacher y Fuller, 1995)reportan iguales resultados para pronóstico 
multipaso, pero opuestos en pronóstico un paso adelante.(Zhang et al. , 2001)afirman que el número de 
variables de entrada en un modelo de red neuronal para pronóstico es mucho más importante que el 
número de neuronas ocultas. Otras técnicas han sido también propuestasbasadas en análisis heurístico de 
la importancia de cada rezago, pruebas estadísticas de la dependencia no lineal [Multiplicadores de 
Lagrange, (Luukkonen et al. , 1988), (Saikkonen y Luukkonen, 1988); Radio de Verosimilitud, (Chan y 
Tong, 1986); Biespectro, (Hinich, 1982)], criterios de identificación del modelo, como AIC [(De Gooijer y 
Kumar, 1992)] o algoritmos evolutivos [(Happel y Murre, 1994), (Schiffmann et al. , 1993)]. 
Las metodologías expuestas para la selección de entradas relevantes se basan en el supuesto que el 
algoritmo de entrenamiento está adecuadamente desarrollado, lo que degenera en consecuencias 
relacionadas con el incumplimiento de este supuesto, donde no se puede garantizar que la selección de las 
variables sea correcta y más aún que no se incluyan variables irrelevantes. 
 
 
1.5.3 Implicaciones en la selección de neuronas de la capa oculta 
 
El proceso de selección del número adecuado de neuronas ocultas se ha convertido en un importante 
tópico de investigación en redes neuronales toda vez que estas pueden conducir a resultados ampliamente 
diferentes. Un número pequeño de neuronas en la capa oculta hace que la red no puede aprender 
adecuadamente las relaciones existentes en los datos, mientras que un gran número hace que la red 
memorice los datos con una pobre generalización y una poca utilidad para la predicción. Algunos autores 
proponen que el número de neuronas ocultas debe ir en función del número de entradas relevantes, pero, 
este criterio esta a su vez relacionado con la extensión de la serie de tiempo y de los conjuntos de 
entrenamiento, validación y pronóstico.  
La selección de neuronas ocultas a menudo se hace basado en procedimientos adhoc de adición, 
asociados al proceso de entrenamiento usado. Algunas metodologías usadas en este proceso incluyen: 
 Métodos constructivos,destructivos, fijos y de regulación [(Dutoit et al. , 2009),(Hagiwara, 2002),  
(Khorasani, 2004), (Ma y Khorasani, 2004), (Lehtokangas, 1999), (Roy et al. , 1993), (Subirats et 
al. , 2011)]. Estos métodos son eficaces al permitir explorar secuencialmente la superficie del 
error minimizando el riesgo de quedar atrapado en un óptimo local, aunque con alto costo 
computacional.  
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 Algoritmos de poda (pruningalgorithm)  (Cottrell et al. , 1995),(Karnin, 1990),(Reed, 1993), 
(Siestema y Dow, 1998), (Weigend et al. , 1991) 
 Algoritmos bayesianos(Lauret et al. , 2008), (Zhang y Fukushige, 2002) 
 Basados en Algoritmos Genéticos(Branke, 1995) 
 Redes neuronales con conjuntos rugosos (Kadogiannis y Lolis, 2002) 
 Aprendizaje ensamblado (Yu et al. , 1995), (Carney y Cunningham, 2000) 
 Meta-aprendizaje (Yu et al. , 2009), (Chan y Stolfo, 1993), (Vilalta y Drissi, 2002) 
Sin embargo, los métodos mencionados son usualmente más complejos y son difíciles de 
implementar. 
El incumplimiento del supuesto de reducción del error imposibilita un proceso constructivo de 
selección de variables, toda vez que, no se puede garantizar que el error disminuya al adicionar una nueva 
entrada. Más aún, esto degenera en las siguientes dificultades: 
 Falta de convergencia de la red: el error no siempre alcanza el nivel deseado o el tiempo para 
hacerlo es alto.  
 Pobre generalización: tal como se muestra en el Figura 6, a menudo algunos algoritmos, como el 
de la regla delta generalizada, presentan dificultades para replicar comportamientos, 
manifestando un amplio rango de valores del error, incluso al incluir muchas variables. 
Selección errónea de variables: las dificultades en convergencia y generalización pueden conducir a la 
inclusión de variables irrelevantes en el modelo, con el afán de alcanzar un nivel del error deseado, y esto 
a su vez conduce a modelos altamente complejos (muchas variables). 
 
1.5.4 Implicaciones en la construcción del modelo 
 
Tal como se ha expuesto, el incumplimiento del supuesto de reducción del error influencia el proceso 
general de construcción del modelo, afectando el desempeño de la red en convergencia, capacidad de 
generalización o ajuste, selección adecuada de criterios de parada y robustez. Implicaciones puntuales del 
supuesto están relacionadas con los siguientes aspectos: 
 No es posible a partir de los resultados obtenidos extraer reglas de comportamiento que 
conduzcan a una selección acertada de las variables y parámetros del modelo. 
 No es posible seguir una metodología y proceso de modelado replicable. 
 Hay una generalización pobre, afectando directamente procesos orientados a la predicción en la 
medida que se dificulta replicar comportamientos, siendo acentuado en patrones desconocidos. 
 Los criterios para la selección del modelo pueden conducir a resultados inconsistentes, toda vez 
que estos asumen que en el proceso de entrenamiento se cumple el criterio de reducción de error. 
34 Una nueva metodología de entrenamiento de redes neuronales y sus implicaciones en la 
selección de modelos 
 
 
Estos aspectos y otros tantos mencionados anteriormente, justifican estudios posteriores de la 
temática orientados a la evaluación sistemática de diferentes métodos de entrenamiento, que permitan 
extraer tales reglas de comportamiento con miras a una adecuada especificación del modelo de red 
neuronal. 
 
 
1.5.5 Implicaciones metodológicas y conceptuales 
 
Como ya se ha visto, el incumplimiento del supuesto de reducción del error acarrea importantes 
implicaciones metodológicas y conceptuales, toda vez que, esto puede verse como una explicación 
coherente de los resultados inconsistentes que a menudo se encuentran en la literatura acerca del 
desempeño de los modelos de redes neuronales. Las pruebas sobre los algoritmos de entrenamiento se 
limitan a verificar la minimización del error, su capacidad de convergencia y generalización, sin embargo, 
aspectos como la verificación de los supuestos de reducción del error no son tenidos en cuenta a la hora de 
evaluar las bondades de su uso.  
Si se garantiza la convergencia del error, es posible encontrar redes neuronales con un mejor ajuste y 
una mejor generalización, toda vez que, usando los métodos tradicionales se puede producir un 
estancamiento en cierto valor del error de tal forma que aunque se aumente la complejidad del modelo no 
es posible llegar a errores más bajos.  
 
 
1.6 Objetivos de esta Tesis 
 
1.6.1 Problemas abiertos de investigación 
 
Basados en los resultados experimentales e implicaciones expuestas en las secciones anteriores es 
posible extraer los siguientes problemas puntuales:  
 No existen razones empíricas, metodológicas o teóricas para preferir un algoritmo de 
entrenamiento específico entre varias alternativas. 
 No existe una vía sistemática que permita verificar el supuesto de reducción del error. 
 No hay claridad acerca de las implicaciones metodológicas y conceptuales que acarrea el 
incumplimiento del supuesto de reducción del error.  
 No existe una vía sistemática aceptada en la literatura para determinar el conjunto adecuado de 
entradas a la red neuronal. 
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 No existe una vía sistemática que permita determinar bajo cuales condiciones el criterio de 
reducción del error podría cumplirse. 
 No hay claridad acerca de las relaciones existentes entre el incumplimiento del supuesto y las 
características propias de la serie de tiempo. 
 No existen razones empíricas, metodológicas o teóricas para preferir un modelo específico entre 
varias alternativas. 
Los problemas aquí planteados se manifiestan como necesidades que requieren ser cubiertas con 
miras a obtener una estrategia sistemática para la especificación y construcción de un modelo de red 
neuronal para el pronóstico de series de tiempo. En esta investigación se apunta a la  resolución de dichos 
problemas, especialmente orientada a la consecución de aportes metodológicos y  conceptuales. 
A nivel conceptual, el aporte que conlleva incluir en los criterios de selección de métodos de 
entrenamiento la verificación del supuesto de reducción del error permite establecer cuales métodos y bajo 
cuales condiciones el criterio se podría cumplir. Igualmente, da pie al desarrollo de estudios tendientes a 
establecer la relación existente entre el incumplimiento del supuesto y las características propias de cada 
serie. 
 
1.6.2 Requisitos para que se den aportes 
 
A lo largo de este Capítulo se han destacado las falencias en las que a menudo incurren los algoritmos 
de entrenamiento presentes en la literatura y las implicaciones conceptuales, metodológicas y prácticas, 
que el incumplimiento de supuestos relacionados con la reducción del error de ajuste conlleva en los 
procesos de especificación y construcción de modelos de redes neuronales para la predicción de series de 
tiempo. 
El diseñode la red exhibe limitaciones en el proceso de determinación de laconfiguraciónóptima, 
asociadas al cumplimiento de los supuestos sobre el error, al número de parámetros que se incluyen o que 
deberían incluirse en el modelo, y al tamaño del espacio de búsqueda. 
Los experimentos presentados en esteCapítulo manifiestan una serie de necesidades sobre el 
algoritmo de entrenamiento que en muchas ocasiones son pasadas por alto, a la hora de construir modelos 
de redes neuronales. Estos problemas pueden solventarse de manera adecuada si se cuenta con un 
algoritmo de entrenamiento óptimo, el cual debe garantizar que se cumplen,secuencialmente, las 
siguientes condiciones: 
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 Requerimiento 1: Que el error disminuya a medida que se adicionan neuronas en la capa oculta: 
Este requerimiento es necesario toda vez que garantiza que se alcanzaun menor error cada vez que 
se incrementa la configuración interna (oculta) de la red neuronal. 
 
 Requerimiento2: Que el error disminuya a medida que se adicionan variables de entrada: Este 
requisito, asociado con el anterior, permite una convergencia a errores más bajos cuando se 
adicionan entradas contiguas de la red neuronal; esto es, rezagos consecutivos de los datos de la 
serie de tiempo, iniciando en el primero.  
 
 Requerimiento 3: Que no se recorra todo el espacio de modelos posibles para una configuración 
máxima: Los requisitos anteriores implican probar la totalidad del espacio de búsqueda de 
modelos posibles, lo cual es una tarea computacionalmente no adecuada, debido a los recursos 
informáticos y de tiempo que consume, por lo tanto se requiere una vía alternativa que no 
implique la evaluación completa del espacio de modelos. 
 
Los requisitos establecidos permiten contar con un algoritmo consistente en cuanto a los criterios de 
reducción del error de ajuste a medida que se agregan parámetros a la red neuronal. Ahora bien, tras 
contar con dicho algoritmo para la construcción de modelos, es necesario una selección del modelo final.  
Para el problema de selección del modelo final se plantean las siguientes preguntas de investigación:  
1. ¿Para un algoritmo consistente, las estrategias o criterios de selección de modelos están en 
capacidad de elegir el mejor modelo ante diferentes configuraciones de red?. 
2. ¿Conducen todos los criterios a la misma respuesta? 
 
Teniendo en cuenta los problemas de investigación abiertos, los tres requerimientos establecidos 
frente al algoritmo de entrenamiento, y las dos preguntas de investigación realizadas para la selección del 
modelo final, se plantean a continuación losobjetivos de investigación. 
 
1.6.3 Objetivo general 
 
Diseñar una estrategia sistemática y replicable para la estimación de los parámetros de modelos de 
redes neuronales artificiales tipo perceptrón multicapa para el pronóstico de series de tiempo, que permita 
la reducción del error a medida que se aumentan los parámetros en el modelo. 
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1.6.4 Objetivos específicos 
 
1. Evaluar el comportamiento de diferentes algoritmos de optimización con el fin de verificar el 
cumplimiento del supuesto de reducción del error mediante un análisis sistemático de los 
resultados de aplicar tales algoritmos a algunas series de tiempo conocidas. 
2. Desarrollar un algoritmo de optimización  que reduzca el error de ajuste (o calibración o 
entrenamiento), en redes neuronales artificiales tipo perceptrón multicapa, a medida que se 
aumentan parámetros en el modelo hasta hacerlo arbitrariamente cercano a cero. 
3. Evaluar diferentes estrategias sistemáticas para la especificación de modelos tipo perceptrón 
multicapa para la predicción de series de tiempo que empleen el algoritmo de optimización 
desarrollado con el fin de evaluar si dichas metodologías siguen siendo válidas a la luz  del 
algoritmo propuesto. 
 
 
 
1.7 Material de Referencia Básico 
 
Si bien en el trabajo se espera realizar una evaluación exhaustiva de métodos, modelos y 
metodologías relacionadas con el modelado y pronóstico de series de tiempo, no es el objetivo el 
planteamiento de cada de ellos, se deja entonces como sugerencia, para aquel que tenga algún interés 
particular, documentarse sobre los procedimientos para la aplicación de cada uno. En especial se sugiere 
un dominio de las siguientes referencias: 
 (Zhang et al. , 1998) 
 (Kaastra y Boyd, 1996) 
 (Adya y Collopy, 1998) 
 (Anders y Korn, 1999) 
 (Hornik et al. , 1989) 
 
 
1.8 Organización del Documento  
 
Con el fin de alcanzar los objetivos propuestos, de abordar los requerimientos planteados,  y de 
cumplir con el alcance de la tesis, lo restante de este documento se organiza de la siguiente manera: 
 
 Capítulo 2: se desarrolla una estrategia constructiva de optimización que garantiza la reducción 
del error de ajuste a medida que se adicionan neuronas ocultas y entradas a la red neuronal; así 
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mismo, se valida experimentalmente la estrategia con la aplicación a las series de tiempo Airline, 
Sunspots y Lynx. 
 Capítulo 3: se propone dosmodificaciones a la estrategia constructiva con el fin de reducir el 
número de modelos que se requiere evaluar, una considerando que las entradas se agregan en 
forma secuencial y otra no secuencial.  
 Capítulo 4: se evalúa el impacto de la estrategia constructiva propuesta sobre los criterios de 
selección del modelo; se consideran tres categorías: basados en el error de ajuste, en criterios de 
información y en pruebas estadísticas. Además, se discuten las implicaciones de los resultados 
hallados. 
 Capítulo 5: se realiza un acercamiento al problema de selección del modelo con técnicas de 
regularización, donde se evalúa si la regularización puede ser usada como estrategia de selección 
del modelo en el algoritmo de entrenamiento desarrollado en esta tesis. 
 Capítulo 6: se agrupan las principales conclusiones de la investigación realizada, resaltando los 
alcances conseguidos para cada objetivo,  como se logra cada requerimiento, y se sugieren 
temáticas para trabajo futuro. 
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2 Un Algoritmo para la Disminución del Error de Ajuste a Medida que se 
Aumentan los Parámetros del Modelo 
 
 
2.1 Introducción 
 
El acercamiento tradicional al diseño de redes neuronales involucra en primer lugar definir la forma 
funcional, donde el principal insumo se convierte en la selección del algoritmo de entrenamiento. Los 
métodos de entrenamiento más usados en la literatura son los basados en la reducción del gradiente; sin 
embargo, estos presentan falencias asociadas a su tendencia a quedar atrapados en óptimos locales y a que 
se requieren muchas iteraciones para alcanzar una convergencia. Se han desarrollado algoritmos 
secuenciales, constructivos, destructivos y mixtos, que permiten solventar ambos problemas, pero no se 
garantiza, en ninguno de ellos,que el error disminuya a medida que se adicionan neuronas, puesto que 
tienen una gran dependencia de los valores iniciales de los pesos y porque dentro de la especificación 
misma del algoritmo este criterio no es considerado.  
Algunas soluciones al problema de los valores iniciales son: 
 Partir de un punto de arranque conocido (por ejemplo los pesos del modelo lineal – implica cero 
neuronas). 
 Probar diferentes puntos de arranque y elegir el modelo con error más bajo. 
 
Si bien, las medidas para evitar la dependencia de valores iniciales son válidas, aún es necesario 
combatir el problema del cumplimiento del supuesto de reducción del error. 
El contar con un algoritmo eficiente que garantice una convergencia del error de ajuste impacta 
positivamente todo el proceso de construcción del modelo de red neuronal, puesto que permite la 
generalización de los resultados, la adecuada inclusión de variables relevantes en el modelo, la exclusión 
de variables irrelevantes, y la extracción de reglas de comportamientos que garanticen que dichos 
resultados no son casuales, sino producto de un proceso sistemático. Este capítulo aborda el segundo 
objetivo específico planteado en esta tesis doctoral, el cual expone: “Desarrollar un algoritmo de 
optimización  que reduzca el error de ajuste (o calibración o entrenamiento), en redes neuronales 
artificiales tipo perceptrón multicapa, a medida que se aumentan parámetros en el modelo hasta hacerlo 
arbitrariamente cercano a cero”. 
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En lo restante del presente Capítulo se aborda una solución al objetivoplanteado,basada en el 
cumplimiento de los requerimientos 1 y 2 establecidos en la Sección1.6.2susrepresentaciones algorítmicas 
y la descripción de su comprobación experimental, son presentados en la Sección2.2; los resultados y 
discusión en torno a la aplicación de las soluciones a tres conocidas series presentes en la literatura 
Pasajeros en líneas aéreas – Airline, Manchas Solares – Sunspots, y Población de Linces Canadienses – 
Lynx, son presentados en la Sección2.3, finalmente en la Sección2.4se presentan las principales 
conclusiones extraídas del Capítulo. 
 
 
2.2 Materiales y Métodos 
 
2.2.1 Revisión de literatura 
 
Como se ha expresado en el Capítulo 1, el problema central de la construcción y especificación de 
modelos de redes neuronales radica en determinar la complejidad del modelo y los pesos de los 
parámetros. El problema ha sido intensivamente investigado, tanto desde la parte teórica como desde la 
práctica, dando lugar a una vasta cantidad de métodos para abordarlo (Haykin, 1994).  En la literatura 
pueden encontrarse básicamente tres vías para controlar el tamaño y estructura de la red [ (Lehtokangas, 
1999), (Kwok y Yeung, 1997)]: 
 Métodos constructivos: comienzan con una red mínima y se van agregando neuronas, pesos, e 
incluso capas hasta que la red aprenda el comportamiento y alcance una precisión deseada  
(Khorasani, 2004), (Ma y Khorasani, 2004), (Lehtokangas, 1999), (Roy et al. , 1993), (Subirats et 
al. , 2011). 
 Métodos de poda: comienzan con una red excesivamente grande y se decrece en el número de 
parámetros hasta alcanzar una precisión deseada  (Cottrell et al. , 1995), (Karnin, 1990), (Reed, 
1993), (Siestema y Dow, 1998), (Weigend et al. , 1991). 
 Regularización: utiliza un término de penalización para forzar a los pesos de la red a un 
comportamiento suavizado(Bishop, 1995), (Dutoit et al. , 2009). 
 
En estas técnicas el aprendizaje va inmerso dentro del procedimiento, por lo tanto, es independiente 
del algoritmo de entrenamiento usado. En la Sección 1.3.4, se hizo un recuento de los más representativos 
algoritmos de entrenamiento usados para redes neuronales tipo MLP. Esta tesis se orienta al uso de 
métodos constructivos [ver ventajas de su uso en (Lehtokangas, 1999)]. 
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2.2.2 Estrategia constructiva para MLP 
 
Supóngase que se desea aproximar el comportamiento de una serie de tiempo mediante una red 
neuronal tipo MLP. El entrenamiento de la red puede ser formulado como un problema de optimización 
no restringido: 
 
      ∑             
  
     (6) 
Sujeto a: 
         (  
 )                        
                           (7) 
 
En la práctica, se requiere de un procedimiento iterativo para resolver (6)-(7), donde los pesos w, el 
número de entradas P y de neuronas ocultas H, sean calculados con miras a minimizar el ajuste. Se asume 
como punto inicial una red con topología mínima y se calculan los pesos óptimos de tal modelo; 
posteriormente, se adicionan parámetros al modelo (incrementan entradas o neuronas ocultas) y se 
optimizan los pesos del nuevo modelo resultante; este proceso es repetido hasta obtener una solución 
aceptable. El problema de optimización de los pesos, como se dijo anteriormente, es independiente del 
método constructivo, por lo que puede ser cualquiera de los algoritmos de entrenamiento mencionados en 
la Sección 1.3.4. 
Si bien, la estrategia presentada parece simple en su implementación, como se demostró 
empíricamente en el Capítulo 1, presenta falencias asociadas al cumplimiento del supuesto de reducción 
del error de ajuste, implícita o explícitamente asociadas al algoritmo de entrenamiento usado; por lo tanto, 
se justifica el desarrollo de una estrategia que garantice el cumplimiento del supuesto. 
 
 
2.2.3 Metodología de solución propuesta1: reducción al agregar neuronas ocultas 
 
Una manera de garantizar que el error disminuya a medida que se adicionan neuronas en la capa 
oculta se origina desde la prueba del radio de verosimilitud y la comparación de modelos restringidos y 
completos [véase el razonamiento discutido en la Sección1.3.3]. 
 
En la Sección1.3.3, se demuestra por contradicción, que es posible obtener un modelo completo 
(modelo con una neurona oculta adicional) a partir del modelo restringido, ambos con igual nivel de error 
[E( , ) >= E( , +1)]; esto se logra mediante una conservación o congelamiento de los valores óptimos 
de los pesos de las conexiones del modelo restringido, y haciendo cero los pesos de las nuevas conexiones. 
A lo largo del trabajo se referirá este proceso como “conservación de pesos”. 
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En la Figura 12, se presenta la equivalencia de un modelo restringido y un modelo completo; el 
modelo completo posee una neurona oculta más que el modelo restringido, la cual se  refleja en las nuevas 
conexiones (líneas punteadas). Ambos modelos son equivalentes
3
 cuando los pesos de las nuevas 
conexiones son cero [esto es, E( , ) = E( , +1)]. 
 
Tras conservar los pesos, el modelo completo es optimizado, lo cual garantiza que el error de este 
modelo será menor, o al menos igual, que el error del modelo restringido. 
 
Si bien el concepto de conservación de pesos no es nuevo, ya que, es la base fundamental de algunas 
técnicas para la construcción de modelos de redes neuronales como Cascada Correlación(Fahlman y 
Lebiere, 1991), en esta última técnica, no se realiza una optimización de los pesos posterior a la 
conservación. 
 
 
Figura 12. Equivalencia entre Modelo Restringido y Modelo Completo 
 
Según lo anterior, el proceso de “conservación de pesos” (incluyendo la optimización posterior), 
puede verse como una elección inteligente de los pesos iniciales del modelo completo, toda vez, que 
dichos pesos son los mejores valores iniciales que pueden obtenerse, y garantizan de tal forma, un error de 
ajuste, al menos igual, que el modelo restringido. 
 
2.2.4 Algoritmo básico 
 
                                                     
3
Equivalentes en este contexto significa que ambos poseen un error de ajuste igual 
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Algorítmicamente el proceso de adición de neuronas ocultas mencionado puede representarse como: 
 
Algoritmo 1. Algoritmo de disminución del error cuando se adicionan neuronas en la capa oculta 
1:  Mod_Max ← Mod(M,N,1) 
2:  P  ←M,Q  ← 1, Mod_anterior ← [ ] 
3:  Mod_Actual  ←Optim (Mod(P,Q,1)) 
4: Do WhileMod_Actual =! Mod_Maxor (Mod_anterior.error –Mod_Actual.error) <Tol  
5:   Mod_anterior  ←Mod_Actual 
6:  Mod_Actual ← Agregar_neurona(Mod_Actual, P , Q=Q+1) 
7:   Optim(Mod_Actual) 
8: Loop 
 
 
El algoritmo parte de una configuración de red neuronal con un número fijo de entradas “M” y una 
neurona oculta, se define un número máximo de neuronas a agregar “N” y una salida. El modelo es 
optimizado usando un algoritmo estándar de entrenamiento de redes neuronales (RPROP en este caso). 
Posteriormente, se agrega una neurona oculta al modelo anterior
4
. En este punto entra en juego la 
conservación de pesos, toda vez que, los pesos de las conexiones anteriores son conservados y los de las 
conexiones nuevas, generados por la entrada de la neurona adicional, se hacen cero. El modelo obtenido es 
optimizado. Se continúa agregando neuronas y optimizando el nuevo modelo hasta que se alcance el 
número de neuronas definido inicialmente, o hasta que la ganancia en el error del modelo al agregar una 
neurona sea menor que un nivel de tolerancia definido. 
 
2.2.5 Metodología de solución propuesta2: reducción al agregar entradas 
 
La optimización del conjunto de variables de entrada es una tarea más compleja que la de neuronas 
ocultas, toda vez que esta no implica necesariamente que las entradas sean contiguas. Además, si se 
combina con el proceso de optimización de neuronas ocultas el tamaño del espacio de búsqueda tiene una 
complejidad incremental (la forma de la superficie es presentada en la Figura 13). 
Un proceso constructivo de adición de entradas y neuronas ocultas implicaría probar y comparar en 
cada caso todos los posibles modelos, el cual no es un proceso eficiente (véase matriz de la Figura 13). El 
cálculo de la matriz de modelos posibles corresponde a la siguiente ecuación: 
 
∑        
 
   
 (8) 
                                                     
4
Según los términos expresados al comienzo de esta Sección el modelo “anterior” es equivalente al modelo 
restringido y el modelo “actual” equivale al modelo completo. 
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donde, P es el número de entradas y H es el número de neuronas ocultas. 
 
 
 
Figura 13. Cantidad de modelos posibles como función de la cantidad de entradas y el número de neuronas en la 
capa oculta 
 
Para garantizar que el error disminuya a medida que se adicionan variables de entrada es necesario 
probar que de todas las combinaciones posibles de modelos, el modelo seleccionado posee el error más 
bajo. En este caso puede ocurrir que modelos restringidos (con menos neuronas y entradas que el modelo 
completo) posean el mismo error o incluso más bajo que el modelo completo. La explicación de estos 
hechos radica en que pueden incluirse entradas en el modelo cuya influencia es despreciable, 
manifestándose en valores iguales del error; la explicación para niveles de error más bajo radica en que 
ciertas combinaciones de configuración y parámetros pueden conducir a que el modelo alcance un mínimo 
global, el cual no es alcanzado por el modelo completo. 
Al igual que para la adición de neuronas ocultas, en la adición de entradas, un proceso de 
conservación de los pesos optimizados de los parámetros de la red y manteniendo en cero las restantes 
conexiones garantizaría que al aumentar la configuración el modelo completo tenga un error menor o igual 
que el mejor modelo restringido (modelo con una entrada menos). Esto se cumple en la medida que las 
entradas sean adicionadas de forma secuencial.  
 
2.2.6 Algoritmo modificado 
 
Un planteamiento que considera la agregación de entradas secuencial, y la adición de neuronas 
ocultas, anteriormente planteada,se puede representar algorítmicamente de la forma: 
 
Algoritmo 2. Algoritmo de disminución del error cuando se adicionan neuronas en la capa oculta y 
variables de entrada 
Input 1 Input 2 Input 3 Input 4 Input 5 Input 6 Input 7
H 1 1 3 7 15 31 63 127
H 2 2 6 14 30 62 126 254
H 3 3 9 21 45 93 189 381
H 4 4 12 28 60 124 252 508
H 5 5 15 35 75 155 315 635
H 6 6 18 42 90 186 378 762
H 7 7 21 49 105 217 441 889
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1:  Mod_Max ← Mod(M,N,1) 
2:  P  ← 1,Q  ← 1, Mod_anterior ← [ ] 
3:  Mod_Actual  ←Optim (Mod(P,Q,1)) 
4: Q  ←0 
5: Do WhileMod_Actual =! Mod_Max or (Mod_anterior.error –Mod_Actual.error) <Tol  
6:   Mod_anterior  ←Mod_Actual 
7:  Mod_Actual  ←Agregar_neurona(Mod_Actual, P, Q=Q+ 1) 
8:   Mod_Temporal ←Mod_Actual 
9:   for P in1:Mdo   
10:   Mod_ Temporal ← Agregar_entrada(Mod_ Temporal, P, Q) 
11:    Optim(Mod_ Temporal) 
12:  end for 
13:  P  ← 1 
14: Loop 
 
 
Las modificaciones respecto al algoritmo anteriormente planteado radican en los siguientes puntos 
[corresponden a las líneas de código 2, 8-12]: 
 El número de entradas y de neuronas en el modelo es variable, se parte de una configuración de 
una entrada y una neurona oculta, y se cuenta con cotas máximas de “M” y “N”, 
respectivamente. 
 Para cada neurona se adicionan entradas desde 1 hasta alcanzar la cota máxima “M”. En cada 
configuración nueva generada se conservan los pesos de la configuración anterior y se hacen 
ceros los de las nuevas conexiones. 
 El proceso se detiene cuando se alcance el número de entradas y neuronas definido inicialmente. 
Si bien, el algoritmo presentado permite garantizar que el error disminuye tanto al adicionar entradas 
como neuronas ocultas y que la configuración definida produce el mínimo error, este no es un proceso 
eficiente puesto que, al tratarse de algoritmos de solución única, se requiere probar uno a uno todas las 
combinaciones posibles de modelos, recorriendo así la totalidad del espacio de búsqueda (matriz de 
modelos, en este caso). Este punto justifica la necesidad de desarrollar estrategias que permitan disminuir 
el número de modelos evaluados que realiza el algoritmo, las cuales se abordan en el siguiente apartado. 
 
2.2.7 Diseño experimental 
 
En secciones anteriores se proponen soluciones a los dos primeros requerimientos establecidos en la 
Sección1.6.2para un algoritmo de entrenamiento, los cuales permiten, al menos teóricamente, superar las 
dificultades exaltadas en el Capítulo1.  
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La validación de las soluciones propuestas se realiza a través de una evaluación experimental del 
comportamiento para tres diferentes series de tiempo: Pasajeros en Líneas Aéreas – Airline, Manchas 
Solares – Sunspots y Población de Linces canadienses – Lynx. 
Las series de tiempo Airline y Sunspots fueron descritas en la Sección1.3.6, se siguen los mismos 
parámetros allí presentados. 
 
Serie Lynx: La serie Lynx corresponde al número de linces canadienses atrapados por año en el distrito 
del río Mckenzie del norte de Canadá entre los años 1821 y 1934. Esta serie ha sido extensivamente 
estudiada en la literatura debido a sus características no lineales y representada con modelos de redes 
neuronales (Campbell y Walker, 1977), (Rao y Gabr, 1984), (Zhang, 2003), (Velásquez y Villa, 2008).La 
serie exhibe un comportamiento aproximado estacional anual, no posee tendencia, y presenta volatilidades 
entre periodos. Diversos autores han acordado utilizar como método de transformación de tal serie la 
función logaritmo en base 10 de la serie original; y como conjunto de medición las últimas 14 
observaciones, de las 114 que componen los datos de la serie. Ambas sugerencias son acogidas en este 
trabajo.  
En la Tabla 4 se resumen los aspectos necesarios para la implementación de las soluciones 
algorítmicas propuestas, en cada serie evaluada: 
 
 
2.3 Resultados y Discusión 
 
2.3.1 Serie Airline 
 
Basados en los criterios estructurales y funcionales presentes en la Tabla 4 para la especificación de 
modelos de la serie Airline, a continuación se desarrolla la implementación de las soluciones propuestas 
en la Sección2.2. 
Los primeros dos requisitos del algoritmo se orientan al cumplimiento del criterio de reducción del 
error de ajuste a medida que se adicionan: i. neuronas ocultas, y ii. rezagos de entrada. Cabe mencionar 
que los rezagos son agregados de forma secuencial comenzando por el rezago uno. Para validar la 
satisfacción de ambos requisitos se construyeron y optimizaron los 130 modelos posibles que componen el 
espacio de modelos. En la Figura 14se presenta un gráfico de tres dimensiones que incluye en el eje X las 
neuronas ocultas de 1 a 10, en el eje Y los rezagos de 1 al 13, y en el eje Z el error de ajuste de la serie 
Airline según la función MSE. 
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Tabla 4. Resumen de Factores para la construcción de modelos para la serie Airline, Sunspots y Lynx 
Factor Airline Sunspots Lynx 
Preprocesamiento Ln(Airline) Sunspots (originales) Log(Lynx) 
Horizonte de Pronóstico 12 meses, pronóstico un 
paso adelante 
35 años, pronóstico un 
paso adelante 
14 meses, pronóstico un 
paso adelante 
Número de entradas 
consideradas 
Rezagos del 1 al 13 Rezagos del 1 al 11 Rezagos del 1 al 10 
Conjuntos de entrenamiento y 
predicción 
Entrenamiento:01/49 – 
12/59 
Predicción: 01/60 – 
12/60 
Entrenamiento: 1700 – 
1921 
Predicción: 1922 – 1956 
Entrenamiento: 1821 – 
1920 
Predicción: 1921 – 1934 
Arquitectura ANN MLP MLP MLP 
Capas ocultas y de salida 1-1 1-1 1-1 
Número de Neuronas ocultas  10 5 5 
Función de activación Logística, Lineal Logística, Lineal Logística, Lineal 
Inicialización Aleatoria, 50 
repeticiones 
Aleatoria, 50 
repeticiones 
Aleatoria, 50 
repeticiones 
Épocas de entrenamiento 3000 3000 2000 
Tasa de aprendizaje 0,001 – 0,005 0,005 0,001 
Criterio de parada: 
 Número máximo de épocas 
 Meta de error  
 Configuración máxima  
 Ganancia al agregar una 
entrada menor que 
tolerancia 
 épocas =3000 
 error =1,00E-08 con 
MSE 
  [1-13]x10 [13 
rezagos y 10 neuronas 
ocultas] 
 Tol=0.001 
 épocas =3000 
 error =1,00E-05 con 
MSE 
  [1-11]x5 [11 rezagos 
y 5 neuronas ocultas] 
 Tol =0.001 
 épocas =2000 
 error =1,00E-05 con 
MSE 
  [1-10]x5 [10 rezagos 
y 5 neuronas ocultas] 
 Tol =1,00E-03 
Algoritmo de entrenamiento Soluciones algorítmicas propuestas 
 
La Figura 14 exhibe los tres comportamientos deseados del algoritmo de entrenamiento, los cuales, 
como se demostró empíricamente en las secciones 1.4.2 y 1.4.3, no son cumplidos por otros algoritmos: 
1. El error de ajuste se reduce a medida que se adicionan neuronas ocultas 
2. El error de ajuste se reduce a medida que se adicionan rezagos (entradas) 
3. Se alcanzan errores de cero  
En la Figura 15 se contrastan los valores de error de ajuste alcanzados, para configuraciones de 1,5 y 
10 neuronas y diferente número de rezagos, para los algoritmos Regla Delta y Rprop evaluados en las 
secciones  1.4.2 y 1.4.3, respectivamente, y los obtenidos por el algoritmo propuesto. 
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Figura 14. Espacio de modelos posibles para la serie Log Airline 
 
 
Figura 15. Comparación de Algoritmo Propuesto con Regla Delta y Rprop para la serie Log Airline 
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Los modelos generados por el algoritmo son competitivamente mejores, en todos los casos, que 
los obtenidos por los algoritmos Regla Delta y Rprop, lo que se refleja en la notoria disminución en 
los niveles del error de ajuste [véase Figura 15]. 
El aspecto diferenciable, y más importante que se rescata de la implementación del algoritmo 
propuesto es el hecho que se alcancen valores de cero, lo cual, como se comprobó 
experimentalmente en la Sección1.4, no se cumple para otros algoritmos. 
 
2.3.2 Serie Sunspots 
 
La implementación de las soluciones propuestas se orientan a la consecución de los primeros 
dos requerimientos para un algoritmo de entrenamiento, los cuales implican la reducción del error 
de ajuste a medida que se adicionan neuronas ocultas y rezagos secuenciales.  
El espacio de modelos posibles generado para la serie Sunspots está compuesto de 55 modelos, 
los cuales fueron optimizados y son presentados en la Figura 16. 
 
 
Figura 16. Espacio de modelos posibles para la serie Sunspots 
 
El gráfico presentado incluye tres dimensiones, las neuronas ocultas de 1 a 5 en el eje X, los 
rezagos que van desde 1 hasta incluir los 11 primeros rezagos en la coordenada Y, y en la Z el error 
de ajuste de cada modelo generado según el MSE. 
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La Figura 16 exhibe un comportamiento consistentemente decreciente a medida que aumenta el 
número de neuronas incluidas y el número de rezagos de forma secuencial, lo cual ratica que 
elalgoritmo de entrenamiento propuesto cumple con los requisitos establecidos sobre el error de 
ajuste.  
La ganancia alcanzada al agregar una neurona al modelo llega a niveles del 38.9%, mientras 
que al adicionar rezagos secuenciales se consiguen mejoras de hasta 58.3%; estos valores 
demuestran un alto nivel de eficiencia en el desempeño del algoritmo. 
 
2.3.3 Serie Lynx 
 
La evaluación de los primeros dos requerimientos deseables para un algoritmo de 
entrenamiento se orientan a la reducción del error de ajuste al agregar neuronas ocultas, y al agregar 
rezagos secuenciales. Ambos requisitos conducen al desarrollo de modelos de red neuronal con 
diferentes configuraciones. 
La validación de los requisitos orientados a la reducción del error de ajuste se realizó a través 
de la construcción y optimización de los 50 modelos posibles incluidos en el espacio de modelos. El 
gráfico de espacio de modelos posibles es presentado en la Figura 17 donde en la coordenada X se 
incluyen las neuronas ocultas, que varían de 1 a 5, en el eje Y los rezagos de la serie que van de 
incluir 1 rezago hasta incluir los 10 primeros rezagos, y la coordenada Z señala el error de ajuste de 
cada modelo a la serie Lynx usando la medida de error MSE.  
El comportamiento decreciente en los ejes X y Y de la Figura 17 comprueba que la estrategia 
seguida por el algoritmo de entrenamiento propuesto cumple con los requisitos expuestos sobre el 
error de ajuste. Esto es, el error disminuye tanto al adicionar neuronas en la capa oculta, como al 
considerar mayor número rezagos en la entrada de la red (secuenciales). 
Es importante, igualmente, resaltar que el algoritmo de entrenamiento logra alcanzar niveles de 
cero para el error de ajuste. 
 
Capitulo 2 51 
 
 
 
Figura 17. Espacio de modelos posibles para la serie Lynx 
 
 
2.4 Conclusiones 
 
En este Capítulo se abordan secuencialmente dos de los tres requerimientos esenciales para un 
algoritmo de entrenamiento, a partir de las necesidades planteadas en el Capítulo 1, asociadas al 
cumplimiento de los supuestos sobre el error, al número de parámetros que se incluyen o que 
deberían incluirse en el modelo, y al tamaño del espacio de búsqueda, de tal forma que se permita 
hallar una configuración óptima de red neuronal; igualmente, se presentan formas de solventarlos, y 
la comprobación experimental de su funcionamiento. 
El primer requerimiento está asociado a la necesidad que el error de ajuste disminuya a medida 
que se adicionan neuronas en la capa oculta; esto es conseguido mediante la conservación de los 
pesos de los parámetros del modelo anterior, haciendo cero las conexiones de las nuevas neuronas y 
optimizando posteriormente el nuevo modelo. A diferencia de otras técnicas que conservan el valor 
de los pesos, en el procedimiento propuesto, estos parámetros son usados como puntos iniciales 
para los pesos del nuevo modelo previo a la optimización, siendo una elección inteligente, toda vez, 
que tales parámetros son los mejores valores iniciales que pueden obtenerse y garantizan que el 
error del modelo será al menos igual que el del modelo anterior. 
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El segundo requerimiento es que el error disminuya a medida que se adicionan entradas al 
modelo, para este se requiere igualmente la conservación de pesos de los parámetros del modelo 
anterior y que las entradas sean adicionadas de forma secuencial. 
La evaluación de las soluciones propuestas a los requerimientos se realiza con tres series de 
tiempo:  
 Con la serie Airline se encontró que el algoritmo permite reducir el error de ajuste cuando 
se agregan neuronas ocultas, como cuando se agregan rezagos. Si bien estos aspectos son 
importantes, el logro más valioso que se obtiene con el algoritmo es alcanzar niveles de 
cero en el error de ajuste, lo cual no se consigue con otros algoritmos. Este último resultado 
indica que es posible obtener modelos que alcancen el nivel de precisión deseado, aún si 
este es cero. 
 Para la serie Sunspots el algoritmo propuesto cumple cabalmente con los requisitos 
establecidos relacionados con la reducción del error de ajuste a medida que se adicionan 
parámetros tanto neuronas de ocultas como entradas. 
 Para la serie Lynx el algoritmo desarrollado cumple con el criterio de reducción del error al 
adicionar neuronas ocultas y al adicionar rezagos de forma secuencial, lo cual se refleja en 
una clara ganacia al agregar cada parámetro. Igualmente, cabe destacar que el algoritmo 
propuesto consigue alcanzar niveles de cero en el error de ajuste, demostrando que es 
posible obtener un modelo que alcance el nivel de precisión deseado. 
 
La evaluación realizada a las tres series demuestra que es posible alcanzar niveles deseados del 
error de ajuste, incluso cuando la meta del error es cero. Lo anterior permite ratificar, que las 
soluciones propuestas cumplen el criterio de aproximador universal de funciones. 
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3 Un Algoritmo Mejorado que Reduce el Número de Modelos a Evaluar 
 
 
3.1 Introduccion 
 
Los procesos descritos en el Capítulo1 para darle solución a los requerimientos 1 y 2 
presentados en la Sección1.6.2, se caracterizan por la necesidad de evaluar la totalidad de los 
modelos posibles, la cual, en este caso, corresponde al total de neuronas y entradas inicialmente 
establecidas. El problema que tal procedimiento genera, radica en que el número de modelos 
posibles, como se presenta en la Figura 13, incrementa exponencialmente, y que, en el caso general, 
para hallar el mejor modelo (aquel con menor error) se haría necesario evaluar la totalidad de estos. 
Para ilustrar lo anterior, supóngase que se tiene una configuración máxima de red neuronal con 
dos entradas (rezagos 1 y 2 de la serie), tres neuronas ocultas, y una salida. Con tal configuración, el 
número de modelos posibles que se obtiene es 9 (puede corroborarse desde la matriz de la Figura 
13), los cuales corresponden a: 
 
Tabla 5. Modelos posibles para una configuración de red neuronal de 2 entradas y 3 neuronas ocultas 
Modelo 
1 2 3 4 5 6 7 8 9 
[1]x1x1 [1]x2x1 [1]x3x1 [1, 2]x1x1 [1, 2]x2x1 [1, 2]x3x1 [2]x1x1 [2]x2x1 [2]x3x1 
 
En la Tabla 5,los componentes de la notación equivalen a: el primer componente corresponde a 
las M entradas (entre corchetes se especifica si se refiere a la 1, la 2 o ambas), el segundo 
componente corresponde al número de N neuronas ocultas, y el último al número de salidas. 
En el caso del ejemplo, sería necesario optimizar los nueve modelos para saber cuál de ellos es 
el mejor. En el ejemplo presentado, se estaría tentado a pensar que el mejor modelo corresponde a 
aquel que incluye la configuración máxima (Modelo 6), y por tanto no se requeriría evaluar la 
totalidad de modelos posibles; sin embargo, esto sólo es cierto si se garantiza el cumplimiento de 
los requerimientos  1 y 2, anteriormente mencionados; y por tanto, implica evaluar, al menos, los 
primeros 6 modelos. 
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La explosión incremental del número de modelos posibles al aumentar el número de entradas y 
neuronas ocultas conduce a la necesidad de plantear una vía sistemática para recorrer el árbol de 
modelos que no implique evaluar la totalidad de ellos. 
En este Capítulo se estudia la problemática de recorrer todo el espacio de modelos posibles, es 
decir, se aborda el requerimiento 3 presentado en la Sección1.6.2; para esto se proponen dos formas 
de acotar tal evaluación, una de forma secuencial y otra no secuencial, esto se hace en la 
Sección3.2; en la Sección3.3 se evalúa para tres series de tiempo anteriormente expuestas el 
desempeño de las soluciones propuestas; finalmente las principales conclusiones de este Capítulo 
son presentadas en la Sección3.4. 
 
 
3.2 Materiales y Métodos 
 
3.2.1 Metodología de solución propuesta3: no recorrer todo el espacio de modelos posibles 
 
El acercamiento que se propone para alcanzar el requerimiento 3 es recorrer el árbol de 
modelos,construido según los requerimientos 1 y 2 (véase Capítulo2), siguiendo la ruta del menor 
error posible. Para esto se parte de una configuración de red neuronal mínima y en cada paso del 
algoritmo se evalúa si se debe agregar una entrada o neurona; la decisión se basa en aquella que 
produzca el menor error. Se continúa agregando parámetros hasta alcanzar una configuración 
máxima de red definida inicialmente, o un nivel de tolerancia. La representación algorítmica es 
presentada en el Algoritmo 3. 
En el Algoritmo 3 es importante resaltar que la adición de entradas (Rezagos) al modelo se 
hace de forma secuencial, partiendo del Rezago 1, por lo tanto cuando se habla de un número Xde 
entradas, estas corresponden a los primeros X  rezagos de la serie. 
El algoritmo presentado permite que el error disminuya al adicionar entradas contiguas, sin 
embargo, es posible que al partir de una entrada diferente al primer rezago, o al evaluar una 
combinación de entradas no contiguas, se obtengan modelos con menores errores. La explicación de 
esto radica en el hecho que al considerar en el algoritmo sólo entradas secuenciales, se pueden 
presentar modelos que incluyan entradas irrelevantes.  
El Algoritmo 3, no permite evaluar si la no inclusión de tales entradas conduce a un menor 
error. La consideración de este hecho es particularmente útil, toda vez que no existe en la literatura 
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escritos que respalden o contradigan, la elección de entradas secuenciales, siendo esta una práctica 
común, en especial en libros de texto. 
Lo anterior, conduce a la necesidad de realizar modificaciones en el algoritmo de tal forma que 
se permita la adicción de las entradas no contiguas, y que el modelo de partida sea el más adecuado 
según el caso. 
 
Algoritmo 3. Estrategia constructiva secuencial para la construcción de modelos de redes 
neuronales: Caso Simple 
1:  Mod_Max ← Mod(M,N,1) 
2:  P  ← 1,Q  ← 1, Mod_anterior ← [ ] 
3:  Mod_Actual  ←Optim (Mod(P,Q,1)) 
4: Do WhileMod_Actual =! Mod_Maxor (Mod_anterior.error –Mod_Actual.error) <Tol  
5:   Mod_extendido1  ← Agregar_entrada(Mod_Actual, P + 1, Q) 
6:  Mod_extendido2  ← Agregar_neurona(Mod_Actual, P, Q+ 1) 
7:   Optim(Mod_extendido1), Optim(Mod_extendido2) 
8:  if(Mod_extendido1.error>Mod_extendido2.error) then 
9:   Mod_anterior  ←Mod_Actual 
10:   Mod_Actual  ←Mod_extendido2 
   Q=Q+1 
11:  else 
12:   Mod_anterior  ←Mod_Actual 
13:   Mod_Actual←Mod_extendido1 
   P=P+1 
14:  endif 
15: Loop 
 
 
3.2.2 Mejora a la solución propuesta3: considerar entradas no secuenciales 
 
En la Sección anterior se planteó la necesidad de permitir que las entradas evaluadas en el 
proceso constructivo de modelos sean no contiguas; igualmente, que la configuración inicial se 
elige según su aporte al mejoramiento del error. Para abarcar las necesidades planteadas se requiere 
una estrategia no secuencial, pero que permita evaluar de forma constructiva los modelos posibles. 
Con este fin se propone una modificación al Algoritmo 3 con los siguientes criterios: 
 Se parte de una configuración de una entrada y una neurona, pero, a diferencia del 
Algoritmo 3, en este caso es necesario elegir cuál de las posibles entradas es más adecuada, 
según el criterio del mínimo error de ajuste; es decir, se evalúan todas las posibles 
combinaciones de modelos con una entrada y una neurona y se elige aquel que me produzca 
el menor error.  
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 Posteriormente, el algoritmo entra en un ciclo donde en cada paso se debe decidir si se 
agrega una entrada o una neurona, y las entradas son tomadas del conjunto de entradas aún 
no adicionadas al modelo; la decisión se toma bajo el criterio del mínimo error. 
 El procedimiento es repetido hasta que se alcance una configuración máxima de red 
definida inicialmente, o un nivel de tolerancia.  
Algorítmicamente, el proceso se expresa de la siguiente forma: 
 
Algoritmo 4. Estrategia constructiva no secuencial para la construcción de modelos de redes 
neuronales: Caso Complejo 
 
1:  Mod_Max ← Mod(M,N,1) 
2: Q  ← 1,Mod_anterior  ← [ ], Mejor  ← 1000000000 
3: for P in 1:Mdo 
4:   Mod_Actual  ←Optim (Mod(P,Q,1)) 
5:  if Mod_Actual.error<Mejorthen 
6:   Mejor ← Mod_Actual.error 
7:   Mejor_Mod  ←Mod_Actual 
8:  end if 
9: end for 
10: Mod_Actual  ←Mejor_Mod 
11: vector  ← Quitar_entrada([1:M], Mod_Actual.P) 
12: Do While Mod_Actual =! Mod_Maxor (Mod_anterior.error –Mod_Actual.error) <Tol  
13:  For P in vector do 
14:    Mod_extendido1  ←Agregar_entrada(Mod_Actual, P, Q) 
15:   Mod_extendido1← Optim (Mod_extendido1) 
16:   ifMod_Actual.error<Mejorthen 
17:    Mejor  ← Mod_extendido1.error 
18:    Mejor_Mod  ←Mod_extendido1 
19:   end if 
20:  Next  
21:  Mod_extendido1  ←Mejor_Mod 
22: Mod_extendido2  ← Agregar_neurona(Mod_Actual, Mod_Actual.P, Q+ 1) 
23: Mod_extendido2=Optim(Mod_extendido2) 
24:  if(Mod_extendido1.error>Mod_extendido2.error) then 
25:   Mod_anterior  ←Mod_Actual 
26:   Mod_Actual  ←Mod_extendido2 
27:   Q  = Q + 1 
28:  else 
29:   Mod_anterior  ←Mod_Actual 
30:   Mod_Actual←Mod_extendido1 
31:   vector  ← Quitar_entrada(vector,  Mod_Actual.P) 
32:  endif 
33: Loop 
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Algunos aspectos importantes en el desarrollo del algoritmo son: 
 Se parte de que se garantiza el cumplimiento de los requerimientos 1, 2 y 3, lo cual hace 
necesario una conservación de los pesos del modelo generado anteriormente, esto se hace 
en los procesos Agregar_entrada y Agregar_neurona; toda vez que si esto no se 
garantiza, no hay certeza de que pueda hallarse modelos menos complejos con menores 
errores, al recorrer sólo algunas ramas del árbol de modelos. 
 En el ciclo realizado entre los pasos 3 y 9, el valor P correspondiente a las entradas 
(Rezagos), equivale a la entrada individual, no a la acumulación de los rezagos. Esto es, 
cuando se habla de la entrada P=X, el modelo corresponde a una entrada la cual es el 
rezago X y no las entradas acumuladas hasta este rezago. 
 El proceso Quitar_entrada, de los pasos 11 y 31, extrae la entrada seleccionada del 
vector de entradas posibles del modelo, de tal forma que posteriormente sólo puedan 
elegirse entradas contenidas en este vector. 
 
3.2.3 Diseño experimental 
 
En este Capítulo se han presentado dos soluciones teóricas al requerimiento 3, que permiten 
que no sea necesario recorrer la totalidad de modelos posibles en el espacio de modelos.  
Para evaluar el comportamiento de las soluciones propuestas para el requerimiento 3, se 
extiende el procedimiento realizado en el Capítulo1, utilizando las tres series descritas en la 
Sección2.2.7: Airline, Sunspots, y Lynx. Los criterios, estructurales y funcionales, para el uso del 
algoritmo desarrollado en cada serie de tiempo son los mismos presentados en la Tabla 4. 
Para las series Airline y Sunspots se evalúan tanto la estrategia constructiva secuencial 
(algoritmo 3), como la no secuencial (Algoritmo 4); mientras que para la serie Lynx se evalúa 
únicamente la estrategia secuencial. 
 
 
3.3 Resultados y Discusión 
 
3.3.1 Serie Airline 
 
Como se mencionó en el Capítulo2,  para validar el cumplimiento de los requerimientos 1 y 2, 
es necesario evaluar la totalidad de los modelos posibles, los cuales, en este caso, corresponden a 
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las 130 combinaciones posibles de modelos. Con el fin de minimizar la evaluación de los modelos 
en el espacio de modelos posibles, en la Sección3.2 se desarrollan dos soluciones para minimizar el 
tamaño de la búsqueda: i. estrategia constructiva secuencial y ii. estrategia constructiva no 
secuencial; ambos basados en recorrer la ruta del menor error. 
En la Figura 18 se presenta la ruta del menor error seguida por la estrategia secuencial donde en 
cada configuración adicional se toma la decisión de agregar una neurona o un rezago, según este 
reduzca el error de ajuste. La ganancia de este procedimiento radica en la evaluación de sólo 22 de 
los 130 modelos posibles, lo cual equivale a una evaluación de sólo el 16.92% de los modelos 
posibles. 
 
 
Figura 18. Ruta del Menor Error con el algoritmo propuesto para la serie Airline 
 
El resultado exhibido por la Figura 18 es valioso, toda vez que, permite garantizar que 
cualquiera de las configuraciones seguidas en la ruta del menor error, señalada en la Figura, puede 
elegirse como el mejor modelo para el número de neuronas y entradas correspondientes; es decir, el 
mejor modelo deberá converger a esta ruta. 
Es importante, igualmente, resaltar que los criterios de parada para el proceso constructivo, 
para el caso evaluado, nunca se alcanzó el criterio iv. asociado con el nivel de tolerancia al 
adicionar una  entrada, cuyo valor es de Tol=0.001; lo que indica que las mejoras en el nivel del 
error al adicionar parámetros son siempre superiores a 0.001. 
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Como es evidente en la Figura 18, el algoritmo permite disminuir el error de ajuste al adicionar 
rezagos contiguos; sin embargo, es posible que, al partir de un rezago diferente al primero, o al 
evaluar una combinación de rezagos no contiguos, se obtengan modelos con menores errores. Esto 
se da porque al adicionar rezagos contiguos pueden incluirse rezagos irrelevantes. 
 
En la estrategia no secuencial propuesta se evalúa en cada paso del algoritmo, según el menor 
error de ajuste, si se debe adicionar una neurona o un rezago, y en este último caso cuál de los 
rezagos posibles agregar.  
Al considerar una elección no secuencial de rezagos el número de modelos posibles crece 
exponencialmente (véase Figura 13), en razón al número de rezagos y de neuronas ocultas siendo 
para el caso considerado de 13 rezagos y 10 neuronas ocultas de 81910, esto es: 
 
∑         
  
   
       
 
Para este caso no sería eficaz evaluar la totalidad de modelos posibles por el costo 
computacional que esto genera. Esto es, si la optimización de cada modelo tarda un minuto, serian 
necesario 81910 minutos para evaluar la totalidad del espacio de modelos posibles, lo cual equivale 
aproximadamente a 57 días; esto sin considerar la complejidad de la serie de tiempo, factor que 
puede incrementar el tiempo de optimizar cada modelo. 
Lo expuesto en el párrafo anterior justifica la necesidad de contar con una estrategia 
constructiva de un recorrido no secuencial desarrollada en este trabajo, para la especificación y 
construcción de modelos de redes neuronales para el pronóstico de series de tiempo. 
Para la serie Airline, la estrategia no secuencial propuesta requiere la evaluación de 104 de los 
81910 modelos posibles, lo cual equivale a un  0.13% de los modelos. Este porcentaje se constituye 
en una enorme ganancia del algoritmo. 
En el Anexo2 se incluye el árbol de selección seguido por la estrategia no secuencial donde se 
muestra el orden de selección de los primeros 6 elementos (considerando la suma de entradas y 
neuronas) calculado usando SSE del conjunto de entrenamiento. En la Tabla 6 se realiza un 
contraste del error de ajuste de entrenamiento obtenido con la estrategia secuencial y la no 
secuencial. 
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De la Tabla 6cabe resaltar que: 
 los valores del error de ajuste obtenidos por la estrategia no secuencial, tanto para el 
entrenamiento como para la predicción, son consistentemente menores que los obtenidos 
con la estrategia secuencial, considerando igual número de elementos, lo cual se constituye 
en una ganancia importante. 
 Es de notar que el caso del modelo con 4 elementos no secuencial, las entradas elegidas 
coinciden con los respectivos rezagos considerados por la estrategia de (Box y Jenkins, 
1970) como significativos en la construcción del modelo de la serie. 
 
Tabla 6. Comparación del error de ajuste de entrenamiento de las estrategias secuencial y no secuencial 
para la serie Airline 
Número de elementos considerados 
(suma de Rezagos 
y Neuronas) 
SECUENCIAL 
 
[P]xH, 
SSETrain (SSEForecast) 
NO SECUENCIAL 
 
[P]xH, 
SSETrain (SSEForecast) 
2 
[1]x1, 
1,40E+00  (6,93E-01) 
[12]x1, 
4,37E-01  (3,74E-02) 
3 
[1 2]x1, 
1,37E+00 (6,93E-01) 
[1 12]x1, 
3,63E-01 (4,54E-02) 
4 
[1-2]x2, 
1,31E+00 (6,55E-01) 
[1 12 13]x1, 
2,03E-01 (4,91E-02) 
5 
[1-3]x2, 
1,17E+00  (4,86E-01) 
[1 5 12 13]x1 
2,01E-01 (4,53E-02) 
6 
[1-4]x2, 
9,56E-01 (2,88E-01) 
[1 5 11 12 13]x1, 
1,97E-01 (1,49E-02) 
 
Hasta este punto se ha comprobado la eficiencia del algoritmo propuesto al permitir reducir 
sustancialmente el espacio de búsqueda de modelos posibles, alcanzando a su vez, resultados 
altamente satisfactorios en los niveles del error de ajuste. 
 
3.3.2 Serie Sunspots 
 
Para minimizar el espacio de búsqueda de los 55 modelos posibles generados para la serie 
Sunspots se evalúan las dos estrategias desarrolladas en la Sección3.2: i. estrategia constructiva 
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secuencial y ii. estrategia constructiva no secuencial; ambas basadas en recorrer la ruta del menor 
error. 
La ruta del menor error conseguida tras la ejecución de la estrategia constructiva secuencial es 
presentada en la Figura 19; de esta se extraen lo siguientes hechos: 
La estrategia secuencial recorre 15 de los 55 modelos posibles, lo cual equivale al 27.27% de 
los modelos posibles. 
 Los valores del error de ajuste de la ruta señalada permiten garantizar que estos son 
menores que cualquier configuración previa.  
 Las ganancias en cada paso de la ruta del menor error de ajuste ascienden al 48.05% 
 Las ganancias obtenidas por el algoritmo en todos los casos superan el límite de tolerancia 
Tol=0.001; esto es, la mejora en el error de ajuste en cada paso del algoritmo es siempre 
superior a 0.001. 
 
 
Figura 19. Ruta del Menor Error con el algoritmo propuesto para la serie Sunspots 
 
La estrategia constructiva secuencial evaluada alcanza reducciones significativas en el error de 
ajuste al adicionar rezagos contiguos; no obstante, es posible considerar una inclusión no ordenada 
de los rezagos relevantes; esto es, aquellos que aporten en mayor medida la reducción del error. 
Esta medida conduce a niveles menores para el error de ajuste que los obtenidos en la estrategia 
secuencial; así mismo, una reducción en el espacio de modelos posibles con rezagos no 
secuenciales. 
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La estrategia no secuencial propuesta evalúa en cada paso del algoritmo, si se debe adicionar 
una neurona o un rezago, y en este último caso cuál de los rezagos posibles agregar según se 
obtenga un menor error de ajuste.  
Para el caso evaluado de la serie Sunspots el número de modelos posibles con rezagos no 
secuenciales es de 10235, esto es: 
∑        
  
   
       
 
Dado que no es eficientemente viable la construcción y optimización de la totalidad de modelos 
del espacio de modelos posibles, se justifica la necesidad de una estrategia para recorrerlo de forma 
adecuada. 
La estrategia no secuencial para la serie Sunspots requiere la evaluación de 101 de los 10235, 
siendo esto equivalente a una evaluación de sólo el 0.99% de los posibles modelos. 
Un contraste de los errores de ajuste obtenidos por las estrategias secuencial y no secuencial es 
presentado en la Tabla 7. 
De la Tabla 7 podemos extraer los siguientes hechos: 
 La estrategia no secuencial seguida exhibe, en todos los casos,  valores para el error de 
ajuste menores que los obtenidos con la estrategia secuencial para un mismo número de 
elementos. 
 Las ganancias obtenidas por la estrategia no secuencial son comparativamente mayores que 
las de la estrategia secuencial, alcanzando diferencias en los valores de hasta el 10.8%. Este 
valor indica que la consideración de entradas no contiguas permite una reducción del error 
más acentuada que la estrategia secuencial, toda vez que se incluyen rezagos significativos 
en el orden que mayor influencia presentan. 
 El modelo con 3 elementos no secuencial coincide en las entradas seleccionadas con los 
respectivos rezagos considerados por la estrategia de Box y Jenkins (1976) como 
significativos en la construcción del modelo de la serie (Rezagos 1 y 2); así mismo el 
modelo con 4 elementos coincide con la respectivas entradas consideradas como relevantes 
por Li et al. , (1990) (Rezagos 1, 2 y 9). 
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Tabla 7. Comparación del error de ajuste de entrenamiento de las estrategias secuencial y no secuencial 
para la serie Sunspots 
Número de elementos 
considerados (suma de 
Rezagos 
y Neuronas) 
SECUENCIAL 
 
[P]xH, 
SSETrain 
NO SECUENCIAL 
 
[P]xH, 
MSETrain 
Porcentaje de 
ganancia de la 
estrategia no 
secuencial 
2 
[1]x1 
388.79 
[1]x1 
382.08 
1.7% 
3 
[1 2]x1 
201.98 
[1,2]x1 
198.03 
2.0% 
4 
[1-3]x1 
199.14 
[1,2,9]x1 
186.91 
6.1% 
5 
[1-3]x2 
197.64 
[1,2,9]x2 
177.61 
10.1% 
6 
[1-4]x2 
158.24 
[1,2,9]x3 
152.29 
3.8% 
7 
[1-5]x2 
142.41 
[1,2,6,9]x3 
126.98 
10.8% 
8 
[1-6]x2 
126.85 
[1,2,6,9,11]x3 
114.78 
9.5% 
9 
[1-7]x2 
117.12 
[1,2,6,9,10,11]x3 
106.93 
8.7% 
10 
[1-8]x2 
116.05 
[1,2,6,9,10,11]x4 
105.52 
9.1% 
11 
[1-9]x2 
112.07 
[1,2,4,6,9,10,11]x5 
103.32 
7.8% 
12 
[1-10]x2 
109.32 
[1,2,4,6,8,9,10,11]x5 
101.31 
7.3% 
13 
[1-11]x2 
102.98 
[1,2,4,6,7,8,9,10,11]x5 
96.13 
6.6% 
14 
[1-11]x3 
102.71 
[1,2,4,5,6,7,8,9,10,11]x5 
92.69 
9.8% 
15 
[1-11]x4 
81.22 
[1,2,3,4,5,6,7,8,9,10,11]x5 
75.94 
6.5% 
16 
[1-11]x5 
80.23 
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3.3.3 Serie Lynx 
 
El requisito 3 pretende reducir el tamaño de búsqueda del espacio de modelos posibles, que 
corresponde, para el caso de la serie Lynx, a 50, siguiendo una estrategia secuencial.  
La estrategia constructiva secuencial desarrollada en la Sección3.2.1 se basa en el recorrido del 
espacio de modelos posibles siguiendo la ruta del menor error. En la Figura 20 se presenta el gráfico 
correspondiente a la ejecución de la estrategia secuencial, del cual se destacan los siguientes 
aspectos: 
 La ruta del menor error recorre 14 de los 50 modelos posibles, lo cual corresponde a una 
evaluación del 28% de los modelos que componen el espacio de posibles. 
 Existe una ganancia notable al agregar el rezago 2, sin importar el número de neuronas 
ocultas que se adicionen. 
 La ruta del menor error, señalada en la figura, ofrece un error de ajuste menor que cualquier 
configuración previa. 
 Las ganancias en el error de ajuste en los modelos recorridos por la ruta del menor error, en 
todos los casos, sobrepasan el nivel límite de tolerancia Tol=0.0001; esto indica que las 
mejoras en el nivel del error al adicionar parámetros son siempre superiores a 0.0001. 
 
 
 
Figura 20. Ruta del Menor Error con el algoritmo propuesto para la serie Lynx 
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En el caso de la serie Lynx analizado, se comprueba una vez más la eficiencia del algoritmo 
propuesto al cumplir a cabalidad con los requisitos establecidos para un algoritmo de 
entrenamiento.  
 
A lo largo de este Capítulo se ha demostrado el acertado desempeño del algoritmo de 
entrenamiento propuesto al permitir consistentemente mejoras en el error de ajuste tanto al añadir 
parámetros (neuronas ocultas y rezagos), así como al probarse las estrategias secuencial y no 
secuencial desarrolladas para reducir el espacio de modelos posibles. 
 
 
3.4 Conclusiones 
 
Los requerimientos estudiados en el Capítulo2 acerca del cumplimiento del criterio de 
reducción del error a medida que se adicionan neuronas ocultas y entradas a la red neuronal, 
implican para su evaluación, recorrer la totalidad del espacio de modelos;dado lo anterior se hace 
necesario un procedimiento que reduzca las búsquedas a realizar, lo cual ha sido abordado en este 
Capítulo. 
Este Capítulo presenta una forma de recorrer el espacio de búsqueda de modelos posibles sin 
requerir evaluar la totalidad de modelos; la solución se plantea desde dos visiones, una que recorre 
el espacio ingresando las entradas de forma secuencial siguiendo la ruta del menor error, y donde en 
cada paso del algoritmo se decide si se adiciona una entrada o una neurona oculta (implica el 
cumplimiento de los requerimientos 1 y 2); y otra que lo hace de una manera no secuencial, donde 
es necesario seleccionar cuál de las posibles entradas debe ser incluida, según el criterio del mínimo 
error de ajuste. 
Las soluciones propuestas se evaluaron con tres series de tiempo. La aplicación permite resaltar 
los siguientes hechos: 
 Para la serie Airline se obtuvieron resultados exitosos al permitir evaluar sólo el 16.92% de 
los modelos posibles en la estrategia secuencial (22 de 130 modelos posibles), y 0.13% en 
la estrategia no secuencial (104 de 81910 modelos posibles), demostrando ser altamente 
eficientes. 
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 La serie Sunspots exhibe un alto nivel de mejora en la estrategia secuencial propuesta, la 
cual permite reducir el espacio de búsqueda de modelos posibles en un 27.27% (se evalúan 
15 de los 55 modelos posibles), alcanzando ganancias de hasta el 48.05% entre los modelos 
incluidos en la ruta del menor error.La propuesta de una estrategia no secuencial para la 
construcción de modelos permite una amplia reducción del espacio de búsqueda de modelos 
posibles el cual equivale a 10235, de los cuales se evalúan 101, siendo 0.99%.  Más aún, los 
errores obtenidos por la estrategia no secuencial, son para todos los casos, mejores que los 
calculados por la estrategia secuencial para el mismo número de elementos, siendo este 
hecho una ganancia adicional de la estrategia propuesta. 
 En la necesidad de reducir el espacio de búsqueda de modelos posibles para la serie Lynx, 
la mejora secuencial desarrollada permitió que se evaluaran sólo 14 de los 50 modelos 
posibles lo cual equivale evaluar sólo el 28% de los modelos. 
Los resultados obtenidos con las tres series de tiempo permiten resaltar la eficiencia de los 
desarrollos propuestos obteniendo ganancias altamente significativas en la reducción del espacio de 
búsqueda al usar las dos estrategias. 
 
67 
 
 
 
4 Impacto del Algoritmo de Entrenamiento Propuesto Sobre 
lasEstrategias de Selección del Modelo 
 
 
4.1 Introducción 
 
Una vez probada la validez del algoritmo de entrenamiento desarrollado, tanto en los 
requerimientos establecidos, como en las ganancias obtenidas con la mejora no secuencial, es 
necesario elegir de los modelos posibles considerados el mejor modelo. La evaluación se hace para 
el algoritmo mejorado secuencial presentado en el Capítulo3. 
En los Capítulos anteriores, se ha evidenciado la necesidad de contar con un algoritmo 
consistente frente a los criterios de reducción del error a medida que se adicionan parámetros, lo 
cual es un indicador claro de la eficiencia de este, sin embargo, en ocasiones es igualmente 
importante seleccionar entre los modelos posibles uno que equilibre el nivel de error y el número de 
parámetros del modelo. 
El hecho de modificar el número de parámetros de un modelo de redes neuronales implica un 
cambio en la configuración de la red, es decir, se generan cada vez modelos diferentes de los cuales 
se requiere elegir el mejor.  
La selección del mejor modelo está orientada a elegir entre los modelos posibles y candidatos 
aquel que cumpla mayoritariamente una serie de características, lo cual permite catalogarlo con el 
“mejor”. Harvey (1989),define las siguientes características comparativas que debe cumplir un 
modelo para ser seleccionado como el modelo final:  
 Ajuste: El error de ajuste del modelo debe ser el menor respecto a otros modelos 
candidatos. 
 Generalización: El modelo debe tener la capacidad de proveer un buen ajuste para los datos 
por fuera de la muestra de calibración, por lo tanto ofrecer un error de pronóstico menor 
respecto al error de otros modelos candidatos. 
 Parsimonia: El número de parámetros del modelo (entradas y neuronas) es menor respecto a 
otros modelos candidatos que exhiben un desempeño similar.  
68 Una nueva metodología de entrenamiento de redes neuronales y sus implicaciones en la 
selección de modelos 
 
 
En la literatura se han propuesto diferentes criterios de selección de modelos que reúnen en 
algún grado las características anteriormente enunciadas; Los más comunes son los basados en el 
error de ajuste. Sin embargo, no hay una garantía que indique que el modelo seleccionado por dicho 
criterio, en realidad cumpla con las características resaltadas. 
Lo anterior nos conduce a plantearnos las siguientes preguntas de investigación: 
1. ¿Para un algoritmo consistente, como el desarrollado en esta tesis, los criterios de selección 
de modelos están en capacidad de elegir el mejor modelo ante diferentes configuraciones de 
red?. 
2. ¿Conducen todos los criterios a la misma respuesta? 
 
El objetivo de esteCapítuloes abordar el tercer objetivo de la tesis doctoral: “Evaluar diferentes 
estrategias sistemáticas para la especificación de modelos tipo perceptrón multicapa para la 
predicción de series de tiempo que empleen el algoritmo de entrenamiento desarrollado con el fin 
de evaluar si dichas metodologías siguen siendo válidas a la luz  del algoritmo propuesto”. 
Para la consecución del objetivo enunciado, en la Sección4.2 se presentan algunos de los 
criterios comúnmente usados en la literatura para la selección del modelo final, estos agrupados en 
tres categorías: basados en el error de ajuste, en criterios de información, y en pruebas estadísticas; 
se destaca la importancia de cada uno; así mismo, se conduce un diseño experimental para evaluar 
el comportamiento de los algoritmos desarrollados en los Capítulos 2 y 3, antes diferentes criterios 
de selección de modelos, los resultados de la experimentación son presentados en la Sección4.3; la 
discusión acerca de las implicaciones de los resultados encontrados es presentada en la Sección4.4y 
en la Sección4.5se presentan las conclusiones del Capítulo. 
 
 
4.2 Materiales y Métodos 
 
4.2.1 Literatura relevante 
 
En la literatura, especialmente estadística, se han propuesto diferentes categorías de criterios 
para la selección del mejor modelo ante un conjunto de modelos candidatos. El interés particular de 
esta tesis, son aquellos usados en métodos constructivos, donde algunos aportes han sido reportados 
en la literatura. 
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Anders y Korn (1999), proponen una serie de estrategias constructivas para la selección basada 
tanto en pruebas estadísticas, como en criterios de información.Egrioglu et al.(2008), desarrollan 
una estrategia de selección basada en la conjugación de varios criterios tanto de error como de 
información. Otras contribuciones no tan elaboradas son presentadas por Qi y Zhang (2001), 
quienes comparan el desempeño de 25 modelos con criterios de información y basados en el error 
de ajuste. 
 
Para facilitar el análisis, en esta tesis, los criterios de selección del modelo son agrupados en 
tres categoria: los basados en el error de ajuste, los basados en criterios de información, y los 
basados en pruebas estadísticas. A continuación se describe brevemente cada uno de ellos. 
 
 
4.2.2 Selección  basada en el error de ajuste 
 
Esta tipología de criterios se basa en elegir aquel modelo que presente una menor medida del 
error. Estos criterios requieren la división de la muestra de datos en al menos dos conjuntos: ajuste o 
entrenamiento, y prueba o pronóstico. El conjunto de entrenamiento se usa para estimar los 
parámetros adecuados del modelo, mientras que el conjunto de pronóstico para verificar la validez y 
utilidad del modelo. 
Para el conjunto de entrenamiento, tradicionalmente se han usado una serie de medidas de error 
que permiten determinar el ajuste del modelo a los datos de la serie. En la Tabla 8 se presenta una 
recopilación de las principales, donde para todos los casos          . 
La comparación basada en la precisión del conjunto de pronóstico a menudo es realizada 
usando los respectivos SSE, MSE, MAE y MAPE del conjunto de pronóstico; sin embargo, las 
medidas pueden no coincidir, toda vez que estas resaltan aspectos que pueden ser favorecidos con 
unas y penalizados con otras. 
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Tabla 8. Medidas de Error 
Sumatoria del error cuadrático (SSE: Sum Squared Error) 
     ∑  
 
 
   
 
 Error Cuadrático Medio (MSE: Mean Squared Error) 
    
 
 
∑  
 
 
   
 
 Raíz del Error Cuadrático Medio (RMSE: Root Mean Squared Error) 
     √
 
 
∑  
 
 
   
 
Sumatoria del Error Absoluto (SAE: Sum Absolute Error) 
    ∑|  |
 
   
 
 Error Medio Absoluto (MAE: Mean Absolute Error) 
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 Porcentaje del Error Medio Absoluto (MAPE: Mean 
AbsolutePercentage Error) 
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4.2.3 Selección basada en criterios de información 
 
La selección basada en criterios de información busca determinar la significancia de la 
inclusión de algunos parámetros en el modelo (una entrada o una neurona), aplicando, a su vez, un 
factor de penalización a modelos con muchos parámetros, por lo que se puede considerar, beneficia 
la parsimonia.  
Los criterios de información comúnmente usados en la literatura son: Criterio de información 
de Akaike - AIC(Akaike, 1974) y Criterio de información Bayesiano - BIC(Schwarz, 1978). 
Suponga que se tienen m* modelos alternativos                , donde m representa 
el número de variables que tiene el modelo Mm; para todos los criterios se trata de elegir aquel valor 
de            que minimicen las siguientes expresiones: 
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                   (10) 
 
Donde,   es la función de máxima verosimilitud, la cual se define como: 
 
    
 
 
        
 
 
        
 
 
∑
  
 
  
 
     (11) 
 
En las ecuaciones n corresponde al número de datos de la serie, k al número de parámetros del 
modelo y    al promedio de los residuales    al cuadrado. 
AIC, penaliza modelos según su desviación de los datos reales, mientras que BIC penaliza 
modelos según el número de parámetros, por lo cual, este último criterio tenderá a elegir modelos 
con pocos parámetros. Para ambos criterios el mejor modelo será aquel que exhiba el valor más 
pequeño entre todos los modelos evaluados, siendo este el que muestra el mejor ajuste a los datos. 
Para la selección basada en criterios de información (Anders y Korn, 1999) proponen una 
estrategia secuencial basada en el algoritmo sintetizado representado en la Figura 21.  
El algoritmo esquematizado en la Figura 21es constructivo para la evaluación del número de 
neuronas en la capa oculta y destructivo para la selección de las entradas.  
El algoritmo comienza con un número apropiadamente grande de entradas y una neurona 
oculta. En el primer paso se calculan los residuales del modelo inicial y se evalúa si este posee  
patrones no identificados que ameriten su extensión. Basados en el uso de la serie de Taylor de 
tercer grado como función de transferencia se calcula el modelo extendido (modelo con una 
neurona adicional) y se calcula tanto para el modelo actual como para el extendido el valor del 
criterio de información. Tales valores son comparados, si el criterio del modelo extendido es mejor 
(más pequeño) que el modelo actual, se procede a un nuevo cálculo de modelo extendido siendo el 
anterior calculado el modelo actual. En cada paso del algoritmo se evalúa la relevancia de una 
neurona oculta adicional vía criterio de información, estableciéndose como parada cuando el valor 
del criterio evaluado en el modelo extendido no mejore el valor del modelo actual.  
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Figura 21. Procedimiento secuencial constructivo en neuronas y destructivo en entradas propuesto por 
Anders y Korn (1999) usando criterios de información 
 
Posteriormente, se procede a evaluar las entradas del modelo con el fin de eliminar las que son 
irrelevantes. Para esto se elige una entrada y se calculan todos los submodelos posibles que no 
incluyan la entrada (se elimina), y son comparados con el modelo extendido mediante el criterio de 
Capitulo 4 73 
 
 
información. Si se encuentra un submodelo con un criterio mejor que el extendido este se elige 
como nuevo modelo extendido, en caso contrario se termina el algoritmo.   
Si bien, la estrategia descrita presenta aspectos favorables al permitir seleccionar los 
parámetros relevantes para alcanzar el mejor modelo, igualmente, exhibe aspectos desfavorables: 
 La selección inicial del número de entradas al modelo se hace vía criterio experto, siendo 
subjetivo al modelador. Este aspecto puede conllevar a la evaluación innecesaria de una 
cantidad de modelos en el proceso constructivo, o por el contrario a la no inclusión de 
entradas relevantes. 
 La evaluación separada de neuronas y entradas conlleva a reprocesos innecesarios al incluir 
neuronas irrelevantes. 
 La evaluación de las entradas se convierte en un proceso tedioso toda vez que es necesario 
evaluar los submodelos posibles para decidir sobre su eliminación. 
 
4.2.4 Selección basada en pruebas estadísticas 
 
Es posible igualmente una comparación basada en el uso de pruebas estadísticas como la 
prueba de Wald o el contraste del Radio de Verosimilitud – LR. El contraste de verosimilitud 
consiste en una prueba de hipótesis para contrastar el desempeño de un modelo completo y un 
modelo restringido con el fin de validar la significancia dentro del modelo de la componente 
adicional: 
 
                       (12) 
 
La significancia de la prueba se evalúa con valores críticos de    y se elige como mejor 
modelo aquel que posee el LR más pequeño. 
 
 
4.2.5 Diseño experimental 
 
Para evaluar el comportamiento de los algoritmos desarrollados en esta tesis ante los criterios 
de selección del mejor modelo se conduce un experimento con las tres series de tiempo ya 
trabajadas: Airline, Sunspots y Lynx, y usando la estrategia constructiva secuencial presentada en 
elCapítulo3. Se calculan para los modelos obtenidos los respectivos criterios. 
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En la experimentación se siguen,para las tres series, los siguientes criterios: 
1. Comparación de los modelos basados en las medidas de error SSE y MSE de 
entrenamiento (SSE sólo en serie Airline). 
2. Comparación de los modelos basados en las medidas de error SSE y MSE de predicción 
(SSE sólo en serie Airline). 
3. Con el fin de comprobar la sensibilidad del algoritmo propuesto ante diferentes criterios de 
información, se evalúan los criterios AIC y BIC en el conjunto de entrenamiento. 
4. Igualmente, se contrasta la prueba del radio de verosimilitud para evaluar la significancia 
de los parámetros. 
 
 
4.3 Resultados Obtenidos 
 
4.3.1 Serie Airline 
 
En laTabla 9 se presenta los resultados para la estrategia secuencial de las medidas MSE y SSE 
de entrenamiento y predicción de los 22 mejores modelos posibles generados. Los conjuntos de 
pronóstico equivalen a los generados por los modelos tras la partición. La  
Tabla 9 nos permite resaltar los siguientes aspectos: 
 El MSE y el SSE de entrenamiento (Train) presentan un comportamiento claramente 
descendente, el cual alcanza un nivel de cero, en ambos casos. El criterio de selección según 
ambas medidas conduce a elegir el modelo con menor error; tanto para el MSE como para 
el SSE, el mejor modelo elegido es aquel que posee la combinación más alta de rezagos y 
neuronas, es decir, el modelo que incluye los 13 rezagos y 10 neuronas ocultas ([1-13]x10). 
 El MSE y el SSE de predicción (Forecast) presentan mejoras en algunos valores, 
alcanzando niveles aceptables de error. El criterio de selección para esta medida es elegir 
aquel modelo con menor error, el cual equivale en ambos casos al modelo con rezagos del 1 
al 10 y 7 neuronas ocultas ([1-10]x7). 
 La ruta de mejores modelos es diferente de acuerdo a la medida de error evaluada. 
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Tabla 9. Valores arrojados por los criterios de selección del mejor modelo MSE  y SSE de entrenamiento 
y de predicción para la serie Airline 
Modelo MSE Train SSE Train  Modelo 
MSE 
Forecast 
 Modelo 
SSE 
Forecast 
[1]x1 1,06E-02 1,40E+00  [1]x1 5,77E-02  [1]x1 6,93E-01 
[1-2]x1 1,04E-02 1,37E+00  [1]x2 5,78E-02  [1]x2 6,93E-01 
[1-2]x2 9,89E-03 1,31E+00  [1-2]x2 5,46E-02  [1-2]x2 6,55E-01 
[1-3]x2 8,85E-03 1,17E+00  [1-3]x2 4,05E-02  [1-3]x2 4,86E-01 
[1-4]x2 7,24E-03 9,56E-01  [1-4]x2 2,40E-02  [1-4]x2 2,88E-01 
[1-5]x2 5,52E-03 7,29E-01  [1-5]x2 8,91E-02  [1-5]x2 1,07E+00 
[1-6]x2 5,09E-03 6,72E-01  [1-6]x2 2,12E-02  [1-6]x2 2,55E-01 
[1-7]x2 4,85E-03 6,40E-01  [1-6]x3 1,85E-02  [1-6]x3 2,22E-01 
[1-7]x3 2,22E-03 2,93E-01  [1-7]x3 5,31E-02  [1-7]x3 6,38E-01 
[1-8]x3 1,27E-03 1,68E-01  [1-8]x3 3,68E-02  [1-8]x3 4,42E-01 
[1-8]x4 1,05E-03 1,39E-01  [1-9]x3 2,94E-03  [1-8]x4 2,07E-01 
[1-8]x5 7,43E-04 9,81E-02  [1-9]x4 3,70E-03  [1-8]x5 4,05E-02 
[1-8]x6 5,32E-04 7,02E-02  [1-9]x5 5,68E-03  [1-8]x6 3,36E-02 
[1-8]x7 2,32E-04 3,06E-02  [1-9]x6 6,09E-03  [1-9]x6 7,30E-02 
[1-9]x7 1,82E-04 2,41E-02  [1-9]x7 1,46E-02  [1-9]x7 1,76E-01 
[1-10]x7 1,63E-04 2,15E-02  [1-10]x7 1,68E-03  [1-10]x7 2,02E-02 
[1-10]x8 1,52E-04 2,00E-02  [1-11]x7 2,32E-02  [1-11]x7 2,79E-01 
[1-10]x9 5,02E-05 6,63E-03  [1-11]x8 1,82E-02  [1-11]x8 2,18E-01 
[1-11]x9 2,15E-05 2,84E-03  [1-12]x8 6,08E-02  [1-12]x8 7,30E-01 
[1-11]x10 2,54E-06 3,35E-04  [1-13]x8 5,39E-02  [1-13]x8 6,47E-01 
[1-12]x10 2,22E-06 2,93E-04  [1-13]x9 6,33E+00  [1-13]x9 7,60E+01 
[1-13]x10 7,60E-07 9,99E-05  [1-13]x10 3,55E-02  [1-13]x10 4,26E-01 
 
Si bien los criterios aquí evaluados basados en la minimización del error garantizan un buen 
ajuste, como lo exhiben los conjuntos de entrenamiento, la generalización puede ser pobre 
comparada con la ganancia obtenida en el entrenamiento. Igualmente, no se conserva la parsimonia 
del modelo, toda vez que, los modelos elegidos como mejor poseen gran cantidad de parámetros. 
Es así como, para el algoritmo desarrollado, un criterio basado en la minimización del error de 
ajuste no es adecuado. 
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En la Tabla 10 se presenta los resultados de los 22 mejores modelos posibles generados con la 
estrategia secuencial considerando como modelo de selección los criterios de información AIC y 
BIC y la prueba estadística del radio de verosimilitud LR. La Tabla 10 nos permite resaltar los 
siguientes aspectos: 
 Para el AIC los valores obtenidos por el criterio son consistentemente descendentes, y con 
diferencias incrementales; según el AIC el mejor modelo es aquel que posea el valor más 
pequeño, donde el mejor modelo elegido tiene una configuración de rezagos del 1 al 13 y 
10 neuronas ocultas ([1-13]x10). Esto es, el criterio no se detiene antes de alcanzar la 
máxima configuración. 
 La selección según el BIC conduce a elegir el modelo que presente el valor más bajo el cual 
corresponde a una configuración de 1 a 13 rezagos en la entrada y 9 neuronas ocultas ([1-
13]x9). 
 El estadístico de radio de verosimilitud LR exhibe comportamientos aproximadamente 
decrecientes siendo la mínima diferencia presentada por el modelo con 1 a 12 rezagos y 10 
neuronas ocultas ([1-12]x10). 
Es de resaltar que según los resultados exhibidos tanto por los criterios de información AIC y 
BIC, como por el criterio estadístico LR, la elección del mejor modelo va en contravía de la 
parsimonia, toda vez que los modelos elegidos poseen configuraciones con alto número de 
parámetros. 
Con respecto a las preguntas de investigación planteadas al inicio de la Sección, para los 
criterios de selección del mejor modelo evaluado, estos han demostrado que no están en capacidad 
de elegir un modelo parsimonioso, puesto que, los modelos elegidos como mejores, por todos los 
criterios, poseen configuraciones con alto número de parámetros. 
Con respecto al segundo interrogante, según la categoría del criterio medido, estos tienden a 
elegir como mejor el mismo modelo, esto es: 
 Criterios basados en la minimización del error de entrenamiento (SSE y MSE) eligen como 
mejor la configuración ([1-13]x10). 
 Criterios basados en la minimización del error de predicción (SSE y MSE) eligen como 
mejor la configuración ([1-10]x7). 
 Criterio de información AIC elige como mejor la configuración ([1-13]x10). 
 Criterio de información BIC elige como mejor la configuración ([1-13]x9). 
 Criterio estadístico LR elige como mejor configuración ([1-12]x10). 
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Tabla 10. Valores arrojados por los criterios de selección del modelo AIC, BIC y LR para la serie Airline 
Modelo AIC Train  Modelo BIC Train  Modelo LR 
[1]x1 -592,02  [1]x1 -580,49  [1]x1  
[1-2]x1 -592,79  [1-2]x1 -578,38  [1-2]x1 2,21E-04 
[1-3]x1 -591,30  [1-3]x1 -579,02  [1-3]x1 4,26E-04 
[1-3]x2 -601,99  [1-4]x1 -575,14  [1-4]x1 7,53E-05 
[1-4]x2 -624,50  [1-4]x2 -587,02  [1-5]x1 9,32E-04 
[1-5]x2 -656,26  [1-5]x2 -613,02  [1-6]x1 1,97E-04 
[1-6]x2 -662,90  [1-6]x2 -613,89  [1-7]x1 6,00E-05 
[1-7]x2 -665,49  [1-7]x2 -610,72  [1-7]x2 2,48E-04 
[1-7]x3 -750,70  [1-7]x3 -669,99  [1-8]x2 1,42E-03 
[1-8]x3 -817,80  [1-8]x3 -728,43  [1-8]x3 9,43E-04 
[1-9]x3 -823,39  [1-9]x3 -738,48  [1-9]x3 2,17E-04 
[1-9]x4 -848,96  [1-10]x3 -734,17  [1-10]x3 7,97E-05 
[1-9]x5 -873,14  [1-11]x3 -788,52  [1-10]x4 9,79E-05 
[1-10]x5 -962,64  [1-12]x3 -778,53  [1-11]x4 1,30E-04 
[1-10]x6 -980,47  [1-12]x4 -790,67  [1-11]x5 5,41E-05 
[1-10]x7 -981,45  [1-13]x4 -797,49  [1-11]x6 5,98E-05 
[1-11]x7 -966,78  [1-13]x5 -748,16  [1-11]x7 2,08E-06 
[1-11]x8 -1088,66  [1-13]x6 -878,76  [1-12]x7 4,85E-05 
[1-11]x9 -1182,78  [1-13]x7 -805,81  [1-12]x8 4,46E-06 
[1-11]x10 -1438,83  [1-13]x8 -828,67  [1-12]x9 1,30E-05 
[1-12]x10 -1436,43  [1-13]x9 -1196,35  [1-12]x10 3,16E-07 
[1-13]x10 -1558,44  [1-13]x10 -1123,14  [1-13]x10 1,46E-06 
 
 
4.3.2 Serie Sunspots 
 
Los resultados de la estrategia secuencial para los 15 mejores modelos usando como criterios 
de selección del mejor modelo las medidas MSE de entrenamiento y de predicción,  los criterios 
AIC, BIC y Radio de verosimilitud son presentados en laTabla 11. 
Un análisis del comportamiento observado en  la Tabla 11  nos permite resaltar los siguientes 
hechos: 
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Tabla 11. Valores arrojados por los criterios de selección del mejor modelo  MSE de 
entrenamiento y de predicción, AIC, BIC y LR para la serie Sunspots 
Modelo 
MSE 
Train 
 
MSE 
Forecast 
 
AIC 
Train 
 
BIC 
Train 
 LR 
[1]x1 388,79  308,30  1325,83  1339,43   
[1-2]x1 201,98  319,09  1183,11  1200,10  186,81 
[1-3]x1 199,14  341,01  1181,98  1202,37  2,84 
[1-3]x2 197,65  340,94  1190,32  1227,70  1,49 
[1-4]x2 158,24  296,10  1145,16  1189,34  39,41 
[1-5]x2 142,41  406,27  1125,88  1176,85  15,82 
[1-6]x2 126,85  346,75  1104,31  1162,07  15,56 
[1-7]x2 117,12  348,27  1090,66  1155,23  9,73 
[1-8]x2 116,05  380,13  1092,64  1164,00  1,07 
[1-9]x2 112,07  396,24  1088,93  1167,09  3,97 
[1-10]x2 109,32  341,13  1087,43  1172,38  2,76 
[1-11]x2 102,98  382,21  1102,99  1228,72  6,34 
[1-11]x3 102,71  352,82  1102,81  1269,32  0,26 
[1-11]x4 81,22  437,82  1077,78  1257,88  21,49 
[1-11]x5 80,23  329,38  1063,05  1576,64  1,00 
 
 Como se había resaltado en la Sección anterior, al validar los requisitos, el MSE de 
entrenamiento para la estrategia secuencial presenta un comportamiento decreciente, donde 
el mejor modelo equivale a la configuración más alta [1-11]x5 (rezagos del 1 a 11 y 5 
neuronas ocultas).  
 El comportamiento exhibido por el MSE de predicción difiere del conjunto de 
entrenamiento, toda vez que presenta mejoras en algunos valores, pero los valores arrojados 
por este criterio son distantes de los obtenidos en el entrenamiento. El modelo con mejor 
capacidad de generalización sigue una configuración de [1-4]x2 (primeros 4 rezagos de la 
serie Sunspots y 2 neuronas ocultas). 
 El AIC presenta un comportamiento consistentemente decreciente en sus valores, y con 
diferencias incrementales;  El criterio de selección para el AIC es elegir como mejor el 
modelo que posea el menor error de ajuste, en este caso corresponde a [1-11]x5 (rezagos del 
1 a 11 y 5 neuronas ocultas).  Este modelo posee la combinación más alta de rezagos y 
neuronas. 
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 La evaluación del criterio de información BIC conduce a elegir el modelo que presente el 
valor más bajo el cual para la serie Sunspots corresponde a una configuración de 1 a 7 
rezagos en la entrada y 2 neuronas ocultas ([1- 7]x2). 
 El estadístico de radio de verosimilitud presenta mejoras en todos sus valores, siendo la 
mínima diferencia presentada por el modelo [1-11]x3 ( 1 a 11 rezagos y 3 neuronas 
ocultas). 
 Los criterios evaluados no permiten llegar a una clara conclusión de cual modelo es el 
mejor para todos los casos. 
 
 
4.3.3 Serie Lynx 
 
En la Tabla 12 se presenta los resultados para la estrategia secuencial de las medidas MSE de 
entrenamiento y predicción, y en la  
Tabla 13, AIC, BIC y Radio de verosimilitud, de los 14 mejores modelos posibles generados en 
cada caso. Los conjuntos de predicción equivalen a los generados por los modelos tras la partición.  
De la Tabla 12 y la  
Tabla 13 podemos rescatar los siguientes aspectos: 
 El MSE de entrenamiento (Train) presentan un comportamiento descendente, con nivel 
final cero. El criterio de selección para el MSE es elegir como mejor el modelo que posea el 
menor error de ajuste, en este caso corresponde a [1-10]x5 (rezagos del 1 a 10 y 5 neuronas 
ocultas).  Este modelo posee la combinación más alta de rezagos y neuronas. 
 El MSE de predicción (Forecast) presentan mejoras en algunos valores, alcanzando niveles 
aceptables de error, sin embargo, estos difieren en medida de los valores obtenidos en el 
conjunto de entrenamiento. El criterio de selección del mejor modelo según el MSE de 
predicción es elegir el de menor error. Para la serie Lynx el modelo seleccionado posee los 
primeros 4 rezagos y 3 neuronas en la capa oculta ([1-4]x3). 
 El criterio según el MSE de entrenamiento poseen muy buen ajuste, pero va en contravía de 
la parsimonia, y en la predicción exhiben una pobre generalización comparada con la 
ganancia obtenida en el entrenamiento.  
 El criterio AIC exhibe un comportamiento descendente en los valores generados; para este 
criterio el mejor modelo presenta el valor más pequeño de todos los evaluados, el cual 
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corresponde al modelo con la configuración más grande evaluada [1-10]x5 (10 rezagos y 5 
neuronas ocultas). Según lo anterior, el modelo no se detiene en ningún punto antes de 
alcanzar la máxima configuración. 
 Para el BIC, el mejor modelo corresponde igualmente al más bajo valor, el cual equivale a 
la configuración [1-2]x2 (los dos primeros rezagos y dos neuronas ocultas). No obstante, los 
demás valores arrojados por el criterio no difieren en gran medida de este valor. Esto indica, 
que el criterio alcanza a penalizar modelos con gran número de parámetros, primando esto 
sobre el ajuste. 
 El radio de verosimilitud LR exhibe comportamientos muy similares en todas las medidas, 
siendo la mínima diferencia presentada por el modelo con 1 a 7 rezagos y 4 neuronas 
ocultas ([1-7]x4). 
 Los criterios de selección del mejor modelo evaluados, han demostrado que no están en 
capacidad de elegir un modelo parsimonioso, y que a su vez sea acorde según todos los 
criterios. 
 
Tabla 12. Valores arrojados por los criterios de selección del mejor modelo MSE de entrenamiento y de 
predicción para la serie Lynx 
Modelo MSE Train  Modelo 
MSE 
Forecast 
[1]x1 1,22E-01  [1]x1 2,58E-01 
[1-2]x1 5,22E-02  [1-2]x1 1,22E-01 
[1-2]x2 4,20E-02  [1-2]x2 8,05E-02 
[1-3]x2 4,01E-02  [1-3]x2 5,75E-02 
[1-3]x3 3,46E-02  [1-4]x2 8,39E-02 
[1-3]x4 3,23E-02  [1-4]x3 2,98E-02 
[1-4]x4 3,08E-02  [1-5]x3 7,27E-02 
[1-4]x5 2,78E-02  [1-6]x3 1,34E-01 
[1-5]x5 2,28E-02  [1-7]x3 1,63E-01 
[1-6]x5 1,56E-02  [1-7]x4 9,41E-02 
[1-7]x5 1,39E-02  [1-7]x5 2,63E-01 
[1-8]x5 1,04E-02  [1-8]x5 1,88E+01 
[1-9]x5 7,73E-03  [1-9]x5 1,94E+01 
[1-10]x5 5,47E-03  [1-10]x5 6,30E+00 
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Tabla 13. Valores arrojados por los criterios de selección del modelo AIC, BIC y LR para la serie Lynx 
Modelo AIC Train  Modelo BIC Train  Modelo LR 
[1]x1 -202,46  [1]x1 -192,04  [1]x1  
[1-2]x1 -285,35  [1-2]x1 -272,32  [1-2]x1 6,97E-02 
[1-2]x2 -299,13  [1-2]x2 -275,68  [1-3]x1 1,46E-03 
[1-3]x2 -299,74  [1-3]x2 -271,08  [1-4]x1 1,59E-03 
[1-3]x3 -304,28  [1-4]x2 -266,84  [1-4]x2 1,94E-03 
[1-4]x3 -305,24  [1-5]x2 -261,88  [1-5]x2 1,58E-03 
[1-5]x3 -302,47  [1-6]x2 -255,31  [1-6]x2 9,54E-04 
[1-6]x3 -300,21  [1-7]x2 -249,18  [1-7]x2 1,08E-03 
[1-6]x4 -338,11  [1-8]x2 -247,97  [1-7]x3 5,51E-04 
[1-6]x5 -333,78  [1-9]x2 -250,90  [1-7]x4 5,43E-04 
[1-7]x5 -335,82  [1-10]x2 -254,08  [1-8]x4 7,82E-04 
[1-8]x5 -354,37  [1-10]x3 -213,83  [1-8]x5 3,44E-03 
[1-9]x5 -374,28  [1-10]x4 -243,89  [1-9]x5 2,69E-03 
[1-10]x5 -398,94  [1-10]x5 -240,02  [1-10]x5 2,26E-03 
 
 
4.4 Discusión 
 
Los casos experimentales descritos, en cuanto al impacto de la estrategia constructiva propuesta 
en esta tesis sobre los criterios de selección de modelos nos permiten resaltar las falencias que 
poseen los criterios de selección del modelo ante un algoritmo de entrenamiento que presente 
resultados consistentes. La evaluación de tres categorías de criterios de selección del modelo: 
basados en error de ajuste, en criterios de información, y en pruebas estadísticas condujeron a 
resultados no satisfactorios indicando que dichos criterios no están en capacidad de elegir el mejor 
modelo tras contar con un algoritmo constructivo consistente; por lo tanto, tales medidas carecen de 
validez.El objetivo de esta Sección es discutir las implicaciones de los resultados presentados en la 
construcción y especificación de modelos de redes neuronales. 
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4.4.1 Implicaciones en el algoritmo de entrenamiento 
 
Desde el diseño de estrategias de optimización constructivas no se considera explícitamente la 
verificación del supuesto de reducción del error de ajuste cuando se agregan parámetros, este 
aspecto deja la duda acerca de la validez del algoritmo, toda vez que como se ha demostrado, los 
algoritmos presentes en la literatura incumplen tal criterio. 
No obstante, cuando la ganancia en el error de ajuste de modelo a modelo es significativa, el 
criterio de información  AIC  carece de validez, toda vez que la penalización que este impone no 
alcanza para compensar la ganancia obtenida. Igual sucede con criterios basados en el error de 
entrenamiento. 
 
4.4.2 Implicaciones en la selección de entradas y neuronas ocultas 
 
En las estrategias constructivas, a menudo, se asume un proceso conjunto de selección de 
parámetros y la selección del modelo, donde los parámetros son agregados hasta alcanzar un criterio 
de parada.  
Ahora bien, al contar con un proceso que garantice la disminución del error, y mas aún, que las 
ganancias son significativas, los criterios de selección del modelo indicaran que debe seguirse 
adicionando parámetros. Esto va en contravía de la parsimonia del modelo. 
 
4.4.3 Implicaciones en la construcción del modelo 
 
Tal como se ha expuesto, el contar con un proceso que garantice la reducción del error a 
medida que se agregan parámetros a la red neuronal, conlleva a un funcionamiento inadecuado de 
las estrategias de selección del modelo, toda vez que la mejor selección será el modelo con mayor 
número de parámetros. 
Igualmente, existen implicaciones sobre los criterios de parada, toda vez que el criterio indica 
que se sigan adicionando parámetros cuando la ganancia sea significativa, no alcanzando un punto 
de parada por dicho criterio. 
Ahora bien, al tener un modelo sobre-parametrizado se incurre en problemas de sobre-
entrenamiento, toda vez que, al tener una red de un tamaño innecesariamente grande esta tiende a 
aprender no sólo las características de los datos, sino también, el ruido y la idiosincrasia de los 
mismos.  Esto conduce a que se tenga un muy buen ajuste, pero una pobre generalización. 
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4.5 Conclusiones 
 
Este capitulo se orientó a la evaluación del comportamiento de la estrategia constructiva 
secuencial propuesta, ante diferentes criterios de selección del mejor modelo; lo anterior con el fin 
de analizar si cuando se cuenta con un algoritmo de entrenamiento adecuado, los criterios de 
selección de modelos siguen siendo válidos. Las evaluaciones realizadas nos conducen a las 
siguientes conclusiones: 
 En la serie Airline, las medidas para el conjunto de entrenamiento MSE, SSE y AIC, 
presentan como mejor modelo aquel con configuración mayor ([1-13]x10); las medidas 
MSE y SSE de los conjuntos de predicción conducen a que el modelo con mejor capacidad 
de generalización es ([1-10]x7); mientras que, los criterios BIC y LR consideran como 
mejor modelo ([1-13]x9) y ([1-12]x10), respectivamente.  
 Para la serie Sunspots la evaluación de los diferentes criterios de selección del mejor 
modelo arroja resultados mixtos, no permitiendo llegar a conclusionesacerca de la selección 
adecuada. Las medidas MSE de entrenamiento y AIC, coinciden en que el mejor modelo 
corresponde a una configuración [1-11]x5; para el MSE de predicción el mejor modelo 
posee los 4 primeros rezagos y 2 neuronas ocultas; el BIC indica que el mejor modelo posee 
una configuración de [1-7]x2; mientras que el LR considera que la mejor combinación 
corresponde a [1-11]x3.  
 La evaluación de los criterios de selección del mejor modelo para la serie Lynx no produjo 
resultados satisfactorios, toda vez, que no permitió llegar a un acuerdo acerca de la 
selección. Las medidas para el conjunto de entrenamiento MSE y AIC, presentan como 
mejor modelo aquel con configuración más grande ([1-10]x5); el MSE de pedicción indica 
que el mejor modelo posee una configuración de ([1-4]x3); mientras que, los criterios BIC 
y LR consideran como mejor modelo ([1-2]x2) y ([1-7]x4), respectivamente. 
La evaluación de los criterios, para las diferentes series, permite concluir que estos no estan en 
capacidad de medir cual de los modelos posibles es el mejor, toda vez, que la selección difiere para 
todos los casos. 
Asi mismo, para los criterios analizados no existe un consenso que permita concluir que el 
mejor modelo seleccionado cumple conjuntamente con las características de ajuste, generalización y 
parsimonia. 
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Los resultados alcanzados impactan fuertemente los los procesos de construcción y 
especificación de modelos de redes neuronales, toda vez que conducen a tener modelos sobre-
parametrizados con una alta tendencia al sobre-ajuste, toda vez, que los criterios pierden efectividad 
a la hora de seleccionar un modelo más parsimonioso. 
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5 Acercamiento a una Selección del Mejor Modelo Mediante Criterios 
de Regularización 
 
 
5.1 Introducción 
 
A lo largo de los Capítulos anteriores se ha evidenciado el comportamiento acertado del 
algoritmo propuesto frente a los criterios de reducción del error a medida que se adicionan 
parámetros, lo cual es un indicador claro de la eficiencia del algoritmo; más aún se resaltan 
ganancias adicionales al seguir tanto la estrategia secuencial, como la no secuencial; sin embargo, 
se ha demostrado que los criterios para la selección del mejor modelo no conducen a selecciones 
adecuadas en todos los casos. 
En este Capítulo se presenta un acercamiento a una solución para la selección del mejor modelo 
basado en estrategias de regularización; la validación es realizada con la serie Lynx. 
La regularización no es formalmente una estrategia de selección de modelos, pero presenta 
cualidades que pueden ser útiles en dicho problema. La regularización es una técnica orientada a la 
estimación de los parámetros óptimos de una red neuronal [(Haykin, 1999)], visto este como un 
problema de optimización mal condicionado, dado que se desconocen la cantidad de neuronas en la 
capa de entrada y de salida, y se tiene un conjunto limitado de datos de entrenamiento;a raíz de esto 
se pueden obtener múltiples configuraciones de red que representen, adecuadamente o no, a la serie 
de tiempo (Chow y Cho, 2007). 
El objetivo de este capítulo es evaluar si la técnica de regularización puede ser usada como 
estrategia de selección del modelo en el algoritmo de entrenamientodesarrollado en esta tesis. Para 
alcanzar el objetivo propuesto, en la Sección 5.2 se describe la técnica general de regularización 
usada por Haykin (1999) y la descomposición de pesos, se presenta el diseño de un experimento 
que hace uso de la estrategia constructiva de optimización desarrollada en esta tesis y utiliza como 
criterio de selección del modelo la técnica de regularización. Los resultados y la discusión de la 
aplicación para la serie de tiempo Lynx son presentados en la Sección 5.3 y las conclusiones en la 
Sección 5.4.  
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5.2 Materiales y Métodos 
 
5.2.1 Estrategia de regularización en redes neuronales artificiales 
 
La idea principal de la regularización es encontrar una solución estable en los pesos de los 
parámetros de la red neuronal usando algún tipo de penalización en la función objetivo, cuando esta 
se desvía de lo que se pretende alcanzar.  
La función general de regularización está dada por la minimización del riesgo total(Haykin, 
1999):  
 
                  (13) 
donde, 
 
      se conoce como la medida estándar de rendimiento, acostumbra medidas de error de 
ajuste, tales como el MSE o el SSE; 
      corresponde al término de regularización, que puede asumir diferentes formas 
funcionales; 
   es el parámetro o factor de regularización que controla el nivel de incidencia de       
sobre el entrenamiento de la red. 
 
5.2.2 Regularización por descomposición de pesos 
 
En este trabajo se toma como forma funcional para el término de regularización,     ,la 
técnica de descomposición de pesos (Weight Decay) propuesta por Hinton (1989) y también 
trabajada por (Bishop, 1995)bajo el nombre de regresión de borde (Ridge Regression).La 
descomposición de pesos es una de las estrategias de regularización más utilizadas en la 
literatura(Leung et al. , 2010); dado que su implementación es computacionalmente sencilla, no 
depende de parámetros adicionales y permite mejorar la capacidad de generalización de la red 
neuronal. 
El procedimiento de descomposición de pesos opera sobre algunos pesos de la red forzándolos 
a tomar valores cercanos a cero y permitiendo a otros conservar valores relativamente altos.  
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Esta discriminación permite agrupar los pesos de la red en: pesos que tienen poca o ninguna 
influencia sobre el modelo; y pesos que tienen influencia sobre el modelo, llamados pesos de 
exceso. Para ésta estrategia la penalización se define como:  
 
      ‖    ‖
 
 ∑ ∑     
  
   
 
    (14) 
  
    son los pesos de la entrada p a la neurona h, (pesos entre la capa de entrada y la oculta).  
 
5.2.3 La regularización como una estrategia de selección del modelo 
 
Si bien, muchos de los estudios acerca de las técnicas de regularización se orientan a su 
capacidad para reducir el problema de sobre-entrenamiento, éstas son también usadas como 
estrategia para la selección del modelo, donde se trabaja implícita o explícitamente en la 
penalización del modelo basado en el número de parámetros. 
 
5.2.4 Diseño del experimento 
 
Como una alternativa de selección del mejor modelo para la serie Lynx y haciendo uso de la 
estrategia constructiva desarrollada en el Capítulo2, se aplican a los datos del conjunto de 
entrenamiento las respectivas ecuaciones (13) y (14), correspondientes a una regularización de tipo 
descomposición de pesos. 
Para la implementación de la técnica de regularización es necesario definir el valor del factor 
de regularización λ. En la experimentación el factor de regularización varía entre 0 y 1.00E-04. 
 
Para la aplicación se asumen los siguientes valores:  
 Factor de regularización λ = 0, 1.00E-01, 1.00E-02, 1.00E-03, 1.00E-04 
 Medida de Error = MSE de entrenamiento 
 Configuración Máxima de red neuronal = 10 rezagos de entrada, 5 neuronas ocultas 
 Inicialización de Pesos = Aleatoria 
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5.3 Resultados y Discusión 
 
Como resultado de la aplicación de la técnica de regularización por descomposición de pesos 
sobre los modelos desarrollados mediante la estrategia constructiva, en la Figura 22 se contrastanlos 
resultados obtenidos con la regularización por descomposición de pesos, y los resultados del 
espacio de mejores modelos anteriormente calculado para la serie Lynx [véase Figura 17].  
En la coordenada X se ubica el número de neuronas ocultas de 1 a 5, el eje Y corresponde a los 
rezagos de la serie que varían entre incluir 1 rezagos hasta los 10 primeros rezagos, y el eje Z 
presenta el error de ajuste de cada configuración considerada. En gris oscuro se presenta el espacio 
de mejores modelos posibles, mientras que la superficie en gris claro corresponde al gráfico 
construido con la estrategia de regularización. 
 
El análisis visual de la Figura 22 permite resaltar los siguientes hechos: 
 Utilizando la técnica de regularización el error de ajuste para los modelos con pocas 
entradas presenta un comportamiento decreciente. 
 Los gráficos de regularización y de la estrategia constructiva hasta el cuarto rezago se 
sobreponen, obteniendo valores iguales del error de ajuste en ambas estrategia. La 
explicación del comportamiento radica en los valores del factor de penalización, en los 
puntos donde se sobreponen el valor del parámetro es cero. 
 Después del cuarto rezagos y tres neuronas ocultas los valores del error de ajuste en la 
regularización se estabilizan.   
 La estrategia constructiva presenta un comportamiento decreciente en todo el conjunto, por 
lo tanto se obtienen valores del error de ajuste menores que con la regularización. 
 
Atendiendo los hechos puntualizados, utilizando la estrategia constructiva propuesta el mejor 
modelo obedece a aquel con la configuración más grande [10 Rezagos y 5 Neuronas ocultas], que si 
bien, presenta un muy buen ajuste, no tiene una buena generalización y no es parsimonioso [véase 
comentarios en Sección 4.3.3].  
La estrategia de regularización, por su parte, permite encontrar un modelo tras el cual los 
valores del error se estabilizan, por lo que puede considerarse como el mejor modelo [adiciones 
posteriores no reflejan una ganancia en el error de ajuste]. El modelo final sugerido por la estrategia 
de regularización posee los primeros 4 rezagos de entrada y 3 neuronas ocultas, el cual, según los 
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resultados obtenidos en la Tabla 12, corresponde con el modelo que mejor generalización; asimismo, 
este modelo posee un buen ajuste [MSETrain: 3,08E-02],  y es parsimonioso, toda vez que, 
modelos con más parámetros presentan errores de ajuste similares [véase el comportamiento de la 
Figura 22]. 
 
 
Figura 22. Estrategia de Regularización vs Espacio de mejores modelos para la serie Lynx 
 
Aunque la estrategia de regularización permite seleccionar un modelo adecuado, la elección del 
factor de regularización λ, a menudo, es una tarea difícil. Para un uso adecuado de esta técnica es 
necesario estudios posteriores que evalúen su validez y los valores adecuados según las 
características de la serie de tiempo. Igualmente, es necesario validar la estrategia secuencial y no 
secuencial propuesta a la luz de la regularización. 
 
 
5.4 Conclusiones 
 
Este capítulo se ha orientado a medir la capacidad de las técnicas de regularización como una 
estrategia de selección del modelo final. 
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Si bien, la regulación ha sido concebida como una técnica para solventar el problema de sobre-
entrenamiento que a menudo adolecen los modelos de redes neuronales, esta también puede ser 
vista como estrategia para la selección del modelo, penalizando el número de parámetros del 
modelo. 
Experimentalmente, se ha demostrado que la regularización es una alternativa fehaciente para 
la selección del modelo, toda vez que, conduce a resultados satisfactorios al permitir hallar un 
modelo con buen ajuste, buena capacidad de generalización y parsimonioso.  
No obstante, es necesario un estudio profundo acerca de su aplicación que permita solventar el 
problema de la elección del factor de regularización basado en las características propias de la serie. 
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6 Conclusiones Generales y Trabajo Futuro 
 
 
6.1 Evaluación de Objetivos Propuestos 
 
6.1.1 Objetivo específico 1 
 
“Evaluar el comportamiento de diferentes algoritmos de optimización con el fin de verificar el 
cumplimiento del supuesto de reducción del error mediante un análisis sistemático de los 
resultados de aplicar tales algoritmos a algunas series de tiempo conocidas” 
 
La especificación y construcción de un modelo de red neuronal artificial pretende que para 
ciertas entradas, la red sea capaz de aproximar el valor actual de la serie de tiempo con una 
precisión deseada. Este proceso requiere para su ejecución una configuración adecuada y un 
proceso de entrenamientou optimización, que permita modificar los pesos de las distintas 
conexiones, hasta encontrar una configuración acorde con la relación medida por algún criterio. El 
elevado número de factores determinantes en el proceso de construcción de un modelo de redes 
neuronales artificialesconduce, a menudo, a resultados inconsistentespuesto que depende en muchas 
instancias de las decisiones tomadas por el modelador. 
Una de las razones del desempeño pobre de una red neuronal está relacionada con las fortalezas 
y falencias del algoritmo de entrenamiento utilizado para calcular sus pesos o parámetros. Este 
aspecto ha motivado el planteamiento de muchos algoritmos novedosos para la optimización que 
realizan una búsqueda computacionalmente más rápida del óptimo o que permitan encontrar 
óptimos de mejor calidad. No obstante, en el desarrollo de dichos algoritmos no se tienen en cuenta 
las implicaciones prácticas de que las redes neuronales sean aproximadores universales de 
funciones, y de la reducción del error de ajuste a medida que se aumentan neuronas en la capa 
oculta. 
En el Capítulo 1 de ésta tesis, para el análisis de la problemática, se abordaron tres 
perspectivas, la teórico-conceptual, la experimental y la analítica.  
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 En la perspectiva teórico-conceptual se hizo una deducción del criterio de reducción del 
error de ajuste, cuando se agregan parámetros a la red neuronal, a partir del supuesto de 
aproximador universal de funciones y desde el concepto estadístico de modelos anidados. 
 Desde la perspectiva experimental se demostró que dos de los algoritmos más usados en la 
literatura como son Regla Delta Generalizada (gradiente descendente) y RPROP,aplicados a 
la construcción de modelos de redes neuronales para las series de tiempo Airline y 
Sunspots, no satisfacen el supuesto de reducción del error de ajuste a medida que se 
adicionan neuronas ocultas, ni cuando se agregan entradas a la red neuronal, toda vez que, 
no se cumple con el comportamiento teórico esperado. 
 Desde la perspectiva analítica se discutieron las implicaciones de los hallazgos realizados 
en el algoritmo de entrenamiento, en la selección de entradas relevantes, en la selección de 
neuronas ocultas, en la construcción del modelo, y finalmente las implicaciones 
metodológicas y conceptuales que el incumpliendo del supuesto de reducción del error 
acarrean. 
Existen dos aportes fundamentales en la consecución de este objetivo: primero, el tipo de 
análisis planteado nunca ha sido realizado en la literatura técnica, de tal forma, que muchas razones 
que podrían darse, en principio, para rechazar este objetivo son basadas en la experiencia práctica 
más que en un proceso riguroso de experimentación, por lo que dicho rechazo carecería de 
fundamentos sólidos.  Y segundo, se presenta una nueva perspectiva del problema avalada por 
resultados experimentales que corroboran el análisis realizado. 
 
6.1.2 Objetivo específico 2 
 
“Desarrollar un algoritmo de optimización  que reduzca el error de ajuste (o calibración o 
entrenamiento), en redes neuronales artificiales tipo perceptrón multicapa, a medida que se 
aumentan parámetros en el modelo hasta hacerlo arbitrariamente cercano a cero”. 
 
En el anterior objetivo se expuso la dificultad que tienen los algoritmos de optimización 
tradicionales en el cumplimiento del supuesto de reducción del error de ajuste. Con base en el 
estudio de la problemática, los hallazgos encontrados y la discusión de las implicaciones, se 
platearon tres requisitos esenciales que debe cumplir un algoritmo de entrenamiento: i. Que el error 
de ajuste disminuya cuando se agregan neuronas ocultas, ii. Que el error de ajuste disminuya 
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cuando se agregan entradas, y iii. Que no se recorra todo el espacio de modelos posibles para una 
configuración máxima.  
La dificultad del primer requerimiento radica en la inicialización de los pesos del modelo. Para 
abordarlo, en esta tesis se desarrolla una estrategia constructiva basada en la conservación de los 
pesos de las neuronas del modelo anterior, previo a la etapa de optimización del nuevo modelo. 
Para el segundo requerimiento se incorpora en la estrategia ya desarrollada la conservación de 
los pesos de las entradas, las cuales son agregadas de forma secuencial; y se demuestra 
experimentalmente que ambas estrategias permiten que el error de ajuste disminuya a medida que se 
agregan parámetros a la red neuronal, y así mismo, permite alcanzar una precisión cercana a cero en 
el ajuste. 
En este punto el objetivo específico fue alcanzando; sin embargo, como requerimiento 
adicional se quiere que se reduzca el número de modelos a ser evaluados.  
La estrategia anterior implicabaevaluar todos los modelos posibles hasta alcanzar la 
configuración máxima. Lo cual ratifica la necesidad de reducir el espacio de modelos a evaluar.  
En esta tesis,para el caso planteado, se desarrollaron dos estrategias constructivas que toman 
como base la estrategia anteriormente expuesta, unadonde las entradas se evalúan de forma 
ordenada (secuencial) y otra donde se permite que estas sean no secuenciales. Para lograr la 
reducción en el número de modelos evaluados, en la estrategia secuencial para cada nuevo modelo 
se contrastan si debe adicionarse una entrada o una neurona; la decisión se toma basada en el menor 
error de ajuste. La estrategia no secuencial permite que entradas no contiguas puedan incluirse en la 
red, de tal forma que, la decisión de incluir una neurona oculta o una entrada, implica evaluar el 
error de ajuste de todas las entradas disponibles; el nuevo modelo los constituye aquel que aporte 
mayor beneficio en el error del modelo. 
Los resultados experimentales satisfacen ampliamente el requerimiento, toda vez que se 
alcanzan reducciones muy significativas en el número de modelos a evaluar con el uso de ambas 
estrategias. 
 
6.1.3 Objetivo específico 3 
 
“Evaluar diferentes estrategias sistemáticas para la especificación de modelos tipo perceptrón 
multicapa para la predicción de series de tiempo que empleen el algoritmo de optimización 
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desarrollado con el fin de evaluar si dichas metodologías siguen siendo válidas a la luz  del 
algoritmo propuesto” 
 
Tras contar con un algoritmo de entrenamiento que cumple con los requerimientos establecidos 
de reducción del error de ajuste al agregar parámetros y la reducción del espacio de búsqueda de 
modelos posibles, se hace necesario elegir el mejor modelo entre los modelos candidatos. El mejor 
modelo es aquel que cumple mayoritariamente con una serie de características comparativas: mejor 
ajuste, mayor capacidad de generalización, y parsimonia. 
En esta tesis se evalúa el impacto de la estrategia constructiva secuencial sobre tres categorías 
de criterios de selección o especificación del modelo: basados en error de ajuste, en criterios de 
información, y en pruebas estadísticas. 
Los resultados experimentales encontrados indican que: 
 Para las medidas basadas en el error de ajuste de entrenamiento y el criterio de información 
AIC el mejor modelo es el último evaluado, el cual no es parsimonioso y no tiene buena 
capacidad de generalización. 
 Las restantes medidas evaluadas basadas en el error de predicción, el criterio de 
información BIC y la prueba del radio de verosimilitud LR, no presentan resultados 
concluyentes, toda vez que los modelos sugeridos difieren en todos los casos, prevaleciendo 
las falencias en el ajuste, la parsimonia y la generalización. 
La selección basada en las estrategias de especificación de modelos indica que dichos criterios 
no están en capacidad de elegir el mejor modelo tras contar con un algoritmo constructivo 
consistente; por lo tanto, tales medidas carecen de validez. 
Los resultados encontrados impactan fuertemente los procesos de construcción y especificación 
de modelos de redes neuronales, toda vez que, conducen a obtener modelos con gran cantidad de 
parámetros, los cuales adolecen de sobre-entrenamiento. Lo que deriva en modelos con muy buen 
ajuste, pero una pobre generalización. 
 
 
6.1.4 Objetivo general 
 
“Diseñar una estrategia sistemática y replicable para la estimación de los parámetros de 
modelos de redes neuronales artificiales tipo perceptrón multicapa para el pronóstico de series de 
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tiempo, que permita la reducción del error a medida que se aumentan los parámetros en el 
modelo” 
 
La conjunción de los tres objetivos específicos conlleva a alcanzar el objetivo general. Aparte 
de lo ya mencionado, la fortaleza de la estrategia de especificación y construcción de modelos de 
redes neuronales propuesta radica en los siguientes aspectos: 
1. No se limita a la especificación de un modelo, sino que se orienta a un proceso sistemático 
constructivo de especificación de modelos de red neuronal y la posterior selección del 
mejor de ellos. 
2. Se incluye dentro del proceso de entrenamiento la selección de entradas significativas y 
neuronas ocultas, y se consideran requerimientos de reducción de error a medida que se 
adicionan parámetros, y reducción del espacio de modelos posibles. 
3. El algoritmo desarrollado garantiza que el modelo seleccionado es aquel que presenta un 
mejor ajuste a las características de la serie de tiempo de todos los modelos posibles 
evaluados. 
4. Es posible alcanzar niveles de precisión cero en el error de ajuste, y son acentuadas las 
ganancias obtenidas por la estrategia no secuencial. 
5. Se considera la inclusión de entradas no contiguas dando mayor significancia a las entradas 
que demuestren un mayor aporte al mejoramiento del error de ajuste. 
 
 
6.2 Satisfacción de los Requerimientos y Solución a Preguntas de Investigación 
 
Para el desarrollo de esta tesis doctoral en la Sección 1.6.2 se establecieron tres requerimientos 
necesarios para que se aportes frente al algoritmo de entrenamiento, y se plantearon dos preguntas 
de investigación para la selección del modelo final. A continuación se discute como se abordó cada 
uno de estos elementos. 
 
6.2.1 Requerimiento 1 
 
“Que el error disminuya a medida que se adicionan neuronas en la capa oculta” 
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Para abordar el requerimiento se desarrolló en la Sección 2.2.3, una estrategia metodológica 
constructiva donde, secuencialmente, se construyen modelos agregando, una a una, neuronas en la 
capa oculta. Se espera que al adicionar neuronas el error de ajuste de los modelos respectivos 
disminuya. 
En los experimentos conducidos en la Sección 1.4.2, se observó que este comportamiento no es 
cumplido por dos de los algoritmos más usados en la literatura: Regla Delta (gradiente 
descendiente) y Rprop. Los algoritmos evaluados para el caso constructivo, presentan falencias en 
el proceso de inicialización de pesos y en la optimización. 
 La estrategia constructiva propuesta se orientó a conservar, en el nuevo modelo, los pesos de 
los parámetros del modelo anterior (modelo con menos neuronas) y hacer cero los pesos de las 
nuevas conexiones, como un paso previo a la optimización del modelo. La optimización del nuevo 
modelo, por lo tanto, parte del valor de error alcanzado por el modelo anterior y debe mejorar o 
permanecer igual. 
La originalidad e importancia de este aporte radica en los siguientes aspectos: 
1. A diferencia de otras técnicas que conservan el valor de los pesos, en el procedimiento 
propuesto, los valores de los parámetros son usados como puntos iniciales para los pesos 
del nuevo modelo previo a la optimización, siendo una elección inteligente, toda vez, que 
tales parámetros son los mejores valores iniciales que pueden obtenerse. 
2. Un conjunto de valores iniciales adecuado, unido a un proceso de optimización del error de 
ajuste, garantiza el éxito de la estrategia de optimización en el modelo actual, toda vez que 
se parte de un valor óptimo del error, y éste debe disminuir, o al menos permanezca igual 
cuando se adicionan neuronas ocultas. 
3. La estrategia constructiva sistemática permite alcanzar un nivel de precisión deseado, al 
seguir adicionando neuronas. 
 
6.2.2 Requerimiento 2 
 
“Que el error disminuya a medida que se adicionan variables de entrada” 
 
Para el requerimiento 2 se realizó una modificación al algoritmo base desarrollado para el 
requerimiento 1, de tal forma que se permita, adicional a la adición de neuronas, agregar entradas 
secuencialmente. La estrategia constructiva conjunta requiere ir desarrollando modelos donde se 
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agreguen neuronas ocultas, y a su vez, para cada una de estas, se agreguen secuencialmente 
entradas. Se espera que al adicionar parámetros, tanto neuronas ocultas como entradas, el error de 
ajuste de cada nuevo modelo generado disminuya. En la Sección 1.4.3 se exponen las falencias que 
presentan los algoritmos Regla Delta y Rprop al no alcanzar el comportamiento esperado. 
La estrategia constructiva modificada es presentada en la Sección 2.2.5. La modificación radica 
en incluir la conservación de pesos para las entradas y las neuronas ocultas; esto es, para cada 
neurona oculta, en el nuevo modelo, se conservan los pesos de los parámetros del modelo anterior 
(modelo con menos entradas) y se hacen cero los pesos de las nuevas conexiones, previo a la 
optimización del modelo. Al agregar neuronas se continúa con la conservación respecto al modelo 
anterior con una entrada. La optimización de cada nuevo modelo, parte del valor de error alcanzado 
por el modelo anterior y, por lo tanto, debe disminuir o permanecer igual. 
La aplicación experimental de la estrategia modificada propuesta a tres series ampliamente 
utilizadas en la literatura presenta resultados muy satisfactorios, toda vez que siempre se presentan 
ganancias al agregar parámetros. Igualmente, para las series Airline y Lynx se consigue alcanzar 
niveles de cero en el error de ajuste, demuestra que es posible alcanzar niveles deseados del error de 
ajuste, incluso cuando la meta del error es cero. Lo anterior permite ratificar, que las soluciones 
propuestas cumplen el criterio de aproximador universal de funciones. 
La originalidad e importancia de este aporte, aparte de los ya expuestos, radica en los siguientes 
aspectos: 
1. Se considera un proceso constructivo conjunto, de neuronas y entradas, para la 
especificación de modelos de redes neuronales. 
2. Se obtienen resultados experimentales altamente satisfactorios al conseguir siempre 
reducciones en el error de ajuste, y alcanzar niveles de precisión cero en el error para las 
series Airline y Lynx. 
 
6.2.3 Requerimiento 3 
 
“Que no se recorra todo el espacio de modelos posibles para una configuración máxima” 
 
Los requerimientos anteriores permiten contar con una estrategia constructiva que garantiza el 
cumplimiento del criterio de reducción del error de ajuste a medida que se adicionan parámetros a la 
red neuronal; no obstante, dicha estrategia  implica la evaluación de la totalidad de modelos 
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posibles. Se hace necesario, el desarrollo de una estrategia que permita reducir el espacio de 
modelos a evaluar. 
Para alcanzar lo anterior, en el Capítulo 3, se desarrolló una modificación a la estrategia 
constructiva realizada para los requerimientos 1 y 2; la solución se plantea desde dos visiones, una 
que recorre el espacio ingresando las entradas de forma secuencial y otra que lo hace de una manera 
no secuencial, donde es necesario seleccionar cuál de las posibles entradas debe ser incluida. 
El acercamiento secuencial se basa en el espacio de modelos desarrollado para los 
requerimientos anteriores, donde, para cada paso del algoritmo se evalúa si el nuevo modelo debe  
tener una entrada adicional o una neurona oculta; tras evaluar ambas combinaciones, se elige como 
nuevo modelo, aquel que genere el menor error de ajuste. Dicho de otra manera, el árbol de 
modelos posibles se poda en la ruta del menor error, de tal forma que se minimiza la evaluación del 
espacio de modelos posibles. 
El acercamiento no secuencial considera que la adición de las entradas en el proceso 
constructivo, no, necesariamente, deben ser secuencial. De manera similar al procedimiento 
secuencial se decide la conveniencia de agregar una neurona oculta o una entrada a la red según el 
aporte que dichos parámetros hagan al mejoramiento del error. La innovación radica en que para la 
toma de decisión debe evaluarse el aporte de cada entrada, es decir, en cada paso del algoritmo se 
evalúa si debe agregarse una neurona oculta o una entrada, decidiendo cuál de las entradas 
disponibles; tras evaluar todas las combinaciones, se elige como nuevo modelo, aquel que genere el 
menor error de ajuste. 
Los resultados experimentales de la aplicación de la estrategia constructiva secuencial y no 
secuencial a las series Airline, Sunspots y Lynx conducen a resultados altamente exitosos, donde, 
por ejemplo, para la serie Airline, usando la estrategia secuencial se requirió a evaluar sólo el 
16.92% de los modelos posibles y el 0.13% para la estrategia no secuencial. Resultados similares se 
obtuvieron con las otras series analizadas. 
La originalidad e importancia de la innovación realizada para el cumplimiento del 
requerimiento 3 radica en los siguientes aspectos: 
1. Se cuenta con una estrategia constructiva que de forma heurística permite reducir el número 
de modelos a evaluar, tanto si las entradas son consideradas secuencialmente, como si no lo 
son. 
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2. Cada uno de los modelos estimados en la ruta del menor error indicada por las estrategias 
constructivas secuencial y no secuencia, permiten ganancias con respecto a las 
configuraciones previas. 
3. Al considerar entradas no contiguas permite que el algoritmo valore la relevancia de incluir 
el rezago, según como este afecte el desempeño general del modelo, por lo que se incluyen 
los rezagos que permiten reducir el error de ajuste y en el orden que mayor influencia 
presentan. 
4. Experimentalmente, la estrategia constructiva no secuencial, para igual número de 
parámetros, presenta ganancias más acentuadas, en cada paso de la ruta del mejor error, que 
los obtenidos por la estrategia secuencial. 
 
6.2.4 Preguntas de investigación sobre las estrategias de selección del modelo 
 
1. Para un algoritmo consistente, las estrategias o criterios de selección de modelos 
están en capacidad de elegir el mejor modelo ante diferentes configuraciones de red?. 
2. Conducen todos los criterios a la misma respuesta? 
 
Para dar respuesta a los interrogantes planteados sobre el desempeño de la estretegia propuesta 
ante los criterios de selección del modelo, en el Capítulo 4 se realizó una evaluación de la estrategia 
constructiva secuencial propuesta en el Capítulo 3. 
En la evaluación se consideraron tres diferentes orientaciones de criterios: i. Basados en el error 
de ajuste, ii. Basados en criterios de información, y iii. Basados en pruebas estadísticas. 
Los resultados arrojados por cada uno de los criterios conducen a los siguientes hechos 
generales: 
 Las medidas basadas en el error de ajuste de entrenamiento MSE, SSE, indican que el mejor 
modelo es aquel con configuración mayor. 
 El criterio de información AIC evaluado para la muestra de entrenamiento, en todos los 
casos indica que el mejor posee la configuración más grande. 
 Otros criterios como MSE y SSE de predicción, BIC y LR, en todos los casos evaluados no 
conducen a resultados concluyentes, toda vez, que no coinciden con otras selecciones. 
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El modelo con mayor configuración presenta un buen ajuste, sin embargo, tiene baja capacidad 
de generalización y no es parsimonioso. En las selecciones realizadas por otros criterios presentan 
fallas en el ajuste, parsimnonia y generalización. 
La evaluación de los criterios de selección del modelo permite concluir que ante el desempeño 
consistente de la estrategia constructiva secuencial propuesta, tales criterios carecen de validez, toda 
vez que,  no estan en capacidad  de medir cual de los modelos posibles es el mejor. 
Asi mismo, para los criterios analizados no existe un consenso que permita concluir que el 
mejor modelo seleccionado cumple conjuntamente con las características de ajuste, generalización y 
parsimonia. 
 
Las implicaciones de los resultados arrojados en la evaluación van más allá de lo expresado en 
las preguntas de investigación, por la magnitud del impacto que tales resultados generan en los 
diferentes procesos de construcción y especificación de modelos de redes neuronales.  
Bajo las condiciones de un buen algoritmo, las estrategias de selección del modelo tenderán a 
elegir como mejor modelo el que más parámetros contenga, lo que da como resultado un modelo 
sobre-parametrizado. Al tener una red de un tamaño innecesariamente grande esta tenderá a 
memorizar las características de los datos, el ruido y la idiosincrasia de los mismos, dando lugar a 
un muy buen ajuste, pero una pobre generalización. 
 
6.3 Aportes Adicionales 
 
Como un aporte adicional a lo pretendido en este trabajo, en el Capítulo 5, se realiza un 
acercamiento al problema de selección del modelo mediante criterios de regularización.  
En esta tesis, se evidenció el comportamiento acertado del algoritmo propuesto frente a los 
criterios de reducción del error de ajuste a medida que se adicionan parámetros; más aún se resaltan 
ganancias adicionales al seguir tanto la estrategia secuencial, como la no secuencial; sin embargo, 
se ha demostrado que los criterios tradicionales para la selección del mejor modelo no conducen a 
selecciones adecuadas en todos los casos. 
Si bien, la regulación ha sido concebida como una técnica para solventar el problema de sobre-
entrenamiento, que a menudo adolecen los modelos de redes neuronales, esta también puede ser 
vista como estrategia para la selección del modelo, penalizando el número de parámetros. 
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En esta tesis se demostró, experimentalmente, que la regularización es una alternativa viable 
para la selección del modelo, toda vez que, conduce a resultados satisfactorios al permitir hallar un 
modelo con buen ajuste, buena capacidad de generalización y parsimonioso.  
No obstante, es necesario un estudio profundo acerca de su aplicación que permita solventar el 
problema de la elección del factor de regularización basado en las características propias de la serie. 
 
 
6.4 Trabajo Futuro 
Si bien en esta tesis se realizaron aportes conceptuales, metodológicos y prácticos entorno a la 
construcción y especificación de redes neuronales para el problema de predicción de series de 
tiempo, quedan varios interrogantes inexplorados que pueden dar lugar a futuras investigaciones; 
algunos de ellos son: 
 En la literatura se han propuesto una amplia variedad de estrategias de optimización local, 
las cuales no fueron contempladas en esta investigación y pueden conducir a mejorar los 
resultados alcanzados. Se hace importante, tanto evaluar el algoritmo propuesto con otras 
estrategias de optimización, así como contrastar los resultados obtenidos. 
 La estrategia de optimización desarrollada presenta una fortaleza en el error de ajuste, 
obviando, la presencia del problema de sobre-entrenamiento, se hace necesario, i. evaluar si 
el problema se manifiesta, ii. medir su impacto, iii. proponer formas de abordarlo y iv. 
incluir las soluciones en la estrategia desarrollada. 
 Anders y Korn (1999) proponen diferentes estrategias para la selección del modelo de redes 
neuronales basadas en pruebas de hipótesis, criterios de información y validación cruzada. 
En esta investigación no se contempló la evaluación del algoritmo propuesto con dichas 
técnicas, ni se comprobó si tales técnicas aportan al problema de predicción. 
 Egrioglu et al.,(2008) proponen una estrategia para la selección del modelo que combina 
varios criterios de error de ajuste, de información y de pruebas estadísticas. Tal 
combinación u otra diferente no ha sido contemplada en esta tesis. 
 Como aporte adicional se evaluó el impacto de la técnica de regularización por 
descomposición de pesos como estrategia de selección del modelo, exhibiendo resultados 
prometedores; sin embargo, existen otras técnicas de regularización que no fueron 
contempladas en esta investigación y no se ha comprobado si tales estrategias permiten una 
selección adecuada de modelos. 
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Anexo 1: Exploración Preliminar de la Serie Airline 
 
Información de la Serie 
Una etapa importante en el análisis de una serie de tiempo es la representación gráfica de los 
datos en los sucesivos períodos de tiempo. En este apartado se analiza, en forma visual y estadística, 
el comportamiento y las características de la serie Airline, así como también el ambiente en el cual 
se desarrolla. La serie Airline, tal como se expuso en la sección 1.3.6, se compone de 144 
observaciones mensuales del número de pasajeros en líneas aéreas, medidos entre enero de 1949 y 
diciembre de 1960. El gráfico de la serie es presentado en la Figura 23. Esta gráfica muestra las 
características de la serie, si tiene tendencia, estacionalidad, discontinuidades, o existen datos 
situados fuera de los límites esperados. Tal como puede observarse visualmente la serie exhibe las 
siguientes características: 
 Presenta una tendencia creciente a lo largo de todo el periodo de medición. 
 Presenta patrones que se repiten de forma regular con un periodo anual, presentando picos 
en los meses de julio y valles en los meses de noviembre. 
 A medida que el nivel medio de la serie aumenta, también se incrementa la magnitud de la 
variación estacional, esto indica que podría ser adecuado ajustar a los datos un modelo 
estacional multiplicativo. 
 No se evidencia un comportamiento destacable de largo plazo diferente a los mencionados. 
 Evidencia un comportamiento aproximadamente estable, sin fluctuaciones identificables en 
periodos de tiempo cortos. 
 No exhibe datos aislados y poco frecuentes (outliers). 
 Si bien, la serie puede verse afectada por eventos calendario, dicha influencia no es 
claramente evidente en la inspección visual. 
 No se considera la influencia de variables causales. 
 Un análisis del ambiente en el cual se desarrolla la serie refleja periodos de expansión y 
recesión típicos de las series económicas aunque sin efectos identificables a corto o largo 
plazo. Igualmente, la serie no se vé afectada por efectos climáticos y/o ambientales, tales 
como fenómenos de “Niño” y “Niña”, catástrofes ambientales y terremotos. 
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Las características mencionadas se hacen evidentes cuando se observan los gráficos de 
descomposición estadística de las componentes de tendencia y estacionalidad, donde puede 
observarse una tendencia creciente exponencial y la presencia de estacionalidad anual [véase Figura 
24]. Así mismo, el cálculo de la Kurtosis de la serie: 2.6052 y el Coeficiente de Asimetría: 0,5770, 
cercanos a cero, indican que los datos se distribuyen simétricamente alrededor de la media y con 
una concentración ligeramente normal, sin embargo, tal como lo manifiesta la gráfica del 
autocorrelograma de la serie presentado en la Figura 25, la serie presenta raíces unitarias lo cual se 
evidencia por el decrecimiento lento y la presencia de valores por fuera de las bandas de 
significancia. Una estabilización de la serie implica un preprocesamiento vía transformación o 
escalado de los datos. 
 
Figura 23. Representación Gráfica de la Serie Airline 
 
Finalidad del Pronóstico y Horizonte de Medición 
En el caso analizado con la serie Airline se pretende evaluar la capacidad del modelo para 
predecir comportamientos, por lo tanto se ha elegido un pronóstico a corto plazo. Encontrar un 
modelo adecuado que reproduzca la serie y predecir los doce meses siguientes al último mes para el 
que se dispone dato. Esto es, pronóstico mensual un paso adelante, con un horizonte de pronóstico 
de 12 meses. 
 
Preprocesamiento 
En algunos casos, la gráfica de los datos sugiere considerar una transformación de los mismos, 
por ejemplo tomar los logaritmos o la raíz cuadrada. Si hay tendencia en los datos y la varianza se 
incrementa con la media resulta aconsejable transformar los datos. Para la serie Airline, Box y 
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Jenkins decidieron tomar el logaritmo de la serie, , con el fin de minimizar la variación en los datos, 
y, principalmente, para convertir la estacionalidad multiplicativa en aditiva; al observar que la 
desviación estándar de los datos es directamente proporcional a la media, la transformación 
logarítmica sería adecuada.El argumento dado por Box y Jenkins para tomar el logaritmo de los 
datos originales, es que “los logaritmos son tomados para analizar datos de ventas, porque es el 
porcentaje de variación el que sería comparable a diferentes volúmenes de ventas”.  Este mismo 
lineamiento es seguido por numerosos autores como(Faraway y Chatfield, 1998), (Ghiassi et al. , 
2005), (Sánchez y Velásquez, 2010). La serie transformada es presentada en la Figura 26; de aquí 
en adelante se habla de la serie Log Airline como la serie transformada con logaritmo natural. 
Dentro del preprocesamiento de la serie Airline, no se consideró necesario el uso de técnicas 
para la eliminación de patrones regulares y escalado de los datos, optando por un tratamiento 
conjunto de las componentes regulares dentro de la representación del modelo. 
 
 
Figura 24. Componentes regulares de la serie de tiempo 
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Figura 25. Autocorrelograma de la serie Airline 
 
 
 
Figura 26. Serie Airline transformada con la función Logaritmo Natural 
 
 
Identificación de los Rezagos Relevantes 
Para la serie log Airline se considera como variables potencialmente significativas en el modelo 
los primeros 13 rezagos de la serie, de tal forma que se considere un ciclo completo del periodo 
estacional.  
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Propiedades Estadísticas 
Las propiedades estadísticas de la serie de tiempo Log Airline son resumidas en los gráficos de 
autocorrelograma simple y parcial, espectro de energía, e histograma, presentados en la Figura 27 
El autocorrelograma simple [véase la Figura 27a] decae lentamente, y presenta patrones 
estacionales. El autocorrelograma parcial Figura 27b] indica que el logaritmo del valor actual 
depende únicamente del logaritmo del mes anterior. El espectro de energía Figura 27c] no muestra 
evidencias significativas que indiquen la existencia de componentes cíclicas asociadas al periodo 
anual o a otras frecuencias mayores; no obstante, hay una importante concentración de energía para 
periodos muy altos la cual refleja la componente estacional anual. El histograma [Figura 27d] indica 
que los valores de la serie no siguen una distribución normal.  
 
 
 
Figura 27. Propiedades Estadísticas de Log Airline 
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Igualmente, los principales estadísticos descriptivos de las serie son presentados en la Tabla 14. 
Entre estos valores cabe destacar que los valores de la Kurtosis y el coeficiente de asimetría 
redujeron tras la transformación de la serie. 
 
Tabla 14. Estadísticos Descriptivos Log Airline 
Media 5.5421 
DesviaciónEstándar 0.4414 
Kurtosis   2.0278 
Coeficiente de Asimetría -0.1207 
Máximo 6.4329 
Mínimo 4.6444 
 
Límites del Sistema 
En las secciones anteriores de este capítulo se ha enfatizado en la identificación preliminar de 
los patrones regulares, irregulares y cambios en el ambiente en el cual se desarrolla la serie Airline, 
así como, aspectos relacionados con las variables causales, la finalidad del pronóstico y su horizonte 
de medición, el preprocesamiento y los rezagos relevantes que serán considerados; basados en este 
análisis, y considerando también la definición de los conjuntos de entrenamiento, validación y 
pronóstico, los límites del sistema para la construcción de modelos de la serie Airline se resumen en 
la Tabla 15. 
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Tabla 15. Criterios de Exploración Preliminar para la serie Airline 
Criterio 
Se considera 
Tratamiento 
Si No 
Patrones Regulares 
Tendencia X  Modelado conjunto en la red 
Estacionalidad X  Modelado conjunto en la red 
Ciclos  x  
Volatilidad X  Modelado conjunto en la red 
Patrones Irregulares 
Outliers  x  
Cambios estructurales  x  
Efectos calendario  x  
Variables Causales  x  
Cambios en el Ambiente  x  
Finalidad del Pronóstico X  Predicción un paso adelante a 
Corto plazo 
Horizonte de Medición X  12 meses 
Preprocesamiento X  Transformación Ln 
Rezagos Relevantes X  Lag 1 – Lag 13 
Conjunto de entrenamiento, validación y 
pronóstico 
X  Entrenamiento:01/49 – 12/59 
Pronóstico: 01/60 – 12/60 
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Anexo 2: Árbol de Modelo de la Estrategia No Secuencial para la Serie Airline 
 
 
Figura 28. Árbol de selección seguido por la estrategia no secuencial para la serie Airline 
