In this paper, a cardinality constrained mean-variance 
Introduction
Portfolio optimization, which addresses the ideal assignment of assets, has been one of the important problems in modern financial mathematics. A fundamental research on this problem was given by Markowitz (see [1] and [2] ), who proposed the mean-variance model. Although the problem proposed by Markowitz looks simple, there is more than one way to establish an optimum portfolio. Indeed, Markowitz himself suggested that a model based on semi-variance would be preferable. In [3] , a mean absolute deviation portfolio selection model was proposed. It has been shown that this model has the similar results to the mean-variance model. Simaan [4] contented that the computational savings from the use of mean absolute deviation object function are outweighed by the loss of information from the covariance matrix. Samuelson [5] was the one who first noticed the asymmetry of returns, and considered the third order moment in portfolio optimization. Then, other authors did some researches on this problem, see [6] [7] [8] .
On the other hand, the Markowitz mean-variance model has been expanded by introducing additional constraints, such as the no short selling constraint, transaction costs constraint and cardinality constraints. In this paper, we employ a modified mean-variance model called a "cardinality constrained mean-variance model", which is presented in [9] . In this model, we consider the cardinality constraints, which impose a limit on the number of assets in the portfolio and the quantity constraints which restrict the proportion of each asset in the portfolio to lie between lower and upper bounds.
Because of the cardinality constraints, the traditional algorithms are not available. There are some heuristic methods of solving the cardinality constrained mean-variance model, see [9] [10] [11] [12] [13] . These methods consist of genetic algorithms [9] , tabu search [9] , simulated annealing [9] , neural networks [10] and particle swarm optimization [11] .
In this study, we employ another heuristic method, which is artificial bee colony (ABC) algorithm (see [14] [15] [16] [17] [18] ) to solve this problem. The ABC algorithm, introduced recently by Karaboga [14] , is a swarm intelligence based algorithm which simulates the foraging behavior of a bee colony. From the previous research, it is clear that the ABC algorithm outperforms other heuristic methods for the high dimensional and multimodal problems. The portfolio optimization problems are always high in dimension. Furthermore, there are few studies on ABC algorithm in the literature, and almost none of them deals with portfolio optimization. Our experimental results show that the ABC algorithm is available for the cardinality constrained portfolio optimization problem.
The remainder of the paper is organized as follows. Section 2 presents the cardinality constrained mean-variance model for portfolio optimization problem. In Section 3, how to use ABC to solve the cardinality constrained mean-variance model is proposed. Section 4 gives some computational results. Some conclusions are given in the last section.
Problem Formulation
In this section, the cardinality constrained mean-variance (CCMV) model is introduced, which is derived from the well-known mean-variance (MV) model. The MV model for portfolio optimization problem is:
subject to 1,
where N is the number of available assets, i  is the expected return of the i th asset ( 1,..., 
 
, there is a best trade-off between mean return and risk for problem (1) which consists of the efficient frontier, which was called a standard efficient frontier by Fernandez and Gomez in [10] .
In the CCMV model, two additional constraints have to be included in the MV model. The first one is the number of assets in the portfolio. The second one is the lower and the upper bounds of an included asset's proportion. Let K be the desired number of assets in the portfolio, i 
ABC Algorithm for the CCMV Model
It is clear that problem (2) is a mixed quadratic and integer programming problem for which efficient algorithms do not exist [10] . Therefore, we introduce the artificial bee colony (ABC) algorithm for solving the CCMV model.
The ABC algorithm, proposed by Karaboga, is a recently introduced optimization algorithm which simulates the foraging behavior of a bee colony [14] . The swarm in ABC consists of three kinds of bees: employed bees, onlooker bees and scout bees. Half of the colony consists of employed bees, and the other half includes onlooker bees. Employed bees are responsible for exploiting the food source and giving the information to the onlooker bees in the hive. Onlooker bees wait in the hive and decide on a food source to exploit based on the information shared by the employed bees. The employed bee whose food source has been abandoned becomes a scout. In the ABC, the position of a food source represents a possible solution to the optimization problem and each food source is exploited by only one employed bee. In other words, the number of employed bees is equal to the number of solutions in the population. The basic steps of the ABC algorithm are given below.
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Repeat:
Place the employed bees on the food source on the memory; Place the onlooker bees on the food source on the memory; Send the scouts to the search area for discovering new food source. until requirements are satisfied.
Constraint satisfaction
Consider that there are N dimensions for each bee and each dimension represents an asset. Indeed, each bee includes proportional variables denoted by ( and each bee must be feasible and satisfy the constraints in (2) . Inspired by the similar approach proposed in [11] , the arrangement algorithm is presented to guarantee the feasibility of the solutions shown as follows. While(
If random (0,1)<0.5 then j =randomly select an asset such that j Q  Else j =select the maximum c-valued asset such that j Q  End if
If random (0,1)<0.5 then j =randomly select an asset such that j Q  Else j =select the minimum c-valued asset such that j Q  End if 
Fitness function
In this study, we use the fitness function proposed in [16] , i.e. ,
where i f is the cost value of the solution represented as 1 1 1 (1 ) .
Producing initial food source sites
Initial food source sites are produced randomly within the range of the boundaries of the parameters, which is min max min
In this phase, counters which store the numbers of trials of solutions are reset to 0. After initialization, the population of the food sources (solutions) is subjected to repeat cycles of the search process of the employed bees, the onlooker bees and the scout bees. A terminal criterion is reaching a maximum cycle number (MCN).
Sending employed bees to the food source
We have mentioned that an employed bee is associated with only one food source. Thus, the number of food sources is equal to the number of employed bees. An employed bee finds a neighboring food source and evaluates its quality. In ABC algorithm, this finding a neighboring food source is defined as 
where j is a random integer in{1, 2,.. 
Selecting the food source by onlooker bees
After all employed bees complete their searches, they share their information of their sources with the onlooker bees. The onlooker bee evaluates the information and chooses a food source with a probability. In ABC algorithm, roulette wheel selection scheme is employed, 
Abandonment criteria
After all employed bees and onlooker bees complete their search, if a position cannot be improved further through a "limit", then that food source is assumed to be abandoned. If more than one counter exceeds the "limit" value, one of the maximum ones might be chosen. The abandoned food source can be replaced by a new one using (6) and (7).
All these units and interactions between them we have discussed until now are shown in ABC algorithm as follows. 
End if
Arrange ( i ) Compute i f  If i i f f   then ij ij z z   , ij ij x x   Else 1 i i trail trail  
End if End for
Calculate the probability values i p by (10) for the solutions using fitness values {----Produce a new food source population for onlooker bees ----} 0, 1
then Produce a new food source ij x  for the employed bee by using (9) End if 
Computational Results
In this section, the computational results of ABC algorithm for solving the CCMV model are presented. Test data are obtained from http://people.brunel.ac.uk/mastjjb/jeb/orlib/portinfo.html. These data correspond to different stock market indices: the Hong Kong HangSeng with 31 assets, the German Dax 100 with 85 assets, the British FTSE 100 with 89 assets, the US S&P 100 with 98 assets, and the Japanese Nikkei with 225 assets.
All the results were computed using the values Inspire by the analysis in [11] , we use mean Euclidian distance, variance of return error and mean The results of above three measures for ABC algorithm are compared with which for the other four heuristic algorithms, as shown in Table 1 . The other four heuristic algorithms are genetic algorithms (GA), tabu search (TS), simulated annealing (SA) and particle swarm optimization (PSO), and the results for these four heuristic algorithm are obtained from [11] .
It is clear from Table 1 that the mean Euclidian distance of ABC algorithm is smaller than the other four algorithms for these five market index. For HangSeng, FTSE 100 and S&P 100, the ABC algorithm for solving the CCMV model is the best able to approximate the standard efficient frontier with the smallest variance of return error and mean return error. Figure 1 shows the comparison of standard efficient frontiers and ABC efficient frontier. It is clear that the ABC efficient frontiers almost coincide with the standard efficient frontier for HangSeng, FTES100, S&P100 and Nikkei. For DAX 100, the coincidence of the efficient frontier happens with a low risk of investment.
The experimental results show that the ABC algorithm performs well for solving the CCMV model for portfolio optimization problem and gives better solutions than other heuristic algorithms. Economically, the ABC algorithm gives better portfolio strategies than other heuristic methods for an investor, especially for the risk aversion investors.
Conclusion
In this work, we have focused on solving the cardinality constrained portfolio optimization problem. This problem is a mixed quadratic and integer programming problem for which no computational efficient algorithms are known. We have used the ABC algorithm to solve the cardinality constrained portfolio optimization problem and traced out its efficient frontier. The results obtained have been compared to those obtained by four other heuristic algorithms, which are genetic algorithms, tabu search, simulated annealing and particle swarm optimization.
The experimental results have shown that the ABC algorithm obtained a set of solutions with higher quality than the solutions from the other four heuristic algorithms. In a word, the ABC algorithm presented in this paper is feasible for solving the cardinality constrained portfolio optimization problem.
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