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Abstract
The purpose of the present study is to investigate the water and sediment
temperature dynamics in shallow coastal environments. Indeed, water and
sediment temperature dynamics are a first order control of many physical
and biological processes in aquatic ecosystem, driving the short and long
term evolution of the ecosystem.
Given the scarcity of studies and data from the literature that investigate in
particular the heat fluxes at the sediment-water interface (SWI), we conceived
and performed an ad hoc, one-year-long field campaign was performed in the
Venice lagoon to collect water and sediment temperature data. The collected
data show that, in our study site, temperature is uniform within the water
column, and enabled us to estimate the net heat flux at the sediment-water
interface. Based on these results we developed a ”point” model for describing
the temperature dynamics of the sediment-water continuum in shallow tidal
environments. Modeling the flux at the SWI as the sum of a conductive com-
ponent and of the solar radiation reaching the bottom, we found the latter
being negligible. Our analysis further revealed that, in general, horizontal
advection driven by tidal currents is an important process also at our study
site despite we placed it quite close to a divide. For applying the ”point”
model we therefore selected, in our data set, only periods when advection is
negligible, that correspond to periods characterized by neap tide and small
temperature difference between sea and lagoon. The results we obtained
following our numerical approach are quite satisfactory showing the capabil-
ity of the model of reproducing, in the selected conditions, the temperature
dynamics both in the water column and within the sediments. Both the
analysis of the data and model results show that the heat exchange between
water and sediment is crucial for describing sediment temperature but plays
a minor role on the water temperature. This observation suggests that, as
a first approximation, the water temperature dynamics can be modeled ne-
glecting the heat exchange between water and sediments.
Using the developed numerical model we further investigated the effect of
different turbidity conditions of the water column on the water and sediment
temperature and on the photosynthetic capacity of the microphytobenthos
(MPB), i.e. communities of microalgae commonly present in coastal envi-
ronments and colonizing the uppermost layer of bed sediments. We found
that the water temperature dynamics is poorly affected by the different con-
ditions investigated, while the sediment temperature variation is significant,
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especially for very shallow water depth (i.e. ≤ 0.5 m). Considering the aver-
age annual budget, the photosynthetic rate of the MPB is found to be better
promoted by clear water conditions, being the light availability the major
limiting factor for the photosynthetic process. These results suggest the pos-
sibility of investigating a positive feedback between water column turbidity
and the MPB proliferation, driven by its photosynthetic capacity. In fact,
the abundance of MPB provides a bio-stabilization of the sediment bottom,
creating a biofilm that limits sediment resuspension and thus reduces the
water column turbidity.
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Chapter 1
Introduction
The coastline separating continents from oceans consists of many different
environments (e.g. bays, estuaries, lagoons, deltas), and represents one of the
most productive areas of the world (Mart´ınez et al., 2007). Coastal environ-
ments are suffering and their ecosystems are at risk because of the increasing
anthropogenic pressure and the accelerated global nitrogen cycle promoting
the eutrophication (WRI, 2005). About half of the world’s population live
along the coastline (PRB, 2012), inevitably stressing coastal environments.
The reduction of sediment supply from rivers (also related to human inter-
ventions) and the increased pollution are causing a degradation of shallow
water environments, that brought to the disappearance of half of the world’s
wetlands and mangroves in the last century, and deteriorated nearly the 60%
of the world’s coral reef (FAO, 2001).
Lagoons represent one of the typical environments along the coastline, oc-
cupying almost the 15% of the world’s shoreline. Lagoons play a crucial eco-
logical role, providing the perfect habitats for many animal and plant species
and rates of primary productivity comparable to that of rain forests, rep-
resenting hot-spots of carbon-cycling and therefore working as regulators of
climate change (Cronk and Fennessy, 2016). Typically, many socio-economic
interests are connected to coastal lagoons, leading to intense human stress
on these environments that causes losses of ecosystem goods and services.
Considering the increasing anthropogenic pressure on lagoons and coastal
areas, proper methods for monitoring the water quality must be developed,
in order to manage a sustainable utilization of the water resource and of the
environments, and to better control and describe the eco-bio-morphodynamic
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processes driving the evolution of the ecosystem.
Water and sediment temperature dynamics are a first order control of
physical and biological processes affecting the dynamics of water quality in
aquatic ecosystems in general, and in coastal systems in particular. Organic
matter production and decomposition rates in the sediment-water contin-
uum is directly linked with temperature, and thus greenhouse-gases (chiefly
Carbon Dioxide and Methane) emission and uptake (Battin et al., 2009). Dis-
solved oxygen level is also function of water temperature, with lower values of
saturated dissolved oxygen observed at higher water temperatures (Lee and
Lwiza, 2008), possibly leading to hypoxia (i.e. depletion of dissolved oxygen
below 2 ÷ 3 mg l−1) and therefore to relevant disturbances of the ecosys-
tem (Kemp et al., 2005). This phenomenon typically affects shallow water
basin located in temperate coastal regions (Hearn and Robson, 2001; Hagy
et al., 2004). The temperature dynamics in the water column and within the
sediment controls water transparency (Williamson et al., 2009) and drives
biological processes, especially in semi-enclosed environments, such as la-
goons and estuaries, often characterized by long residence times (Viero and
Defina, 2016). Water transparency and therefore the light transmittance
trough the water column represents also one of the major factors responsible
for the loss of seagrass coverage (Carr et al., 2010, 2015). Temperature at
the sediment-water interface is a crucial factor influencing the growth and
survival of microphytobenthic biomass (Guarini et al., 2000), while temper-
ature in the underlying sediment layers affects biochemical kinetics and the
recycling of nutrient and toxic materials within the sediment column (Fang
and Stefan, 1998). Controlling the microphytobenthic biomass growth, the
temperature at the sediment-water interface indirectly affects the morpho-
dynamics of the tidal environments because of the stabilizing effect of the
biofilm produced by the microphytobenthos on the sediment surface (Pater-
son, 1989; Miller et al., 1996).
Water temperature variations related to climate change or local thermal pol-
lution also creates suitable conditions for alien algal species to grow, leading
to environmental alteration and possible reduction of the native sea flora
(Gritti et al., 2006; Wolf et al., 2014).
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1.1 Microphytobenthos
Figure 1.1: Biofilms of benthic microalgae, or microphytobenthos (MPB),
growing on the sediment surface in intertidal flats.
The microphytobenthos (MPB) (figure 1.1) consists of microscopic, eu-
karyotic algae and cyanobacteria typically present in coastal environments,
including habitats like salt marshes, intertidal and tidal flats characterized
by light availability (MacIntyre et al., 1996), but also in shallow lakes and
rivers (Cochero et al., 2014).
The role played by the MPB is crucial for the ecosystems. In fact, benthic mi-
croalgae are one of the major factors driving primary productivity in shallow
coastal environments, concurring significantly to carbon intake and oxygen
and nutrients production, and constitute also a food source for secondary
producers (Miller et al., 1996).
The benthic biomass is distributed along the first centimeters of sedi-
ments. The small fraction of biomass located within the photic zone (i.e. the
very first layer of sediments characterized by light penetration) constitutes
the “photosynthetically active layer”, which, at a given time, actively par-
ticipates to the productivity (Guarini et al., 2000). The vertical distribution
of the MPB biomass is due both to physical and biological processes and to
the inner motility of the MPB. In fact, the microalgae can migrate down-
ward under high light condition, to avoid photoinhibition, and upward under
low/medium light condition to enhance the photosynthetic process.
The benthic biomass growth and the related primary productivity of the
MPB is driven by four major factors: light availability, sediment temper-
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ature, nutrients concentration and sediment transport (Barranguet et al.,
1998). Usually, the nutrients availability is not a limiting factor in environ-
ments characterized by the presence of MPB, while sediment temperature
and light are the most important constrains (Du et al., 2016).
The benthic communities not only plays a crucial role for the primary pro-
ductity, but also importantly affects the short and long term morphodynamic
evolution of the environments where they prolifer (Kirwan and Murray, 2007;
Marani et al., 2010) and therefore the characteristics of the ecosystem. The
abundance of MPB at the bottom provides a stabilizing effect on the sedi-
ment surface (Paterson, 1989; Paterson and Black, 1999; Black et al., 2002).
Benthic diatoms, in fact, produce extracellular polymeric substances (EPS)
creating a biofilm on the sediment surface that, increasing the critical thresh-
old for erosion, reduces the sediment resuspension and the bottom erosion
(Parsons et al., 2016). The EPS distribution profile varies in time as func-
tion of the biofilm growth and “age”, affecting progressively deeper layers
of sediments. Therefore, the biostabilization provided by the EPS structure
varies in time, and as the biofilm grows the sediments resistance to erosion
increases at greater depths within the bed (Chen et al., 2017). The struc-
ture of the biofilm produced by the MPB depends also on the flow regime at
the bed surface (Wang et al., 2014), with stronger structures observed when
higher flow velocities affect the bed surface. The interaction between MPB
and morphodynamics is therefore crucial, and provides a good example to
support the necessity of an eco-bio-morphodynamic approach in the study of
coastal environments.
1.2 Temperature Dynamics in Aquatic Envi-
roments
Water and sediment temperature dynamics in aquatic systems is driven by
the sum of different energy fluxes, potentially small compared to the single
contributions (Imboden and Wuest, 1995).
Process-based energy balance models (Fang and Stefan, 1996; Martynov
et al., 2010; Subin et al., 2012) are based on a physical description of ra-
diative, conductive, and advective energy transfer within the water-sediment
continuum, accurately characterizing the different energy fluxes driving the
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temperature dynamics. Calibrating and running these models require ac-
curate time series of meteorological data as input (e.g., air temperature,
humidity, wind speed, cloudiness, etc.), which are often not available thus
limiting their applicability.
In order to overcome this limitation, regression models (Sharma et al., 2008;
Cho and Lee, 2012) and semi-empirical models (Kettle et al., 2004; Piccolroaz
et al., 2013) are an alternative. While the purpose of process-based models is
to fully represent the process of interest, regression and semi-empirical mod-
els provide a simplified representation, with the advantage of requiring less
data as input. In particular, regression models identify the main parameters
to consider as predictors of the process and provide a formulation based on
a statistical approach (i.e. linear regression, Bayesian multiple linear regres-
sion); semi-empirical models, instead, provide a parameterized description of
the process based on physical principles. Both these type of models have been
successfully applied to different environments as rivers (Morrill et al., 2005;
Toffolon and Piccolroaz, 2015), lakes (Kettle et al., 2004; Piccolroaz et al.,
2013, 2017) and bays (Cho and Lee, 2012). Regression and semi-empirical
models are typically applied for long-term analysis (seasonal to multi-annual
timescale) because of the simplicity, parsimony and computational efficiency.
The applicability of regression models is theoretically limited to the range of
variation of data used for the calibration, while semi-empirical models can be
applied when it is necessary to extrapolate beyond the limit of the measured
time series because of their physically based derivation. Therefore, semi-
empirical models represent the preferable choice for climate change studies.
On the other hand, unlike process-based models, both regression and semi-
empirical models do not allow to investigate separately the processes involved
in the energy balance and to estimate the short-term (sub-daily) evolution
of the temperature dynamics.
1.3 Research Goals
To our knowledge, few studies have investigated the water temperature dy-
namics and energy balance in shallow coastal environments (e.g. Umgiesser
et al. (2004); Bouin et al. (2012)). Even fewer studies focus on the descrip-
tion of energy exchanges at the sediment-water interface. Heat exchange
at the sediment-water interface was studied in coastal regions to describe
temperature evolution in bed sediments (Guarini et al., 1997; Smith, 2002),
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but without fully solving for the two-way coupling of sediment-water energy
fluxes. The mutual interaction between water and sediment temperature was
studied in lakes with the aim of investigating the effect of the water on the
underlying bed sediment temperature (Fang and Stefan, 1996; Boike et al.,
2015) and the hypolimnion warming induced by seiche oscillations (Kirillin
et al., 2009; Nishri et al., 2015), in relatively deep waters and in the absence
of tidal fluctuations.
The aim of the present study is to investigate the evolution of the temperature
profile in the water-sediment continuum in a very shallow tidal environment
characterized by a temperate climate. In particular, we aim at analyzing, ob-
servationally and numerically, the temporal variation of the vertical temper-
ature profile within the water-sediment continuum, with particular attention
to the energy flux exchanged at the sediment-water interface (herein after
SWI) and its relevance for modeling the water temperature dynamics.
Our analysis focuses on the Venice lagoon (Italy), a significant example of la-
goonal environment because of its ecological, socio-economical and historical
relevance. We performed a field campaign on a tidal flat within the Lagoon
in order to collect temperature data at several points in the water column
and within the sediment for about one year. Such an almost unique data set
allowed us to investigate the dynamics of the temperature profile within the
water-sediment continuum. Observations were used to compute the heat flux
at the SWI and interpreted using a “point” model developed for describing
the time evolution of the vertical temperature profile. The “point” model is
based on a process-based approach, which enabled us to compute separately
the different components of the energy balance. The heat exchanged at the
SWI was compared with the computed energy fluxes at the air-water inter-
face (herein after AWI) in order to understand its relevance compared to the
other vertical energy fluxes.
The “point” model, applied to a synthetic condition, allowed us to further
investigate the possible effect of the water column turbidity/light trasmit-
tance on the water and sediment temperature dynamics and consequently on
the photosynthetic capacity of microphytobenthos.
Chapter 2
Study Case - the Venice Lagoon
The Venice lagoon, located in the Northeast of Italy (see figure 2.1), is fa-
mous worldwide for its historical relevance, mainly related to the presence of
the city of Venice, which we can address as an “open-air” museum because of
its uniqueness and because of the history and beauty told by its monuments
and buildings. Moreover, besides Venice, many other sites within the La-
goon, maybe less known, deserve to be mentioned because of their historical
and artistic relevance, like the islands of Murano and Burano and the city of
Chioggia.
But the importance of the Venice lagoon is not limited to its artistic and
historical characteristics. In fact, the Lagoon represents also a very dynamic
ecosystem, characterized by the presence of very different natural environ-
ments.
Today, the Venice lagoon extends over a surface of about 550 km2, bordering
an area approximately 50 km long and 8 km wide. A thin littoral border
60 km long separates the Lagoon from the sea. Three inlets (i.e. Lido,
Malamocco and Chioggia inlets) interrupt this littoral border, ensuring a
connection with the Adriatic Sea. The mean depth characterizing the La-
goon is about 1.2 m, with a typical tidal range of 1.0 m and a main tidal
period of 12 h.
The Lagoon consists of various environments like salt marshes, tidal and in-
tertidal flats, fishing farms, lagoonal channels and islands (both natural and
artificial). This multitude of environments leads to a very peculiar ecosys-
tem, hosting the perfect habitats for various animal and plant species, as well
as bird migratory fluxes of global relevance.
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Figure 2.1: Satellite image of the
Venice lagoon.
The Venice lagoon that we can
appreciate today is the result of a
long evolution lasted thousands of
years (D’Alpaos (2010), Gambolati
and Pietro Teatini (2013)).
Its origin is due to fluvial detritus
transported to the sea by the rivers
and distributed along the coast by
waves and sea currents during the
period of stabilization of the Adri-
atic Sea, constituting the littoral
borders of the “first” Lagoon. The
early Lagoon was different from the
today’s Lagoon, smaller and con-
nected to the sea by many inlets.
Many rivers (e.g. Brenta, Sile, Pi-
ave) used to flow into the lagoonal
basin, creating a brackish environ-
ment characterized by a lower salin-
ity compared to the connected Adri-
atic Sea. The rivers flowing within
the Lagoon were also responsible of huge amount of sediments supply to the
Lagoon, higher than the erosion capacity of the tidal currents within the
basin, that would have brought the Lagoon itself to disappear becoming a
marshland.
But the location of the city of Venice, in the middle of the Lagoon, ensur-
ing protection either on the land and on the sea side, was strategical for
the Venetian State. Therefore, since the XVI century, massive interventions
have been promoted and realized in order to avoid the disappearing of the
characteristic lagoonal features. In particular, the main rivers flowing into
the Lagoon have been diverted, drastically reducing the sediment poured
into the water basin. Moreover, artificial channels were excavated and the
inlets were modified in order to facilitate the navigation. Because of these
interventions, the Lagoon faced a dramatic change in time: the reduction
of sediment supply and the increased erosion driven by the modified hydro-
dynamic regime of the Lagoon lead to the retreat of the salt marshes and
the lowering of the tidal and intertidal flat bottom. The result is a lagoonal
9environment less brackish and characterized by more sea-like features (e.g.
increased salinity, higher tides).
During the XXth century, the Lagoon modifications due to man interventions
and activities have been even more relevant, and the anthropogenic pressure
on the ecosystem increased. Deeper navigation channels have been excavated
in order to allow the navigation within the Lagoon of bigger ships, new in-
dustrial and urban areas have been constructed reclaiming surface occupied
by salt marshes and intertidal flats. Moreover, the extraction of subsurface
water have increased significantly the lowering of the land level due to sub-
sidence, inducing a much greater effect than in condition of natural sinking.
The large industrial area of Marghera was built in the ’50-’60s in order to
promote the economy of the area, decayed because of the location of Venice
that, strategical in the past, became a major limitation in the modern days.
However, the industrial area and the industrial waste produced represents a
new source of stress for the lagoonal ecosystem.
The history of the Venice lagoon and its strong relationship with the
human activities makes the Lagoon a perfect example of the interconnec-
tions between natural and built environments, and the delicate equilibrium
for a sustainable use of the natural resource. Climate change and related
sea level rise, subsidence of the bottom and the anthropic pressure on the
environments are threatening the ecosystem of the Lagoon, affecting its eco-
bio-morphodynamic evolution. The main environmental issues are the pro-
gressive reduction of the main morphological structures of the lagoonal en-
vironment, i.e. salt marshes and tidal flat, and the lagoon water quality.
In the last 100 years a reduction of about the 40% of the salt marshes
area and a 30% increase of the mean water depth has been observed, rein-
forcing the erosional trends by increasing the mean fetch and depth of the
flows (Carniello et al. (2009), Molinaroli et al. (2009), D’Alpaos (2010)). The
modified hydrodynamics and the increase sediments erosion and resuspension
significantly affects also the water quality, spreading the pollutants accumu-
lated in the Lagoon’s sediments. The main sources of pollution are the
high nutrient load from water inflow, associated with agricultural activities
and residential waste, and the industrial waste produced by the activities in
Marghera. The industrial estate of Marghera is also responsible of a sensible
thermal pollution, leading to an increase water temperature in the surround-
ing area that creates suitable condition for the proliferation of alien algal
species with possible degradation of the local ecosystem (Wolf et al. (2014)).
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The damages on the ecosystem caused by pollutants are worsened by the
high residence time of water, that in the inner parts of the Lagoon can be of
12 days (Viero and Defina (2016)).
Giving the increasing anthropogenic pressure, a multidisciplinary ap-
proach, integrating satellite data, in situ water quality data, and mathematical-
physical models, is needed for studying and monitoring the Venice lagoon,
as well for others lagoons and coastal areas, in order to couple biological,
ecological and hydrodynamic processes and understand the short and long
term evolution of these environments and how we can preserve them.
Chapter 3
Field Measurements and Data
The main goal of the present study is to investigate the time evolution of
the temperature profile of water-sediment continuum and the role of the heat
exchange at the sediment-water interface (SWI) on the water column tem-
perature dynamics.
In pursuing this goal we conceived and performed, in cooperation with the
Duke University (US), a field campaign in the Venice lagoon, a very shallow
tidal environment characterized by a temperate climate. The Venice lagoon
represents an example of well monitored coastal environment, characterized
by the presence of an efficient monitoring network. However, temperature
data describing the temperature profile within the water-sediment contin-
uum were not available.Thus, the field campaign we performed provided an
almost unique dataset.
During the field campaign we collected water and sediment temperature data
in a tidal flat within the Lagoon. During the same field campaign we col-
lected also temperature data over a salt marsh but those data have not been
used in the present study.
Meteorological data necessary to compute the energy fluxes at the air-
water interface (AWI), as well as tidal oscillation data, were obtained from
the monitoring network of the Venice Municipality.
11
12 CHAPTER 3. FIELD MEASUREMENTS AND DATA
3.1 Study Site
Figure 3.1: Satellite image of the portion of the Venice lagoon close to the
Lido inlet. The yellow dashed line shows the position of the divide between
the sub-basins of San Nicolo` and Treporti. The green box highlights the
position of the study site where the field measurements campaign was per-
formed. The position of the measuring station is identified by the red star in
the enlargement of the stidy site area.
We installed the measuring station in a shallow tidal flat in the northern
part of the Venice lagoon, close to the island of Sant’Erasmo (see figure 3.1),
during the period between July 2015 and May 2016.
We choose this study site for the following reasons:
 bathymetric and morphological information of the area were already
available from previous works (Bendoni et al. (2016));
 the study site is quite close to the divide between two sub-basins of
the lagoon (Solidoro et al. (2004), D’Alpaos (2010)), i.e. areas to/from
which sea water is transported along different paths (through the Tre-
porti channel and the San Nicolo´ channel). This position implies that
water advection in the area is, in general, limited (flow through the
boundary being theoretically equal to zero), as well as the associated
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energy exchange with surrounding areas. The location close to the di-
vide was selected in order to make as much realistic as possible the
hypothesis of neglecting the contribution of the horizontal advection
and therefore the possibility of modeling the local temperature dynam-
ics using a simplified 1-D (vertical) approach;
 the study site can be reached quite easily from Venice, making possi-
ble to periodically visit the measuring station in order to change the
batteries and check the status of the instruments.
The bottom elevation at the measuring station is 0.65 m below mean sea
level, and the local tidal range is about 0.80 m during a spring tide and
0.50 m during a neap tide. Therefore, the tidal flat is almost permanently
submerged, except for rare meteorological conditions. In fact, the tidal flat
emerged only once during the almost one year monitoring period, and only
for few hours.
3.2 Measuring Station
The measuring station consisted of 9 temperature sensors, deployed in the
sediment at depths of 5, 10, 25, 50, 100 and 150 cm below the sediment
surface and in the water column at 10, 40, 70, 100 cm above the sediment
surface. The temperature sensors were fixed to a steel pipe, properly posi-
tioned in order to measure the water and sediment temperature at the desired
depths once the pipe was stuck in the tidal flat. The temperature sensors
in the water column were variably submerged by water depending on the
local tidal elevation, measured by a pressure transducer (U20 HOBO Onset,
Massachusetts, USA) positioned on the sediment bed surface.
The digital temperature sensors have an accuracy +/− 0.5 °C with a log-
ging resolution of 0.0625 °C (ControlByWeb, Xytronix Inc. Utah, USA) and
were connected to an Arduino Pro 328 microcomputer, with a data logging
shield (Adafruit, New York, USA). All data were collected at five minutes
intervals. The data logger and sensors were powered by sealed lead acid
batteries. Data logger and batteries were contained in a waterproof box,
positioned on the top of a PVC pipe stuck in the sediments next to the steel
pipe to which the temperature sensors were attached. The schematic of the
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Figure 3.2: Scheme of the measuring station installed in the tidal flat for the
almost 1-year-long field campaign performed. The pictures show the mea-
suring station and the data collection activity performed at regular intervals.
measuring station is shown in figure 3.2.
The duration of a battery charge is temperature-dependent, and was the
cause of some missing data. Over a period of 318 days (from the 17th of
July 2015 to the 31st of May 2016), we collected data for 134 days, with
continuous data-records that are all longer than one week.
The pressure transducer was in operation only during the first month of
the field campaign. Water level data from this period were related to the tidal
observations recorded at Burano by a tide gauge of the Venice Municipality
monitoring network. Tidal levels from the Burano station were then used for
the remainder of the data collection window.
3.3 Meteorological Data
The meteorological data necessary to compute the heat fluxes at the AWI are
solar radiation (Rsun [W m
−2]), air temperature (Tair [°C]), relative humidity
(Hrel (%)), atmospheric pressure (patm [mbar]), wind speed (Vwind [m s
−1])
and cloudiness (N (%)).
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Except for cloudiness, meteorological and tidal elevation data (h [m]) were
obtained, with a 5-minutes resolution, from the Venice Municipality through
its Tidal Forecast and Alert Center. The Venice Municipality Monitoring
Network further provided the sea water temperature (TS [°C]) measured at
the off-shore CNR platform, that we used to observe the temperature differ-
ence between the water at the measuring station inside the Lagoon and at
the sea.
Table 3.1 lists the monitoring stations considered for each input quantity.
The location of the different stations is shown in figure 3.3. Air temperature
and relative humidity are measured at 14 m above the mean sea level at
the measuring station of Palazzo Cavalli, while the wind speed is measured
at 9 m above the mean sea level at the measuring station of Laguna Nord,
where the wind regime can be considered characteristic of the entire north-
ern part of the Lagoon (Carniello et al. (2012), Carniello et al. (2014)). The
Station Coordinates Variables
Sensor
Unit
Elevation
San Giorgio
45°25′42.27”N
Rsun 12 [m] [W m
−2]
12°20′46.55”E
Palazzo Cavalli
45°26′11.16”N
Tair 14 [m] [°C]
12°20′0.73”E
Hrel 14 [m] (%)
patm 10 [m] [mbar]
Laguna Nord 45°29′44.14”N
Vwind 9 [m] [m s
−1]
(Saline) 12°28′19.10”E
Burano
45°28′58.94”N
h 3 [m] [m]
12°25′03.09”E
CNR Platform
45°18′51.29”N
Tsea / [°C]12°30′29.69”E
Table 3.1: List of the measuring stations of the Venice Municipality Moni-
toring Network considered in the present study and measured variables.
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Figure 3.3: Satellite image of the Venice lagoon showing the position of
the measuring station (yellow dots) of the Venice Municipality Monitoring
Network that provided the meteorological data necessary for the present
study.
solar radiation transducer measures all the solar radiation spectrum, with
a measuring range of 0.3 ÷ 3 µm. More information about the monitoring
stations and the monitoring network can be found at the Venice municipality
website (Citta´ di Venezia (2017)).
As anticipated, we used tidal level observations from the Burano station,
the tide gauge closest to our study site, to complement local water depth ob-
servations. The comparison of the tidal levels measured at the two locations
during the first month of the field campaign (when the pressure transducer
was deployed) showed consistent values, with a lag of 5 minutes (i.e. the tidal
signal reaches the Sant’Erasmo station 5 minutes before it reaches the Bu-
rano station). More precisely, the root mean square error between the tidal
signal computed using the pressure data and the signal measured at Burano
anticipated of 5 minutes is ≈ 0, 01 m, while the value of the Pearson’s linear
correlation coefficient is ≈ 1, indicating an almost perfect agreement. This
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information was used to ensure that tidal level values at the study site could
be reconstructed during the entire campaign.
Hourly information on cloud cover obtained from model simulations (Mesinger
et al. (2012)) were provided by the forecasting service IlMeteo (2017). Frac-
tional cloud cover is computed as a weighted average over the cloud cover
values at different heights.
3.4 Observations on the recorded data
Figure 3.4: Periods when continuous measurements are available (in green
and blue) during the almost 1-year-long measuring campaign. Periods char-
acterized by negligible effect of advection (see section 6.1) are highlighted in
blue.
The almost one-year-long temperature dataset contains gaps, due to the
variable duration of the batteries, but continuous data records are all longer
than one week, the longest stretches being longer than one month (see figure
3.4). We were thus able to investigate temperature changes over time scales
from minutes to seasons.
Figure 3.5 shows the time evolution of the temperature vertical profile
during a summer (figure 3.5(a)) and a winter (figure 3.5(b)) day.
In both cases we notice that:
 water temperature is uniform within the water column (observation
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Figure 3.5: Vertical temperature profiles of the water-sediment continuum at
different hours of a summer (a) and a winter (b) day. Temperature measured
within the water-sediment continuum is indicated by solid lines. Dotted lines
show temperature measured by sensors exposed to the atmosphere.
supported also by water temperature measurements collected in previ-
ous studies at other locations within the Venice lagoon (MAV (2004))).
This is confirmed by figure 3.6, showing the time series of water tem-
perature data measured from the temperature sensors above the SWI
at different depths over period of 5 days in summer (figure 3.6(a)) and
in winter (figure 3.6(b)). We observe that the measured temperature
by the sensors is the same when they are submerged (i.e. when they are
measuring the water temperature Tw - solid lines), independently from
the sensor position above the SWI, while they become different only
when the sensor is exposed to the atmosphere (dashed lines). This ob-
servation suggests that the water column is characterized by well-mixed
conditions and that the temperature profile within the water column is
homogeneous;
 the temperature variation at the daily timescale affects only the top-
most 30÷ 50 cm of the sediments;
 the variations of the sediment temperature over seasonal time scales
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Figure 3.6: Time evolution of the temperature measured by the temperature
sensors located at different depths above the SWI for a 5-days-long period in
summer (a) and winter (b). The measured water temperature is indicated by
solid lines. Dotted lines show the temperature measured by the sensors while
exposed to the atmosphere (i.e. the sensor is measuring the air temperature).
affect the entire sediment layer monitored in this study (i.e. first 1.5 m
of sediment bed);
 in summer the mean temperature of the sediment is lower than the
mean water temperature and therefore the heat flux is on average di-
rected from the water to the sediment, while in winter the opposite
pattern is observed.
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Chapter 4
Theory and Methods
In the present section we present the theoretical and mathematical framework
adopted for investigating the temperature dynamics in the water-sediment
continuum, the interaction between water and sediment at the SWI and the
energy fluxes at the AWI.
4.1 Water Column Temperature Dynamics
Figure 4.1: Sketch reproducing the vertical energy fluxes at the air-water
interface (AWI) and at the sediment-water interface (SWI). Refer to the
main text for the meaning and description of the fluxes.
As we discussed in section 3.4, the temperature data we collected during
the field campaign, as well as other available field observations, suggest that,
21
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dealing with very shallow water environments like the Venice lagoon, we can
consider the temperature uniform within the water column, being the water
column characterized by well-mixed conditions.
Therefore we assume a single temperature value to represent the thermal
state of the water column, whose dynamics is described by the following
equation:
dTw(t)
dt
=
1
Cw(t)
HN(t) (4.1)
where Tw(t) [°C] is the water column temperature, Cw(t) [W s °C
−1m−2] is
the thermal capacity of the water column, HN(t) [W m
−2] is the net energy
flux driving the water column dynamics. The thermal capacity is given by:
Cw(t) = ρwcPwY (t)
where ρw = 1027 [kg m
−3] is the water density end cPw = 3800 [J kg−1°C−1]
the water specific heat, both assumed constants, while Y (t) [m] is the water
depth at time t.
The net incoming energy flux HN [W m
−2] is given by the sum of the hor-
izontal and vertical energy fluxes exchanged by the water column with the
surrounding domain.
Focusing on the vertical energy fluxes, the contribution to HN consists of
the following terms (see sketch in Figure 4.1):
 short-wave radiation, Hsho [W m
−2], which is the solar irradiance not
reflected by the water surface and partially absorbed by water column
according to the Beer’s law integrated over the water column height;
 net incoming long-wave radiation, Hlon [W m
−2], which is the difference
between radiation emitted by the atmosphere (and fully absorbed by
water) and the long-wave radiation emitted by the water column;
 sensible heat flux, Hsen [W m
−2], which is the convective heat flux
exchanged at the AWI;
 latent heat flux, Hlat [W m
−2], leaving the water column due to evap-
oration or entering it due to condensation;
 conductive heat flux at the SWI, Hsed [W m
−2], exchanged between
water and sediment because of their temperature gradient.
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The energy fluxes at the AWI will be better discussed in section 4.3.
The horizontal energy flux is produced by advection induced by tidal
(mostly) and wind currents. For estimating this flux, a bidimensional ap-
proach describing the horizontal currents is needed. However, a simple 1-D
approach focused on the temperature dynamics driven by only the vertical
energy fluxes can be applied if the conditions are such that the advective
contribution to the energy balance can be neglected. As discussed in section
3.1, we actually chose our study site in order to limit the relevance of the
advective component. Therefore, our purpose is to study the temperature
dynamics of the water-sediment continuum and the relevance of the interac-
tion between water and sediment at the SWI applying a simple 1-D approach
neglecting the effect of advection.
Knowing the time series of the water temperature Tw and the tidal signal
Y , equation (4.1) can be solved also considering as unknown the net energy
flux HN entering/leaving the water column.
4.2 Sediments Temperature Dynamics
The vertical temperature profile within the sediments is described by solving
the 1-D heat diffusion equation applied to the sediments, implicitly neglect-
ing the effect of the horizontal fluxes. More precisely, horizontal diffusion can
be neglected because of the small horizontal temperature gradient (Fang and
Stefan (1998)), while horizontal energy advection can be neglected because
of the small values of the sediment hydraulic conductivity typical of these
environments (Ursino et al. (2004), Tosatto et al. (2009)).
The 1-D heat diffusion equation describing the sediment temperature dy-
namics is the following:
∂Ts(t, z)
∂t
=
1
Cs
∂
∂z
(
k
∂Ts(t, z)
∂z
)
= α
∂2Ts(t, z)
∂z2
(4.2)
where Ts(t, z) [°C] is sediment temperature at time t [s] and depth z [m] below
the SWI, Cs [J m
−3 °C−1] is the sediment thermal capacity per unit volume,
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k [W m−1 °C−1] is the sediment thermal conductivity, α = k/Cs [m2s−1] is
the sediment thermal diffusivity. We consider uniform and temporally con-
stant the sediment thermal properties (i.e. Cs, α and k constant in t and z).
Equation (4.2) can be solved using a finite elements method, which en-
ables us to solve the equation imposing as boundary condition (BC) either
the temperature (Dirichlet BC) or the heat flux (Neumann BC) at the bound-
aries of our spatial domain.
Following Piccolo et al. (1993), assuming homogeneous sediments and
using available temperature observations within the sediments, we can use
equation (4.2) in order to provide a characterization of the sediment ther-
mal properties. In particular, providing the necessary IC and BC, we can
estimate the sediment thermal diffusivity α by solving equation (4.2) using
several values of α and ascertain the value that maximize the agreement
between computed sediment temperature and the available observations at
intermediate depths within the chosen spatial domain.
When the upper boundary of our spatial domain coincide with the SWI
(z = 0 m), the BC expressed in terms of energy flux consists on the energy
flux at the SWI HSWI [W m
−2]. This flux can be calculated using equation
(4.2), integrated from a prescribed lower boundary condition (zlower) to the
SWI (z = 0 m) and solved considering the energy flux as the unknown
(Harrison and Phizacklea (1985)), obtaining:
HSWI(t) = Cs
∫ 0
zlower
∂Ts(t, z)
∂t
dz +
(
k
∂Ts(t, z)
∂z
)
zlower
(4.3)
that, properly discretized, becomes:
HSWI(t) = Cs
∑
i
∆Ts
∆t
(t, zi)∆zi + k
∆Ts
∆z
(t, zlower) (4.4)
where ∆Ts
∆t
(t, zi)∆zi is the heat stored in time ∆t within a sediment layer
characterized by a thickness ∆zi and a mean depth zi below the SWI, while
∆Ts
∆z
(t, zlower) is the temperature gradient a the lower boundary of the spatial
domain.
The first term on the right-hand side of equation (4.4) represents the energy
stored by the sediment between zlower and the SWI in ∆t while the second
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term represents the energy flux at the lower boundary.
To compute HSWI , we must know the time series of the sediment tempera-
ture at different depths and the sediments thermal properties.
The heat diffusion equation (4.2) describing the sediment temperature
dynamics can be solved also analytically. Following Nishri et al. (2015) we
can compute an analytical solution of (4.2) for estimating the daily mean
temperature profile within the sediments for each day of the year. This
analytical solution is:
Ts (t, z) = T0 + TA exp
[
−z
√
ω
2α
]
sin
[
ω (t+ Ld)− z
√
ω
2α
]
(4.5)
where T0 [°C] is the average seasonal temperature at the SWI (or the constant
sediment temperature that one can register deep enough within the sediment
bed), TA [°C] is the seasonal temperature amplitude, ω = 2pi/365.25 [d
−1] is
the annual angular frequency, α [m2 d−1] is the sediment thermal diffusivity,
Ld [d] is the phase shift.
Having enough sediment temperatures data to describe the seasonal varia-
tion of the sediment temperature at different depths, we can calibrate the
values of the parameters T0, TA, α and Ld maximizing the agreement be-
tween measured temperature and the temperature profile computed using
the analytical solution.
4.3 Energy Fluxes at the AWI
As shown in Figure 4.1, the net energy flux at the AWI is given by the sum
of four different components: the short-wave energy flux (Hsho), the long-
wave energy flux (Hlon), the sensible heat flux (Hsen) and the latent heat
flux (Hlat). A wide literature exists on the heat fluxes at the AWI and many
formulas can be found for estimating the different contributions to the en-
ergy balance. Here we present the energy fluxes and the formulas we used to
compute them in the present study.
Table 4.1 provides a list of specific quantities necessary for estimating the en-
ergy fluxes at the AWI that, for sake of simplicity, are not explicitly discussed
in the following sections.
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Variable Expression Unit
Saturated Vapor eS = 6.11 exp
(
17.502 T
T+240.97
) ·
[mbar]
Pressure · (1.0007 + 3.46 10−6 patm)
Water Vapor
eV = eS Hrel/100 [mbar]Pressure
Specific Humidity q = 0.622 eV (patm − 0.378 eV )−1
Friction Velocity u∗ = Vwind k ln
−1(z/z0) [m s−1]
Latent Heat
Lv = (2.501− 0.00237 T ) 106 [J kg−1]of Vaporization
Air Density ρair = patm · 100 [Hrel Tair (1 + 0.61 q)]−1 [kg m−3]
Table 4.1: Formulas providing the quantities required to compute the energy
fluxes at the AWI driving the water column dynamics.
4.3.1 Short-Wave Radiation
The short-wave radiation contribution to the energy balance of the water
column (Hsho [W m
−2]) consists in the solar irradiance not reflected by the
water surface and absorbed by the water column. Dealing with very shallow
water, characterized by well-mixed conditions of the water column, we con-
sider the energy provided by the short-wave component of the energy balance
uniformly absorbed and distributed along the water column.
The irradiance absorption by the water column is commonly described as an
exponential function (e.g Denman and Miyake (1973)) of the water column
height Y [m]. Therefore, the component Hsho of the water column energy
balance is computed as:
Hsho(t) = R0(t) [1− exp (−λ Y (t))] (4.6)
where R0(t) = (1− A) Rsun(t) [W m−2] is the incident less reflected irradi-
ance at the water surface (where we assume the albedo of the water surface
A = 0.04), λ [m−1] is the extinction coefficient (inverse of the attenuation
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length).
The extinction coefficient λ is theoretically time variant as function of the
water column turbidity, but turbidity data are often not available (like in
our case). Therefore, we consider λ constant in time and representative of
the average turbidity condition characterizing the considered study site.
4.3.2 Long-Wave Radiation
The net long-wave radiation, as the others surface heat fluxes at the AWI,
can be estimated using the so-called bulk transfer formulas. These empirical
formulas provide the heat fluxes as functions of measurable quantities, gen-
erally available and easy to measure.
The parameters of the bulk formulas need to be properly tested and cali-
brated in order to obtain a satisfactory description of the heat fluxes.
The net long-wave flux at the sea surface (Hlon [W m
−2]) consists in
the difference between the atmospheric radiation at the water surface (Hatm
[W m−2]) and the infrared radiation emitted by the water body (Hwat [W m−2]):
Hlon(t) = Hatm(t)−Hwat(t) (4.7)
In literature many empirical formulas to compute the net long-wave radiation
are available. In the present study, we decided to use the formula proposed
by Bignami et al. (1995). This formula has been determined and tested using
direct measurements of infrared heat fluxes collected in the Mediterranean
Sea. Therefore we can safely apply it to study the energy budget at our
study site (i.e. the Venice Lagoon).
Following Bignami et al. (1995), the two contribution to the net long-wave
heat flux are computed separately.
The infrared heat flux emitted by the water body (Hwat [W m
−2]) is expressed
by the Stefan-Boltzmann law:
Hwat(t) =  σ T
4
w(t) (4.8)
where  = 0.98 is the water surface emissivity, σ = 5.5576 ·10−8 [W m−2K−4]
is the Stefan Boltzmann constant and Tw [K] is the absolute water temper-
ature.
The expression for the atmospheric radiation reaching the water surface
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(Hatm [W m
−2]) has been developed based on the data collected in the
Mediterranean Sea. This contribution is computed as:
Hatm(t) = σ T
4
air(t) (0.653 + 0.00535 eV (t))
(
1− 0.1762 N2(t)) (4.9)
where Tair [K] is the air temperature, eV [mbar] is the water vapor pressure
and N the fraction of covered sky (i.e. sky cloudiness).
4.3.3 Sensible and Latent Heat Flux
The sensible heat flux (Hsen [W m
−2]), or convective heat addition or removal
from the water surface, represents the heat exchange at the AWI driven by the
temperature gradient between air and water (i.e. flux related to conduction)
and added to/removed from the AWI by convective air movements.
The latent heat flux (Hlat [W m
−2]) represents the loss/gain of energy by the
water column due to evaporation/condensation.
Different methods can be applied in order to estimate these fluxes (Smith
et al. (1996), Fairall et al. (1997)). In the present study we used the algorithm
COARE 3.0 (Fairall et al. (2003)) for estimating both sensible and latent heat
fluxes. Such an algorithm has been already applied to compute the surface
heat fluxes over a lagoon located along the Mediterranean coast of France
(Bouin et al. (2012)), which can be considered representative of a generic
coastal lagoon located in the Mediterranean Sea (like the Venice Lagoon).
In particular, we simplified the algorithm considering just neutral condition
of the atmosphere and thus neglecting the universal stability functions in the
computation of the fluxes. The estimation of the fluxes is based on the mass
transfer method. Following this approach, the flux Fx corresponding to the
quantity x (e.g. wind speed, temperature or humidity) can be computed as
follows:
Fx = Cx Vwind (xz − xs)
where Cx is the transfer coefficient for x, Vwind is the wind speed at the height
z and xs, xz are the values of x at the AWI and at height z.
Therefore, sensible and latent heat fluxes can be estimated as:
Hsen = Csen cPair ρair Vwind (Tair − Tw) (4.10)
Hlat = Clat ρair Lv Vwind (qa − qS) (4.11)
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where Csen and Clat are respectively the transfer coefficient for sensible and
latent heat fluxes, cPair = 1005 [J kg
−1°C−1] is the specific heat of air,
ρair [kg m
−3] is the air density, Vwind [m s−1] is the wind speed at the height
z, Tair [°C] is the air temperature at the height zT , Tw [°C] is the water
surface temperature, Lv [J kg
−1] is the latent heat of vaporization, qa and
qS are the specific humidity at zT and at the water surface.
Neglecting the stability functions, the transfer coefficients Csen and Clat can
be computed as:
Csen = k
2
(
ln
z
z0
)−1(
ln
zT
z0T
)−1
Clat = k
2
(
ln
z
z0
)−1(
ln
zH
z0H
)−1
where k = 0.4 is the von Ka´rma´n constant, z, zT and zH [m] are the measur-
ing heights for wind speed, air temperature and humidity, z0, z0T and z0H [m]
are the roughness lengths associated to wind speed, temperature and humid-
ity.
Following Smith (1988), the roughness length z0 is computed as:
z0 =
γu2∗
g
+
0.11ν
u∗
(4.12)
where γ is the Charnock parameter, g = 9.806 [m2s−1] is the gravitational
acceleration, u∗ [m s−1] is the friction velocity at the water surface and
ν [m2s−1] is the kinematic viscosity. Following the scheme of the COARE
3.0 algorithm, we consider a variable value of the Charnock parameter γ
as a function of the wind speed. In particular, γ is equal to 0.011 for
Vwind ≤ 10 m s−1 and to 0.018 for Vwind ≥ 18 m s−1, while increases fol-
lowing a simple linear relation for 10 < Vwind < 18 m s
−1.
The roughness lengths z0T and z0H are computed as functions of the Reynolds
number Re = z0
u∗
ν
.
Algorithm COARE 3.0 also provides a parameterization of the roughness
length z0 based on the sea state/wave properties. In fact, surface waves affect
the surface roughness when wind speed is greater than 5 m s−1. Therefore,
following the relationship provided by Taylor and Yelland (2001) and adding
the smooth flow component, the roughness length can be also computed as:
z0 = 1200 Hs (Hs/Lp)
4.5 + 0.11ν/u∗ (4.13)
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where Hs [m] is the significant wave height (i.e. mean height of the up-
per third of the wave height distribution) and Lp [m] is the wavelength of
the dominant wave period (i.e wavelength associated with the peak of the
wave frequency-size spectrum). This relationship would allow us to exploit
information about the sea state conditions when available (e.g. Hs and Lp
provided by measuring stations or by numerical model).
4.4 Energy Flux at the SWI
To our knowledge, the interaction between water and sediment at the SWI
has not been widely investigated in literature especially in the case of shallow
tidal environments.
Considering the sketch of the energy fluxes shown in Figure 4.1, the net
energy flux at the SWI, HSWI , can be expressed as the sum of two compo-
nents:
HSWI(t) = Hsed(t) +Hres(t) (4.14)
where Hsed [W m
−2] is the conductive heat flux at the SWI due to the tem-
perature gradient between water and sediment, while Hres [W m
−2] is the
residual solar radiation reaching the bottom, not reflected at the water sur-
face and not absorbed by the water column.
We model the conductive component Hsed as:
Hsed (t) =
{
k1
dT
dz
when Tw ≥ Ts(t, z = 0)
k2
dT
dz
when Tw < Ts(t, z = 0)
(4.15)
where k1 and k2 [W m
−1°C−1] are two model parameters describing the con-
ductive heat flux due to the temperature gradient dT/dz between water and
sediment at the SWI. We distinguish the case of flux directed downward (i.e.
when water temperature is higher than sediment temperature) and upward
(i.e. when sediment temperature is higher than water temperature) in order
to consider the possible unstable conditions characterizing the water column
that favor the formation of convective cells also responsible for the observed
uniform temperature profile.
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The residual solar radiation Hres is often neglected in models used to de-
scribe the water temperature profile (Fang and Stefan (1998)), being usually
negligible (e.g. in deep lakes). Dealing with very shallow water depths, or
in condition of very clear water, the contribution of Hres might become not
negligible (Boike et al. (2015)).
We computed Hres following the Beer Law:
Hres (t) = R0 (t) e
−λY (t) (4.16)
where R0(t) = (1−A) ·Rsun(t) [W m−2] is the solar irradiance not reflected
by the water surface, A is the water surface albedo, λ [m−1] is the extinction
coefficient, representing the capability of the water column to absorb the so-
lar irradiance.
As discussed in section 4.3, λ is time dependent, being function of the water
column turbidity (i.e. the solar radiation adsorbed by the water column in-
creases with the water column turbidity). Turbidity data are not available
at our study site, therefore we treat λ as a model parameter, looking for the
value of λ that better represent, on average, the water column condition.
4.5 Water-Sediment Temperature - “Point”
Model
Coupling equation (4.2) describing the temperature dynamics of the water
column and the 1-D heat diffusion equation (4.1) applied to the bed sedi-
ments, we developed and applied a “point” model for describing the energy
transfer through the water-sediment continuum considering reflection, scat-
tering, and absorption of radiative energy, and conduction of heat in the
vertical direction. The model reconstructs the water and sediment tempera-
ture dynamics as function of the vertical energy fluxes.
As previously discussed, the adopted approach implies the assumption of
neglecting advection associated with horizontal currents. The model appli-
cability is therefore limited to periods in which horizontal advection does not
play a crucial role for the water and sediments temperature dynamics.
In order to apply the model, we need:
 the water temperature Tw(0) and the vertical temperature profile within
the sediment Ts(0, z) at t = 0 s to impose as initial conditions (IC);
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 the value of the sediment thermal diffusivity α, that we assume con-
stant within the sediments (i.e. homogeneous sediments and constant
thermal properties in time).
 the model parameters k1, k2 and λ necessary to compute the energy
flux at the “internal” boundary represented by the SWI;
 the meteorological data to impose as upper boundary condition (BC),
necessary to compute the energy fluxes at the AWI. In particular, the
required meteorological input are: solar radiation at the water sur-
face (Rsun [W m
−2]), air temperature (Tair [°C]), relative humidity
(Hrel (%)), atmospheric pressure (patm [mbar]), wind speed (Vwind [m s
−1]),
fraction of covered sky (N).
 the sediment temperature at a prescribed depth within the sediments
to be imposed as BC at the lower limit of the computational domain.
To impose the correct IC and BC necessary to apply the “point” model,
we can use water and sediment data records. In particular, we can use
as lower BC the sediment temperature measured by the lowermost sensor
within the sediments, and reconstruct the initial temperature profile between
the lower boundary and the SWI using sediment temperature measured at
intermediate depths (in our case, using the data recorded during the field
campaign described in chapter 3, we can use the temperature measured at
z = −1.5 m as BC and observations at z = −0.05, −0.25, −0.50, −1.00 m
to reconstruct the IC) to which we add the initial water temperature (uni-
form in the water column).
Assuming measured sediment temperature data as IC and BC clearly un-
dermine the possibility of using the model as a predictive tool as these data
are typically not available. In order to overcome this limitation, we can use
the analytical solution of the heat diffusion equation (4.2) described in sec-
tion 4.2, which provides an estimate of the mean daily temperature profile
within the sediments. This clearly represents an approximation of the actual
temperature profile at a certain time, but represents a good alternative when
sediment temperature data are not available.
Beside providing a reliable IC for the vertical temperature profile within the
bed sediment when temperature data are not available, the analytical so-
lution (4.5) can be used to expand the computational domain to the depth
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below the SWI where the sediment temperature is not affected by the seasonal
temperature fluctuations (for temperate latitudes and silty-sand sediments
typically z ≈ −10 m). In this way the BC at the lower limit of the domain
can be imposed assuming a constant value for the temperature, approxi-
mately equal to the mean annual air temperature for the specific location.
4.6 MPB Photosynthetic Capacity Rate
The microphytobenthos (MPB), as discussed in section 1.1, consists of com-
munities of microscopic algae typical of shallow coastal areas (i.e. estuaries,
deltas, lagoons). They play a crucial role for the ecosystem, being one of
the major factors driving the primary productivity (MacIntyre et al. (1996))
and providing a bio-stabilization of the sediments surface thus affecting the
morphodynamic evolution of the environment (Paterson (1989)).
The proliferation of the benthic biomass is driven by four major factors:
light availability, sediment temperature, nutrients concentration and sedi-
ment transport (Barranguet et al. (1998)). Nutrients availability is usually a
minor problem in coastal areas, therefore the MPB biomass growth is mostly
affected by light and sediments temperature (Du et al. (2016)).
As demonstrated by Kingston (1999), photoihnibition is usually not shown
by microphytobentic communities. Although experiments showed that MPB
exhibit photoinhibition if constantly illuminated (Blanchard and Gall (1994)),
the same behavior is not observed in situ, because of the capability of the
microalgae to move downward, avoiding inhibitory conditions and still pho-
tosynthesizing at their best because of these tiny vertical movements.
Therefore, following Jassby and Platt (1976), the photosynthetic rate (PB
[µg C (µg Chl a)−1h−1]) of the photosynthetic active biomass at the sedi-
ment surface in the absence of photoinhibition can be computed using the
equation:
PB = PBmax tanh (Hres/Ek) (4.17)
where Hres [W m
−2] is the light level at the sediment surface (assumed equal
to the total solar irradiance reaching the bottom), Ek [W m
−2] is the light
saturation constant, PBmax [µg C (µg Chl a)
−1h−1] is the maximal photosyn-
thetic rate normalized to Chl a.
The parameter Ek can be assumed constant during the year (Blanchard et al.
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(1997), while PBmax varies as function of the surface sediment temperature.
In particular, the variation of PBmax as function of the surface sediment
temperature is described by the following equation (Blanchard and Guarini
(1996)):
if Ts0 (t) < Tmax :
PBmax (Ts0 (t)) = Pmax
(
Tmax − Ts0 (t)
Tmax − Topt
)β
exp
[
β
(
1− Tmax − Ts0 (t)
Tmax − Topt
)]
if Ts0 (t) ≥ Tmax :
PBmax (Ts0 (t)) = 0 (4.18)
where Ts0 (t) [°C] is the surface sediment temperature. P
B
max increases to its
maximum value Pmax [µg C(µgChl a)
−1h−1] when Ts0 reaches the optimal
temperature Topt [°C], while decreases to 0 when Ts0 exceeds a maximum
threshold equal to Tmax [°C]. β is a dimensionless shape factor.
The parameters Tmax, Topt and β are site dependent and constant in time,
while Pmax is site dependent and shows a seasonal variability (Guarini et al.
(1997)).
Following Guarini et al. (2000), the photosynthetic rate PB of the photo-
synthetic active biomass, multiply by a properly estimated ratio of C/Chl a,
represents the source term of MPB biomass in the equation describing the
MPB dynamics of growth and death.
Therefore, we can consider PB as a good descriptor for the proliferation
possibility of the MPB in a certain environment.
4.7 Error parameters
For quantitatively estimating the model efficiency and the results of the
calibration procedures, in the present study we used two error parameters,
namely the Root Mean Square Error (RMSE ) and the Nash Sutcliffe model
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efficiency coefficient (N-S ):
RMSE =
√∑n
i=1 (Xmodi −Xobsi)2
n
(4.19)
N − S = 1−
∑n
i=1 (Xmodi −Xobsi)2∑n
i=1
(
Xmodi − X¯obs
)2 (4.20)
where Xmodi and Xobsi are respectively the estimated and the observed (or
based on the observed data) value of the variable of interest, X¯obs is the mean
value of the observed variable and n is the number of available data.
The efficiency coefficient provides an estimate of the capacity of the model to
represent the process. In particular, the variation range for the coefficient is
−∞ ≤ N−S ≥ 1: negative values of N−S indicate that X¯obs is a better pre-
dictor than the model while the model efficiency increases as N−S tends to 1.
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Chapter 5
Energy Flux at the SWI
To our knowledge, the energy flux at the SWI and the relevance of the water-
sediment thermal interaction for the water temperature dynamics is poorly
studied in literature, especially considering very shallow tidal environments.
In the present chapter we describe how we estimate the energy flux at the
SWI on the basis of the sediment temperature records collected during the
field campaign in the Venice lagoon (see chapter 3). The contribution of the
estimated energy flux to the energy balance of the water column is further
compared with the contributions of the energy fluxes at the AWI in order to
evaluate its relevance for the water temperature dynamics.
5.1 Sediment Thermal Properties
The first use we made of the temperature data collected during the field cam-
paign is meant to characterize the thermal properties of the bed sediment.
The thermal diffusivity α [m2 s−1], assumed uniform within the sediment
(i.e. we assume homogeneous bed sediment), was estimated using equation
(4.2) as described in section 4.2. In particular, we solved equation (4.2) nu-
merically using a spatial resolution of 2.5 cm and a timestep of 5 minutes.
The spatial domain considered in our analysis extends from z = −1.50 m
to z = −0.05 m, depths that correspond to the positions of the lowermost
and the uppermost temperature sensors we deployed within the sediment
bed. We imposed as IC the measured vertical temperature distribution re-
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Figure 5.1: Sediment thermal diffusivity characterization: panel (a) shows
the frequency of the values obtained from the characterization procedure;
panels (b) and (c) show, respectively for a summer and a winter period of
15 days, the scatter plots of the sediment temperature at different depths z
observed and computed solving equation (4.2) using α = 6.0 10−7 [m s−2].
constructed on the basis of the measured temperature data at intermediate
depths and as BC the measured sediment temperature at the boundaries
of the spatial domain. We tested 104 values of thermal diffusivity α in the
range: 10−7 ≤ α ≤ 10−6 m2 s−1, looking for the value that simultaneously
minimize the RMSE between measured and computed sediment temperature
data at intermediate depths within the considered spatial domain where tem-
perature data where available. More precisely we minimized the following
function FT:
FT =
√∑
i
RMSE2(zi) (5.1)
where RMSE(zi) is the RMSE 4.19 between the measured and computed
sediment temperature at zi, with zi equal to: 0.25, 0.50, 1.00 m below the
SWI.
In our analysis we considered a moving time window of 15 days, identifying
for each time window the best value for α.
Figure 5.1(a) shows the frequency distribution of the values obtained for α
from the calibration procedure, ranging from 4.7 ·10−7 and 8.0 ·10−7 m2 s−1,
with a maximum RMSE over all the periods considered of 0.25 °C. The
frequency analysis of the results clearly suggests that the most appropriate
value for characterizing the sediment thermal diffusivity at our measuring
station is α = 6.0 · 10−7 [m2 s−1]. The estimated value of thermal diffusivity
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is coherent with a silty-sand (Kim et al. (2007)), a sediment characterization
also confirmed by the geotechnical analysis of sediment cores collected in
situ.
Solving equation (4.2) using the identified value of α = 6.0 · 10−7 [m2 s−1]
for all the considered periods we obtained a good description of the temper-
ature dynamics within the sediments characterized by a maximum RMSE of
0.3 [°C], as confirmed by the scatter plots between the measured and com-
puted sediment temperature at different depths shown in Figures 5.1(b) and
5.1(c).
Based on the above sediment characterization, we derived from Kim et al.
(2007) the following values of thermal capacity per unit volume: Cs = 3.00 ·
106 [J m−3 °C−1], and thermal conductivity: k = Cs ·α = 1.8 [W m−1 °C−1].
5.2 Energy Flux at the SWI
Once estimated the sediment thermal properties (section 5.1), we computed
the energy flux at the SWI (HSWI) from equation (4.4). The available tem-
perature data allowed us to estimate the heat stored by the sediments within
the investigated sediment layer, from the SWI to a depth of 1.5 m below the
SWI, and the heat flux at z = −1.5 m. The sum of these two components
gives the net flux at the SWI, HSWI .
Figure 5.2 shows the scatter plots between sediment temperature observed
and computed by solving equation (4.2) imposing as upper BC the flux HSWI
estimated on the basis of the temperature data. In particular, we solved
the equation using a spatial resolution of 2.5 cm and a timestep of 5 min-
utes, and imposing the measured sediment temperature as IC and as BC at
z = −1.5 m. The agreement is satisfactory, confirming that the “data based”
HSWI correctly represents the energy flux at the SWI.
Then, we used the computed flux HSWI to calibrate the parameters k1,
k2 and λ of equation (4.14). We performed the calibration considering pe-
riods obtained from our data set using a moving time window of 15 days,
which enabled us to consider 55 periods. Using the random sampling tech-
nique we tested, for each period, 106 random combinations of the parameters
(Figure 5.3(a) and 5.3(b) provide two examples), looking for the values of
the parameters that maximized the efficiency of the model, described by the
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Figure 5.2: Scatter plots of the sediment temperature at different depths ob-
served and computed solving equation (4.2) imposing as boundary condition
at the SWI the energy flux HSWI computed on the basis of the available
temperature data.
Nash-Sutcliffe coefficient N − S 4.20.
The results of the calibration procedure revealed that the model better
reproduces the process in summer and spring (N − S usually greater than
0.75 - see Figure 5.3(a) and 5.3(b)), while on average the values of the coef-
ficient N − S are lower in winter (N − S in the range 0.50− 0.60).
We can ascribe this both to the fewer data available for the winter season
(see Figure 3.4), which made the calibration procedure less robust, and to
the fact that during winter the computed HSWI is lower than in summer
and spring and therefore the processes we neglect in our 1D approach (e.g.
underground water movement) might become relevant.
Focusing on the summer and spring periods, we performed a frequency anal-
ysis of the calibration results. Figure 5.3(c) clearly shows that our analysis
identifies different values of k1 and k2 for the two seasons, with larger values
of both the parameters in spring. This observation seems to suggest a sea-
sonal variation of the parameters, probably due to the different temperature
characterizing the sediment and to the different stability conditions of the
water column. However, the available data (covering less than 1 year) are
not sufficient to confirm and define a clear seasonal trend.
The ratio k2/k1 is quite the same for the two seasons and equal to ≈
1.5 ÷ 1.75. This means that, for the same temperature gradient between
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Parameter Unit Summer Spring
k1 [Wm
−1°C−1] 1.00 2.25
k2 [Wm
−1°C−1] 1.75 3.50
λ [m−1] 8 8
Table 5.1: Values of the parameters for equation (4.14) for modeling the
energy flux at the SWI provided by the calibration procedure described in
section 5.2.
water and sediment, the energy flux directed towards the water is larger
than the flux directed toward the sediments. We can ascribe this behavior
to the different stability condition affecting the water column, where the
convective cells contribute to the column mixing.
The frequency analysis further shows that, both in summer and spring, the
best value for the extinction coefficient λ is larger than 7 m−1. This suggests
that the water turbidity at our study site is, in general (i.e. not only during
storm events when wind waves typically generates high suspended sediment
concentration (Carniello et al. (2016))), high enough to absorbs most of the
incoming solar radiation and therefore the residual irradiance reaching the
sediment surface Hres is negligible (i.e. from eq. (4.14) HSWI ≈ Hsed). This
also explains why λ seems to be not well identified from the dotty plots in
figure 5.3(a) and 5.3(b): in fact, when λ exceeds a threshold (roughly λ ≈
6 m−1), Hres is negligible and no longer affects the results of the calibration.
Our findings are consistent with persistent turbid water column conditions
characterizing the Venice lagoon (Carniello et al. (2012), Carniello et al.
(2014), Venier et al. (2014)) and very shallow lakes (Subin et al. (2012)).
The values of k1 and k2 we selected for modeling the heat flux at the SWI
are listed in Table 5.1.
Figure 5.3(d) provides two examples of the capability of equation (4.15),
using the calibrated value of k1, k2 and λ provided in Table 5.1, of reproducing
the dynamics of the heat flux at the SWI for both a summer and a spring
period. In particular, in 5.3(d) the flux is positive when directed toward the
water column.
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Figure 5.3: Calibration of the parameters in equation (4.14) for modeling
HSWI , performed over a 15-days-long moving time window. Panels (a) and
(b) show the dotty plots of the Nash-Sutcliffe coefficient for the parameters
obtained for, respectively, a summer and a spring time window; panel (c)
shows the frequency analysis of the tested values of the parameters; panel
(d) shows the comparison between the flux HSWI computed on the basis of
the data (i.e. using equation (4.4)) and modeled following (4.14). The flux
is assumed positive when directed toward the water column.
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5.3 Water-Sediment Interaction
In order to estimate the relevance of the thermal interaction between water
and sediments at the SWI on the energy balance of the water column, we
compared the contribution of the heat exchanged between water and sedi-
ments at the SWI with the contributions provided by the fluxes at the AWI
(Hsho, Hlon, Hsen, Hlat).
As discussed in the previous section, the solar irradiance reaching the bot-
tom at our study site is very small because of the high average turbidity
of the water column. Therefore, the contribution of Hres to the net energy
flux HSWI is almost negligible and we can assume that the heat exchanged
between water and sediments at the SWI Hsed can be represented by the net
energy flux HSWI computed on the basis of our sediment temperature data
(Hsed ≈ HSWI).
We computed the energy fluxes at the AWI using the meteorological data
provided by the Venice Municipality Monitoring Network (see section 3.3) as
input for the formulas described in section 4.3.
To estimate the relevance of HSWI for the energy balance of the water col-
umn, we analyzed the contribution of each vertical energy flux at the hourly
and daily timescale. In particular, the contribution Ei [J m
−2] provided by
each flux Hi [W m
−2] is given by:
Ei =
∫ t+∆t
t
Hi dt
where ∆t is the considered timescale (hour or day). Each contribution Ei has
been normalized using the total energy entering or exiting the water column
(i.e. the sum of the different contributes in absolute value, Etot =
∑
i |Ei|
[J m−2]). The contribution of the flux to the energy balance is positive when
it is directed toward the water column (i.e. it is warming the water column).
Figure 5.4 shows the comparison of the contributions provided by the dif-
ferent energy fluxes to the enegy balance at the daily timescale for a summer
(Figure 5.4(a)) and a winter (Figure 5.4(b)) period of 10 days.
We observed that: both in summer and in winter the short wave radiation
Hsho plays a major role; the heat loss due to evaporation Hlat is relevant
in summer, while in winter the net long-wave energy flux Hlon plays the
most significant role in cooling the water column; the sensible heat flux Hsen
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Figure 5.4: Comparison of the contribution provided by each vertical en-
ergy flux (Ei =
∫ t+∆t
t
Hi dt [J m
−2]) driving the water column dynamics to
the water column energy balance at the daily timescale (i.e. ∆t = 1 day),
normalized with respect to Etot =
∑
i |Ei| [J m−2]. The figure shows the
comparison in a summer (a) and in a winter (b) period 10-days-long. The
contributions are positive when entering (i.e. warming) the water column.
and the heat exchanged at the SWI HSWI provide always the lowest contri-
butions, being usually negligible and never exceeding the 10% of the total
energy.
Figure 5.5 shows the comparison of the contributions to the energy bal-
ance at the hourly timescale for a summer (Figure 5.5(a)) and a winter (Fig-
ure 5.5(b)) period of 2 days. In this case, we show also the time evolution of
the different energy fluxes and of the net vertical energy flux HN driving the
water column dynamics (Figure 5.5(c) and 5.5(d)) for the same periods.
From the hourly timescale analysis we observed that: both in summer and
winter, Hsho represents the most relevant contribution during daylight; in
summer, Hlon and Hlat play an important role in cooling the water temper-
ature, becoming the most important fluxes during night time; in winter, the
cooling effect of Hlon is still important, while decreases the importance of
Hlat; again, the contributions provided by Hsen and HSWI are the lowest.
In particular, the contribution related to HSWI confirms to be limited and
usually less than the 10% of the total energy entering/exiting the water col-
umn, never exceeding the 20%. Focusing on the time evolution of the energy
fluxes (Figure 5.5(c) and 5.5(d)), we observed that, even when its contribu-
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Figure 5.5: Comparison of the contribution provided by each vertical energy
flux (Ei =
∫ t+∆t
t
Hidt [J m
−2]) driving the water column dynamics to the
water column energy balance at the hourly timescale (i.e. ∆t = 1 hour),
normalized with respect toEtot =
∑
i |Ei| [J m−2]. Panels (a) and (b) show
the contributions of the different energy fluxes for a period of 2 days in
summer and in winter respectively. Panels (c) and (d) show, for the same
periods, the time evolution of the different fluxes Hi [W m
−2] driving the
water column dynamics. The fluxes are positive when entering (i.e. warming)
the water column.
tion to the total energy balance increases, the value of HSWI is still very
small. Especially in summer (Figure 5.5(c)), we observed that the contribu-
tion of HSWI increases when the net vertical energy flux driving the water
column temperature dynamics is smaller, and therefore the water column is
not experiencing important temperature variations.
These observations seem to suggest that, for the considered study site, at
least as a first approximation, we can neglect the heat flux at the SWI when
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modeling the water temperature dynamics; we will further investigate this in
section 6.1 based on the application of the “point” model.
Notwithstanding, HSWI remains crucial for describing the sediment temper-
ature dynamics and all the biological and ecological processes taking place
in the lagoonal bed sediments.
Chapter 6
Water-Sediment Temperature
Dynamics
In order to describe the temperature dynamics of the water-sediment contin-
uum, we developed a “point” model by coupling equation (4.1), which de-
scribes the water column temperature dynamics, and the 1-D heat diffusion
equation (4.2), applied to describe the dynamics of the vertical temperature
profile within the bed sediments (see section 4.5). The 1-D (in the vertical
direction) model we obtain following this approach allows us to reconstruct
the time evolution of the water column temperature and of the sediments
temperature as a function of the vertical energy transfer.
The SWI represents an “internal” boundary, where the interaction between
water and sediments is described by the energy flux HSWI , modeled as de-
scribed in section 4.2. The values of the model parameters derive from the
calibration procedure described in section 5.2, and they are valid for the
study case considered in the present work.
The developed “point” model is based on a 1-D approach for studying the
temperature dynamics of the water-sediment continuum, considering as driv-
ing forces only the vertical energy fluxes. Therefore, the applicability of such
an approach is limited to the conditions in which the horizontal heat trans-
port driven by advection is negligible.
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6.1 Energy Balance: Advection Relevance
As discussed in section 4.5, a simple 1-D approach can be applied for in-
vestigating the temperature dynamics of the water-sediment continuum only
when the horizontal heat transport driven by advection is negligible or at
least plays a minor role compared to the vertical energy fluxes driving the
temperature dynamics.
We analyzed the data we collected at our study site in order to ascertain if
horizontal advection is indeed negligible and identify the periods when such
an assumption is more reliable. We compared the net energy flux driving
the water column temperature dynamics (i.e. the sum of both vertical and
horizontal energy fluxes, HN) with the sum of the vertical energy fluxes en-
tering/exiting the water column (HNV ert).
In particular, HN at our study site is computed using equation (4.1), de-
scribing the water column dynamics, solved considering the net energy flux
as the unknown and using the measured water column temperature and wa-
ter depth time series as input. Following such an approach, the “data based”
net energy flux HN necessarily accounts for both the horizontal and vertical
heat fluxes.
The net vertical energy flux HNV ert consists in the sum of the energy fluxes
at the AWI (Hsho, Hlon, Hsen, Hlat) and of the heat exchanged between wa-
ter and sediments at the SWI (Hsed). We computed the energy fluxes at the
AWI using the formulas from the literature described in section 4.1, provid-
ing as input the meteorological data obtained from the Venice Municipality
Monitoring Network (see section 3.3). Being negligible the residual solar ir-
radiance at the bottom (and therefore Hsed ≈ HSWI , see section 5.2), we
assumed the flux HSWI computed from equation (4.4) on the basis of the
sediments temperature data as the best available estimate of the heat ex-
changed between water and sediments.
Figures 6.1, 6.2 and 6.3 show some examples of the comparison between
the two fluxes (HN and HNV ert) considering 5-days-long periods. In partic-
ular, in each figure, panel (a) shows the comparison of the two fluxes and,
superimposed, the tidal signal, while panel (b) shows the comparison be-
tween the water temperature measured at the sea (TS) and at our measuring
station inside the lagoon (TL).
We observe that the dynamics of the two fluxes is similar, but there are some
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Figure 6.1: Relevance of the horizontal heat transport due to advection on
the energy balance of the water column at our study site during for a 5-days-
long period in Summer. Panel (a) shows the comparison between the net
energy flux driving the water column temperature dynamics HN [kW m
−2],
computed from equation (4.1) using the measured water temperature time
series, and the sum of the vertical energy fluxes (HNV ert [kW m
−2]), and,
superimposed, the water column depth (Y ). Panel (b) shows the time evolu-
tion of the water temperature measured at the measuring station (TL [°C])
(i.e. inside the Lagoon) and at the sea (TS [°C]) (measured at the CNR
platform, see figure 3.3).
marked differences during the flood phase of the tide.
Focusing on figure 6.1, the net energy flux HN is lower than the sum of the
vertical energy fluxes HNV ert, especially during the flood phases occurred
in the morning of the 3rd and 4th of August, characterized by a quite big
tidal excursion and a temperature of the sea quite lower than the lagoon
temperature. The agreement between HN and HNV ert is much better the
1st of August, when we observe a lower difference between TS and TL. This
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Figure 6.2: Relevance of the horizontal heat transport due to advection on the
energy balance of the water column at our study site during for a 5-days-long
period in Spring. Panel (a) shows the comparison between the net energy flux
driving the water column temperature dynamics HN [kW m
−2], computed
from equation (4.1) using the measured water temperature time series, and
the sum of the vertical energy fluxes (HNV ert [kW m
−2]), and, superimposed,
the water column depth (Y ). Panel (b) shows the time evolution of the water
temperature measured at the measuring station (TL [°C]) (i.e. inside the
Lagoon) and at the sea (TS [°C]) (measured at the CNR platform, see figure
3.3).
observations suggest that the disagreement can be ascribed to the advective
transport of colder water from the sea to the lagoon that is not accounted
for in HNV ert.
Figure 6.2 shows the comparison for a 5-days-long period in May. Also in
this case we observed a relevant difference between the two fluxes during the
flood phase of the tide, especially between 6pm and 12am of the 5th, the 6th
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Figure 6.3: Relevance of the horizontal heat transport due to advection on the
energy balance of the water column at our study site during for a 5-days-long
period in Winter. Panel (a) shows the comparison between the net energy flux
driving the water column temperature dynamics HN [kW m
−2], computed
from equation (4.1) using the measured water temperature time series, and
the sum of the vertical energy fluxes (HNV ert [kW m
−2]), and, superimposed,
the water column depth (Y ). Panel (b) shows the time evolution of the water
temperature measured at the measuring station (TL [°C]) (i.e. inside the
Lagoon) and at the sea (TS [°C]) (measured at the CNR platform, see figure
3.3).
and the 7th of May, when the tidal oscillation is particularly high. Being the
water temperature at the sea TS lower than the water temperature inside the
lagoon TL, we observed a lower value of HN because of a negative horizontal
heat flux not accounted for in HNV ert. A much better agreement between the
two fluxes characterizes the 3rd of May, when both the difference between the
water temperature at the sea and inside the lagoon and the tidal oscillation
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are lower.
In winter the energy fluxes driving the water column temperature dynamics
are much lower than in summer, and therefore their analysis becomes much
more difficult. Nevertheless, the comparison between HN and HNV ert during
a 5-days-long period in February shown in Figure 6.3 provides further exam-
ples of the role of advection on the water column energy balance. In fact, in
Figure 6.3 we observed that the disagreement between HN and HNV ert, quite
small during the first days, increases as the difference between the tempera-
ture at the sea and at the measuring station increases. In particular, during
the flood phase of the 27th of February, positive flux not accounted for in
HNV ert, and related to the warmer water transported from the sea toward
the Lagoon by the tidal currents, can be identified concurrently with the
flood phase of the tide. The negative flux characterizing the subsequent ebb
phase (again not described by HNV ert) can be ascribed to the colder water
transported from the internal portion of the lagoon.
The above observations suggest that, despite the choice of the study site
quite close to the divide, horizontal advection is not always negligible, espe-
cially when the tidal excursion is large and the water temperature inside the
lagoon is quite different from the water temperature at the sea. In order to
investigate the water and sediment temperature dynamics using the “point”
model described in the section 4.5 we therefore considered the periods in our
dataset characterized by neap tide (i.e. small tidal oscillation) and/or small
differences between water temperature at the sea and inside the lagoon, i.e.
suitable conditions for considering the effect of the advective heat transport
negligible.
6.2 Sediment Daily Temperature Profile
In order to apply the “point” model, we need to impose proper IC and BC
as described in section 4.5. In particular, focusing on the spatial domain
within the sediments, we need to provide the sediments vertical temperature
profile at time t = 0 s as IC and the time evolution of the heat flux or of the
sediment temperature as BC at the lower boundary of the spatial domain.
Recorded sediments temperature data, as the data collected during our field
campaign, can provide both the necessary IC and BC. But these data are
typically unavailable, and therefore their use as IC and BC clearly under-
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Figure 6.4: Calibration of the parameters in the analytical solution (4.5)
of the heat diffusion equation (4.2). Panel (a) shows the dotty plots of
the RMSE for the 4 parameters. Panels (b) and (c) show the observed
mean daily temperature profile (orange line) and the mean daily temperature
profile provided by solution (4.5) (blue line) using the calibrated parameters
combination, in a summer and in a winter day respectively.
mines the applicability of the model as a predictive tool.
To overcome this limitation, when sediments temperature data are not
available we can use as IC the mean daily temperature profile within the sed-
iments provided by the analytical solution (4.5) of the heat diffusion equation
(see section 4.5). The analytical solution (4.5) allows us to expand the spa-
tial domain to a depth below the SWI where the sediments temperature is
no longer affected by seasonal variations (i.e. the heat flux is ≈ 0 Wm−2),
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Parameter Calibrated Value Unit
T0 ≈ 17 [°C]
TA ≈ 10 [°C]
α
≈ 5.3 10−2 [m2d−1]
≈ 6.1 10−7 [m2s−1]
Ld ≈ −118 [d]
Table 6.1: Values of the parameters for the analytical solution (4.5) of the
heat diffusion equation (4.2), estimating the mean daily temperature pro-
file within the sediment, provided by the calibration procedure described in
section 6.2.
solving also the problem of imposing the BC at the lower boundary of the
spatial domain. In fact, deep enough in the sediments, the temperature does
not show seasonal variation, and we can therefore impose a constant sed-
iments temperature as lower BC that coincides with the average seasonal
temperature at the SWI.
Data collected within the sediments during our field campaign have been
used to calibrate the values of the parameters of the analytical solution (4.5)
for our study site. The parameters consists in: T0 [°C], the average sea-
sonal temperature at the SWI; TA [°C], the seasonal temperature amplitude;
α [m2d−1], the sediment thermal diffusivity; Ld [d], a phase shift.
To calibrate the parameters, we applied the random sampling technique,
minimizing the difference between the mean daily temperature derived from
the data measured at the measuring station and computed using (4.5) at
the depths within the sediments where the temperature sensors are located.
In particular, we tested 106 random combination of parameters, consider-
ing the following variation ranges: 0 ≤ T0 ≤ 30 [°C], 0 ≤ TA ≤ 20 [°C],
0 ≤ α ≤ 0.1 [m2 d−1], −150 ≤ Ld ≤ 150 [d]. To identify the best com-
bination of the parameters, we minimized the target function (5.1), with
zi = 0.05, 0.25, 0.50, 1.00, 1.50 [m].
Figure 6.4 shows the results of the calibration, highlighting the best values
for the parameters (Figure 6.4(a), each panel showing the dotty plots of the
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RMSE for the parameters), and two examples of comparisons between the
mean daily temperature profiles derived from the data and computed using
the calibrated analytical solution (4.5) (Figure 6.4(b) and 6.4(c)). In table
6.1 we listed the calibrated values of the parameters. It is worthwhile noting
that the sediment temperature profiles computed using the analytical solu-
tion (4.5) for a summer and a winter day show that the sediment temperature
variation is negligible below a depth of 7÷ 8 m.
Toward the goal of providing a reliable IC for the vertical temperature profile
within the bed sediment when temperature data are not available, temper-
ature profile computed using the analytical formula does favorably compare
with the observed one.
Even if not clearly identified, the value of α obtained from the calibration
procedure (α ≈ 5.3 ·10−2 [m2d−1] ≈ 6.1 ·10−7 [m2s−1]) well matches the value
obtained from calibration in section 5.1 (α ≈ 6.0 · 10−7 [m2s−1]) supporting
the reliability of the previous analysis.
6.3 “Point” Model Application
As discussed in paragraph 6.1, the “point” model we introduced in section
4.5 can be applied to reconstruct the sub-diurnal water and sediment temper-
ature dynamics when the horizontal advective energy fluxes are negligible.
Although our study site was chosen in order to limit the importance of ad-
vection, we found that its contribution to the total energy balance is often
not negligible (see section 6.1), thus limiting the applicability of the proposed
1-D approach. Notwithstanding, we identified in our dataset periods charac-
terized by negligible horizontal energy transport (i.e. periods characterized
by a small tidal excursion and/or similar water temperature at the sea and
inside the lagoon - the corresponding period are highlighted in blue in Figure
3.4) that we used to verify the capability of our “point” model to reproduce
the temperature dynamics of the water-sediment continuum and to further
investigate the role of the energy flux at the SWI (Hsed) on the water tem-
perature dynamics.
Using the values obtained from the calibration described in paragraph
5.2 for the model parameters k1, k2 and λ, we applied the model to estimate
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the time evolution of the vertical temperature profile in the water-sediment
continuum driven by meteorological forcings.
We performed the computations considering two alternative set-ups:
1. in the first set of model runs we imposed a measured vertical temper-
ature profile as IC and the following BC: i) energy fluxes at the AWI
computed from observed meteorological data; ii) measured water level;
iii) sediment temperature measured at the deepest sensor deployed at
our study site (−1.5 m with reference to the SWI);
2. in a second set of model runs we imposed as IC the sediment temper-
ature profile given by equation (4.5) and, as lower BC, a constant bed
sediment temperature of 17 °C (the mean annual temperature at the
SWI, as discussed in paragraph 6.2) at z = −10 m below the SWI.
Following this approach, we do not need sediment temperature obser-
vations to perform our computations.
Figures 6.5, 6.6 and 6.7 show three examples of the results obtained by ap-
plying the model to reconstruct the temperature profile for three 5-days-long
periods characterized by negligible advection. The light blue line corresponds
to the observed water and sediments temperature, the red line represents to
the result provided by the model using the first set-up for IC and BC while
the yellow line shows the results provided using the second set-up.
Considering the runs corresponding to the first approach we observe, for
all the considered periods, the quite good agreement between model results
and observations both for the water temperature (the RMSE between ob-
served and computed Tw is always lower than 1.0 [°C], while the value of the
Nash-Sutcliffe coefficient ranges from 0.60 to 0.75) and the sediment tem-
perature (results at z > −0.5 m are not shown as sediment temperature
variation during a 5 days periods are almost negligible). This confirms the
ability of the model to accurately describe the energy transfer processes and
to correctly reproduce temperature dynamics in the water-sediment column
at the sub-diurnal time scale.
Considering Figure 6.6 and 6.7 we observed that the IC provided by the
analytical solution (4.5) represent a very good description of the observed
sediments temperature profile at time t = 0 s. The results provided by the
model with the second set-up are basically the same observed using the first
set-up, being the IC provided by (4.5) an optimal representation of the real
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Figure 6.5: Results provided by the “point” model for a 5-days-long period in
July. In particular, the Figure shows the comparison between the time evo-
lution of the water and sediments temperature at different depths observed
(Obs, blue line), computed using setup 1 (IC 1, orange line), and computed
using setup 2 (IC 2, yellow line) for IC and BC within the sediments (refer
to the text for the description of the two setups).
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Figure 6.6: Results provided by the “point” model for a 5-days-long period
in September. In particular, the Figure shows the comparison between the
time evolution of the water and sediments temperature at different depths
observed (Obs, blue line), computed using setup 1 (IC 1, orange line), and
computed using setup 2 (IC 2, yellow line) for IC and BC within the sediments
(refer to the text for the description of the two setups)
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Figure 6.7: Results provided by the “point” model for a 5-days-long period in
May. In particular, the Figure shows the comparison between the time evo-
lution of the water and sediments temperature at different depths observed
(Obs, blue line), computed using setup 1 (IC 1, orange line), and computed
using setup 2 (IC 2, yellow line) for IC and BC within the sediments (refer
to the text for the description of the two setups).
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ones. Focusing on Figure 6.5, the differences between the IC imposed using
the two different set-ups are more relevant. Interestingly, the difference be-
tween the sediment temperature observed and computed imposing as IC the
temperature profile estimated using (4.5) decreases in time, suggesting that,
even if the IC are not perfectly representative of the real temperature state
of the sediments, the system (and the model) rapidly loses memory of the IC
and converges to a good description of the temperature dynamics. In partic-
ular, the difference decreases quite fast in the upper part of the sediments,
while more time is required in the deeper part to converge to the observed
temperature because of the sediments thermal inertia. We can conclude that,
in absence of temperature data within the sediments, the analytical solution
of equation (4.2) provides a reasonably good approximation of the tempera-
ture profile within the sediment to be used as IC when sediment temperature
data are not available, thus enhancing the possibility of using the model as
a predictive tool.
Figures 6.8, 6.9 and 6.10 show the relevance of the thermal interaction
between water and sediments for describing the water column temperature
time evolution. In particular, panel (a) of each figure shows the comparison
between Hsed computed either using the temperature data to solve equation
(4.4) (being Hsed ≈ HSWI) (Obs, blue line) or provided by the model (i.e.
using equation (4.15)) (Mod 1, red line), with positive values of the energy
flux corresponding to fluxes directed toward the water column. Panel (b)
compares the time evolution of the water temperature both measured (Obs,
light blue line) and computed either considering (Mod 1, orange line) or ne-
glecting (Mod 2, yellow line) Hsed in the energy balance. The 5-days-long
periods considered for this analysis are the same observed in Figures 6.5, 6.6
and 6.7.
By comparing the modeled and the “data based” Hsed we observe a decent
agreement between the time evolution of the fluxes, confirming the capabil-
ity of the model to correctly reproduce the water-sediments interaction at
the SWI. The satisfactory agreement between the water temperature mea-
sured and the results provided by the model has been already observed but,
more interestingly, the negligible difference between the water temperature
computed both considering and neglecting the heat flux at the SWI confirms
that, at least at our study site, Hsed is small compared to other fluxes driving
the water column dynamics and, therefore, can be neglected for modeling the
water column temperature time evolution. In order to generalize this obser-
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Figure 6.8: Relevance of the heat exchanged between water and sediment
Hsed for modeling the water temperature dynamics, evaluated on a 5-days-
long period in July. Panel (a) compares Hsed computed on the basis of
the sediments temperature data (Obs, blue line), and provided by the model
(Mod, red line). The flux is positive when directed toward the water column.
Panel (b) compares the time evolution of the water temperature measured
(Obs, blue line) and computed using the model both considering (Mod 1,
orange line) and neglecting (Mod 2, yellow line) Hsed.
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Figure 6.9: Relevance of the heat exchanged between water and sediment
Hsed for modeling the water temperature dynamics, evaluated on a 5-days-
long period in September. Panel (a) compares Hsed computed on the basis of
the sediments temperature data (Obs, blue line), and provided by the model
(Mod, red line). The flux is positive when directed toward the water column.
Panel (b) compares the time evolution of the water temperature measured
(Obs, blue line) and computed using the model both considering (Mod 1,
orange line) and neglecting (Mod 2, yellow line) Hsed.
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Figure 6.10: Relevance of the heat exchanged between water and sediment
Hsed for modeling the water temperature dynamics, evaluated on a 5-days-
long period in May. Panel (a) compares Hsed computed on the basis of
the sediments temperature data (Obs, blue line), and provided by the model
(Mod, red line). The flux is positive when directed toward the water column.
Panel (b) compares the time evolution of the water temperature measured
(Obs, blue line) and computed using the model both considering (Mod 1,
orange line) and neglecting (Mod 2, yellow line) Hsed.
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vation, the process deserves further investigation considering shallower, less
turbid locations under the effect of different meteorological forcings.
Notwithstanding it is worthwhile noting that Hsed remains crucial for
describing the sediment temperature dynamics and the dynamics of all the
biochemical processes that take place within the first layer of sediment. For
example the growth of benthic microalgae communities, frequently coloniz-
ing the tidal flat bottom and affecting the sediments stability, is sensitively
affected by sediment temperature (Guarini et al. (1997)).
Chapter 7
Turbidity and Water-Sediment
Temperature
The residual solar radiation reaching the sediment surface Hres [W m
−2],
found to be negligible at our study site, can be important considering different
environmental conditions. In particular, lower turbidity conditions in the
water column (i.e. clearer water, higher transparency) would reduce the
irradiance absorption from the water column, increasing the radiative energy
reaching the bottom for the same water depth.
In order to investigate the effect of the water turbidity on the water and
sediments temperature dynamics, we performed a synthetic application of
the “point” model we developed and discussed in the previous sections (see
section 4.5 and chapter 6).
The results provided by the model application (i.e. water and sediment
temperature and vertical heat fluxes driving the temperature dynamics) were
then used to analyze the potential effect of the water column depth and
turbidity on dynamics of the MPB, providing interesting hints on this process
to be further investigated in future studies.
7.1 Synthetic Application
In order to investigate the effect of the water column turbidity on the temper-
ature dynamics of the water-sediments continuum and on the MPB biomass
growth, we applied the “point” model to a synthetic configuration, charac-
terized by simplified conditions that allows us to isolate the process we are
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interested in.
In particular, we performed different runs of the model investigating the
effect of different combinations of water depth Y [m] and water column tur-
bidity, represented by the extinction coefficient λ [m−1]. For each run of the
model, we assumed Y and λ constant in time.
Apart from the water column turbidity and the water depth, we assumed
to apply the model to a “study site” analogous to the tidal flat where we
performed our field campaign (see chapter 3 for a description). Therefore we
assumed a thermal diffusivity α = 6.0 10−7 [m2s−1] to characterize the bed
sediments, in line with the sediments characterization performed considering
the sediment temperature data we collected during the field campaign in the
Venice lagoon (see section 5.1). We then used real meteorological data as
BC for computing the energy fluxes at the AWI. In particular, for each com-
bination of Y and λ we performed a 1-year-long run forcing the model with
the meteorological data collected by the measuring stations of the Venice
Municipality Monitoring Network (see section 3.3) during the year 2016.
As IC we imposed the mean daily temperature profile within the sediments
computed using the analytical solution (4.5), using the parameters values
provided by the calibration procedure described in section 6.2. The initial
water temperature is assumed equal to the temperature at z = 0 m provided
by equation (4.5). The analytical solution (4.5) allows us to extend our spa-
tial domain to a depth of z = −10 m below the SWI, where the sediments
temperature does not show seasonal variation, and therefore we can impose
as BC a constant value of Ts(t, z = 10 m) = 17 °C. The constant tempera-
ture value at z = −10 m consists on the average annual temperature at the
SWI, identified by the calibration of the parameters characterizing equation
(4.5), described in section 6.2. In order to provide a proper start up to the
system and loose memory of the initial state we actually run the simulations
starting from the 1st of December 2015 and disregarded the first month of
simulation when analyzing the results.
We modeled the energy flux at the SWI using equation 4.14. The analysis
described in section 5.2 suggests a seasonal variation of the parameters k1 and
k2, but the available data are not sufficient to identify a clear seasonal trend.
Therefore, considering the synthetic approach of the present analysis we are
performing and in order to apply the model for simulations 1-year-long, we
assumed k1 = k2 = 2.0 [W m
−1°C−1], i.e. the average value obtained in the
calibration procedure performed using the data from our study site in the
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Venice lagoon.
The results provided by the simulations performed using the “point”
model allowed us to investigate the dynamics of the MPB photosynthetic
rate PB [µg C (µg Chl a)−1h−1], described following the formulation pre-
sented by Guarini et al. (2000) and presented in section 4.6. The major
factors driving the photosynthetic process of the MPB are the sediments
surface temperature and the light availability at the bottom, both quantities
provided as results from the application of the “point” model. In particular,
we used the sediments temperature computed at the depth of 2.5 cm below
the SWI as the sediment surface temperature Ts0 and the residual solar irra-
diance actually reaching the bottom Hres (i.e. not absorbed by the overlying
water column) to quantify the light availability. Therefore, we can study the
variation of PB as function of the different investigated conditions of turbid-
ity and water depth.
The mathematical formulation describing the relationship between PB, Ts0
and Hres contains four site dependent physiological parameters: the light
saturation constant, Ek [W m
−2]; the maximum photosynthetic rate under
light saturation conditions, Pmax [µg C(µg Chl a)
−1h−1], reached when the
surface sediments temperature is equal to the optimal temperature Topt [°C];
the thermal threshold beyond which no photosynthesis occurs, Tmax [°C].
Furthermore, the formulation requires a dimensionless parameter β to be
identify. Following Guarini et al. (2000), we can assume constant values for
Ek, Topt, Tmax and β, while Pmax experiences relevant seasonal variation.
Since a general formulation providing the seasonal variation of Pmax is not
available in the literature, for our synthetic analysis we decided to use a con-
Parameter Value Unit
Ek 100 [W m
−2]
Topt 25 [°C]
Tmax 38 [°C]
β 2
Pmax 7
[
µg °C
(µg Chl a) h
]
Table 7.1: Values of the parameters used in the present study to describe the
photosynthetic capacity of the MPB following the formulation proposed by
Guarini et al. (2000).
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stant value of Pmax. Such an assumption, even if not physiologically correct,
allows us to better highlight the effect of λ and Y on the PB dynamics, being
Ts0 and Hres the only time varying variables.
In absence of specific data for the Venice lagoon, in the present study, we
considered the values of the above parameters identified for the temperate
Bay of Marennes-Ole´ron along the French Atlantic coast, used by Guarini
et al. (2000). In particular, for Pmax we used the mean among the values
identified for different periods of the year in this Bay (see Blanchard et al.
(1997)). Table 7.1 provides a list of the parameters and the associated values
adopted in the present analysis.
7.2 Temperature and Fluxes Variation
In order to investigate the effect of the extinction coefficient λ (i.e. a proxy
for the water turbidity), and of the water depth Y on the water and sediment
temperature dynamics, we analyzed the variation of the daily maximum and
minimum temperature during an entire year.
Figures 7.1 and 7.2 show the difference ∆T between the weekly max-
imum/minimum temperature computed using each considered value of λ
and that computed considering the maximum investigated value for λ (i.e
λ = 8 [m−1]), representative of a very turbid water column condition.
Figure 7.3 shows the daily contribution to the energy balance of the water
column of each energy flux Ei [J m
−2] driving the water column dynamics
(i.e. daily integral of each energy flux), normalized using the total daily en-
ergy budget entering/exiting the water column Etot =
∑
i |Ei| [J m−2].
The effect of λ on both the water column and the bed sediment temper-
ature is more relevant during summer, when the solar irradiance reaches its
maximum and water and sediment temperatures are higher.
We observed that the effect of λ decreases for higher water depths Y , be-
ing the solar radiation absorbed by the water column (Hsho) proportional
to Y . Therefore, increasing Y , the water column absorbs most of the solar
radiation also for low turbidity conditions (i.e. the contribution of Hsho to
the energy balance of the water column does not change significantly with
λ, as shown in figure 7.3), while the residual solar radiation at the bottom
Hres decreases, causing limited variation of the sediments temperature time
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Figure 7.1: Time evolution of the difference ∆T [°C] between the weekly
maximum temperature computed using different values of λ [m−1] and that
obtained considering extremely turbid conditions (i.e. λ = 8.0 m−1). ∆T
is computed both for the water column (first row) and the sediments (other
rows). Each column shows the time evolution of ∆T obtained for a different
water depth Y overlying the sediment bottom. The results refer to the entire
year 2016.
evolution. In particular, considering Y ≤ 0.50 m, ∆T is not negligible for
each value of λ we compared to λ = 8.0 m−1, while for Y > 0.50 m ∆T is
relevant only when comparing very clear water condition (λ ≤ 1.0 m−1) with
very turbid water condition (λ = 8 m−1).
Interestingly, the dynamics of the water temperature Tw appears to be
poorly affected by the value of λ, independently on the water depth. Reduc-
ing the water column turbidity (i.e. decreasing λ), and therefore the solar
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Figure 7.2: Time evolution of the difference ∆T [°C] between the weekly
minimum temperature computed using different values of λ [m−1] and that
obtained considering extremely turbid conditions (i.e. λ = 8.0 m−1). ∆T
is computed both for the water column (first row) and the sediments (other
rows). Each column shows the time evolution of ∆T obtained for a different
water depth Y overlying the sediment bottom. The results refer to the entire
year 2016.
radiation absorbed by the water column, we observed a reduction of the max-
imum water temperature that is always lower than 1.5°C throughout year,
and almost negligible for Y ≥ 0.50 m. The variation of the minimum water
temperature is positive (i.e. the minimum temperature increases decreasing
λ), but it is even less significant than the variation observed for the temper-
ature maximum (i.e. less than 0.75°C).
This behavior can be explained observing Figure 7.4, showing: the daily
contributions to the water column energy balance, normalized with Etot, of
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Figure 7.3: Analysis at the seasonal timescale of the daily contribution
Ei [J m
−2] of each energy flux driving the water column temperature dy-
namics (i.e. daily integral of the energy flux) to the energy balance of the
water column as function of λ and Y . Contributions Ei are normalized with
Etot =
∑
i |Ei| [J m−2]. The results shown refer to the entire year 2016.
the solar radiation absorbed by the water column (Esho) and of the heat ex-
changed at the SWI between water and sediments (Esed); the daily integral of
the residual solar radiation Hres reaching the bottom (Eres), also normalized
with Etot in order to make it comparable with Esho and Esed.
Decreasing λ (i.e. decreasing the water column turbidity), the contribution
Esho decreases because the solar radiation absorption capacity of the water
column is lower, while Esed increases. In fact, the solar radiation not absorbed
by the water column reaches the sediment bottom and consequently increases
the sediment temperature and the temperature gradient at the SWI. There-
fore, the heat exchanged between water and sediments at the SWI increases,
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Figure 7.4: Seasonal variation of the daily integral of the solar radiation
absorbed by the water column Esho [J m
−2], of the heat flux exchanged
between water and sediments at the SWI Esed [J m
−2] and of the residual
solar radiation reaching the sediment bottom Eres [J m
−2] as function of λ
and Y , normalized with the total energy entering/exiting the water column
Etot [J m
−2]. The results shown to the entire year 2016.
such as the contribution Esed. Comparing Esed and Eres, both normalized
with respect to Etot, we observed that their values are similar, especially in
summer when the solar radiation is higher. This observation suggests that
an important portion of the energy provided to the sediment by the residual
solar radiation actually reaching the SWI when turbidity is low is given back
to the water column by the sediment as conductive heat flux.
Because of the negligible variation of Tw, the fluxes at the AWI not directly
linked to the solar irradiance do not vary significantly, as shown in Figure 7.3.
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On the contrary, the bed sediment temperature is strongly affected by the
extinction coefficient λ and by the water depth Y . The variation of the solar
radiation reaching the bottom indeed modifies the sediment temperature, at
the surface as well as deeper underground.
Considering the maximum temperature, the effect of λ is more relevant at
the surface. The difference between the maximum temperature computed
assuming very clear water conditions (λ = 0.5 m−1) and very turbid water
(λ = 8.0 m−1) is ≥ 6°C for all the considered water depths Y at the sediment
surface, and is still about 4°C until z = −1.0 m.
Considering the minimum temperature, instead, the difference between the
temperature computed in very clear water and very turbid water conditions
are more relevant when increasing the water depth.
7.3 MPB Photosynthetic Capacity
Using the time evolution of the bed sediment temperature at the SWI Ts0 [°C]
and of the solar irradiance reaching the bottom Hres [W m
−2] as a function of
λ and Y provided by the model runs, we analyzed how the different conditions
we investigated affect the photosynthetic rate PB [µg C(µg Chl a)−1h−1] of
the MPB. Following the formulation described in section 4.6, PB is func-
tion of the light availability at the sediment bottom, assumed equal to Hres,
and of the maximal photosynthetic capacity under light saturation PBmax
[µg C(µg Chl a)−1h−1], which is function of Ts0.
Figures 7.5, 7.6 and 7.7 show the dynamics of PBmax, P
B and of Ts0 for
2-days-long periods in spring, winter and summer respectively.
The MPB photosynthetic process results to be favored by the combination of
light availability and sediments temperature during the spring period (Fig-
ure 7.5). The surface sediments temperature, especially during daytime, is
similar to the optimal temperature Topt (red line in Figures 7.6(c), 7.5(c) and
7.7(c)) at which PBmax reaches its maximum, independently on the water col-
umn turbidity conditions. Being the temperature conditions favorable, the
light availability represents the limiting factor for the photosynthetic process.
Therefore, we observed that clear water conditions (i.e. lower values of λ)
correspond to higher values of PB for water column depths we considered in
our analysis. Figure 7.5 further shows that for very shallow water conditions
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Figure 7.5: Dynamics, as function of the water column turbidity (described
by λ [m−1]) and of the water depth Y [m], of: (a) the surface sediments
temperature Ts0 [°C]; (b) the MPB photosynthetic rate under light saturation
condition PBmax [µg C(µg Chl a)
−1h−1]; (c) the MPB photosynthetic rate
PB [µg C(µg Chl a)−1h−1]. The red line in panel (a) identifies the optimal
temperature Topt for P
B
max. The results refer to 15− 16 April 2016.
(e.g. Y ≈ 0.25 m) the light availability is enough to promote the MPB pho-
tosynthesis even in very turbid water condition, while a clear water column
conditions is necessary for increasing the photosynthetic rate for higher val-
ues of Y , in particular for Y > 0.50 m. We observed that light availability
at the bottom becomes insufficient for MPB photosynthesis when λ ≥ 8 m−1
if Y = 0.5 m and when λ ≥ 4 m−1 if Y = 1.0 m.
In winter (Figure 7.6), both light availability and sediments temperature
Ts0 conditions are such that they limit the potential photosynthetic activ-
ity. Ts0 is always lower than Topt, and the solar radiation is significantly
lower compared to the other seasons. Therefore, we observed that the MPB
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Figure 7.6: Dynamics, as function of the water column turbidity (described
by λ [m−1]) and of the water depth Y [m], of: (a) the surface sediments
temperature Ts0 [°C]; (b) the MPB photosynthetic rate under light saturation
condition PBmax [µg C(µg Chl a)
−1h−1]; (c) the MPB photosynthetic rate
PB [µg C(µg Chl a)−1h−1]. The red line in panel (a) identifies the optimal
temperature Topt for P
B
max. The results refer to 16− 17 January 2016.
photosynthetic capacity is favored by clearer water conditions, for which,
during daytime, we observe an increase of both the light availability and
the sediments temperature, reducing the difference between Ts0 and Topt and
consequently increasing PBmax.
Conversely, during the summer season (Figure 7.7), the observed bed sedi-
ment temperature is much higher than Topt. Therefore, even if clear water
conditions (low values of λ) provide more light for photosynthesis, the irra-
diance reaching the bottom increases the bed sediment temperature, raising
the difference between Ts0 and Topt and causing a decrease of P
B
max and, con-
sequently, of PB. For very clear water conditions and shallow water depths,
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Figure 7.7: Dynamics, as function of the water column turbidity (described
by λ [m−1]) and of the water depth Y [m], of: (a) the surface sediments
temperature Ts0 [°C]; (b) the MPB photosynthetic rate under light saturation
condition PBmax [µg C(µg Chl a)
−1h−1]; (c) the MPB photosynthetic rate
PB [µg C(µg Chl a)−1h−1]. The red line in panel (a) identifies the optimal
temperature Topt for P
B
max. The results refer to 8− 9 August 2016.
we observed an increase of Ts0 driven by the residual solar irradiance reach-
ing the bottom over the maximum temperature threshold Tmax, which makes
PBmax and P
B to go to zero. Therefore, during summertime, the photosyn-
thetic activity can be better promoted by more turbid water conditions,
especially dealing with very shallow water depths (i.e. Y ≤ 0.5 m). With
higher water depths (e.g Y = 1.0 m), we observe that, such as in winter and
spring, clearer water conditions represent the more suitable condition for the
MPB photosynthesis because the major limiting factor consists again with
the light availability at the bottom. In particular, PB decreases dramatically
for λ > 2.0 m−1 if compared with the dynamics observed before using the
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same value of λ but with shallower overlying water column.
In order to observe the seasonal dynamics of the MPB photosynthetic
capacity PB, Figure 7.8 shows the daily integral of PB (PBday =
∫ 24h
0h
PB(t)dt
[µg C(µg Chl a)−1]).
Figure 7.8 confirms the observations we made analyzing the dynamics of PB
at the daily timescale. On average, spring and autumn are the seasons char-
acterized by the combination of light availability and sediments temperature
that better promotes the MPB photosynthetic process. This observation is
particularly true when dealing with shallow water depths and relatively clear
water conditions (i.e. λ ≤ 4 m−1 for Y = 0.25 m, λ ≤ 2 m−1 for Y = 0.5 m).
In these cases, the important amount of solar irradiance reaching the bottom
in summer increases the temperature over Topt, acting as a limiting factor
for the photosynthetic process. For higher water depths and/or more turbid
water conditions, the amount of residual solar radiation at the bottom is
lower and does not increase significantly Ts0. Therefore, the limiting factor
for the MPB growth becomes the light availability, that increases for clearer
water column conditions. In general, considering shallow water conditions
(Y ≤ 0.50 m), the same values of turbidity can be more or less favorable
for the photosynthetic rate. During most of the year, from mid September
to mid May, PB increases with the increasing of the water column clarity
(lower values of λ), while from late spring to late summer we observe an
inversion, with higher values of PB related to more turbid water condition
(2 ≤ λ ≤ 4). Nevertheless, excluding a brief period during summer with very
shallow water (Y = 0.25 m), very turbid water conditions (λ ≈ 8 m−1) are
the least favorable for PB and therefore for the growth of the MPB biomass.
The above observations suggest that, considering the average annual bud-
get, in shallow water environments clear water column conditions better pro-
mote the photosynthetic process and therefore the MPB biomass growth
compared with turbid conditions, even considering the observed reduction in
case of very shallow water depths during summer. As we already discussed
in section 1.1 and 4.6, the MPB proliferation provides a bio-stabilization
effect on the surface sediments (Paterson (1989), Miller et al. (1996)). In
fact, the MPB produces extracellular polymeric substances (EPS) creating a
biofilm on the sediment surface that reduces the sediment resuspension and
the bed erosion (Parsons et al. (2016)). Therefore, since an higher amount of
MPB biomass on the sediments surface reduces the sediment resuspension,
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Figure 7.8: Seasonal dynamics of the daily integral of the MPB photosyn-
thetic rate (PBday [µg C(µg Chl a)
−1]) as function of the water column turbid-
ity (described by λ [m−1]) and of the water depth Y [m]. The results refer
to the entire year 2016.
the results we obtained with our synthetic analysis suggest the possibility of
investigating a positive feedback between water column turbidity conditions
and the MPB proliferation. In fact, the reduction in sediments resuspension
provided by the bio-stabilization ensured by the MPB would reduce the water
column turbidity, creating more suitable conditions for MPB to proliferate
and to further increase the bio-stabilization of the bed sediments.
The results of the present analysis further suggest the necessity of better
investigating the interaction between the morphodynamics and MPB biomass
growth in shallow coastal environments. The stabilizing effect of MPB and its
role in driving the long term evolution of tidal environments has been already
accounted for in the literature (e.g. Marani et al. (2010)) but only assuming
a constant increase of the critical shear stress for erosion provided by the
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EPS biofilm that immediately establishes over the bed sediments when local
conditions are suitable for MPB colonization. Marani et al. (2010), for exam-
ple, assume that those favorable conditions for MPB colonization are simply
related to the local water depth assumed as a proxy for the light availability
(i.e. a constant water turbidity is considered). More realistically, during a
storm event producing sediment resuspension, the EPS biofilm is disrupted
and the MPB requires time to recover and restore the stabilizing effect on
the sediments. Our results suggest that recovery is strongly affected by the
water column depth and turbidity. Moreover, recent studies (Chen et al.
(2017)) showed that the strength of the bio-stabilization is “age” dependent,
affecting progressively deeper layers as the MPB biomass grows. Therefore,
a time evolution of the critical threshold for sediments erosion depending on
the MPB biomass growth, affected by water depth and turbidity conditions
and by the frequency of the resuspension events (Carniello et al. (2016)) (i.e.
the time available for the MPB to recover) would potentially improve our
understanding of the short and long term bio-morphodynamic evolution of
coastal environments.
80CHAPTER 7. TURBIDITY ANDWATER-SEDIMENT TEMPERATURE
Chapter 8
Bidimensional Model:
Preliminary Results
As discussed in Chapter 6, in order to investigate without restrictions the
temperature dynamics, a bidimensional approach is needed for estimating
the horizontal energy flux induced by tidal and wind currents.
Therefore, a step forward in our research is provided by the implementation
of the formulation presented and tested with the “point” model into a fully
spatial hydro-morphodynamic model, in order to describe the time-space dy-
namics of the water temperature within shallow water environments.
Here we present the preliminary results obtained by implementing the tem-
perature module into a bidimensional hydro-morphodynamic model devel-
oped by the researchers of the Civil, Environmental and Architectural Engi-
neering department of the University of Padova.
8.1 Numerical Model
8.1.1 Hydro-morphodynamic and Wave Modules
The hydro-morphodynamic model was specifically developed for very shallow
tidal environments. Three modules constitute the model: the hydrodynamic
module and the wind wave module, combined for providing the Wind Wave
Tidal Model (WWTM) (Carniello et al., 2011), and the sediment and bed
evolution module STABEM (Carniello et al., 2012).
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The hydrodynamic module solves the bi-dimensional shallow water equa-
tions using a semi-empirical staggered finite element method based on the
Galerkin’s approach (Defina, 2000). The shallow water equations are adapted
in order to account for the flooding and drying process typically characteriz-
ing large portions (i.e. salt marshes) of the tidal environments. The informa-
tion provided by the hydrodynamic solution are exploited by the wind wave
module to compute the wave group celerity and the wave energy dissipation
and breaking processes. The wind wave model solves the wave action con-
servation equation parameterized using the zero-order moment of the wave
action spectrum in the frequency domain (Holthuijsen et al., 1989). An em-
pirical correlation function, relating the mean peak wave period to the local
wind speed and water depth (Young and Verhagen, 1996; Carniello et al.,
2011), is used to estimate the spatial and temporal variation of the wave
period. Following the interpolation technique proposed by Brocchini et al.
(1995), the WWTM uses the available wind data to reconstruct the spatial
distribution of the wind speed and direction.
STABEM computes sediment resuspention and redistribution within the do-
main induced by wind waves and tidal currents by simultaneously solving
the advection diffusion equation and Exner’s equation. Following Soulsby
(1997), the model computes the total bottom shear stress accounting for
the nonlinear wave current interaction, that enhances the shear stress value
beyond the sum of the two contributions. To correctly reproduce the near-
threshold conditions for sediments entrainment, STABEM uses a stochastic
approach: the erosion rate depends on the probability that the total bottom
shear stress exceeds the critical shear stress for erosion, with both the total
shear stress and the critical shear stress treated as random variables char-
acterized by a lognormal distribution. The stochastic approach allows us to
take into account the periodicity that characterizes the resuspension events
and to describe the consequent transition between no sediment motion and
fully developed entrainment (Carniello et al., 2012).
Both WWTM and STABEM were successfully tested comparing the results
provided by the models to observed data (Carniello et al., 2011; Mariotti and
Fagherazzi, 2010; Carniello et al., 2012, 2014).
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8.1.2 Temperature Module
We implemented in the existing hydro-morphodynamic model a temperature
module that computes the vertical and horizontal energy fluxes driving the
water temperature dynamics. The temperature module exploits the infor-
mation provided by the hydrodynamic module necessary for estimating the
space-time variability of the water temperature (e.g. water levels, water flow
produced by tide and wind).
The model describes the water temperature dynamics by solving the advec-
tion diffusion equation:
∂TwY
∂t
+∇qTw −∇ (DY∇Tw) = HN (8.1)
with Tw [°C] is the water temperature, Y [m] is the water depth, q = (qx, qy)
[m3s−1] is the flow rate per unit width (Defina, 2000), D is the two dimen-
sional diffusion tensor, HN is the net vertical energy flux.
The net vertical energy flux HN is given by the sum of the energy fluxes
at the AWI, computed following the formulas described in Section 4.3 and
tested by applying the “point” model. Following the results discussed in
Chapter 5 and 6, the role of the heat exchanged at the SWI between the
water column and the bed sediments is negligible for the water temperature
dynamics. Therefore, we neglect the energy flux at the SWI in the water col-
umn energy balance in this preliminary version of the temperature module;
thus no information about the sediments temperature are needed to compute
the water temperature dynamics.
8.1.3 Required Data
In order to apply the bidimensional model, we need to provide the following
information:
 a numerical grid of the spatial domain reproducing the bathymetry of
the tidal domain;
 the tidal level at the sea, h [m], and the wind speed, Vwind [m s
−1],
and direction, Dwind [GN ], to be used as BC for computing the hydro-
dynamic and the wind wave generation, propagation and dissipation
processes;
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 the spatial distribution of the water temperature at time t = 0 s;
 the time evolution of the water temperature at the sea, TS [°C];
 the meteorological data to be imposed as upper BC necessary for com-
puting the energy fluxes at the AWI (i.e. solar radiation at the wa-
ter surface Rsun [W m
−2], air temperature Tair [°C], relative humidity
Hrel (%), atmospheric pressure patm [mbar], wind speed Vwind [m s
−1],
wind direction, Dwind [GN ], fraction of covered sky N);
 an estimate of the average water column turbidity for defining the ex-
tinction coefficient η [m−1].
8.2 Model Application
We applied the bidimensional model to the Venice lagoon, a shallow water
basin where the hydro-morphodynamic model has been widely tested. In
particular, the preliminary results presented in this chapter refer to simula-
tions reproducing the period between the 6th and the 12th of July 2010, a
period for which all the data necessary to run the model were available.
8.2.1 Input Dataset
The meteorological data required as BC for the model application are pro-
vided by the Venice Municipality through its Tidal Forecast and Alert Center
with a 5-minutes resolution. For each necessary variable, we used the data
provided by the same monitoring station described in Section 3.3, whose lo-
cation is shown in Figure 8.1(a). Apart from wind speed and direction, the
spatial distribution of the meteorological variables is assumed to be uniform
on the whole Lagoon. In addition to wind data measured at the monitor-
ing station of Saline-Laguna Nord, we considered the data measured at the
monitoring station of Chioggia (located in the southern part of the Lagoon).
Exploiting the information provided by the two measuring stations, located
at the opposite side of the Lagoon, the model reconstructs the wind field over
the Lagoon following the approach described by Carniello et al. (2012).
The lack of cloudiness data forced us to assume a constant value of cloudi-
ness. In particular, we assumed N = 0, value that describes a clear sky
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Figure 8.1: Satellite images of the Venice Lagoon showing the location of:
(a) the measuring station (yellow dots) of the Venice Municipality Monitor-
ing Network that provided the meteorological data; (b) the multiparametric
gauges Ve (green dots) managed by Consorzio Venezia Nuova that provided
the water temperature measured at different locations within the Lagoon.
condition, which can be reasonably representative of a Summer period.
The Venice Municipality Monitoring Network further provided the sea water
temperature (TS [°C]) and the tidal level (h [m]) measured at the off-shore
CNR platform. Both these datasets were used as BC at the boundary of the
spatial domain at the sea.
Water temperature data inside the Lagoon were provided by the 10 mea-
suring stations managed by Consorzio Venezia Nuova (identified as Ve mea-
suring stations), whose location is shown in Figure 8.1(b). Each station is
equipped with a multiparametric gauge that measures water temperature,
salinity, turbidity and dissolved oxygen. We used the temperature data pro-
vided by the measuring stations first to estimate a reliable spatial distribution
of the water temperature within the Lagoon to be used as IC, and then to
evaluate the model capability to describe the water temperature dynamics
by comparing the observations with the results provided by the model.
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Figure 8.2: Spatial distribution of the water temperature within the Lagoon
computed by the 2-D model at different hours of the 3rd day of simulation
(the 9th of July).
8.2.2 Preliminary Results
We ran a 7-days-long simulation, lasting from the 6th to the 12th of July
2010. We used the first 24 hours to initialize the Lagoon’s hydrodynamic;
the simulation of the water temperature space-time evolution starts from the
second day of simulation considering the initial water temperature spatial
distribution reconstructed from the data collected by the Ve Stations.
Figure 8.2 shows the water temperature spatial distribution provided by
the model at different hours of the 4th day of simulation (i.e. July 9).
On average, we observe that the water temperature within the Lagoon de-
creases during night and increases during the day, as a consequence of the
warming effect provided by the solar radiation. In fact, especially during
Summer, the short-wave radiation represents the major contribution to the
water column energy balance. We observe the lowest water temperature
values before the dawn (e.g. temperature distribution at 06:00 in Figure
8.2), while the warmest condition characterizes the late afternoon hours (e.g.
temperature distribution at 18:00 in Figure 8.2). Excluding the areas near
the inlets, the shallower areas of the Lagoon experience both the minimum
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and maximum observed temperature values: decreasing the water depth, the
thermal inertia of the water column decreases, leading to larger temperature
variation.
The analysis of the reconstructed time and spatial dynamics of the water
temperature provides also interesting observations on the relevance of the
horizontal heat transport induced by the tidal currents. Focusing on the
temperature distribution at 09:00, 12:00 and 21:00 in Figure 8.2, we clearly
recognizes the cooling effect, especially near the inlets, provided by the cold
water entering into the Lagoon during the flood phase of the tide (during
Summer the water temperature at the sea is lower than inside the Lagoon).
Furthermore, the temperature distribution in the northern part of the La-
goon shows that the lagoonal channels act as preferential paths for the water
coming from the sea to propagate inside the Lagoon, favoring the entrance
of the colder water from the sea.
In order to further investigate the advection importance, we compared
the water temperature measured by the multiparametric gauges within the
Lagoon with the temperature computed by both the “point” model (1-D)
and the bidimensional model. In particular, Figure 8.3 shows the compari-
son between the measured and computed water temperature at the location
corresponding to the measuring station Ve-1 (Figure 8.3(a)) and Ve-3 (Fig-
ure 8.3(b)), whose positions are specified in Figure 8.1. Focusing on Figure
8.3(a), we observe that both the 1-D and the 2-D models provide a proper
description of the water temperature dynamics at the Ve-1 station. This
measuring station is located far from the inlets and close to the divide sep-
arating the central sub-basin (i.e. referring to the Malamocco inlet) and the
Northern sub-basin (i.e. referring to the Lido inlet); therefore the tidal cur-
rents in this position are low and the contribution of the advective energy
transport to the energy balance is almost negligible. Conversely, the station
Ve-3, is located close to the Malamocco inlet, is much more affected by the
tidal currents induced by the tide oscillation. Here the effect of the advective
components to the energy balance becomes crucial, as we observe in Figure
8.3(b). During the last three days of simulation, the measured water tem-
perature, instead of increasing because of the energy provided by the solar
radiation, decreases during daytime because of the cold water coming from
the sea during the flood phase of the tide. This behavior is correctly de-
scribed by the 2-D model which accounts for the advective component in the
water column energy balance, while it can not be described by the 1-D model
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Figure 8.3: Comparison between the water temperature measured (Meas)
and computed using the “point” model (Mod 1-D) and the bidimensional
model (Mod 2-D). Panel (a) and (b) show respectively the comparison re-
ferred to the water temperature at the measuring station Ve-1 and at the
measuring station Ve-3. The position of the measuring stations is specified
in Figure 8.1.
that computes only the vertical energy contributions to the water column en-
ergy balance. The above observations confirm that for describing the water
temperature dynamics within the Lagoon without restrictions regarding the
location and the amplitude of the tide oscillation, a bidimensional approach
is required.
8.2. MODEL APPLICATION 89
Figure 8.4: Panel (a) shows the location of the measuring stations Ve, man-
aged by Consorzio Venezia Nuova, while Panel (b) shows the water temper-
ature spatial distribution within the Venice lagoon provided by a satellite
image. The combination of the two data retrieval procedures provides a full
description of the water temperature time-space variability.
8.2.3 Future Developments
The preliminary results provided by the bidimensional model are satisfactory
and encouraging for the future development of the model itself. However,
more work is required in order to improve the model capability to correctly
describe the water temperature dynamics. In particular, we observed that
the model tends to overestimate the water temperature, especially in the
shallower areas of the water body, far from the inlets.
We need to extend the available dataset necessary to test the model, in-
tegrating the use of point measurements (e.g. observations provided by the
Ve measuring stations) with information provided by satellite images (see
Figure 8.4). In situ point measurements ensure useful information about the
time evolution of the temperature dynamics, but their distribution within
the water basins is usually not sufficient to describe the spatial variability of
the process. Instead, satellite images provide a full description of the water
temperature spatial distribution, but not of the time evolution of the pro-
cess, being the time interval between two consecutive images typically of the
order of days. Combining the information provided by point measurements
and satellite images it is possible to overcome the limitations of both the
data retrieval procedure to obtain a much more complete description of the
process we are interested in.
90CHAPTER 8. BIDIMENSIONAL MODEL: PRELIMINARY RESULTS
Chapter 9
Summary and Conclusions
The purpose of the present study is to investigate the water and sediment
temperature dynamics and their thermal interaction in shallow coastal envi-
ronments.
Coastal environments are of great importance for both their ecological and
socioeconomic implications. Coastal ecosystems are in fact characterized
by high biodiversity and primary productivity rates, providing fundamental
ecosystem services. Important urban centers are usually located along the
coastline, and their economy is strictly connected to the surrounding environ-
ment (e.g. fisheries, commercial ports, industrial area exploiting the water
resource), leading to a strong anthropogenic pressure threatening the ecosys-
tem. In order to preserve these ecosystems, we must monitor and study the
processes driving their eco-bio-morphological evolution.
Water and sediment temperature is one of the major factor driving many
ecological and biological processes affecting the ecosystem (e.g. dissolved
oxygen, benthic algae growth and death, proliferation of animal and plants
species).
In the present study, we focused on the Venice Lagoon, a worldwide
famous shallow water basin located in the northeastern part of Italy and
characterized by a temperate climate.
We collected temperature data within the water-sediment continuum in a
tidal flat and developed a “point” energy balance model that solves for energy
transfer processes in the water-sediment continuum. The model computes
the energy fluxes at the air-water and sediment-water interface and thus de-
scribes the water-sediment temperature dynamics, enabling us to draw some
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interesting inferences from the observations.
The temperature data collected in situ show a quite uniform distribution
of the temperature within the water column, allowing us to describe the tem-
perature state of the water column with a single temperature value. Sediment
temperature varies over daily time scales within the topmost 30−50 cm layer,
while seasonal scale temperature variations propagate throughout the entire
1.50 m layer of sediment where we deployed temperature sensors during our
field observations.
Sediment temperature data allowed us to estimate the energy flux at the
sediment-water interface. The flux computed on the basis of the recorded
data was then reconstructed as the sum of two components, a conductive
heat flux and the residual solar radiation reaching the sediment bottom. We
found that, under the investigated conditions, the contribution of the resid-
ual solar radiation is negligible: the average water turbidity is such that
most of the incoming solar radiation is either reflected at the water sur-
face or absorbed within the water column even when water depth is small
(Y ≈ 0.3 m). Conductive heat flux is thus the chief energy transfer mech-
anism at the sediment-water interface and crucial to model the sediment
temperature dynamics.
However, comparing this energy flux with the energy fluxes at the air-water
interface, computed using formulas from the literature forced by the mete-
orological data provided by the Venice Municipality Monitoring Network,
we observed that the contribution to the water column energy balance of the
heat flux at the sediment-water interface (SWI) is very small, mostly less than
10% at the hourly timescale and mostly less than 5% at the daily timescale,
independently on the season. This observation suggests the possibility to
model the water temperature dynamics, in shallow water environment char-
acterize by meteorological condition similar to our case study (i.e. the Venice
lagoon), solely as a function of the heat fluxes at the air-water interface.
Using parameter values calibrated on the basis of our observations, we
applied the 1-D model to describe the dynamics of the temperature profile
of the water-sediment continuum.
The model applicability is limited because of the relevant role often played
by the horizontal heat transport related to advection, not accounted for by
a 1-D approach like the “point” model we developed. In fact, even if the
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study site where we performed the field campaign was located quite close
to an internal divide of the lagoon in order to limit the horizontal transport
related to advection, we found the latter being often not negligible.
However, focusing on periods characterized by conditions such as to limit ad-
vection (i.e. neap tide and small difference between the water temperature
at the sea and inside the Lagoon), we observed that the “point” model prop-
erly represents the measured dynamics of the vertical temperature profile
within the water-sediment continuum. Model application further confirms
that neglecting the heat flux at the SWI minimally affects the capability of
the model in correctly reproducing the water column temperature dynamics.
The application of the “point” model to a synthetic configuration rep-
resenting a shallow environments at temperate latitude allowed us to study
the effect of different water depths and water column turbidity conditions on
the dynamics of the water and sediment temperature. The results provided
by the model application to this synthetic configuration allowed us also to
investigate the potential effect of the different water depths and turbidity
conditions on the MPB proliferation, which has crucial implication for the
ecosystem (i.e. primary productivity, sediment bed stabilization).
Interestingly, we found that the time evolution of the water temperature is
poorly affected by the different turbidity conditions investigated, while the
variation of the sediment temperature dynamics is significant, especially for
very shallow water conditions (i.e. water depth ≤ 0.5 m). The negligible
effect of turbidity on the water temperature can be explained analyzing the
heat fluxes driving the water column temperature dynamics. Decreasing the
water column turbidity, the solar radiation absorption decreases (i.e. solar
absorption capacity of the water column decreases) and therefore decreases
the energy supply to the energy balance of the water column provided by
the solar irradiance. However, the solar energy not absorbed by the water
column reaches the bottom, increasing the sediment surface temperature and
the temperature gradient between water and sediments at the sediment-water
interface. Therefore, we observe an increase of the conductive heat flux be-
tween water and sediment and directed toward the water that compensates
the reduction of energy supply related to the solar radiation absorption.
Sediment temperature and light availability are two major factors driving
the photosynthetic rate of the MPB (i.e. a proxy of the potential MPB
biomass growth rate). Studying the dynamics of the MPB photosynthetic
rate as function of the results obtained for the investigated synthetic config-
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uration, we observe that throughout the year the process is better promoted
by clear water conditions (i.e. low turbidity), being the light availability at
the bottom the major limiting factor. The sediment temperature becomes
the major limiting factor for the MPB photosynthesis only during summer
and for very shallow water depth (i.e. water depth ≤ 0.5 m), when the solar
radiation reaching the bottom with low water turbidity conditions increases
the sediment temperature over the optimal temperature for the photosyn-
thetic process. However, considering the average annual budget, clear water
conditions result to better promote the MPB photosynthesis and prolifera-
tion.
Since an abundance of MPB biomass provides a bio-stabilization effect on the
surface sediments, reducing sediments resuspention and therefore the water
column turbidity, the results provided by the synthetic analysis we performed
suggest the possibility of investigating a positive feedback between water col-
umn turbidity and the MPB proliferation.
We think that the formulation presented and tested here with the “point”
model constitutes a building block that can be incorporated into a fully spa-
tial hydro-morphodynamic model providing proper description of the hor-
izontal advective-dispersive energy transport (e.g. Carniello et al. (2011),
Carniello et al. (2012), Carniello et al. (2014)). A bidimensional model ca-
pable of describing both the hydro-morphodynamics and the temperature
dynamics of shallow coastal environments would be a useful and necessary
tool for coupling physical and biological processes, investigating their mutual
interaction (e.g. the bio-stabilization provided by the MPB previously dis-
cussed) in the short and long term evolution of the ecosystem.
Proper testing of such a fully spatial energy balance model will require tem-
perature observations distributed in space and time (e.g. through remote
sensing) and will contribute to further our predictive understanding of tem-
perature dynamics in shallow water environments.
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