Abstract In this paper we provide an upper bound for the conjunction probability of independent Gaussian smooth processes and then we prove that this bound is a good approximation with exponentially smaller error. Our result confirms the heuristic approximation by Euler characteristic method of Worsley and Friston and also implies the exact value of generalized Pickands constant in a special case. Some results for conjunction probability of correlated processes are also discussed.
Introduction
In this paper, we investigate the conjunction probability of independent Gaussian processes, that is P sup
where u is a fixed threshold, and X i 's are the independent smooth centered Gaussian processes with unit variance. In a more general setting where X i 's are random fields defined on R d , this problem has been addressed by Worsley and Friston in the seminal contribution [9] with the statistical application to test whether the functional organization of the brain for language differs according to sex. With the same application to fRMI data, Alodat [1] was interested in the distribution of the duration of the conjunction time.
Most published papers [4, 5, 9] assumed more that the processes X i 's are stationary with the covariance functions r i (.), 1 ≤ i ≤ n satisfying r i (t) = 1 − C i t 2 + o(t 2 ) as t → 0, and r i (t) where
with B i 's being independent copies of a centered Gaussian process B(t) with the covariance function Cov(B(t), B(s)) = |ts|, ∀t, s ≥ 0, and E i 's being mutually independent unit mean exponential random variables and also independent of B i 's. Using the double-sum method, they proved the asymptotic formula P sup
where ϕ(.) is the density function of the standard normal distribution. However, one main disadvantage in statistical application of this result is the difficulty to estimate the exact value of the generalized Pickands constant H C1,...,Cn . Worsley and Friston [9] followed an heuristic argument that as the threshold u is large enough, then the Euler characteristic χ(Cu) of the excursion set
just takes value 1 or 0 corresponding to the case Cu is non-empty or empty. Under the same conditions on the stationary property of the processes, by Euler characteristic method, they considered the upper-triangular Toeplitz matrices R i corresponding to the process X i as
where Φ(.) is the tail distribution function of the standard normal distribution, and provided an heuristic and explicit approximation as P sup
where (.) t stands for the transpose of the vector. However, they did not provide the validity of the above approximation. Therefore one does not know whether the approximation given by Euler characteristic method is nice or bad. It is worth to notice that the validity of Euler characteristic method is not obvious and trivial. For example, to study the tail distribution of the maximum of stationary Gaussian fields defined on the compact domain S ⊂ R d , this method is proven to be true for locally convex subset S by Taylor, Akimichi and Adler [8] ; but it fails for non locally convex subsets (see [2] ). Note that once the validity is proven, then the true value of the generalized Pickands constant is deduced immediately.
In this paper, we will give an upper bound with two terms for the conjunction probability for every positive integer n. From the statistical point of view, a useful upper bound is better than an asymptotic formula. Furthermore, we will prove that our bound is sharp in the sense that the error is exponentially smaller. As a consequence, our result confirms the validity Euler characteristic method and gives the explicit value of the generalized Pickands constants. The main theorem in this paper is stated as follows.
Theorem 1 (a) Let X i , 1 ≤ i ≤ n be n independent centered Gaussian processes with continuously differentiable sample paths and unit variance. Then for any positive real number u, P sup
(b) Assume more that for each i = 1, . . . , n, the covariance function
, that |r i (s, t)| < 1 for all s = t, and that
Then there exists a positive constant δ such that P sup
The main tool is the Rice formula to calculate the expectation of the number of "up-crossings". The detailed proof of the main theorem is presented in Section 2.
In Section 3, we will apply the method to the conjunction probability of correlated processes.
Proof of main theorem and discussions
Before proving the main theorem, let us state some technical lemmas. The first lemma is a well-known result on the distribution of the maximum of Gaussian process (see [3, Proposition 4 .1] or [6] ).
Lemma 1 (a) Let {X(t), t ∈ [0, T ]} be a centered Gaussian process with continuously differentiable sample paths and unit variance. Then for any positive real number u, P max
Then there exists a positive constant δ such that
and
where Du (Uu) stands for the number of u-"down-crossings" ("up-crossings") as
The second lemma states that there is no chance to see that both processes take the given values at a same point.
Lemma 2 Let X 1 (t) and X 2 (t) be two independent Gaussian processes with continuously differentiable sample paths. Then for a given u,
Proof It is clear that for each positive ǫ,
By the Rice formula (see [3] ), the above expectation is equal to
where p X1(t) (.) is the density function of the random variable X 1 (t). Let ǫ tend to 0, the result follows.
Proof of part (a): Upper bound
It is clear that P sup
Since the n-dimensional curve (X 1 (t), . . . , Xn(t)) is continuous, then under the
X i (t) ≥ u (it means that we start from a point outside and go inside the domain {(x 1 , . . . , xn) ∈ R n : x i ≥ u, ∀i} ), there exists at least one point t ∈ [0, T ] such that the curve touches the boundary of the domain, i.e. {∃i ∈ {1, . . . , n} : X i (t) = u, X ′ i (t) ≥ 0, and X j (t) ≥ u, ∀j = i}.
Denote U * u by the number of points satisfying the above condition. For each i = 1, . . . , n, denote U i,u by
Thanks to Lemma 2,
Then we have P sup
By the Rice formula, we have for each i = 1, . . . , n,
here we use the fact that the processes X j 's are independent and X ′ i (t) is independent of X i (t).
Summing up the expectations E(U i,u )'s, we have the upper bound P sup
Proof of part (b): Good approximation
To prove the sharpness of the upper bound, we first notice that P sup
where the third line follows form Bonferroni inequality and the last line follows from the fact that the random variable U i,u takes integer values. Then the result follows immediately if we can show that for i = j, three terms E[U i,u (U i,u − 1)], P({U i,u > 0} ∩ {U j,u > 0}) and P({X j (0) > u, ∀j} ∩ {U i,u > 0}) are O(ϕ(u(n + δ))) for some positive δ.
• For the first term, it is clear that
where U i is the usual number of u-up-crossings with respect only to X i (t), i.e.
Thanks to Lemma 1, we have
where δ i is introduced as in Lemma 1(b) and δ is a sufficiently small enough positive constant.
• For the third term,
where D i is the usual number of u-down-crossings with respect only to X i (t), i.e.
Since X i (0) + X i (T ) is a centered Gaussian random variable with variance strictly less than 4, then for some positive δ,
Again from Lemma 1(b), we have
So we can do similarly as for the first term to obtain a negligible upper bound for the third term.
• For the second term, thanks to Lemma 2, the probability that both X i (t) and X j (t) are equal to u simultaneously at a common point t is 0, then
We just deal with the first case t i < t j , the rest case is similar. In this case, we have
where U j (and D j ) is the usual number of u-upcrossings (downcrossings) with respect only to X j (t) as defined above.
Then we can apply the same arguments as for two terms above and complete the proof of the main theorem.
Discussions
Remark that our result is general in the sense that we do not require the stationary assumption as in [5, 9] . Under this additional condition, we have the following corollary.
Corollary 1 Let X i , 1 ≤ i ≤ n be n independent stationary centered Gaussian processes with continuously differentiable sample paths and covariance functions r i (.), 1 ≤ i ≤ n that satisfy
where C i 's are positive constants. Then for any positive real number u, P sup
Furthermore, there exists a positive constant δ such that P sup
The proof follows from the fact that Var(X ′ i (t)) = C i . It is clear that our bound coincides with the heuristic approximation given by the Euler characteristic method. Furthermore, using the fact that for positive u,
we deduce the explicit value of the generalized Pickands constant H C1,...,Cn .
Corollary 2 Under the stationary condition, we have
3 Conjunction probability of correlated processes
In this section, we consider the conjunction probability of two correlated processes.
To be precise, as in [7, Section 5.4 ], let us consider X, Y be independent copies of a stationary smooth centered Gaussian process with unit variance. Then for a fixed constant ρ ∈ (−1, 1), we define two correlated processes
and we are interested in the conjunction probability P max
By the same method as for the independent processes, we can derive an upper bound. Unfortunately, we could not prove the sharpness of the given bound. We leave this question for future research.
Theorem 2 Let X 1 and X 2 be two correlated processes defined as in (5) . Then for every positive u, P max
Proof As in the proof of Theorem 1, we have the upper bound.
P max
≤P(X 1 (0) ≥ u, X 2 (0) ≥ u) + P(∃t ∈ [0, T ] : X 1 (t) = u, X ′ 1 (t) ≥ 0, and X 2 (t) > u) + P(∃t ∈ [0, T ] : X 2 (t) = u, X ′ 2 (t) ≥ 0, and X 1 (t) > u) ≤P(X 1 (0) ≥ u, X 2 (0) ≥ u) + E(card{t ∈ [0, T ] : X 1 (t) = u, X ′ 1 (t) ≥ 0, and X 2 (t) > u}) + E(card{t ∈ [0, T ] : X 2 (t) = u, X ′ 2 (t) ≥ 0, and X 1 (t) > u}).
It is easy to check that (see also [3, where in the second line, we use the stationary property and the fact that X ′ 1 (t) is independent of X 1 (t) and X 2 (t), and in the last line by the Gaussian regression of X 2 (t) under the condition X 1 (t) = u, the random variable Z has standard normal distribution.
The expectation E(card{t ∈ [0, T ] : X 2 (t) = u, X ′ 2 (t) ≥ 0, and X 1 (t) > u}) can be computed similarly. Taking the sum, we obtain the upper bound.
