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Abstract
In this paper we construct a non-commutative geometry over a
configuration space of gauge connections and show that it gives rise to
an interacting, non-perturbative quantum gauge theory coupled to a
fermionic field on a curved background. The non-commutative geome-
try is given by an infinite-dimensional Bott-Dirac type operator, whose
square gives the Hamilton operator, and which interacts with an alge-
bra generated by holonomy-diffeomorphisms. The Bott-Dirac operator
and the associated Hilbert space relies on a metric on the configuration
space of connections, which effectively works as a covariant ultra-violet
regulator. We show that the construction coincides with perturbative
quantum field theory in a local limit. Questions concerning Lorentz
invariance and the fermionic sector are left open.
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1 Introduction
One of the most important questions in contemporary theoretical physics is
the rigorous understanding of quantum field theory. This question has two
legs; first there is the task of formulating a well-defined non-perturbative
framework and secondly there is the task of finding conceptual explanations
for the various central structures found in quantum field theory. Embedded
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within these questions lies also the question about what role the gravitational
field plays in a quantum framework.
In this paper we propose a novel answer to these questions. We show
that an interacting, non-perturbative quantum field theory, which includes a
gauge field coupled to a fermionic field on a curved background, emerges from
a geometrical construction over a configuration space of gauge connections.
This geometrical construction provides new conceptual interpretations of
central ingredients in quantum field theory, such as the canonical commu-
tation relations, the role of the fermionic sector and the geometrical origin
of the Hamilton operator itself. Moreover, within this framework general
relativity remains essentially classical; the Planck scale screening, which is
usually ascribed to a quantum theory of gravity, emerges in this framework
as a consequence of representation theory.
The non-commutative geometry, that we find, is composed of two ba-
sic constituents, namely an algebra of holonomy-diffeomorphisms and an
infinite-dimensional Bott-Dirac operator. Holonomy-diffeomorphisms, which
encode how tensor degrees of freedom are transported along flows of vector
fields, form a natural, non-commutative algebra of functions on a config-
uration space of gauge connections. Combined with translations on the
underlying configuration space this algebra encodes the canonical commu-
tation relations of a quantum gauge theory [1]. The Bott-Dirac operator
then combines all infinitesimal translations on this configuration space into
a single operator that effectively encodes metric information on the infinite-
dimensional space.
The setup presented in this paper is similar to the construction pro-
posed in [2]. There, a similar Bott-Dirac operator was shown to produce the
free Hamiltonian of a Yang-Mills theory coupled to a fermionic field. The
problem with that construction was, however, that it did not preserve the
gauge symmetry; both the Bott-Dirac operator and the Hilbert space rep-
resentation involved a broken gauge symmetry. In the present setup these
problems are solved. The square of the new Bott-Dirac operator produces
the full Hamilton operator of an interacting Yang-Mills system coupled to a
fermionic field and the Hilbert space representation of both the Bott-Dirac
operator and the algebra of holonomy-diffeomorphisms, does not break the
gauge symmetry in the previous indiscriminate manner.
Hilbert space representations of the QHD(M) algebra, which is the al-
gebra generated by holonomy-diffeomorphisms and translation on the under-
lying configuration space, were first constructed in [3]. The representations
found there rely on a Sobolev norm, whose role it is to dampen ultra-violet
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degrees of freedom; i.e the Sobolev norm work as an ultra-violet regular-
isation, and since this Sobolev norm involve a Hodge-Laplace operator, it
automatically breaks the gauge symmetry. In the present setup this problem
is solved by constructing the Sobolev norm in a covariant manner. What this
means, basically, is that we introduce a gauge-covariant UV regularisation.
When this is done the Sobolev norm is promoted to a gauge-invariant metric
on the configuration space of gauge connections. This metric then becomes
the cornerstone in our construction, both when it comes to formulate the
Hilbert space representation and when it comes to define the Bott-Dirac op-
erator. Hence, this gauge-covariant regularisation is to be viewed as a part
of the theory and not merely as a computational artifact.
It is widely believed that distances shorter than the Planck scale are
operational meaningless – simple arguments combining general relativity
and quantum mechanics strongly supports this view [4] – and this ultra-
violet screening is mostly thought to be a consequence of a theory of quantum
gravity, where a quantized metric will, in one way or another, have a discrete
spectrum and hence preclude arbitrarily short distances. What we suggest
is that the ultra-violet screening may in fact be produced by quantum field
theory itself as a consequence of the representation theory of basic algebra
of observables such as the QHD(M) algebra. If this were to be the case
then gravity need no quantization.
Thus, what we propose is essentially a gravitational theory over a con-
figuration space of connections, and what we find is that if such a theory
exist, then it will effectively look like a quantum field theory on a curved
background.
Concerning existence then we showed in [3] that Hilbert space represen-
tations exist in the specific case where the UV regularisation is not covariant.
In the covariant case, which is the case discussed in this paper, we do not
have a proof of existence. We do, however, list a number of indications sug-
gesting that the required convergence can also be obtained in the covariant
case.
With respect to the metric structure then the notion of a distance on
a configuration space of gauge connections is not new but was discussed
already by Feynman [5] and Singer [6] (see also [7] and references therein).
The construction which we propose is, however, different from what has
previously been discussed.
Quantum field theory is usually founded on the two basic principles of
locality and Lorentz invariance. In the axiomatic approaches, for instance,
these principles are encoded in the Osterwalder Schrader axioms [8] for the
Euclidean theory and in the Ga˙rding-Wightman [9] or the Haag-Kastler [10]
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axioms for the Lorentzian theory. The quantum field theory that we propose
will, however, be inherently non-local due to the covariant regularisation.
Effectively this means that the theory involves an infinite series of higher
order derivative terms. Whether the theory will be Lorentz invariant is
at the moment not known. Certain technicalities, such as the occurrence
of vector-fermions, suggest that it will not be the case. It is, however,
possible that these occurrences are simply an indication that we have not
yet fully understood the representation theory of the infinite-dimensional
Clifford algebra, that is used to construct the Bott-Dirac operator. On the
other hand, there exist the possibility that the covariant UV regularisation
will break the Lorentz symmetry at the Planck scale, something that may
very well be within experiemental bounds [12]. In that case the Lorentz
symmetry will likely be amended with a scale transformation.
As already alluded, the geometrical construction, that we find, may shed
a new light on the fermionic sector in quantum field theory. Whereas
the canonical commutation relations (CCR) algebra in our construction
emerge from the QHD(M) algebra the canonical anti-commutation rela-
tions (CAR) algebra emerge from the construction of the infinite-dimensional
Bott-Dirac operator just like the ordinary, finite-dimensional Clifford alge-
bra emerges from a Dirac operator on a spin-manifold. The CAR alge-
bra is here simply the infinite-dimensional Clifford algebra associated to an
infinite-dimensional Dirac operator. In this interpretation the fermionic sec-
tor is therefore seen as an integral part of a geometrical construction on the
underlying space of field configurations.
One interesting spin-off from this work is that it opens the door to a
possible application to pure Yang-Mills theory. Whereas the approach, that
is presented in this paper, automatically plays into a Hamiltonian formula-
tion – the reason for this being that the square of the Bott-Dirac operator
in a local limit coincides with a Yang-Mills Hamilton operator coupled to a
fermionic field – it is possible to ditch the Bott-Dirac operator and instead
use the metric on the configuration space of connections to formulate a novel
type of Euclidean Path integral. This path integral, which in a local limit
would coincide with a traditional (ill-defined) path integral, is characterized
by a weight function given by the distance between gauge orbits.
1.1 Outline of the central idea
Let us begin with a rough outline of the central idea behind our construction.
We start with a configuration space A of gauge connections and consider
translations thereon. Two arbitrary connections A and A′ always differ by
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a one-form ω
A′ = A + ω,
which corresponds to a translation operator Uω
Uωξ(A) = ξ(A + ω)
on functions ξ on A. Now, if we consider infinitesimal translations ∂
∂Ai
,
where {Ai} is an orthonormal basis of one-forms, then we can form a Bott-
Dirac operator on A of the form
B = ∞∑
i=1
ci
∂
∂Ai
+ c¯iFi
where Fi is the curvature of Ai and where (ci, c¯i) are elements in an infinite-
dimensional Clifford algebra. The square of B gives us then the Hamiltonian
of a Yang-Mills theory coupled to a fermionic field
B2 = ∞∑
i=1
( ∂
∂Ai
)
2
+ (Fi)2 + ”fermionic terms”
in a form, which resembles an infinite-dimensional harmonic oscillator. Here
the fermionic sector emerges from the infinite-dimensional Clifford algebra,
which is required in order to construct B.
The aim of this paper is to rigorously develop this idea, i.e. to construct
a non-commutative geometry on the configuration space A constituted by
an algebra of holonomy-diffeomorphisms, the Bott-Dirac operator B and
a Hilbert space representation hereof, and to use this geometry to derive a
non-perturbative quantum field theory involving both bosonic and fermionic
degrees of freedom on a curved background.
1.2 Outline of the paper
We begin in section 2 with the definitions of the HD(M) and QHD(M)
algebras and show that these algebras encode the canonical commutation
relations of a gauge theory. In section 3 we then define a metric on a config-
uration space of gauge connections and use this in section 4 to define Dirac
and Bott-Dirac operators on this configuration space. We then construct
a Hilbert space in section 5 and conjecture that it carries a representation
of the QHD(M) algebra as well as the Bott-Dirac operator. Section 6 is
concerned with the construction of the ground state, which is to lie in the
kernel of the Bott-Dirac operator. This construction is then, in section 7,
6
shown to produce the Hamilton operator of a quantized gauge field coupled
to a fermionic field in a local limit. Finally we discuss the general case with
a Levi-Civita connection in TA in section 8 and end with a discussion in
section 9.
Notation
Throughout the paperM denotes a manifold, which is 3-dimensional and
compact unless otherwise stated. Throughout the paper we denote by g a
fixed metric onM . We denote by {m,m1,m2 . . .} points inM and by {mµ}
a corresponding coordinate system where {µ, ν, . . .} are spatial indices. We
denote by (x1, x2, . . .) coordinates in Rn. Furthermore, we use {a, b, . . .} to
index Lie-algebras. Finally, {i, j, . . .} label orthonormal bases of Ω1(M,g)
and L2(M,g) where g is a Lie algebra.
2 The HD(M) and QHD(M) algebras
In this section we introduce the algebras HD(M) and QHD(M), which are
generated by parallel transports along flows of vector-fields and for the latter
part also by translation operators on an underlying configuration space of
connections. We also show that the QHD(M) algebra encode the canonical
commutation relations of a gauge theory. The HD(M) algebra was first
defined in [13, 14] and the QHD(M) algebra in [1].
2.1 The holonomy-diffeomorphism algebra
LetM be a compact smooth 3-dimensional manifold, let G be a compact Lie
group, and let υ ∶ G→Mj(C) be a unitary faithful representation. Consider
the vector bundle S =M ×Cj over M as well as the space of G connections
acting on the bundle. Given a metric g on M we get the Hilbert space
L2(M,S,dg), where we equip S with the standard inner product. Given a
diffeomorphism φ ∶ M → M we get a unitary operator φ∗ on L2(M,S,dg)
via
(φ∗(ξ))(φ(m)) = (∆φ)(M)ξ(m),
where ∆φ(m) is the volume of the volume element in φ(m) induced by a
unit volume element in m ∈M under φ.
Let X be a vector field on M and let A be a G-connection acting on S.
Denote by t → expt(X) the corresponding flow. Given m ∈M let γ be the
curve
γ(t) = expt(X)(m)
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running from m to exp1(X)(m). We define the operator
eXA ∶ L2(M,S,dg) → L2(M,S,dg)
in the following way: we consider an element ξ ∈ L2(M,S,dg) as a Cj-valued
function, and define
(eXA ξ)(exp1(X)(m)) = ((∆exp1)(m))Hol(γ,A)ξ(m), (1)
where Hol(γ,A) denotes the holonomy of A along γ. Note that eX is a uni-
tary operator. Again, the factor (∆exp1)(M) is accounting for the change
in volumes, rendering eX∇ unitary.
Let A be the space of G-connections acting on S. We have an operator
valued function on A defined via
A ∋ A → eXA .
We denote this function eX . We call this operator a holonomy-diffeomorphism1.
Denote by F(A,B(L2(M,S,dg))) the bounded operator valued functions
over A. This forms a C∗-algebra with the norm
∥Ψ∥ = sup
A∈A
{∥Ψ(A)∥}, Ψ ∈ F(A,B(L2(M,S,dg))).
Definition 2.1.1. Let
C = span{eX ∣X vectorfield on M}.
The holonomy-diffeomorphism algebra HD(M,S,A) is defined to be the C∗-
subalgebra of F(A,B(L2(M,S,dg))) generated by C. We will often denote
HD(M,S,A) by HD(M) when it is clear which S and A is meant.
It was shown in [14] that HD(M,S,A) is independent of the metric g.
2.2 The quantum holonomy-diffeomorphism algebra
Let g be the Lie-algebra of G. A section ω ∈ Ω1(M,g) induces a transfor-
mation of A, and therefore an operator Uω on F(A,B(L2(M,S, g))) via
Uω(ξ)(A) = ξ(A + ω),
1In [14] the definition of a holonomy-diffeomorphisms also included a function f ∈
C∞c (M), which gives another operator valued function fe
X on A. For reasons that were
given in [15] such local holonomy-diffeomorphims are not viable in our present construc-
tion.
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which satisfy the relation
(UωeXU−1ω )(A) = eX(A + ω). (2)
Finally note that infinitesimal translations on A are formally given by
Eω = d
dt
Utω ∣
t=0
, (3)
where
Eω1+ω2 = Eω1 +Eω2 ,
which follows since the map Ω1(M,g) ∋ ω → Uω is a group homomorphism,
i.e. U(ω1+ω2) = Uω1Uω2 .
Definition 2.2.1. We define the QHD(M) as the algebra generated by
elements in HD(M) and by all translations Uω, ω ∈ Ω1(M,g).
A priory QHD(M) is not a ∗-algebra. We will however require of a rep-
resentation, that it makes the Uω’s unitary. This in turn makes QHD(M)
a ∗-algebra.
2.3 Canonical commutation relations as operators on func-
tions on A
In order to see why the quantum holonomy diffeomorphism algebra encodes
the canonical commutation relations we will first discuss how these are re-
alized on a space of functions on A. We will also need this discussion for
later arguments. The following computations are purely formal.
To recap: The canonical quantization relations for a gauge theory are:
[Eˆν
b
(m2), Aˆaµ(m1)] = ih̵δνµδab δ(m1 −m2),
where (Eˆ, Aˆ) is the quantization of a pair of conjugate fields (E,A). If we
have some Hilbert space L2(A), then we would realize Aˆaµ(m1) as
(Aˆaµ(m1)(η))(A) = Aaµ(m1)η(A), η ∈ L2(A)
and we would realize Eˆν
b
(m2) as
(Eˆν
b
(m2)η)(A) = d
dt
η(A + tdmνσbδm2)∣t=0
where δm2 denotes the delta function localized in m2, and where σ is a gen-
erator of g. Note that A+ tdxνσbδm2 is not a smooth connection, which will
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cause problems, if we were to realize Eˆ in a rigorous manner. Nevertheless,
if these operators did exist they would realize the canonical commutation
relations since
([Eˆν
b
(m2), Aˆaµ(m1)]η)(A)
= lim
t→0
(A + tdmνσbδm2)aµ(m1)η(A + tdmνσbδm2) −Aaµ(m1)η(A)
t
−Aaµ(m1) lim
t→0
(η(A + tdmνσbδm2) − η(A)
t
)
= δνµδab δ(m1 −m2)η(A).
This formal computation shows how singular the canonical commutation
relations in fact are. In section 7 we shall see that a modified version of the
canonical commutation relations emerge from a more rigorous formalism
that involves a representation of the QHD(M) algebra.
2.4 The canonical commutation relations and the QHD(M)
algebra
We will in this section see, how we can express Eˆν
b
(m2) and Aˆaµ(m1) with
elements in the QHD(M) algebra.
If we look at the operator Eω, then it is defined as
d
dt
Utω ∣t=0, and since
Utωξ(A) = ξ(A+ω) it follows, that Eω is essentially the same as Eˆνb (m2), the
only difference being that we have replaced ω1 ∈ Ω(M,g) with the singular
one-form dmνσbδm2 . We can therefore express Eˆ
ν
b
(m2) in terms of the Eω’s,
simply by approximating dmνσbδm2 with suitably elements in Ω
1(M,g). As
an example, we can take a L2 orthonormal basis {ei} for Ω1(M,g) and
formally expand dmνσbδm2 in this basis, i.e.
dmνσbδm2 = ∑
i
(ei)νb (m2)ei,
and in this way we get
Eˆν
b
(m2) = ∑
i
(ei)νb (m2)Eei .
Note that we can also go in the other direction: We can write
ω = ∫
M
(ω(m))bνdmνσbδmdm,
and we thus get
Eω = ∫
M
(ω(m))bν Eˆνb (m)dm.
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We now turn to Aˆaµ(m1). First we consider eX for a given vectorfield
X. These operators act on functions in two variables, namely A ∈ A and
m ∈M . We get
d
dt
etXη(A,m)∣t=0 = (X(m) +AX(m))η(A,m),
where the notion X(m) is the derivative X(m) in m acting in the second
variable of η. If we thus define the covariant derivative ∇A = d +A we get
d
dt
etXη(A,m)∣t=0 = ∇AXη(A,m).
Thus, as one would expect, an infinitesimal holonomy-diffeomorphism gives
us a covariant derivative in the point m. Although the operator Aˆ(m) by
itself is not an important physical entity we can of course extract it by
considering a function η, which is constant in m. In that case we get
d
dt
etXη(A,m)∣t=0 = AX(m)η(A,m),
or if we more specific chooses the vector field X = ∂µ we get
d
dt
etXη(A,m)∣t=0 = Aµ(m)η(A,m).
Note, however, that the operator Aˆaµ(m) will always have a singular
nature since evaluation at a point m in an L2-space is not well defined (or
rather: it has measure zero). This will also be reflected in the Hilbert space
representation, that we construct in section 5 (as well as in the Hilbert space
representation that we constructed in [3]).
To summarize, we find that the QHD(M) algebra naturally encodes
the canonical commutation relations of a gauge theory in a manner that
circumvents the otherwise singular nature of these relations.
3 A gauge-invariant metric on TA
In this section we construct a gauge-invariant metric on the tangent bundle
of A. This metric will play a key role in the subsequent sections, both in the
construction of the Bott-Dirac operator in section 4 and in the construction
of the Hilbert space in section 5.
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Let again G be a compact Lie group, S = M × Cj a vector-bundle over
the manifold M and A the space of G-connections acting in S. Our aim is
to construct a metric on TA, the tangent of A, and to do this we need to
consider vector fields on A. Given an element ξ ∈ Ω1(M,g), where g is the
Lie-algebra of G, we get a vector field on A simply via
∂f
∂ξ
= lim
t→0
f(A + tξ) − f(A)
t
, f ∈ C∞(A)
In particular we can use this to identify TAA with Ω1(M,g).
Next we wish to construct a metric on TAA. To do this we first consider
the Hodge-Laplace operator. Given a metric g on M the operator reads
∆ = dd∗ + d∗d ∶ Ωk(M) → Ωk(M)
We can extend the Hodge-Laplacian to Ωk(M,g) by choosing an orthonor-
mal basis of g. Note that:
1. the Hodge-Laplace operator is invariant under isometries,
2. Ω1(M,g) is a real vector space.
We now construct a covariant Hodge-Laplace operator
∆A = (d +A)(d +A)∗ + (d +A)∗(d +A) ∶ Ωk(M,g) → Ωk(M,g)
which we restrict to ∆A ∶ Ω1(M,g)→ Ω1(M,g). Finally we use this to define
the metric on TAA
⟨ξ∣η⟩A = ∫
M
((1 + τ1∆pA) ξ(m), (1 + τ1∆pA) ξ(m))dm, (4)
where ξ, η ∈ Ω1(M,g) and where (⋅, ⋅) denotes the scalar product on Ω1(M,g)
induced by g. Also p and τ1 are real parameters. Note that the inner prod-
uct (4) depends on A, i.e. for each A we have a different inner product.
Let us now consider a gauge transformation G given by a unitary element
U ∈ C∞(M,G). The covariant derivative transforms according to
G(d +A) = d +U−1dU +U−1AU.
To see how ξ ∈ TAA transforms we write
∂f
∂G(ξ) (G(A)) = limt→0
f(G(A + tξ)) − f(G(A))
t
= lim
t→0
f(G(A) + tU−1ξU)) − f(G(A))
t
= ∂f
∂(U−1ξU) (G(A)) ,
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which implies that G(ξ) = U−1ξU . Note that since the action in (4) of A on
ξ is the conjugate action we get that
G ∶ (TAA, ⟨⋅, ⋅⟩A)→ (TG(A)A, ⟨⋅, ⋅⟩G(A))
is an orthogonal operator.
Remark 1. The choice of the inner product (4) is essential. If we instead
of the covariant Hodge-Laplace operator define (4) with the ordinary Hodge-
Laplace operator, then the result will be the Sobolev norm, which we used
in [3]. The role of the Hodge-Laplace operator in (4) is the same as in
the Sobolev norm in [3], namely to serve as an ultra-violet dampening by
suppressing modes below the scale τ1.
Remark 2. Note that (4) can be chosen in many different ways. In section
7 we discuss the more general case where instead of f(x) = (1 + τ1xp)−1 we
consider a function f(x) with limx→∞ f(x) = 0.
4 The Dirac and Bott-Dirac operators
Once we have the inner product (4) we can define the CAR bundle over
A by taking the complexified Λ∗TA. Denote by ext(f) the operator of
external multiplication with f on Λ∗TA, where f is an element in TA, and
denote by int(f) its adjoint, i.e. the interior multiplication by f . Denote
by {ξi} a local orthonormal frame in TA and let c¯i and ci be the Clifford
multiplication operators given by
ci = ext(ξi) + int(ξi)
c¯i = ext(ξi) − int(ξi) (5)
that satisfy the relations
{ci, c¯j} = 0, {ci, cj} = δij , {c¯i, c¯j} = −δij . (6)
We can now define the infinite-dimensional Dirac operator
Df =∑
i
ci
∂f
∂ξi
, f ∈ C∞(A,Λ∗TA) (7)
Since the gauge transformations act orthogonal on TA this operator is in-
variant under gauge transformations.
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The construction of the Dirac operator (7) raises a question concerning
the expression ∂f
∂ξi
, which requires a trivialization of TA. Here we can ei-
ther choose a global orthogonal frame, in which case (7) makes sense as it
stands albeit it depends on the global frame. Alternatively we can define
the operator
Df =∑
i
ci∇ξif, f ∈ C∞(A,Λ∗TA) (8)
where ∇ξi denotes the Levi-Civita connection in TA.
4.1 The Bott-Dirac operator
We are now going to define an infinite-dimensional Bott-Dirac type operator.
As with the Dirac operator we here have a choice between choosing a global
orthogonal frame or working with a Levi-Civita connection. For simplicity
we first choose the first option; we shall discuss the latter option in section
8.
We define the Bott-Dirac operator by
B =∑
i
(ciτ2 ∂
∂ξi
+ c¯idi) (9)
where di ∈ C∞(A) is some function, which we will specify below, and where
τ2 is a real parameter. The square of B reads
B2 =∑
i
(−τ22 ∂
2
∂ξ2i
+ d2i) + τ2∑
ij
c¯icj [ ∂
∂ξi
, dj] . (10)
Note that the function
C∞(A) ∋ Ψ(A) = exp (−τ−12 S(A)) (11)
where S(A) ∈ C∞(A), lies in the kernel of B, i.e.
BΨ(A) = 0, (12)
whenever
di = ∂S
∂ξi
. (13)
The function di will be specified in the following sections. Note also that B
will be a gauge invariant operator whenever S is gauge invariant.
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Remark 3. The Bott-Dirac operator in (9) resembles the Bott-Dirac op-
erator that Higson and Kasparov constructed in [16]. To understand how
the two operators are related we replace the covariant Hodge-Laplace oper-
ator ∆A with the ordinary Hodge-Laplace operator ∆ in (4). In this case
ξi becomes a global orthonormal frame in TA and we can define a global
coordinate system and expand A according to A = A0 +∑i xiξi (for details
see [2]). In this case the linear part of di will be of the form sixi, and the
Bott-Dirac operator B will correspond to the one constructed by Higson and
Kasparov in [16]. Here the series {si} corresponds to the momentum of a
free field on a compact manifold. Note that in this case the square of B is
identical to the Hamiltonian operator of an infinite-dimensional harmonic
oscillator, which we in [2] showed is identical to the Hamiltonian operator
of the free sector of a gauge field coupled to a fermionic field.
5 The Hilbert space
In this section we will discuss first how to construct L2(A) in way, that in-
volves a gauge fixing procedure, and secondly how to obtain a representation
of the HD(M) algebra in a Hilbert space that also includes the Bott-Dirac
operator.
For the construction of the Hilbert space we need two components:
1. A gauge condition F(A), which we assume is affine, i.e. for some fixed
connection A0 we have
F(A0 + λ1A1 + λ2A2) = λ1F(A0 + λ1A1) + λ2F(A0 + λ2A2)
Note that this just means that we choose a connection A0 and identify
A with Ω1(M,g) via
A = A0 +A1 → A1,
and that A1 → F(A0 +A1) is linear. The example we have in mind is
the following: F(d + A) = ∂µAµ = 0. Here A0 is the 0-connection in
the chosen trivialization.
2. A positive gauge invariant function S ∶ A → R. We will in section 5.2
discuss, how to choose S.
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5.1 Construction of L2(A)
We choose some L2 basis {ξi}i∈N of Ω1(M,g), and write a connection
A = A0 +
∞
∑
i=1
xiξi.
We denote by An the space of connections of the form
A = A0 +
n
∑
i=1
xiξi.
We identify An with Rn via
Φ(x1, . . . , xn) = A0 + x1ξ1 + . . . + xnξn.
This identification gives us a map Pn,n+1 ∶ An+1 → An defined as
Pn,n+1(x1, . . . , xn, xn+1)) = (x1, . . . , xn).
Given a function η on An, this gives rise to a function P∗n,n+1η on An+1 via
(P∗n,n+1η)(A) = η(Pn,n+1(A)).
We will also iterate these maps to get maps Pn,n+m ∶ An → An+m.
We put
Nn = ∫
Rn
exp(−τ−12 S(A))dx1⋯dxn. (14)
Remark 4. Due to the gauge symmetry of S this integral will in general
not be well defined. In the following we will discuss the implementation of
a gauge fixing procedure.
For two measurable bounded functions ζ and η on An we first define
⟨ζ, η⟩n = 1Nn ∫Rn ζ(A)η(A) exp(−τ
−1
2 S(A))dx1⋯dxn, (15)
and then define
⟨ζ, η⟩ = lim
m→∞
⟨P∗n,n+m(ζ),P∗n,n+m(η)⟩n+m. (16)
Remark 5. Note, that when the gauge group is non-Abelean, then in general
⟨ζ, η⟩n /= ⟨P∗n,n+m(ζ),P∗n,n+m(η)⟩n+m.
This means that we cannot construct L2(A) as a direct limit of Hilbert
spaces. Secondly: The convergence of the expression will, apart from the
aforementined gauge fixing, of course depend on S.
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We now want to implement the above integrals with a gauge condition
F(A) = 0. The most natural thing to try, is to consider
(A/F)n = {A ∈ An ∣ F(A) = 0},
and then define
Nn = ∫
Rn
δ((A/F)n) exp(−τ−12 S(A))dx1⋯dxn
and
⟨ζ, η⟩n = 1Nn ∫Rn ζ(A)η(A)δ((A/F)n) exp(−τ
−1
2 S(A))dx1⋯dxn, (17)
where δ((A/F)n) is the δ-function localized on the set (A/F)n.
This construction can however be problematic: If the basis {ξi} is poorly
chosen it might be the case, that
(A/F)n = {0}.
This would leave the integrals meaningless. We therefore need to adopt
strategies to choose {ξi} properly. An obvious strategy is the following: We
consider the subspace
A/F = {A ∈ A ∣ F(A) = 0}
and choose an orthonormal basis {ψi} of A/F and the pick an orthogonal
basis {φi} of the orthogonal complement of A/F in A. We can then proceed
like in (14), (15) and (16), but where we only integrate over the degrees of
freedom associated with {φi}.
We will now in a concrete example show how this could be implemented.
We first make a short detour into Hodge theory: The exterior derivative
d ∶ Ω∗(M)→ Ω∗+1(M)
has an adjoint
d∗ ∶ Ω∗+1(M) → Ω∗(M).
Hodge theory states that we have an L2-orthogonal decomposition
Ω∗(M) = d(Ω∗−1(M))⊕ d∗(Ω∗+1(M)) ⊕H∗(M),
where
H∗(M) = Ker{∆ ∶ Ω∗(M) → Ω∗(M)},
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where ∆ = dd∗ + d∗d. Note that
H∗(M) = Ker d ∩Ker d∗, Ker d = d(Ω∗−1(M)) ⊕H∗(M).
This entire construction can be tensored with g. We then obtain an
L2-decomposition of A ≃ Ω1(M,g) as
Ω1(M,g) = d(Ω0(M,g))⊕ d∗(Ω2(M,g)) ⊕H1(M,g),
As our gauge fixed space we take
A/F = d∗(Ω2(M,g)).
Since
ker d∗ = d∗(Ω2(M,g))) ⊕H1(M,g),
modulo the cohomology H1(M,g), this corresponds to the gauge condition
d∗A = 0, i.e. F(A) = d∗A. The exterior derivative is in local coordinates
given via
d =∑
µ
ext(dmµ) ∂
∂mµ
.
If we assume that we are in the flat case where the xi are metric coordinates,
we get
d∗ =∑
µ
−int(dmµ) ∂
∂mµ
,
since the adjoint of ext(dmµ) is int(dmµ). Thus the gauge condition is
∂µAµ = 0
with the extra condition, that we exclude the cohomology. From a BRST-
viewpoint it is, however, quite natural to exclude the cohomology: If we for
example consider a constant connection σidm
µ, then this connection is flat.
This means that the intersection between the flat gauge orbit and solution
to the equation ∂µAµ = 0 consists of more than one point.
We can thus construct the bases {ψi} and {φi} for the inner product
in L2(A) by constructing eigenvectors for ∆, and split them in the spaces
d∗(Ω2(M,g)) and d(Ω0(M,g)) ⊕H1(M,g).
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5.2 Possible choices for S
We will now discuss the choice of S. The first choice we discuss is
S(A) = ∫
M
Tr(F (A) ⋆F (A)), (18)
where F (A) is the curvature, i.e.
F (A) = dA +A ∧A,
and ⋆ is the Hodge-star. If we look at the case of a free theory we get
S(A) = ∫
M
Tr(dA ⋆ dA) = ⟨dA,dA⟩ = ⟨A,d∗dA⟩,
where ⟨⋅, ⋅⟩ denotes the inner product on Ω∗(M,g) induced by the chosen
metric onM . Upon implementing a gauge fixing as described in the previous
section, this is
S(A) = ⟨A,∆A⟩,
where ∆ is the Hodge-Laplace operator. This is very similar to the con-
struction in [2] and [3], where
S(A) = ⟨A +∆pA,A +∆pA⟩ (19)
were used. In [2] it was proved that the representation of theQHD(M) alge-
bra existed in dimension 3 when p > 5
4
. The current case of S(A) = ⟨A,∆A⟩
would correspond to p = 1
2
, and we are therefore certain, that with this choice
of A the representation of the QHD(M) algebra will not converge. Since
we expect the convergence issues to be worse in the case of an interacting
theory, the choice (18) is not suitably. Instead it would be desirable to have
something like (19) where higher order derivatives are appearing, but in a
covariant fashion. One possibility is the following: Since ∗F (A) ∈ Ω1(M,g)
we can use ∆A to construct
S(A) = ⟨∆p
A
(⋆F (A)),∆p
A
(⋆F (A))⟩, p ∈]0,∞[, (20)
which is a covariant version of (19).
Another possibility for choosing S, which is related to our present con-
struction, is to use the metric on A described in section 3. In this case a
natural candidate for S is
S(A) = inf{(d2A(A,B)) ∣ B ∈ A, B flat}. (21)
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Here dA(A,B) denotes the distance from A to B induced by the metric onA.
Since the metric is gauge covariant, the distance becomes gauge invariant.
So S(A) in (21) is just the distance to the power p from A to the gauge
orbit of flat connections.
If we do this construction with the metric on A, but use the following
scalar product (which is of course not covariant)
⟨ξ∣η⟩A = ∫
M
((1 + τ1∆p) ξ(m), (1 + τ1∆p) ξ(m)) dm, (22)
instead of (4), then the scalar product is independent of A, and consequently
the induced distance on A is
d(A,B)2 = ⟨A −B∣A −B⟩
= ∫
M
((1 + τ1∆p) (A −B)(m), (1 + τ1∆p) (A −B)(m))dm,
which is just (19). We therefore expect (20) and (21) to be quite similar.
Note they both involve an ultra-violet regulation in the form of a Hodge-
Laplace operator to the power p. We believe, however, that the latter is the
more canonical choice.
Combining the above lead us to the conjecture
Conjecture 5.2.1. Let S(A) be given by either equation (20) or (21). It
is then possible in either case to choose p sufficiently large so that the inner
product (17) and the expectation values of the HD(M) algebra exist.
Remark 6. Generally speaking, both options (20) and (21) involve an ultra-
violet regulation in the form of a covariant Hodge-Laplace operator to the
power p. We know that the representation of the QHD(M) algebra exist in
the non-covariant case [3] for p > 5
4
. Although we expect the convergence to
be worse in the covariant case, we believe that conjecture 5.2.1 must be true.
Remark 7. Note that it is possible to employ this formalism to a Lagrangian
approach to pure Yang-Mills theory in d dimensions by formulating the Eu-
clidean path integral
∫
A
dAOp(A) exp(−S(A))
where A is now a space of gauge connections in a bundle over a d-dimensional
manifold and where the measure dA is the one described in this section.
Op(A) here denotes a gauge invariant operator. Conjecture 5.2.1 formu-
lated in d dimensions would state that this integral exist when Op(A) is an
element in the HD(M) algebra, in which case the resulting theory would be
non-local. We believe that this modfied conjecture must also hold true.
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5.3 Representation of the HD(M) algebra in the CAR bun-
dle
The aim is to represent the HD(M) algebra in the Hilbert space
H = L2(A)⊗Λ∗TA.
Note that since we have a metric on TA we can equip H with a Hilbert
space structure.
If we consider the space
L2(A)⊗L2(M,S,dg)
we can represent the holonomy-diffeomorphism algebra using (1). There is
of course the convergence issue of the holonomies as discussed the previous
section. In order to represent HD(M) on H = L2(A)⊗Λ∗TA we first need,
for a given connection A, to represent the eXA -operators on Ω
1(M,g). We
therefore begin with the basespace
Hb = Ω1(M,g) (23)
where the Hilbert space structure is with respect to the norm (4) in the sense
that the right-hand side of (23) has been completed in this norm. Note that
this Hilbert space structure is connection dependent.
Let ω ∈ Ω1(M,g) and let eX be the flow of a vector field X in M . Let
m1 ∈ M and m2 = eX(m1), and γ the path t → etX(m1). Furthermore
we denote by (e−X)∗(ω) the pullback of the one-form part of ω by the
diffeomorphism e−X , i.e. (e−X)∗ leaves the Lie algebra g unchanged2. We
define
eXA (ω)(m2) = Hol(γ,A) ((e−X)∗(ω)(m2)) (Hol(γ,A))−1
which we extend to an action on elements in Λ∗Ω1(M,g) by
eXA (v1 ∧ . . . ∧ vn) = eXA (v1) ∧ . . . ∧ eXA (vn).
The action on η ∈ L2(A)⊗Λ∗TAA is then defined by
eX(ξ ⊗ ω)(A) = ξ(A)eXA (ω). (24)
2Here another possibility is to use the Levi-Civita connection of the metric g to parallel
transport the one-form part of ω. If this is done the representation of the HD(M) algebra
will still be non-unitary (see the discussion below) but the non-unitarity will be of the
order of τ 1/2p1 , i.e. the L
2 part of the representation will be unitary.
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This gives us an action of the HD(M) algebra on the CAR-bundle3, which
we straight forwardly extend to the full QHD(M) algebra via
Uω(ξ ⊗ ω)(A) = (ξ ⊗ ω)(A − ω).
These definitions were discussed in [15]. Note that this in general not a
unitary action of HD(M) on L2(A)⊗Λ∗TAA. The first problem is that the
flow X might not preserve the metric on M , and hence the flow on does not
act isometric on Ω1(M). On top of this comes that we are working with a
norm induced by the covariant Hodge-Laplace operator and this will distort
the unitarity further. When the action is not unitary on L2(A) ⊗ TAA, it
will be not be bounded on HD(M) on L2(A)⊗Λ∗TAA unless we restrict it
to elements with finite particle number.
Next, we would like the action of HD(M) to be gauge invariant. This is
a priory not the case, since sections in the CAR bundle need not be gauge
covariant, whereas the holonomies are. We therefore need to introduce the
notion of gauge-covariant section, which is a section η that satisfies
η(G(A)) = G(η)(A),
i.e. on a gauge orbit the section η takes values, which are compatible with
the gauge transformation G. Thus, when theHD(M) algebra is represented
on gauge-covariant sections the representation is gauge-covariant. Note,
however, that this does not apply to the full QHD(M) algebra since the
translation operators Uω do not preserve gauge-covariance. The Bott-Dirac
operator, on the other hand, does.
Thus, to summarize we have a representation of theHD(M) algebra and
the Bott-Dirac operator on the Hilbert space H = L2(A) ⊗ Λ∗TA, which
in the case of the HD(M) algebra and the Bott-Dirac operator is gauge
covariant.
5.4 The BRST symmetry and the Bott-Dirac operator
Let us briefly discuss an alternative approach to defining the Hilbert space
and in particular the integral (17), that includes a BRST gauge fixing proce-
dure [17, 18, 19]. The aim is to make the construction of L2(A) independent
of the choice of the gauge condition F(A).
3Technically speaking we do not get a representation of the HD(M) algebra, since this
algebra is defined using unitary representations. Rather we get a representation of a non
unitary version of the flow algebra, see [14] for details.
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Let (c, c¯) be a pair of Fadeev-Popov ghost and anti-ghost fields and
denote by b a Lautrup-Nakanishi field. The nilpotent BRST transformation
reads
sA =Dc sc = c2
sc¯ = b sb = 0.
The improved version of the integral (17) is then written
⟨ζ, η⟩n = 1Nn ∫ DAnDcnDc¯nDbnζ(A)η(A) exp(−S(A) + sΩ), (25)
where the normalisation Nn has also been modified in the same manner.
Here DAn = dx1 . . . dxn and Dcn, Dc¯n and Dbn are the corresponding inte-
gration measures over the various fields truncated to the finite-dimensional
case. The additional exponent Ω in (25) is then of the form
Ω = ∫ c¯(F(A) + ib/2)
where F(A) is again the gauge fixing condition.
Now, the point that we wish to discuss here is that the ghost sector will
also show up in the Bott-Dirac operator (9) via the factor ∑i c¯idi. Namely,
in order for the ground state to lie in the kernel of B the factor di must now
be set to
di = ∂(S + sΩ)
∂ξi
.
Ideally this will then be of the form
di = di∣physical + ski∣unphysical
which would be the case if the BRST transformation commutes with ∂
∂ξi
.
This is, however, not the case since
[s, ∂
∂ξi
]A = [c, ξi].
If we instead define the nilpotent operator s˜ = s + δc, where
δcξi = [ξi, c]
is simply the odd rotation of the basis {ξi}, then
[s˜, ∂
∂ξi
] = 0.
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This means that di will have the desire form
di = ∂S
∂ξi
+ s˜
∂Ω
∂ξi
.
Thus, we end up with a Bott-Dirac operator, which involves a physical
gauge-invariant sector and an unphysical ghost sector; the former being
identified as the cohomology of the nilpotent BRST operator s˜.
6 A complex phase and the ground state
The square of the Bott-Dirac operator in equation (10) involves the term
∑i d2i where di is given by the derivative of S(A) (see equation (13)). As
we shall further discuss in section 7, di will not involve terms linear in the
curvature F when S(A) is defined as discussed in section 5.2. For reasons
that shall soon become clear we would however like di to involve such linear
terms. In this section we shall discuss one possible strategy to achieve this
by introducing a complex phase.
Let us begin by introducing the Chern-Simons functional
CS(A) = ∫
M
Tr(A ∧ dA + 2
3
A ∧A ∧A)
and noting that if we add a Chern-Simons term to S(A) as a complex phase
S′(A) = S(A) + i
2
CS(A) (26)
then we get
di = i
2
∂CS
∂ξi
+ . . .
which, combined with
∂CS
∂ξi
= 2∫
M
Tr (ξi ∧ F (A)) (27)
gives us a term in di that is linear in F (A). The addition of a complex phase
to the function
Ψ′(A) = exp (−τ−12 S′(A)) (28)
in (11) raises, however, the problem that the Bott-Dirac operator B will now
be a complex operator and that B and B∗ will not have the same kernel.
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With definition (26) the function Ψ′(A) will lie in the kernel of B but not
in the kernel of B∗.
The solution to this problem is to double the Hilbert space
H = H(+) ⊕H(−), H(±) = L2(A)⊗Λ∗TA
and write the function (28) as the sum Φ = Ψ(+) ⊕Ψ(−) with
Ψ(+)(A) = exp (−τ−12 S(+)(A)) , Ψ(−)(A) = exp (−τ−12 S(−)(A)) (29)
with
S(±)(A) = S(A) ± i
2
CS(A). (30)
Furthermore, we write
B(±) =∑
i
(ciτ2 ∂
∂ξi
+ c¯id
(±)
i ) , d(±)i = ∂S
(±)
∂ξi
(31)
that satisfy
(B(+))∗ = B(−), (B(−))∗ = B(+) (32)
as well as
B(+)Ψ(+) = 0, B(−)Ψ(−) = 0. (33)
If we write the function Φ as
Φ = ( Ψ(+)
Ψ(−)
) (34)
and define the Bott-Dirac operator acting in H with
B = ( 0 B(−)
B(+) 0
) ,
then we obtain the desired relations
BΦ(A) = 0, B∗ = B,
i.e. the function Φ lies in the kernel of both B and its adjoint.
Now, this construction does not quite do the job as the function S(A)
is used to define the Hilbert space inner product (17). This means that we
cannot simply add a complex phase to S(A) since this would result in an
inner product that is not positive definite. What we can do instead is to
change the inner product (17) by removing the factor exp(−τ−1
2
S(A)) and
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instead inserting it into the states. Thus, what we suggest is to map the
states according to
η(A) → η(A) exp(−τ−12 S(A)).
and then evaluate them with an inner product that does not include the
factor exp(−τ−1
2
S(A)). In this way the function (34) becomes the ground
state, i.e. it satisfies the relation
⟨Φ,BΦ⟩H = 0
where ⟨⋅, ⋅⟩H is the inner product in H.
Remark 8. Let us point out the similarity between Ψgs(A) and the Kodama
state in canonical quantum gravity [20] (see also [21] and references therein).
If we choose A as a configuration space of Ashtekar connections [22, 23],
then Ψgs(A) would strongly resemble the Kodama state, albeit the present
setup is different from the one presented in [21].
Next let us compute the square of B
B2 = ( B(−)B(+) 0
0 B(+)B(−)
)
where
B(−)B(+) =∑
i
(−τ22 ∂
2
∂ξ2i
+ d
(+)
i d
(−)
i ) + τ2∑
ij
cic¯j ( ∂
∂ξi
d
(+)
j − d
(−)
j
∂
∂ξi
)
B(+)B(−) =∑
i
(−τ22 ∂
2
∂ξ2i
+ d
(+)
i d
(−)
i ) + τ2∑
ij
cic¯j ( ∂
∂ξi
d
(−)
j − d
(+)
j
∂
∂ξi
) (35)
which we also write as
B(−)B(+) =Hb +H(+)f
B(+)B(−) =Hb +H(−)f (36)
where
Hb =∑
i
(−τ22 ∂
2
∂ξ2i
+ d
(+)
i d
(−)
i ) , H(±)f = τ2∑
ij
cic¯j ( ∂
∂ξi
d
(±)
j − d
(∓)
j
∂
∂ξi
) . (37)
In the next section we shall see that Hb is the Hamiltonian of a quantised
gauge theory. Let us take a closer look at H
(±)
f
. With
d
(±)
j = ∂S∂ξj ±
i
2
∂CS
∂ξj
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we obtain
H
(±)
f
= τ2∑
ij
cic¯j ( ∂2S
∂ξi∂ξj
+
i
2
{ ∂
∂ξi
,
∂CS
∂ξi
})
= τ2∑
ij
cic¯j ( ∂2S
∂ξi∂ξj
+
i
2
∂2CS
∂ξi∂ξj
+ i
∂CS
∂ξi
∂
∂ξi
) , (38)
which we in the next section will tentatively identify as the Hamiltonian of
a fermionic sector in a quantum field theory.
Finally note that there is a natural real structure
J = ( 0 C
C 0
) , J2 = 12,
where C denotes complex conjugation and where 12 is the 2 × 2 identity
matrix, which gives us the relation
JB = BJ.
7 The emergence of local quantum field theory
In this section we will discuss how the representation of the QHD(M) al-
gebra together with the Bott-Dirac operator in fact amounts to a quantum
field theory of a gauge field coupled to a fermionic field on a curved back-
ground.
Let us first consider the limit τ1 = 0. In section 2.4 we demonstrated that
the formal field operators (Aˆ(m), Eˆ(m)) satisfy the canonical commutation
relations of a gauge theory. The operator Eˆ can be written
Eˆ(m) =∑
j
ξj(m) ∂
∂ξj
(39)
with the reverse
∂
∂ξj
= ∫ ξj(m)Eˆ(m)dm.
If we therefore consider ∑j ∂∂ξj ∂∂ξj we get
∑
j
∂
∂ξj
∂
∂ξj
= ∫ Eˆ(m)Eˆ(m)dm, (τ1 = 0) (40)
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where we used ∑j ξj(m1)ξj(m2) = δ(m1 −m2).
Let us now consider what happens when τ1 /= 0. In this case the set {ξi}
is orthonormal with respect to the Sobolev norm (4) on Ω1(M,g), which is
constructed via the covariant Laplace operator ∆A for a given connection
A ∈ A. Since the eigen-vectors ξi now depend on A we adopt the notation
EˆA(m) =∑
j
ξj(m) ∂
∂ξj
.
Note, due to formula (39), that Eˆ(m) and EˆA(m) coincide in the limit
τ1 → 0.
Let λi be the eigenvalues of ∆A and {ei} the associated L2-eigenvectors.
In the case of the norm (4) we have
ξi = ei
1 + τ1λ
p
i
but we can in fact take any bounded function f ∶ [0,∞) →R with
lim
x→0
f(x) = 0,
instead of f(x) = (1 + τ1xp)−1. Then
Kf,A(m1,m2) =∑
j
ξj(m1)ξj(m2)
is the integral kernel of f2(∆A), i.e.
f2(∆A)(η)(m1) = ∫
M
Kf,A(m1,m2)η(m2)dm2,
which is easily seen by evaluating both sides on the ei’s.
Let us now consider what happens to equation (40) when τ1 /= 0. In that
case we find the expression
∑
j
∂
∂ξj
∂
∂ξj
= ∫ ∫ Eˆ(m1)Kf,A(m1,m2)Eˆ(m2)dm1dm2
= ∫ (Eˆ(m), f2(∆A)(Eˆ)(m))dm
Note here that we have the Eˆ operators as defined in section 2 and not the
EˆA operators. If we consider the limit τ1 → 0 there is an expansion in terms
of kernels
Kf,A(m1,m2) ∼ k0(m1,m2) + τ1/2p1 k1(m1,m2) + . . .
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where it is understood that ki depend on A except for k0, which is
k0(m1,m1) = δ(m1 −m2)1g,
where 1g is the identity in the Lie algebra. Hence we get
∫ ∫ Eˆ(m1)Kf,A(m1,m2)Eˆ(m2)dm1dm2
∼ ∫ Eˆ(m1)k0(m1,m2)Eˆ(m2)dm1dm2
+τ
1/2p
1 ∫ Eˆ(m1)k1(m1,m2)Eˆ(m2)dm1dm2 + . . .
= ∫ (Eˆ(m), Eˆ(m))dm
+τ
1/2p
1 ∫ (Eˆ(m),2f ′(0)f(0)∆A(Eˆ)(m))dm + . . .(41)
The integral kernel also turns up in the second term in Hb in (37). Let
us here only consider the part that arises from the Chern-Simons term in
(29), i.e.
∑
i
d
(+)
i d
(−)
i =∑
i
1
4
(∂CS(A)
∂ξi
)2 + higher derivative terms.
where ’higher derivative terms’ refer to those terms coming from S(A).
Using (27) we obtain
∑
i
d
(+)
i d
(−)
i = ∫ ∫ Kabf,A(m1,m2)F a(m1)F b(m2)dm1dm2
+higher derivative terms.
which combined with (41) gives us
Hb = ∫ (Eˆ2 + F 2) +O(τ1/2p1 ) + higher derivative terms (42)
where the higher orders in τ
1/2p
1
are computed via the integral kernel Kf,A.
We recognize the first term in (42) as the Hamilton operator of a Yang-Mills
theory4.
4Note, however, that we have not implemented a mechanicsm to include only transver-
sal degrees of freedom. This can be done, but we do not yet see a clear mathematical
reason for it.
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Remark 9. Note that the inclusion of the complex phase to the ground state,
that involved the Chern-Simons term in (26), is essential for the Hamilton
operator (42) to emerge. It is interesting that a topological term is required
for a Yang-Mills type theory to emerge from this formalism.
From the perspective of this article, instead of the formal operators
Eˆ(m) in formula (39) it is more natural to consider the operators EˆA(m).
In this case the commutation relations also change
([EˆA(m2), Aˆ(m1)] η) (A) =Kf,A(m2,m1)η(A)
where to lowest order in τ1 gives us the canonical commutation relations
([EˆA(m2), Aˆ(m1)] η) (A) = δ(m2 −m1)η(A) +O(τ1/2p1 ). (43)
Combining (43) with (42) shows that in the limit τ1 → 0 our formalism co-
incides with that of a Yang-Mills theory on a curved background and which
involves higher derivative interactions. The expansions Eˆ(m) = ∑i ξi(m) ∂∂ξi
and A = ∑i xiξi(m) correspond to the plane wave expansions of the con-
jugate fields, which are used in ordinary quantum field theory on a flat
manifold.
Remark 10. Note that relation (43) implies that causality will be affected
at the scale of τ
1/2p
1
. This suggest that τ
1/2p
1
should be interpreted as the
Planck length.
7.1 The fermionic sector
Let us now turn to the fermionic sector given by the Hamiltonian Hf in
(38). If we apply a second derivation to equation (27) we obtain
∂2CS
∂ξi∂ξj
= 2∫
M
Tr (ξi ∧∇Aξj) ,
which gives us
Hf = i∫ (φ∇Aφ¯) + higher order terms (τ1 = 0) (44)
where φ¯ = ∑i c¯iξi and φ = ∑i ciξi and where ∇A is again the covariant deriva-
tive ∇A = d + A. Also, here ”higher derivative terms” include both terms
coming from S(A) and the term coming from the single derivative of the
Chern-Simons functional in (38). The expression in (44) looks similar to a
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Dirac Hamiltonian of conjugate fermionic fields φ and φ¯. Note, however,
that these fermionic fields due to the Clifford relations in (6) satisfy the
relations
{φ¯(m1), φ¯(m2)} = δ(m1 −m2) +O(τ1/2p1 ),
{φ(m1), φ(m2)} = δ(m1 −m2) +O(τ1/2p1 ),{φ¯(m1), φ(m2)} = 0, (45)
which are not the canonical commutation relations of a fermionic field and
its conjugate but rather a twisted version hereof.
Remark 11. Note that the term written in (44) is topological. Note also that
the complete Hamilton Hb+Hf resembles a model, which Witten formulated
in his paper [26] on Morse theory.
The fermions, which emerge from this formalism, are vectors. This issue,
which appears to be at odds with the spin-statistics theorem and thus with
special relativity, will be discussed in section 9.
8 The case with a Levi-Civita connection on A
In section 4 when we constructed both the Dirac and the Bott-Dirac operator
we indirectly assumed the existence of a global trivialization, which we used
to make sense of ∂
∂ξ
. In this section we will discuss the more canonical choice,
which is to use the Levi-Civita connection.
In this case the Bott-Dirac operator (31) will have the form
B(±)η =∑
i
(ci∇ξiη + c¯id(±)i η).
where once more
d
(±)
i = ∂S
(±)
∂ξi
and where
∇ξi = ∂∂ξi + ωξi
with ωξi being the unique Levi-Civita connection in TA that preserves the
metric (4) and has vanishing torsion. Note that B(±)Ψ(±) = 0 still holds
since Ψ(±) is a scalar in TA.
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With ω we can write down the curvature
Fij(ω) = ∂
∂ξi
ωξj −
∂
∂ξj
ωξi + [ωξj , ωξj ]
on A, which will then show up in the square of the Bott-Dirac operator via
the general Bochner identity. Alternatively, we can consider computing the
spectral action [24, 25] of the Bott-Dirac operator.
It is beyond the scope of this paper to investigate these options. The
point, which we wish to make here, is simply that in a local limit a gravita-
tional theory on A, as we have demonstrated in these pages, will look like a
quantum field theory on the manifold M .
9 Discussion
In this paper we have presented a framework of non-perturbative quantum
field theory in which a quantum field theory, that involves a quantized gauge
field coupled to a fermionic field on a curved background, emerges from a ge-
ometrical construction over a configuration space of gauge connections. This
construction raises a number of critical questions concerning both technical
aspects as well as aspects of interpretation.
Clearly the most important question is that of existence. We know that
the representation of the QHD(M) algebra exist in the non-covariant case,
i.e. the case where the Sobolev norm on Ω1(M,g) is not covariant, but we do
not know whether this result holds when we require the gauge symmetry to
be preserved. We expect, however, that this will be the case: the covariant
Sobolev norm still functions as an ultra-violet regulator and thus it seems
very likely that the power of the covariant Hodge-Laplace operator can be
chosen sufficiently high to ensure convergence.
The second critical question is concerned with the fermionic sector. As
it stands now it is a mess. The fermions have the wrong spin-statistics and
the fermionic sector of the Hamilton operator does not have the right form.
Clearly something is missing.
The basic idea is that it should be possible to interpret the fermionic
sector in a quantum field theory in terms of an infinite-dimensional Clifford
algebra associated with a geometrical structure – such as the Bott-Dirac
operator – on the configuration space of connections. But for this idea to be
physically feasible we need to find a way to realize it using a CAR algebra
of spin-half fermions. There are several avenues to explore here. First, it
may be that we have not fully understood the representations of the CAR
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algebra; it could be that there exist spin representation also in the infinite-
dimensional case. Whether such representations can be reached through
projective and inductive techniques is, however, not clear. Secondly, it may
be that the construction of the Bott-Dirac operator as it stands is too crude
and that it is possible to link degrees of freedom in TA directly to a CAR
algebra build from spinors in a more refined manner.
A related question is that of Lorentz invariance. It is not clear that our
construction preserves the Lorentz symmetry, nor is it clear that such an
invariance is achievable. This of course also concerns causality. More work
is required to determine to what extend the Lorentz symmetry is broken,
but one possibility is that it will be modified with a scale transformation, the
result being a Lorentz violation at the Planck scale, something that may very
well be within experimental bounds. It is plausible that such considerations
will eventually put limits on how the metric on TA can be constructed, i.e.
precisely how the covariant Hodge-Laplace operator is employed.
These technical issues aside there is also the question concerning the
physical interpretation of our formalism. This hinges on the choice of the
configuration space of connections. There appear to be two options: either
we are dealing with a Yang-Mills type of theory coupled to fermions on
a curved background, in which case the choice of configuration space is
essentially open; it merely reflects what kind of Yang-Mills theory we wish to
formulate. The other option is to interpret the formalism as a gravitational
theory and the configuration space as a space of spin-connections, possible
Ashtekar connections. In this case one needs to understand what role the
background metric plays in relationship to the conjugate variables, which
would then also be gravitational.
The basic idea that the ultra-violet regularisation should be considered
as physical rather than a computational tool, is in our opinion one worth
considering in a broader spectrum of settings. It necessitates that the reg-
ularisation is made covariant, as explored in this paper, which places it in
some proxemity to non-local quantum field theory. Particularly, it is an
interesting question whether it could be applied to non-perturbative Yang-
Mills theory on curved backgrounds, both in Hamiltonian and Lagrangian
(Euclidean) approaches.
The formalism that we present depends on a metric on the underlying
manifold. As it stands now this metric does not appear to be dynamical,
i.e. we do not appear to be able to derive also the Hamilton for this gravi-
tational sector. It is possible that this will be contained in the final – and
largely undeveloped – version of our formalism where we instead of a global
trivialisation of TA use a Levi-Civita connection in TA. More analysis is
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required to determine whether this is the case. Another, related issue is
what physical role geometrical invariants on A and TA may play.
Finally, the formalism that we present employs the toolbox of non-
commutative geometry. The QHD(M) algebra is non-commutative and
it interacts with a Bott-Dirac operator; ingredients that are familiar to the
non-commutative geometry aficionado. We believe that a more throrough
application of the noncommutative geometry-toolbox is possible and desir-
able.
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