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Abstract
Liquid crystals (LCs) are a fascinating class of materials exhibiting a range
of phases intermediate between liquid and crystalline. Smectic LCs consist of
elongated molecules ar- ranged in a periodic stack (along z) of liquid like lay-
ers. In the smectic-A (Sm-A) phase, the average molecular long axis (director)
points along z. In the smectic-C (Sm-C) phase, it is tilted relative to z, thus
picking out a special direction within the layers. Typically, the Sm-A* to Sm-
C* transition will occur as temperature is decreased. In chiral smectics (Sm-*A
or Sm-C*) it is possible to induce director titling (i.e. the Sm-C* phase) from
the Sm-A* phase via the application of an electric field. This is known as the
bulk electroclinic effect (BECE). Often, e.g. in a LCD, the Sm-A* phase is
in contact with a surface. The surface acts as a localized electric field, and
induces a local tilt, i.e. a local Sm-C* phase. This surface electroclinic effect
(SECE) leads to a distortion of the smectic layers, which reduces LCD quality.
In our project, we present a model of the Sm-A*-Sm-C* transition, including
both BECE and SECE. Analysis of this model shows that the SECE can be
controlled, and even eliminated, by a bulk electric field.
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1 What is a Liquid Crystal?
Liquid crystals are a state of matter that are neither a solid nor a liquid but an
intermediate phase due to elongated molecules. Phases of matter can be described
by two types of order: positional order and orientational order. A solid experiences
both positional and orientational order, and liquids experience neither. Unlike a
solid, a liquid crystal experiences orientational order in the sense that the molecules
point in the same general direction but the molecules are not structured, pictured
below.
Figure 1: A liquid crystal is an intermediate phase with elongated molecules that
align and are able to layer
So liquid crystals are more characteristic of a liquid and are often described as
liquids with a bit of order. As previously stated, this order is due to molecules with
an elongated shape. These elongated molecules have some rigidity in its central
region with the ends being somewhat flexible. These elongated molecules create
stronger attractive forces when they are aligned in parallel, tend to point in the
same direction, and tend to bump into each other less. The flexible ends allow each
molecule to position itself more easily between other molecules as they move. In this
paper, we restrict our representation of the molecules to the elongated rigid central
region of the molecule neglecting to draw in the flexible ends for simplicity and to
save time (refer to figure (2)).
Looking at figure (1), we note that the molecules are able to both align and layer.
The alignment of the molecules describes the orientational order of the liquid crystal
as well as acts like the optical axis in a polarizer. The layering of the molecules refers
to one possible phase of a liquid crystal known as the smectic phase. The smectic
liquid crystal phase of a substance can be the sole phase of this substance or it
can be the liquid crystal phase at a lower temperature. This would be analogous
to liquid H2O with respect to gaseous H2O; liquid is one phase of the substance
H2O that occurs at a lower temperature than that of the gaseous H2O phase. It
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(a) Schematic with flexible ends
(b) Schematic used in this document
Figure 2: Schematics of liquid crystal molecules
is important to understand that the smectic phase is a general term and that there
are different types of smectic phases. This paper will only be concerned with two
smectic phases: smectic A and smectic C.
2 Smectic-A to Smectic-C Transition
The purpose of this document is to analyze a liquid crystal phase transition from
smectic A (Sm-A) to smectic C (Sm-C). These two smectics are distinguished by the
average angle of orientation of the molecules, as demonstrated in figure (3). In the
Figure 3: Left: smectic-A phase; Right: smectic-C phase
Sm-A phase the elongated molecules, on average, tend to align their long axis along
a common direction nˆ (known as the director or the optical axis) in the direction
of the layer normal zˆ, whereas in the Sm-C phase, nˆ lies at an angle θ relative to
zˆ. Figure (3) demonstrates this quality and illustrates that
⇀
c is the projection of nˆ
onto the layer. We model the smectic liquid crystal system using the Landau Free
Energy Equation:
F =
∫
dxdydz[(1/2)r(T )c2 + (1/4)µc4 + (1/6)vc6] = V f(c) (2.1)
where
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• µ is the quartic coefficient that controls the nature of the transition; i.e. µ will
control the type of bifurcation that will occur. When µ > 0 the system will
exhibit a continuous phase transition; µ < 0 is the first order phase transition;
µ = 0 is the tricritical transition, exhibited by our liquid crystals of interest.
For simplify graphing, we let µ = ±1.
• c = sin(θ) is the projection of the tilt onto the layer, and θ = sin−1(c) is
the angle of orientation of the liquid crystals from the vertical axis. The
true order parameter is the vector
⇀
c . In a more advanced analysis, both the
magnitude and direction of the vector
⇀
c is accounted for, however, we only
consider the molecules tilting in the same direction, so we are only concerned
with the magnitude of
⇀
c , denoted c. This is our order parameter for the
smectic-C phase, i.e. c = sin(0) = 0 indicates the smectic-A phase whereas
c = sin(θ) 6= 0, θ 6= 0, indicates the smectic-C phase.
• r(T ) is a function of temperature which will directly effect the positional ori-
entation of the molecules and measures the distance from the transition tem-
perature, TAC . This equation is of the form: r(T ) = α
(T − TAC)
TAC
.
• f(c) = (1/2)r(T )c2 + (1/4)µc4 + (1/6)vc6 is the free energy density of the
system
• V is the volume of the system
In general, θ can depend upon position, which is considered in the analysis of the
surface electroclinic effect (SECE). For now, θ will be the average tilt of the system,
and considered as uniform, and hence a uniform c. Energetically, it does not matter
which direction the molecules tilt, just the amount in which they tilt, which is why
the free energy density equation is in terms of even powers of c. If c had odd powers,
the free energy density would change sign depending on the tilt direction of θ, and
an applied external field
⇀
E would favor a specific direction – which is not the case.
This symmetry argument was first introduced by [1] and has been experimentally
observed [2]. The free energy density equation stops at c6 because it is enough to
only include high enough powers that will stabilize the system. In a first order
transition, µ < 0, the c6 term is needed; however, in the continuous transition,
µ > 0, the c6 term is not always needed to stabilize the system. To avoid analytical
confusions that arise when µ < 0, we instead consider the absolute value of µ and
write the fourth order term as a negative. This means that when we consider the
continuous case, the free energy density f(c) =
1
2
r(T )c2 +
1
4
|µ|c4, and in the first
order case f(c) =
1
2
r(T )c2 +
1
4
|µ|c4 + 1
6
vc6.
Temperature affects the average angle of orientation of the molecules, allowing the
smectic liquid crystal to change phases. It is possible to move from the Sm-A phase
to the Sm-C by lowering temperature. Transitioning from the Sm-A phase to the
Sm-C phase not only changes the average angle of orientation of the molecules, but
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Figure 4: Layer spacing decreases: dC/dA = cos(θ)
also the spacing between the layers. In the Sm-A to Sm-C transition, the layer
spacing will decrease by a factor of cos(θ), figure (4).
2.1 Fixed Points
Depending on the type of material making up the liquid crystal, the Sm-A to Sm-C
transition can be classified in one of two ways: a continuous transition, or a first
order transition. In order to see which phase the system is in, we must look at the
fixed points – the preferred tilting – of our system. These fixed points will be the
possible values of the vertical angle of the molecules at a given temperature.
In search of the preferred orientation of the molecules as the system self-organizes,
we look at the stability of the fixed points by graphing the free energy density equa-
tion, the phase portrait, the bifurcation diagram, the phase diagram, and provide
analytical reasoning.
First, we show the stability in terms of the local minima and maxima of the free
energy density graph, f(c) vs. c. The system will be the most stable in a low energy
state, and therefore our stable fixed points will be the local minima, or wells, of our
graphs. Unstable solutions occur at the local maxima, and the semi-stable solutions
occur at points of zero slope that are neither maxima nor minima.
To verify our results, we look at the phase portrait, c˙ vs. c graphs, obtained by plot-
ting equation (2.3). By noting the sign of c˙ curve before and after each equilibrium
point – the c-intercepts – we classify the equilibrium point as stable, semi-stable or
unstable point. When c˙ > 0 to the left of a point, and c˙ < 0 to the right of the same
point, it is stable. A point is unstable if c˙ < 0 to the left and c˙ > 0 to the right. A
point is semi stable when c˙ > 0 (similary c˙ < 0) both to the left and right.
Accumulating what we glean from the above analysis, we can produce both a bifur-
cation diagram and a phase diagram. More simply, we will create a ”big picture”
view of each type of transition.
On to finding the fixed points, we begin by examining the system’s free energy
density, f(c) =
1
2
r(T )c2 +
1
4
|µ|c4 + 1
6
vc6, with respect to c. Since f is an energy,
then c˙ =
−df
dc
. So, our c˙ equation is
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c˙ = −rc− |µ|c3 − vc5 (2.2)
By setting our c˙ = 0 we can analytically determine our fixed points, denoted c∗. So
equation (2.2) becomes
0 = −rc− |µ|c3 − vc5 (2.3)
2.1.1 Continuous Phase Transition, µ > 0
For the continuous phase transition, we utilize equation (2.3), with |µ| > 0 and
v = 0.
0 = |µ|c3∗ + rc∗
= c∗(|µ|c2∗ + r)
We can see that there are three fixed points; c∗ = 0, and c∗ = ±
√
−r
|µ| .
Figure 5: Continuous Transition; µ = 1, v = 0; Left: c∗ are the points where the
slope is zero; Right: c∗ are the c - intercepts
Case 2.0 r < 0
It is apparent that c∗ = ±
√−r
|µ| has two real solutions when r < 0, since −r > 0.
It is also true that c∗ = 0 is a solution. Turning our attention to figure (5) , we see
that on the free energy density graph, there are three fixed points; one stable point
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at each minima just left and right of the origin and one unstable point at the local
maximum occurring at the origin. Looking at the phase portrait, there are in fact
three fixed points, two stable and one unstable. In both graphs, we can see that the
fixed point c∗ = 0 is unstable, and the fixed points c∗ = ±
√−r
|µ| are stable.
This also shows us that when r < 0, the system is in a Sm-C phase, since c = 0 is
an unstable solution, and there are two different orientations in which the molecules
will tilt. Both of the minima of the free energy density graph, figure (5), are of equal
depth and will therefore produce equal free energy densities. This means that each
tilt is equally likely to be a solution for the system.
Figure 6: Continuous Transition; µ = 1,v = 0; Left: c∗ are the points where the
slope is zero; Right: c∗ are the c - intercepts
Case 2.1 r = 0
Consequently, c∗(|µ|c2∗ + r) becomes |µ|c3∗, providing only one solution, c∗ = 0. To
determine it’s stability, we turn to graphical representations in figure (6). In the free
energy density graph, c∗ = 0 corresponds to f(c) = 0, which is the local minimum.
In the phase portrait, c∗ = 0 is the only place where the curve crosses the c-axis.
To the left of this fixed point, c˙ > 0, and to the right, c˙ < 0, confirming that c∗ = 0
is a stable fixed point. Since the only stable solution is when c∗ = 0, the system is
in a Sm-A phase.
Case 2.2 r > 0
Again, we find that c∗ = 0 is the only solution, since r > 0 implies
−r
|µ| < 0.
This solution is clearly shown in figure (7). The free energy density graph has one
minimum occurring at c∗ = 0, and the phase portrait curve crosses the c-axis once
at c∗ = 0. Again, both graphs show c∗ = 0 to be a stable fixed point. Again, this
means that the system is in the Sm-A phase.
Bringing all this together, we can create a bifurcation diagram representing the
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Figure 7: Continuous Transition; µ = 1,v = 0; Left: c∗ are the points where the
slope is zero; Right: c∗ are the c - intercepts
behavior of stable fixed points, i.e. the system’s preferred tilt c, as temperature is
lowered as well as a one dimensional phase diagram.
The bifurcation diagram, as seen in figure (8), demonstrates that as temperature is
lowered (i.e. the parameter r) there will be a point – the transition temperature TAC
– where c begins to grow continuously from zero. This means that in a continuous
system, the smectic liquid crystal will smoothly transition from the Sm-A phase to
the Sm-C phase. Referring back to figure (3), one can get a pictorial sense of what
is happening. When T > TAC , the system is in the sm-A phase, and when T < TAC ,
the system is in the sm-C phase.
The bifurcation diagram, figure (8), can help us understand the phase diagram, a
graph of the external electric field vs. the temperature parameter, i.e. E vs. r. In
this case, we are looking at how the system self-organizes, so there is no external
electric field meaning that we are solely working with the r axis. For r ≥ 0, the
system can only exist in the Sm-A phase, whereas for negative values of r, the
system can only exist in the Sm-C phase. The phase diagram is presented as figure
(9).
2.1.2 First Order Phase Transition, µ < 0
Turning our attention to the first order transition, we again make use of equation
(2.3), now with µ < 0 and v > 0 (note that if v < 0, we would have an unstable
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Figure 8: Bifurcation Diagram for a continuous transition, µ = 1, v = 0; the red
dash-dot region represents unstable solutions, and the solid blue lines represent
stable solutions.
Figure 9: One dimensional phase diagram for the continuous transistion.
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Figure 10: First Order Transition; µ = −1, v = 1; Left: c∗ are the points where the
slope is zero; Right: c∗ are the c - intercepts
system, i.e. the free energy density graph would resemble the graph y = −x6).
0 = vc5∗ − |µ|c3∗ + rc∗
= c∗(vc4∗ − |µ|c2∗ + r)
⇒ c∗ = 0, or vc4∗ − |µ|c2∗ + r
For 0 = vc4∗ − |µ|c2∗ + r, let ϕ∗ = c2∗
Then vϕ2∗ − |µ|ϕ∗ + r = 0. By the quadratic formula,
0 = vϕ2∗ − |µ|ϕ∗ + r
⇒ ϕ∗ = |µ| ±
√|µ|2 − 4rv
2v
and thus
c∗ = ±
√
|µ| ±√|µ|2 − 4rv
2v
Case 2.3 r < 0
For this case, the only solutions are: c∗ = 0, ±
√
|µ| ±√|µ|2 − 4rv
2v
. When r < 0,
±
√
|µ| −√|µ|2 − 4rv
2v
is not real. Thus, there are only three solutions. Figure (10)
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shows us that c∗ = 0 is an unstable solution as it is a local maximum on the free
energy density graph; and c˙ < 0 to the left and c˙ > 0 to the right of c∗ = 0 in the
phase portrait. As for the other two solutions, c∗ 6= 0, they are both stable solutions.
In the free energy density graph, both of the non-zero solutions are minima, and in
the phase portrait each of the non-zero c-intercepts occur on negative slopes.
These two graphs demonstrate that there are only two stable solutions for c∗ which
are non-zero, meaning that the system is in the Sm-C phase. Since both minima
on the free energy density graph are equal in depth and produce equal free energy
densities, each of the corresponding tilt, θ, will be equally likely to occur in the
system. That is, the system will choose one or the other, not both, but neither tilt
is preferred over the other.
Figure 11: First Order Transition; µ = −1, v = 1; Left: c∗ are the points where the
slope is zero; Right: c∗ are the c - intercepts
Case 2.4 r = 0
Going back to equation (2.3),
0 = vc5∗ − |µ|c3∗ + rc∗
= c3∗(vc
2
∗ − |µ|)
⇒ c∗ = 0 and c∗ = ±
√
1
v
Figure (11) reveals that c∗ = 0 is unstable, and c∗ = ±
√
1
v are both stable solutions.
Note that c∗ = ±
√
1
v
are local minima on the free energy density graph, c˙ > 0 to
the left and c˙ < 0 to the right of each point on the phase portrait. However, c∗ = 0
is a local maximum on the free energy density graph, and c˙ < 0 to the left and c˙ > 0
to the right of c∗ = 0 on the phase portrait.
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Since c∗ = 0 is still unstable, the system is still in the Sm-C phase. Again, we
see that the other two stable solutions produce equal free energy densities because
they are minima with equal depths. Meaning the system is still equally likely to
choose either solution, with neither solution preferred over the other. Moving into
the region where r > 0, we will discover the system will continue to have multiple
stable solutions, however, one or more will be preferred over another.
Figure 12: First Order Transition; µ = −1,v = 1; Left: c∗ are the points where the
slope is zero; Right: c∗ are the c - intercepts
Case 2.5 0 < r <
3|µ|2
16v
This case gives us the maximum number of solutions, because unlike in other cases,
±
√
|µ| −√|µ|2 − 4rv
2v
is now real. Now we have the following three solutions.
c∗ = 0 or c∗ = ±
√
1
2v
(|µ| ±
√
|µ|2 − 4rv) (2.4)
Figure (12) indicates that there are three stable solutions and two unstable solutions.
The unstable solutions are
c∗ = ±
√
1
2v
(|µ| −
√
|µ|2 − 4r)
since the magnitude of these solutions are less than the magnitude of
c∗ = ±
√
1
2v
(|µ|+
√
|µ|2 − 4rv)
This means that the unstable solutions correspond to the local maxima on the free
energy density graph, whereas the stable solutions correspond to the local minima
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not equal to zero. Plus, c∗ = 0 which corresponds to the local minima f(c) = 0 is
also stable.
In this region, we can see that the non-zero solutions, c∗ = ±
√
1
2v
(|µ|+
√
|µ|2 − 4rv),
correspond to the minima with the lowest depth. Since each of these minima produce
the same free energy density – the lowest free energy density – their corresponding
tilts will be the preferred tilts of the system. This will put the system into a pre-
ferred Sm-C phase. We say preferred Sm-C phase because the solution c∗ = 0 is also
stable, i.e. the Sm-A phase is a solution. However, c∗ = 0 produces a free energy
density that is not as low as the other two c∗ solutions. Naturally, the system will
exhibit behavior that uses the least energy, i.e. the behavior that is energetically
favorable. Thus, the system will favor the state that produces the smallest amount
of free energy density; the Sm-C phase. This is not to say that the system will
never choose the Sm-A phase. When the system chooses the c∗ = 0 solution it is in
a metastable state, meaning that the c∗ = 0 solution is locally stable but not the
most stable solution that the system can access. An example of a metastable state
is an avalanche. An entire section of snow on a mountain can suddenly give way and
slide due to a loud noise or vibration, or even the mere prescence of a snowboarder
(noted in figure 13). Having all that snow on the mountain can be stable but it is
certainly not the most stable situation.
Figure 13: An avalanche is a metastable state. The presence of a skier/snowboarder
can cause a section of the snow-top mountain to become unstable and slide. Photo
taken from mirror.co.uk
If the liquid crystal system starts in a Sm-A phase, it is possible for the system to
stay in the Sm-A phase for temperatures where 0 < r <
3|µ|2
16v
. This is possible due
to the energy barrier (sometimes called the potential barrier) that separates the two
types of minima, c∗ = 0 and c∗ 6= 0, of potential energy. This energy barrier is the
”hump” between the minima on the free energy density graph, most notably seen
in figure (12).
Starting in a stable solution where c∗ = 0, the system needs energy to overcome this
energy barrier with an input of external energy, or typically in a first-order phase
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transition this energy stems from the formation of a small nucleus of the new phase.
According to the Regueral Research Group at the University of Barcelona, this
nucleus can only emerge from random thermal fluctuations within the old metastable
phase, and is the initiating process of a first-order phase transition called nucleation.
For the liquid crystal cell, a nucleation site can be merely dust or other impurities.
In the case of the first-order transition of the smectic liquid crystal, moving from
the Sm-A phase to the Sm-C phase is analogous to the supercooling of water. Su-
percooling of water is the process of lowering the temperature of water below its
freezing point without becoming solid ice. For our system it is possible, without
the prescence of any nuclei, to lower the temperature paramter r below the value of
3|µ|2
16v
and stay in the Sm-A phase (i.e., the stystem stays in the metastable c∗ = 0
solution). If at any point during the cooling process the system exhibits a large
enough energetic bump, as noise or a snowboarder was for the snow-heavy moun-
tain top, the system will move to a lower energy state. That is it will move over the
energy barrier into the Sm-C phase (the c∗ 6= 0 solution). The system can, however,
withstand small energetic bumps, like a small thermal fluctuation or tapping of the
side of liquid crystal cell. Still there is a limit to this metastability. The metastable
Sm-A phase has a limit of metastability at r = 0. As we have already discussed,
c∗ = 0 is an unstable solution when r ≤ 0.
Case 2.6 r =
3|µ|2
16v
Figure 14: First Order Transition; µ = −1,v = 1; Left: c∗ are the points where the
slope is zero; Right: c∗ are the c - intercepts
In this case, the c∗ solutions are the same stable solutions presented in the above
case, solutions (2.4). The exception here is that each solution produces a free energy
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equal to the other two, as seen in figure (14). Meaning that all three solutions are
equally likely to occur. So, when r =
3|µ|2
16v
, the system can either be in the Sm-C
phase or the Sm-A phase. This particular value of r is the threshold value where
the system’s phase preference changes, denoted rT which is short for rThreshold.
Case 2.7
3|µ|2
16v
< r <
|µ|2
4v
Once again, the c∗ solutions are the same stable
Figure 15: First Order Transition; µ = −1,v = 1; Left: c∗ are the points where the
slope is zero; Right: c∗ are the c - intercepts
solutions presented in the above two cases, solutions (2.4). Now, the stable solution
c∗ = 0 produces a free energy that is less than the free energies of the other two
non-zero solutions, as seen in figure (15). Meaning, the system now favors the Sm-A
phase but it is still possible for the system to be in the Sm-C phase – which in this
case is analogous to superheating of water, the heating of water to a temperature
higher than its boiling point without boiling.
For example, a cup of water heated in a microwave that remains undisturbed during
the heating process can be superheated. The superheated water appears to be cooler
than it is since it did not visibly boil. Adding energy to the water by means of
bumping the cup or stirring the water may cause it to suddenly boil. Adding another
ingredient (e.g., salt or pepper) to the superheated water provides nucleation sites
and may also cause the water to boil suddenly. The water may boil over the cup or
explosively escape as steam.
In this case, the metastable solution is the Sm-C phase as the temperature parameter
r is raised passed the value of
3|µ|2
16v
. Again, if the system experiences a large enough
energetic bump or nucleation sites, the system will move into the more stable solution
Hipolite, D. 19
of c∗ = 0, the Sm-A phase. The limit of metastability for the metastable Sm-C∗
solution is r =
|µ|2
4v
, which is similar to our reasoning in case of the metastable
Sm-A phase and will be explained in the next case.
Like supercooling, superheating applies to a homogenous substance in a clean con-
tainer, free of nucleation sites, while taking care not to disturb the substance. So
it is understandable that either supercooling or superheating is not easily attained,
which is why the liquid crystal system prefers the lower energy producing, stable c∗
solution.
Figure 16: First Order Transition; µ = −1,v = 1; Left: c∗ are the points where the
slope is zero; Right: c∗ are the c - intercepts
Case 2.8 r =
|µ|2
4v
This case provides three solutions
c∗ = 0 or c∗ = ±
√
|µ|
2v
Graphically, we find c∗ = 0 is the sole stable solution, and c∗ = ±
√
|µ|
2v
are both
semi-stable solutions. On the free energy density graph, figure (16), c∗ = 0 is the
minimum, and c∗ = ±
√
|µ|
2v
correspond to the other two points where the free
energy density curve has a slope of zero, however, neither point is a local minimum
nor a local maximum. Looking at the phase portrait, we see that the curve takes
on positive values to the left and right of c∗ = −
√
|µ|
2v
, and takes on negative values
to the left and right of c∗ =
√
|µ|
2v
; thus c∗ = ±
√
|µ|
2v
are semi-stable.
With one stable solution at c∗ = 0 the system can only be in the Sm-A phase.
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Looking at the free energy density graph, we can see that at this particular value
of r, the two non-zero fixed points exhibited in the cases for 0 < r <
|µ|2
4v
have just
disappeared. This signifies that r =
|µ|2
4v
is a bifurcation point, and thus a threshold
value. This threshold is where the system no longer has the property of two different
phase solutions, and now will only exhibit the Sm-A phase. That is r =
|µ|2
4v
is the
smallest value of r in which only the Sm-A phase exists. This is confirmed in the
following case.
Figure 17: First Order Transition; µ = −1,v = 1; Left: c∗ are the points where the
slope is zero; Right: c∗ are the c - intercepts
Case 2.9 r >
|µ|2
4v
For this case, the only solution is c∗ = 0, since ±
√|µ|2 − 4rv are not real. Both the
free energy density graph and the phase portrait, figure (17), demonstrate that c∗ =
0 is the only stable solution. On the free energy density graph, c∗ = 0 corresponds
to the sole minimum; and on the phase portrait, c˙ > 0 to the left and c˙ < 0 to the
right of c∗ = 0. This confirms that for r ≥ |µ|
2
4v
, the the system can only be in the
Sm-A phase.
Amassing our knowledge of the first order transition fixed points into a bifurcation
diagram, figure (18), we can observe their behavior in general. It is clear that the first
order transition is more complicated than that of the continuous transition. In fact,
the first order transition experiences a subcritical pitchfork bifurcation, implying
that in regions where multiple stable solutions coexist, there is the possibility for
hysteresis, or jumps, as the temperature parameter r is lowered. This means that
as temperature is lowered, the transition from the Sm-A phase to the Sm-C phase
will be dramatic, and not smooth like the continuous transition. There will be a
transition temperature, TAC , where if T > TAC the system is in the Sm-A phase, but
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if T < TAC the system can either be in the Sm-A phase or the Sm-C phase. Here,
TAC > Tc, where Tc is the critical temperature of the system. This demonstrates that
it is possible, in a first order transition, to lower temperature below the transition
temperature and still exhibit the Sm-A phase.
Figure 18: Bifurcation Diagram for a first order transition, µ = −1, v = 1; the red
and magenta dash-dot regions represent unstable solutions, and the solid blue and
black lines represent stable solutions.
Figure 19: One dimensional Phase Diagram for a first order transition, µ = −1,
v = 1.
Referring to the bifurcation diagram, figure (18), and our above analysis, it is possi-
ble to create a one dimensional phase diagram. This is diagram is one dimensional
because, like the continuous transition, we are investigating how the system natu-
rally orders itself, meaning there is no external electric field. So, our phase diagram
is a one dimensional diagram of the r-axis. For the first order transition, we observed
that when the temperature parameter, r, is below or equal to zero, the system can
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only be in the Sm-C phase. When r > 0, things become very interesting. As r
increases to a value of
3|µ|2
16v
, the system prefers to be in the Sm-C phase, but it is
still possible to be in the Sm-A phase.
At rT =
3|µ|2
16v
, the system can be in either the Sm-A or the Sm-C phases. This is
also the value of r where the system changes preference of the Sm-C phase to the
Sm-A phase; a bifurcation point. Between the values of
3|µ|2
16v
and
|µ|2
4v
, the system
now prefers the Sm-A phase, however, it is still possible for the system to be in the
Sm-C phase. At r =
|µ|2
4v
, the system can no longer be in the Sm-C phase and can
only be in the Sm-A phase; another bifurcation point. For values of r >
|µ|2
4v
, the
system can only be in the Sm-A phase. All this can be seen in figure (19).
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3 Bulk Electroclinic Effect (BECE)
Some liquid crystals are chiral, and chiral liquid crystals are ferroelectric. This
means when an external electric field is applied, it is possible to induce a tilt in the
molecules. For example, when a liquid crystal is in Sm-A∗ phase (where ∗ denotes
the chiral phase), and an electric field is applied to the liquid crystal, the molecules
will tilt. Now, without having changing the temperature parameter, the liquid
crystal is in the Sm-C∗ phase; extensive experimental and theoretical work has been
done by [8, 9]. This process is known as the bulk electroclinic effect (BECE); seen
in figure (20).
Figure 20: No temperature change with an applied electric field; Left: smectic-A
phase; Right: smectic-C∗ phase
We can see this happen in a liquid crystal cell. When a smectic liquid crystal
cell is between two electrodes, it is possible to apply an electric field in one of
two directions: left and right, demonstrated in figure (21). In the rotated picture
of figure(21), we can see that when an electric field is applied into the page, the
molecules will tilt in one direction along the plane of the page, and when the same
electric field is applied in the opposite direction, out of the page, the molecules
exhibit the same tilt but in the opposite direction on the plane of the page. It is
important to note that at this point, we still consider the tilting of the system to
be uniform, since we are investigating what the system is doing in the ”bulk” of the
cell and not at or near the surface of the cell.
To model the BECE, we expand the Landau Free Energy equation to include the
external field,
⇀
E, and the coupling strength between the external field and the tilting,
Dχ.
F =
∫
dxdydz[
1
2
r(T )c2 +
1
4
µc4 +
1
6
vc6 −DχEc] = V f(c) (3.1)
Our goal is to find the preferred tilting of the system as well as the relationship
between the tilt and the external field. Again, we minimize the free energy density
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Figure 21: Electro Optical Switching
equation,
f(c) =
1
2
r(T )c2 +
1
4
µc4 +
1
6
vc6 −DχEc (3.2)
with respect to c, and find the fixed points of the system. However, we will concen-
trate our analysis with r-values in the interval [0,
9u2
20v
]. We do this because when
E 6= 0 and r < 0 the system is always in a sm-C∗ phase, as seen in figure (19). And
when E 6= 0 and r > 9u
2
20v
, there does not exist a value for E such that the system
will be in a sm-C∗ phase.
The minimization of equation (3.2) yields
DχE = r(T )c+ µc3 + vc5 (3.3)
3.1 Continuous, µ > 0
Using equation (3.3) to graph the tilt of the molecules in the bulk, i.e. bulk tilt,
versus the external electric field, E, coupled with the free energy density graph, we
find that there is only one stable solution for the system at each value of E (i.e.
single-valued); shown in figure (22). See in figure (23) that as we vary µ from a
high value toward site tricritical value (µ = 0) the larger external field will produce
a larger an larger tilt.
The more interesting case occurs when µ becomes negative, i.e. when the system
undergoes a first order transition.
3.2 First Order, µ < 0
Investigating how the external field, E and the temperature parameter, r, effect
the preferred tilting of the molecules, we turn to the stability diagram for some
solutions.
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Figure 22: µ = 1, v = 1, r = 0.25 Right: Free Energy Density graph reveals a
sinlge-valued solution.
Figure 23: The larger the external field E, the larger the bulk tilt θB.
Hipolite, D. 26
Figure 24: Stability Diagram:
Two stable points occur between the green and red curves , while outside these
curves only one stable point occurs.
Note that in this stability diagram, figure (24), there is a change in axis (horizontal).
The temperature parameter r(T ) determines when the system naturally transitions
to the Sm-C∗ phase and in section (2.1.2), r > 0 implied that the system was in
the Sm-A∗ phase and when r < 0 the system was in the Sm-C phase. Here we
would like to draw similar conclusions with similar hypothesis, but in the first order
transition, µ < 0, r > 0 does not necessarily tell us anything; the system can
be in either the Sm-A∗ or the Sm-C∗ phase and the transition will occur at some
positive value of r, denoted rT in section (2.1.2). In this section, we will denote this
positive r value as rAC . Graphically, we will represent the temperature parameter
as ρ(T ) = r(T ) − rAC(T ), and the system is in the Sm-A∗ phase when ρ > 0 and
the Sm-C∗ phase when ρ < 0.
So what information does the stability diagram provide us about the system’s pre-
ferred tilt? For this section, we will fix a value of ρ and investigate what occurs as
we vary the external field.
3.2.1 ρ > ρc
For this case, the fixed value of ρ is larger than the special value ρc – the value of
ρ that occurs at the cusp of the stability plot. Here, the fixed value of ρ is in the
region of the graph that has one stable point.
To understand what this means, we turn to the plots of θB vs. E and the free energy
density, figures (29) and (27) respectively. Figure (29) demonstrates that the curve
is single-valued and that as the external field grows in magnitude, the bulk tilt grows
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Figure 25: Stability Diagram: In this case we investigate the preferred tilting of the
system as E is varied for a fixed value of ρ > ρc
Figure 26: θ vs E, ρ > ρc
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Figure 27: Free Energy Density, ρ > ρc
continuously. Figure (30) confirms that for each value of E, the system will have
one preferred bulk tilt – one stable point.
3.2.2 0 < ρ < ρc
Figure 28: Stability Diagram: In this case we investigate the preferred tilting of the
system as E is varied for a fixed value of 0 < ρ < ρc
Case 3.0 0 < E < EL
In this case, the external field, E is positive and smaller than the special value EL,
said ”E-Lower.” Juxtaposed to the plot of the bulk tilt, θB, as a function of E,
we see that the values of θB that produce the single minimum of the free energy
density correspond to the values of θB(E) curve, figure (29), that are positive and
less than θ = min {θ(EL)}. Note that the θB(E) curve is single-valued in this region
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Figure 29: θB vs E, 0 < ρ < ρc
Figure 30: Free Energy Density, f(c) vs c; 0 < E < EL
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with smaller θB values. Thus, for these values of E, the system will only have one
possible stable solution of bulk tilt, θLT – the smaller bulk tilt, or low tilt (LT).
Case 3.1 EL < E < ET
Figure 31: Free Energy Density, f(c) vs c; EL < E < ET
In this case, the external field, E is positive and now lies between the two special
values EL and ET , E-Lower and E-Threshold respectively. Juxtaposed to the plot
of the bulk tilt, θB, as a function of E, the values of θB that produce the two
minimums on the free energy density plot correspond to the values of θB(E) curve,
figure (29), that lie on the increasing slope of the multi-values region; i.e. between
θ = min {θ(EL)} and θ = max {θ(ET )}. For these values of E, the system will have
two possible stable solutions of bulk tilt θLT , the lower tilt, and θHT , the higher tilt.
Remember, the system’s preferred tilting will occur when the free energy density is
at its lowest, i.e. at the global minimum. Since both θLT and θHT are minimums and
f(θLT ) < f(θHT ), the system’s preferred tilting occurs at θLT . Note that θHT = θL
– ”θ-lower” – when E = EL. That is, θL is the smallest locally stable bulk tilt that
can occur when E < ET .
Case 3.2 E = ET
In this case, the external field, E is positive and is now equal to the special value ET .
Juxtaposed to the plot of the bulk tilt, θB, as a function of E, the values of θB that
produce the two minimums on the free energy density plot correspond to the two
values of θB(E) curve, figure (29), that lie on the increasing slope of the multi-valued
region at the particular value of ET ; i.e. θ = {min {θ(ET )} ,max {θ(ET )}}. For this
value of E, the system will have two equally stable solutions of bulk tilt, θLT and
θHT . This is because both θLT and θHT are global minimums, i.e. f(θLT ) = f(θHT ).
Thus, the system does not have a preference as to which titling it will choose, and
it is possible for the system to move between these two bulk tilts. We will see that
this particular value of the external field will be where the system switches from θLT
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Figure 32: Free Energy Density, f(c) vs c; E = ET
to θHT as E is increased, and vice versa as E is decreased. This property is also
known as electro-optical switching.
Case 3.3 ET < E < EU
Figure 33: Free Energy Density, f(c) vs c; ET < E < EU
In this case, the external field, E is positive and now lies between the two special
values ET and EU , E-Threshold and E-Upper respectively. Juxtaposed to the plot
of the bulk tilt, θB, as a function of E, the values of θB that produce the two
minimums on the free energy density plot correspond to the values of θB(E) curve,
figure (29), that lie on the increasing slope of the multi-values region; i.e. between
θ = min {θ(ET )} and θ = max {θ(EU )}. For these values of E, the system will have
two possible stable solutions of bulk tilt θLT and θHT . Here f(θLT ) > f(θHT ), so
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the system’s preferred tilting occurs at θHT .
Case 3.4 E > EU
In this case, the external field, E is positive and larger than the special value EU .
Figure 34: Free Energy Density, 0 < ρ < ρc
Juxtaposed to the plot of the bulk tilt, θB, as a function of E, we see that are
again looking at a single-valued region of the θB(E) curve, figure (29). Now the θB
values are positive and greater than θ = max {θ(EU )}, and the system only has one
possible stable solution of bulk tilt, θHT . Note that θLT = θU – ”θ-upper” – when
E = EU . That is, θU is the largest locally stable bulk tilt that can occur when
E > ET .
Investigating this stability diagram reveals that these curves really are limits of
metastability. EL and EU are the smallest and largest values, respectively, of the
external field that will allow coexistence; ET will be the threshold value at which
the system’s preferability of bulk tilt changes. In figure (29), θL and θU – ”θ-lower”
and ”θ-upper” – correspond to the minimum and maximum values of bulk tilt,
respectively, that are metastable for the system. Now, we can label the stability
diagram more specifically with respect to the preferred bulk tilting of the system,
see the figure (ref HT/LT, etc. fig) below.
3.2.3 Calculating the Metastability Curves
Now that we have a qualitative understanding of the stability diagram, let us give
it quantitative meaning. Our next immediate goals are to find the curves EU (r),
EL(r), and ET (r).
1
1Remember our stability diagram shows these curves with the origin placed at rAC , whereas the
analytical work here will be represented with r = 0 as the origin.
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Figure 35: Stability Diagram: Here we have specified which preferred bulk tilts are
associated with each specific region. When 0 < rho < rhoc, the system can have
more than one stable bulk tilt. Above the green curve, only θHT is stable; below the
red curve, only θLT is stable; between the blue and green curves, θHT is preferred
but θLT is locally stable; between the blue and red curves, θHT is now locally stable
and θLT the preferred bulk tilt; and for all values of ρ > ρc, there is only one stable
solution due to a continuous relationship.
By rotating the plot of θB vs. E, figure (theta vs E), to become a plot of E vs. θB,
figure (place this one below), we can see that the extremum of the E(θB) curve occur
at θU and θL producing the particular external field values EU and EL. Solving for
θU and θL in terms of r and substituting said values back into E(θB) will produce
the equations EU (r) and EL(r); exactly what we desired to find.
Recall that the E(θB) curve is represented by equation (3.3) – where c = sin(θB).
Here, our calculations are done with the parameter c, and when plotted with the
parameter θB we do a scalar conversion. The general shape of the plots will be
similar, differing only by the substitution of c = sin(θB) and converting the input
values of c to input of values of the tilt θB via θB = sin
−1(c).
Finding the extremum, we calculate the critical points of equation (3.3):
∂
∂c
(E) =
1
Dχ
∂
∂c
(rc+ µc3 + vu5)
=
1
Dχ
(r + 3µc2 + 5vc4)
= 0
⇒ r + 3µc2 + 5vc4 = 0
⇒ c = ±
√
(
1
10v
)(−3µ±
√
9µ2 − 20rv)
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When E > 0, cL and cU are as follows:
cL =
√(
1
10v
)(
−3µ+
√
9µ2 − 20rv
)
(3.4)
cU =
√(
1
10v
)(
−3µ−
√
9µ2 − 20rv
)
(3.5)
Note that cL and cU produce θL and θU through the aforementioned relation of c
and θB, and recall that we have restricted the values of r ∈ (0, 9µ
2
20v
]. Individually
substituting (3.4) and (3.5) into equation (3.3), we find EL(r, µ, v), EU (r, µ, v):
EL(r, µ, v) =
r
Dχ
(√(
1
10v
)(
−3µ+
√
9µ2 − 20rv
))
+
µ
Dχ
(√(
1
10v
)(
−3µ+
√
9µ2 − 20rv
))3
(3.6)
+
v
Dχ
(√(
1
10v
)(
−3µ+
√
9µ2 − 20rv
))5
EU (r, µ, v) =
r
Dχ
(√(
1
10v
)(
−3µ−
√
9µ2 − 20rv
))
+
µ
Dχ
(√(
1
10v
)(
−3µ−
√
9µ2 − 20rv
))3
(3.7)
+
v
Dχ
(√(
1
10v
)(
−3µ−
√
9µ2 − 20rv
))5
By fixing the parameters µ and v, which depend upon the material that makes up
the liquid crystal, we have our desired equations of EU (r) and EL(r).
Our next goal for this section is to determine the relationship between ET and
rAC(T ) such that every stable tilt of the system produces the same free energy
density.
For these specific values of ET ≥ 0 and rAC ≥ 0, we will find two c values, cLT and
cHT , where f(cLT ) = f(cLT ).
In figure (36) there are three global minimums, however, only two of these solutions
are non-negative. Recall that due to symmetry in the system, we are only considering
non-negative solutions. Here, we have c = 0 and c > 0 as solutions. It turns out
that we can solve for both special values of rAC and c > 0 by taking advantage of
the fact that we know c = 0 is a solution.
The process in which we will solve for ET and rAC is outlined as follows:
1. Solve for rAC in terms of cHT using f(c)
2. Solve for cHT in terms of rAC using f
′(c)
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Figure 36: Different c-values that produce equal free energy density values.
3. Use this system of equations to isolate cHT
4. Substitute cHT into one of our equations to solve for an explicit formula for
rAC
We begin by letting c = cLT = 0 and (c > 0) = cHT . We know
f(cLT ) = f(cLT ) =
1
2
rAC(cLT )
2 +
1
4
µ(cLT )
4 +
1
6
v(cLT )
6 − ET (cLT ) (3.8)
= 0
Since each c occurs at a minimum, we know that
df
dc
∣∣∣∣
cHT ,cLT
= 0
and
d2f
dc2
∣∣∣∣
cHT ,cLT
> 0
Solving for cHT with ET = 0, equation (3.8) Since each cHT > 0, we can divide
through by (cHT )
2 and multiply through by 2 to find
0 = f(cHT ) =
1
2
rAC(cHT )
2 +
1
4
µ(cHT )
4 +
1
6
v(cHT )
6
⇒ rAC + 1
2
µ(cHT )
2 +
1
3
v(cHT )
4 = 0 (3.9)
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Plugging cHT into the first derivative of f(c) and setting this equation equal to zero
we find cHT in terms of rAC and a second equation of rAC in terms of cHT .
0 = f ′(cHT ) = rAC(cHT ) + µ(cHT )3 + v(cHT )5 − ET (cHT )
⇒ 0 = rAC + µ(cHT )2 + v(cHT )4 (3.10)
⇒ cHT =
√
(
1
2v
)(−µ±
√
µ2 − 4vrAC) (3.11)
Since equations (3.9) and (3.10) are both equal to zero, we now have a system of
equations that we can use to isolate cHT .
Equation (3.9)
rAC +
1
2
µ(cHT )
2 +
1
3
v(cHT )
4 = 0
⇒ rAC = −1
2
µ(cHT )
2 − 1
3
v(cHT )
4
Equation (3.10)
rAC + µ(cHT )
2 + v(cHT )
4 = 0
⇒ rAC = −µ(cHT )2 − v(cHT )4
so
−1
2
µ(cHT )
2 − 1
3
v(cHT )
4 = −µ(cHT )2 − v(cHT )4
⇒ (1
2
µ(cHT )
2 +
2
3
v(cHT )
4) = 0
⇒ (cHT )2(1
2
µ+
2
3
v(cHT )
2) = 0
⇒ cHT =
√
−3µ
4v
(3.12)
Using equations (3.11) and (3.12), we can now isolate the particular value of rAC
that is paired with the particular external field value ET = 0.
First, isolate rAC using equation (3.11)
cHT =
√
(
1
2v
)(−µ±
√
µ2 − 4vrAC)
⇒ (cHT )2 = ( 1
2v
)(−µ±
√
µ2 − 4vrAC)
⇒ (2v(cHT )2 + µ) = ±
√
µ2 − 4vrAC
⇒ (2v(cHT )2 + µ)2 = µ2 − 4vrAC
⇒ rAC = ( 1
4v
)(µ2 − 2v(cHT )2 + µ)2
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Plugging in cHT found in equation (3.12) we find
rAC = (
1
4v
)(µ2 − 2v(
√
−3µ
4v
)2 + µ)2
= (
1
4v
)(
3
4
µ2)
=
3µ2
16v
This result agrees with our work in section(2), the first order case.
However, when E 6= 0, this process becomes more complicated. We no longer know
cLT or cHT , so the threshold curve, ET (r), is not easily obtained and in fact we did
not find a general solution but generated a closed-form solution. What we do know
is that our rAC value will live between the two values
3µ2
16v
and
9µ2
20v
. Thus, the only
way to determine rAC and ET is to check every value manually. We will outline the
idea of how the closed-form solution was determined; the Matlab code2 used to
plot the threshold curve is found in (A).
The Process:
1. Vary E from E = 0 to E = Ec (the value where EU = EL, r =
9µ2
20v
)
2. For each E value, vary r from r =
3µ2
16v
to r = 9µ
2
20v
3. For each r value: a. solve for the roots of f ′(c); b. of the potential 5 roots,
keep only the real-valued solutions that are non-negative
4. For each of the retained c solutions, keep the c values that correspond to
minimums, f ′′(c) > 0. There will only be two of these values, so label them
cLT and cHT , where cLT < cHT .
5. To find rAC , cLT and cHT need to satisfy the condition f(cLT ) = f(cHT ).
When this occurs, save the current E and r values; they will be ET and rAC .
Otherwise, increment r.
4 Surface Electroclinic Effect (SECE) and How to Con-
trol Tilt
The surface electroclinic effect (SECE) is comparable to a localized BECE when a
liquid crystal is in contact with a surface, occurring in both the absence and the
presence of an external field E. This surface acts as a localized external field inducing
2The commented code is embedded in the E vs r Stability Diagram
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a local tilt through a coupling between the molecular dipoles and the surface. The
director nˆ will tilt away from the smectic layer normal zˆ at the surface, illustrated
in figure (37).
Figure 37: In the absence of an external field E, the SECE in 3D.
4.1 The Rubbing Direction
The SECE has been analyzed extensively, both experimentally and theoretically
[3, 4, 5, 6], for materials that undergo a continuous Sm-A∗–Sm-C∗ transition. In
liquid crystal cells, the glass plates are rubbed to choose the direction of the director
nˆ by creating grooves in which the molecules at the surface will align. This direction
is denoted the rubbing direction, Rˆ. Directly at the surface, the director nˆ is Rˆ,
however as a result of the SECE, the smectic layer normal zˆ will form tilted at an
angle θS with respect to the rubbing direction Rˆ [4].
Figure 38: Simple schematic of rubbing direction in 3D.
Forming a the surface, the smectic layers continue into the build of the system
practically uniform. The smectic layers will increase slightly starveling into the
bulk since the director nˆ gradually relaxes to align along the smectic layer normal
zˆ based on the elasticity of the liquid crystal, so at the surface the system is in the
Sm-C∗ phase and the Sm-A∗ phase in the bulk. The twisting of the smectic layers is
more energetically costly compared to the energetic cost associated with the director
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tilting meaning that the system will minimize the twisting of the smectic layers by
finding the shortest and quickest path in which the director nˆ relaxes from θS to
align along the smectic layer normal zˆ. We see this depicted in figure (37) where
the only bend in the smectic layers is near the surface where the director nˆ is tilted
with respect to the smectic layer normal zˆ.
4.2 Field Control of θS
Since chiral liquid crystals are ferroelectric and thus possible to induce a tilt in
the molecules by an application of an external electric field (covered in section 3),
a natural question arises: is it possible to eliminate the surface tilt θS using this
electric field? The ultimate goal of this paper is to investigate such a possibility. It
has been demonstrated experimentally that the surface tilt can be controlled by an
electric field, i.e. via the BECE [7]. In fact, it has been shown that the surface tilt
can be eliminated and even reversed.
In the following sections, we investigate the idea of a group of liquid crystal exper-
imentalists from the University of Colorado, Boulder of how to control and even
eliminate the surface tilt θS using an electric field. Their idea was to apply an elec-
tric field E opposite to the effective surface field ω (created by the liquid crystal cell
surface) as the smectic layers form. We will also present our theoretical results that
are in good qualitative agreement with those found experimentally [7].
Recall that in the absence of an external electric field E, the surface of the liquid
crystal cell is in the Sm-C∗ phase while the bulk of the system is in the Sm-A∗ phase,
shown in figure (simple schematic of rubbing direction - 3D).
Figure 39: In the absence of an external field E.
By applying the external electric field E that is equal and opposite to the effective
surface field ω, shown in figure (40),
the smectic layers and the director nˆ of the surface molecules are aligned along the
rubbing direction R, thus eliminating the surface tilt. However, in the bulk of the
system the director nˆ is tilted relative to the smectic layer normal zˆ due to the
BECE.
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Figure 40: Simple schematic of eliminating the surface tilt θS in 3D.
Eliminating the surface tilt θS , or aligning the director nˆ of the surface molecules, is
only one case that can be investigated. We can also explore how θS varies with the
external electric field E generally. In the upcoming sections, we will also discover a
general relationship between the external electric field E and both the surface tilt
θS and the bulk tilt θB.
5 The Model
To model the SECE, we add in two terms to the Landau Free Energy equation.
First, we add
1
2
K(
dc
dx
)2 to the free energy density to account for the non-uniformity
of the tilt in director nˆ. Second, we add
∫
dydz[ωc(x = 0)] to account for the
localized electric field as a result of the surface (ω represents the effective surface
field and depends on both the liquid crystal material and the type of treatment used
on the glass plates). Now, the Landau Free Energy equation takes on the following
form:
F =
∫
dxdydz
[
1
2
rc2 + µc4 +
1
6
vc6 +
1
2
K
(
dc
dx
)2
−DχEc
]
−
∫
dydz [ωc(x = 0)]
Remember that with our analysis of the BECE, the tilt between the director nˆ
and the smectic layer normal zˆ was uniform, i.e. c was uniform. Now, this tilt for
each molecule depends upon its distance from the surface of the liquid crystal cell
(the treated glass plate). We will denote this distance as the x-direction, and the
yz-plane will represent the surface area of the liquid crystal cell (the glass plate).
Since then tilt of the director nˆ with respect to the smectic layer zˆ depends only on
the x-direction, we can view the double integral
∫
dydz[·] as the surface area of the
glass plate and we will denote this area as A⊥ because this area is perpendicular
to that of the liquid crystal and its molecules. This means that our Landau Free
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Energy equation now looks like
F = A⊥
∫
dx
[
1
2
rc2 + µc4 +
1
6
vc6 +
1
2
K
(
dc
dx
)2
−DχEc
]
−A⊥ωc(x = 0)
⇒ F
A⊥
=
∫
dx
[
1
2
rc2 + µc4 +
1
6
vc6 +
1
2
K
(
dc
dx
)2
−DχEc
]
− ωc(x = 0) (5.1)
where ωc(x = 0) is a constant because ω is a predetermined value and c(x = 0) is a
fixed orientation of the director nˆ with respect to the smectic layer normal zˆ at the
surface.
In the BECE analysis, our goal was to determine the preferred tilting of the director
nˆ, a scalar. Now, our goal is to determine the optimal tilting path – between the
smectic layer normal zˆ and the director nˆ – chosen by the system as it moves from
a surface tilt of θS 6= 0 to a bulk tilt of θB = 0; i.e. we will minimize F
A⊥
(equation
5.1) to find the optimal function c(x).
5.0.1 Euler-Lagrange Equation and the Beltrami Identity
The Euler-Lagrange equation is a partial differential equation arising in the calculus
of variations which provides a function solution y that minimizes (or maximizes)
the integral
F =
∫ x2
x1
G(x, y, y′)dx
for a given function G and for given values y(x1) and y(x2). Notice that our Landau
Free Energy equation fits this very form and satisfies the necessary conditions.
F
A⊥
=
∫ ∞
x=0
f(x, c(x), c′(x))dx− ωc(x = 0)
where c(x = 0) = cS 6= 0 (cS representing the tilt at the surface) and c(x = ∞) =
cB = 0 ( cBrepresenting the tilt of the molecules in the bulk). Note that the −ωc(x =
0) term doesn’t effect the minimization or maximization because it is a constant with
respect to position x and will disappear in the process of differentiation.
We are looking to find the function c(x) that minimizes the integral F , so we use
the Euler-Lagrange equation which takes the following form:
∂G
∂y
− d
dx
(
∂G
∂y′
)
= 0
and for our Landau Free Energy equation, y = c(x), y′ = c′(x) =
dc
dx
, and G = f .
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Using the Euler-Lagrange equation to find c(x) that minimizes
F
A⊥
=
∫ ∞
x=0
[
1
2
rc2 + µc4 +
1
6
vc6 +
1
2
K
(
dc
dx
)2
−DχEc
]
dx− ωc(x = 0)
we get
∂f
∂c
− d
dx
(
∂f
∂c′
)
= 0 (5.2)
where
∂f
∂c
= rc+ µc3 + vc5 −DχE
∂f
∂c′
=
∂f
∂ dcdx
= K
(
dc
dx
)
⇒ d
dx
(
∂f
∂ dcdx
)
=
d
dx
(
K
dc
dx
)
= K
(
d2c
dx2
)
Substituting these equations into equation (5.2)
K
(
d2c
dx2
)
− [rc+ µc3 + vc5 −DχE] = 0
⇒ d
2c
dx2
=
1
K
[
rc+ µc3 + vc5 −DχE]
⇒ ∂f
∂ dcdx
=
1
K
[
1
2
rc2 +
1
4
µc4 +
1
6
vc6 −DχEc+ hˆ
]
where hˆ is just a constant. Note that f(c) = f(x, c(x), c′(x)) has no explicit depen-
dence upon the the variable x (i.e. the equation is autonomous) so the Beltrami
Identity (an identity associated with the Euler-Lagrange equation) applies.
The Beltrami Identity is of the form: G− yx
(
∂G
∂yx
)
= C, C some constant and yx
the first derivative of y with respect to x.
For our system, this means
f −
(
dc
dx
)(
∂f
∂ dcdx
)
= B
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where B is a constant.
(5.3)
⇒ f −
(
dc
dx
)(
K
dc
dx
)
= B
⇒ f −K
(
dc
dx
)2
= B
⇒
[
1
2
rc2 +
1
4
µc4 +
1
6
vc6 −DχEc+ 1
2
K
(
dc
dx
)]
−K
(
dc
dx
)2
= B
⇒
[
1
2
rc2 +
1
4
µc4 +
1
6
vc6 −DχEc
]
− 1
2
K
(
dc
dx
)2
= B
here we will define fu(c) ≡ 12rc2 + 14µc4 + 16vc6 −DχEc
⇒ fu(c)− 1
2
K
(
dc
dx
)2
= B (5.4)
Note that the equation fu(c) stands for ”f uniform” because without the term
1
2K
(
dc
dx
)2
, fu(c) is exactly the free energy density of the BECE, or the free energy
density of when the tilt is uniform and not dependent upon position.
We know
dc
dx
at a special place in the system, in fact as x → ∞ the derivative
dc
dx
→ 0 (which signifies the bulk of the system because the tilting of the molecules
is uniform or unchanging). So we will define fu(c(x =∞)) ≡ fu(cB) (the projection
of the bulk molecules) and using equation (5.4) we find
fu(cB)− 1
2
K
(
dc
dx
)2
= B
⇒fu(cB)− 0 = B
⇒fu(cB) = B
Recall that when E 6= 0 ⇒ cB 6= 0 ⇒ fu(cB) = B 6= 0 and when E = 0 ⇒ cB =
0⇒ fu(cB) = B = 0. This means that equation (5.4) is actually:
fu(c)− 1
2
K
(
dc
dx
)2
= fu(cB)
⇒1
2
K
(
dc
dx
)2
= fu(c)− fu(cB)
⇒ dc
dx
= ±
√
2
K
(fu(c)− fu(cB)) (5.5)
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Since we are considering r > rAC , the tilt between the director nˆ and the smectic
layer normal zˆ decreases from a positive value at the surface to no tilt in the bulk,
i.e. the director nˆ is aligned along the smectic layer normal zˆ, we choose the negative
solution of
dc
dx
. So equation (5.5) is
dc
dx
= −
√
2
K
(fu(c)− fu(cB))
Separating variables and integrating (with respect to dummy variables):∫ x
0
du = −
∫ c(x)
cS
dt√
2
K (fu(c)− fu(cB))
⇒ x =
∫ cS
c(x)
dt√
2
K (fu(c)− fu(cB))
From here we can find an equation for c(x). However, this integral depends on the
surface tilt, or the surface projection cS . This means that we need to first find cS ,
which can be done using the Euler-Lagrange equation. Once we find cs, we can show
how the surface tilt depends on both the effective surface field ω and temperature
r(T ).
To find cS we go all the way back to equation (5.1). Instead now we investigate
equation (5.1) in terms of fu(c) and add zero in the form of −fu(cB) + fu(cB) to
find:
F
A⊥
=
∫ ∞
x=0
[
fu(c) +
1
2
K
(
dc
dx
)2
− fu(cB) + fu(cB)
]
dx− ωcS
⇒ F
A⊥
=
∫ ∞
x=0
[
fu(c) +
1
2
K
(
dc
dx
)2
− fu(cB)
]
dx− ωcS +
∫ ∞
x=0
[fu(cB)] dx
Changing variables in the left-most integral from x→ c(x), the limits of integration
become cx = 0 = cS → c(∞) = cB and dx = dx
dc
=
1
(dc/dx)
dc. Now we have
F
A⊥
=
∫ cB
cS
[
fu(c)− fu(cB)
dc/dx
+
1
2
K
(
dc
dx
)]
dc− ωcS +
∫ ∞
x=0
[fu(cB)] dx
=
∫ cB
cS
[
fu(c)− fu(cB)√
fu(c)− fu(cB)
+
1
2
K
√
2
K
√
fu(c)− fu(cB)
]
dc− ωcS +
∫ ∞
x=0
[fu(cB)] dx
=
∫ cS
cB
[√
2K
√
fu(c)− fu(cB)
]
dc− ωcS +
∫ ∞
x=0
[fu(cB)] dx
Find cS that minimizes
F
A⊥
we first consider where the first derivative is zero:
⇒ d
d(cS)
(
F
A⊥
)
=
√
2K
√
fu(c)− fu(cB)− ω = 0
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noting here that
∫ ∞
x=0
[fu(cB)] dx is a constant with respect to cS .
⇒
√
fu(cS)− fu(cB) = ω√
2K
which implies that ω is positive and
fu(cS) = fu(cB) +
ω2
2K
(5.6)
Next, we consider where the second derivative is positive (and utilizing the funda-
mental theorem of calculus) to find:
d2
d(cS)2
(
F
A⊥
)
=
√
2K 12
(
d
d(cS)
fu(cS)
)
√
fu(c)− fu(cB)
> 0
⇒ d
d(cS)
fu(cS) > 0 (5.7)
Equation (5.7) signifies that our solution cS will occur on a positive slope of the plot
fu(c) vs c.
6 Results
In this section we will demonstrate how the surface tilt θS depends on both the
effective surface field ω of the liquid crystal cell as well as temperature. Also, we
will investigate how to eliminate the surface tilt θS using the external electric field
E. Our ultimate goal is to understand how the surface tilt θS depends upon the
external electric field E.
We begin with the dependence of the surface tilt θS on the effective surface tilt ω.
6.1 Zero Field, E = 0
Here we consider the simple case where E = 0. This means that equation (5.6)
becomes
fu(cS) =
ω2
2K
because E = 0⇒ fu(cB) = 0.
6.1.1 Continuous, µ > 0
Recall that for µ > 0, we can eliminate the term containing (cS)
6 because the
equation fu(cS) will already be stable. This means that fu(cS) =
1
2r(cS)
2+ 14µ(cS)
4.
⇒ fu(cS) = ω
2
2K
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is actually
1
2
r(cS)
2 +
1
4
µ(cS)
4 =
ω2
2K
⇒ 2r(cS)2 + µ(cS)4 − 2ω
2
K
⇒ (cS)4 + 2r
µ
(cS)
2 − 2ω
2
µK
= 0
⇒ (cS)2 = 1
2
[
−2r
µ
+
√
4r2
µ2
+ 4
2ω2
µK
]
⇒ (cS)2 = −r
µ
+
√(
r
µ
)2
+
2ω2
µK
=
−r
µ
[
−1 +
√
1 +
µω2
r2K
]
⇒ (cS) = ±
(
−r
µ
[
−1 +
√
1 +
µω2
r2K
])
Plotting θS vs ω for ω > 0, we find that for the continuous transition the curve is
once again single-valued. As ω increases, so does the surface tilt θS . This result
is summed up in the figure (the fbox below) where we have plotted three different
curves corresponding to three different positive values of the transition parameter
µ with a fixed temperature at 1% above TAC (τ = 0.01). The red curve denotes the
largest value of positive µ and the blue curve is associated with the smallest value
of µ (the tricritical value, µ = 0). Figure (41) reveals that the closer the transition
parameter µ is to the tricritical value, the larger the surface tilt θS . That is, for liquid
crystals exhibiting a second order transition the surface tilt θS is more responsive
to the external field E for materials with less positive values of the parameter µ.
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Figure 41: Surface tilt θS as a function of the effective surface field ω; µ ≥ 0, v = 1,
τ = 0.01.
6.1.2 First Order, µ < 0
In this case, our analysis is still quite simplified. When µ < 0, the equation fu(cS) =
ω2
2K now takes the form
1
2
r(cS)
2 − 1
4
|µ| (cS)4 + 1
6
v(cS)
6 =
ω2
2K
⇒ ω(cS) =
(
k
[
r(cS)
2 − 1
2
|µ| (cS)4 + 1
3
v(cS)
6
]) 1
2
Evaluating this equation by ranging (cS) values, and then rotating the axes 90
o, we
find a relationship between the surface tilt θS vs ω - shown in figure (42).
Figure (42) describes three curves corresponding to three different values of tem-
perature (τ > 0) above the transition temperature TAC with one fixed value of
µ < 0. We observe that for temperatures far enough from the transition tempera-
ture TAC the θS vs ω curve is single-valued; however, for significantly small values
of temperature this curve becomes multi-valued, i.e. the curve exhibits hysteresis.
6.2 Finite Field, E 6= 0
When E 6= 0, it is possible to investigate how the surface tilt θS varies with the
external field E. Now that an external field E is present and nonzero, the director
nˆ of the bulk molecules no longer aligns along the smectic layer normal and thus is
Hipolite, D. 48
Figure 42: Surface tilt θS as a function of the effective surface field ω; µ < 0, v = 1,
τ > 0.
also nonzero. So equation (5.6) is as first written
fu(cS) = fu(cB) +
ω2
2K
and now finding a solution for cS becomes dependent upon cB (what is happening in
the bulk of the system). Once again, finding this solution of cS is done numerically
through the process outlined below.
The Process of Finding cS:
1. Fix the value of the effective surface field ω
2. Vary through cB values
3. For each cB, find the corresponding E and fu(cB)
4. For each cB, vary cS starting at θS = θB and increment θS so that cS > cB.
5. For each cS , evaluate fu(cS)−fu(cB) > ω22K , store the current values of cS and
E.
6. Plot the created vectors as (E, θS) – note the values cB and cS have been
converted from radians to degrees.
This process was implemented using matlab, and the commented code can be found
in appendix (A).
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6.2.1 Continuous, µ > 0
For the continuous case, we utilized a positive value of µ and plotted both the surface
tilt θS and the bulk tilt θB as a function of the external field E, shown below.
Figure 43: Surface and bulk tilts θS and θB vs E, µ = 0, v = 3285000, ω > 0,
τ = 0.01.
This graph depicts that the surface tilt θS will vary continuously just like the bulk
tilt θS , meaning that there are no values of the bulk tilt θB where the surface tilt
θS will be significantly more responsive to the external field E (i.e. no jumping).
However, we do see that the surface tilt θS does differ from the bulk tilt θB, meaning
that the directors nˆ of the molecules at the surface and of the molecules in the bulk
of the system do not tilt in the same direction.
6.2.2 First Order, µ < 0
When the transition is of the first order, that is µ < 0, the bulk tilt θB exhibits
jumping, and we find that the surface tilt θS does as well. In figure (44) below, we
see that the surface tilt θS also exhibits jumping but it does not jump for equivalent
values of the external field E as the bulk tilt θB.
In fact, by also plotting differently values of the effective surface field ω on the same
plot of the bulk tilt θB we find that there are particular values for the effective
surface field ω in which the surface tilt θS exhibits a second order transition. So
there are values for the effective surface field in which both the bulk tilt θB and the
surface tilt θS are extremely responsive to the external field E (i.e. both exhibit
jumping) and there are values for the effective surface file in which the bulk tilt
θB is extremely responsive to the external field E but the surface tilt θS is not as
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Figure 44: Surface and bulk tilts θS and θB vs E, µ = −1, v = 3285000, ω > 0
varies, τ = 0.01.
responsive.
6.3 Eliminating θS
Up to this point, we have been investigating how the molecules of a liquid crystal
system organize at the Sm-A∗ to Sm-C∗ phase transition both in the absence and in
the presence of an external field as well as in the absence and presence of a surface.
We have found that the molecules in a liquid crystal exhibiting a strong first order
transition are quite responsive to an external field in both the BECE and SECE
situations. Our next goal is to use this external field to control this responsiveness
and utilize this control to eliminate the surface tilt in the SECE case (where E 6= 0).
Here we will investigate how to eliminate the surface tilt θS only in the second order
case where E 6= 0 and µ > 0 because we first want to understand the simple case
before the more complicated case (where µ < 0). It is the goal of the author and
her research partners to investigate the elimination of θS when µ < 0 in the future.
Looking back at figure (??), again shown below in figure (45), we can see that when
ω < 0, the surface tilt θS begins at a negative value and increasing the external field
E to become more positive, the surface tilt θS will, at some value of positive E0,
take on the value of zero. This means that the director nˆ of the surface molecules
will be aligned along the smectic layer normal zˆ, i.e. the point at which surface tilt
θS is eliminated.
Analytically the elimination of the surface tilt θS is done parametrically using cB0 ,
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Figure 45: Eliminate θS with the E value indicated by the light blue star coordinates;
µ = 0, v = 3285000, ω < 0, τ = 0.01.
defined to be the projection of the director nˆ associated with the bulk molecules onto
the smectic layers when the surface tilt θS = 0 or cS = 0. We define the amount of
external field E necessary to eliminate the surface tilt θS to be E ≡ E0. In order to
determine the relationship between E0 the effective surface field ω, we find both E0
and ω as functions of cB0 .
We know that
DχE(cB) = r(cB) + µ(cB)
3 + v(cB)
5
and
fu(cS)− fu(cB) = ω
2
2K
but at the value of E0 (the E value where the surface tilt θS = 0) cS = 0 and thus
fu(cS) = 0
So we have that
−fu(cB0) =
ω2
2K
where cB0 is the cB value based on the E0 value, which means
E0(cB0) =
1
Dχ
(
r(cB0) + µ(cB0)
3 + v(cB0)
5
)
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Figure 46: Parametric plot of E0 vs ω
and
−
(
1
2
r(cB0)
2 +
1
4
µ(cB0)
4 +
1
6
v(cB0)
6 −DχE0 · (cB0)
)
=
ω2
2K
plugging in our E0 · (cB0) equation we get
−
(
1
2
r(cB0)
2 +
1
4
µ(cB0)
4 +
1
6
v(cB0)
6 −Dχ
(
1
Dχ
)[
r(cB0) + µ(cB0)
3 + v(cB0)
5
]
(cB0)
)
=
ω2
2K
⇒ fu(cB0) =
1
2
r(cB0)
2 +
3
4
µ(cB0)
4 +
5
6
v(cB0)
6 =
ω2
2K
⇒ ω = ±
√
K
(
r(cB0)
2 +
3
2
µ(cB0)
4 +
5
3
v(cB0)
6
)
Now, ω and E0 are both functions of cB0 . Using these equations, we plot E0 vs ω
parametrically, with parameter cB0 , and find exactly how much external field E is
necessary to eliminate the surface tilt.
Recall that the temperature of the system also effects the tilt of the director nˆ of the
molecules, and that as temperature decreases closer to the transition temperature
the tilt of the director nˆ increases; i.e. the closer the temperature is to the transition
temperature the larger the tilt between the smectic layer normal zˆ and the director
nˆ. It is not immediately obvious whether or not a decrease in temperature correlates
to a larger necessary external field E0.
Finding a parametric equation for the temperature parameter r(cB0) and plotting
it against the necessary external field E0 needed to eliminate the surface tilt θS ,
shown in figure (ref figure E vs r), we find that as temperature decreases a smaller
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Figure 47: Parametric plot of E0 vs r
amount of necessary external field E0 is needed to eliminate the surface tilt θS . This
is because as the temperature decreases the molecules become more responsive to
smaller amounts of external electric field, i.e. smaller amounts of an external field
will be more effective in eliminating the surface tilt. This implies that the effective
surface field ω is a more dominant force than the temperature r in determining the
surface tilt θS .
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A
Matlab Code
1E vs r Stability Diagram
Author: Kara Zappitelli
Assisted and Commented by: Dana Hipolite
close all
clear all
clc
%Plotting the Threshold Line in the shifted E vs r stability diagram
% (shifted to plot \rho axis; \rho = r - r_{AC})
format long  %increase accuracy of numbers
% Designate first order transition; u parameter must be negative
% Using non-experimental values for ease of graphing
u = -1;
v = 1;
% Define "constant" values
Rc = (9*u^2)/(20*v);     %Establishing U and V - dependence
theta = sqrt((3*abs(u))/(10*v));
Ec = Rc*theta + u*theta^3 + v*theta^5;
% Indicate number of points to be used (create step size)
%   and the initial and final values of the electric field, E, and temp
%   parameter r
step = .001000;
Ei = 0.000000;      %E initial value
Ef = Ec;            %E final value, the critical value (cusp value)
N = (Ef - Ei)/step; % # of times E-val for loop runs
Ri = (0.1875*u^2);  %R initial value
Rf = Rc;            %R final value, the critical value (cusp value)
M = (Rf - Ri)/step; % # of times r-val for loop runs
Enow = Ei;  %Current for loop E-value; initialize to starting E-val
Rnow = Ri;  %Current for loop r-value; initialize to starting r-val
answer = zeros(1,2);    %initialize a vector of zeros: 1 row, 2 cols;
                        % allocating space for an answer matrix
Q = 1;  %Q will indicate current row to place solutions in "answer"
check = zeros(1,2); %create a vector to place real roots of our eqn
                    % that need to be checked for the following criteria:
                    %  1. positive real value
                    %  2. produces a minimum in Free NRG eqn
tol = 1e-10;    %tolerance: how close the Free NRG outputs need to be for
                % us to consider these outputs equal
%for loop will vary through E values.
% for each E-value, this loop will determine the r-value in which the
% chosen E-value is considered the threshold E, E_T.
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for i = 1:N
    %for the current E-value, this for loop will vary through each r value
    %to check if this combination of E and r produces the threshold
    %conditions.  If yes, these current values are stored in the matrix
    % "answer." Col 1 = r values, Col 2 = E values
    for j = 1:M
        %Finding roots to the minimized BECE equation (first derivative)
        r00ts = roots([v 0 u 0 Rnow -Enow]);
        r00ts(logical(imag(r00ts))) = -1;   %throw out imaginary vals;
                                            %only want positive, real vals
        b = length(r00ts);%length of r00ts vector
        d = 1;  %determines position in which the desired roots are placed
                % in the vector "good"
        good = zeros(1,1);  %the vector to hold the roots qualified that
                            % will potentially produce equal free NRG
                            % outputs
        % this for loop runs through the vector of roots to find the ones
        % that will potentially produce equal free NRG outputs and places
        % them in the vector "good"
        for k = 1:b
            if r00ts(k) >= 0    %weeds out negative roots
                x = r00ts(k);   %x = current root value
                sdof = Rnow + 3*u*x^2 + 5*x^4;%calculates the second
                                              %derivative of the minimized
                                              %free NRG equation
                %if statement used the second derivative test to determine
                %whether the current root produces a minimum; if yes, the
                %current root is placed in the current col of vector "good"
                if sdof > 0
                    good(d) = x;
                    d = d+1;
                end
            end
        end
        %Once all roots are checked, the "good" roots are tested for the
        %desired property of outputing "equal" free NRGies
        %(equal within specified tolerance)
        z = length(good); %determines the length of the vector "good"
        %If we get two theta values corresponding to minimums
        % (which is expected), then make a new vector "check"
        % whose values are the free NRG evaluated at these theta
        % values
        if z == 2
            for h = 1:2
                x = good(h);
                check(h) = .5*Rnow*x^2 + .25*u*x^4 + (1/6)*x^6 - Enow*x;
            end
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            % check that that two free NRG values are within the specified
            % tolerance; if yes, then store the current E and r values,
            %  Enow and Rnow, in the matrix "answer"
            if ((abs(check(1)) - abs(check(2))) < tol)
                answer(Q,1) = Rnow;
                answer(Q,2) = Enow;
                Q = Q + 1;
            end
        end
        Rnow = Rnow + step; %increase the current r-value and repeat until
                            % it has been run M times
    end
    Rnow = Ri; %reset current r-val to start fresh for the updated E-val
    Enow = Enow + step;%update to next E-val; runs until loop is completed
                       % N number of times
end
%This section singles out the first r value for each E value
% Due to the tolerance, we find multiple r values for each one E value
% that produces "equal" free NRG outputs, so we choose the first r such
% that this "equal-ness" occurs
SizeAnswer = length(answer);
p = 1;
SimpleAnswer = zeros(1,2);
for g = 1:SizeAnswer
    if g == 1
        SimpleAnswer(p,1) = answer(g,1);
        SimpleAnswer(p,2) = answer(g,2);
        p = p + 1;
    elseif answer(g,2) == answer(g-1,2)
        % do nothing
    else
        SimpleAnswer(p,1) = answer(g,1);
        SimpleAnswer(p,2) = answer(g,2);
        p = p +1;
    end
end
figure(2)
plot(SimpleAnswer(:,1),SimpleAnswer(:,2),'blue');
axis([(3/16),.5,-.02,.18])%restrict axis to positive r-r_c values
set(gca,'xtick',[])  %removes tick marks on x-axis
set(gca,'ytick',[])  %removes tick marks on x-axis
title('The E and \rho Phase Diagram for U<0')
xlabel('\rho')
ylabel('E')
hold on % allows us to plot graphs that come below on the same axes
%below plots the threshold values for negative E values
% (due to symmetry, the values will have the same r value,
%   but opposite E-value)
% Turn on "hold on" and "plot" to see E-r diagram for both positive and
E vs r Stability Diagram
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% negative values of E
% hold on
% plot(SimpleAnswer(:,1),-1*SimpleAnswer(:,2),'blue--');
%scatter(answer(:,1),answer(:,2),1);
%Turn on scatter above to see all points
%Graphing Eupper and Elower curves
Rnow = linspace(0,.5,100); %spans plot window
Rnow1 = linspace(0,.45,100); %starts at 0 and ends at Rc
Rnow2 = linspace(.25,.45,100);%starts at Rfirst, ends at Rc
ThetaUpper = sqrt((1/10)*(-1*3*u - sqrt(9*(u^2) - 20*Rnow1)));
EUpper = (ThetaUpper).^5 + u*(ThetaUpper).^3 + Rnow1.*(ThetaUpper);
plot(Rnow1,real(EUpper),'green')
%plot(Rnow,-1*real(EUpper),'green--')
% Turn on above plot to see the EUpper curve for neg E
ThetaLower = sqrt((1/10)*(-1*3*u + sqrt(9*(u^2) - 20*Rnow2)));
ELower = (ThetaLower).^5 + u*(ThetaLower).^3 + Rnow2.*(ThetaLower);
plot(Rnow2,real(ELower),'red')
% axis([0,.5,-.05,.18])
% set(gca,'xtick',[])  %removes tick marks on x-axis
% set(gca,'ytick',[])  %removes tick marks on x-axis
%plot(Rnow,-1*real(ELower),'red--')
plot(Rnow,0,'black') %plot x-axis; values of r when E = 0
Emax = Rnow + u + 1;
Emin = -1*Rnow - u - 1;
%Lines Between which Assumption of c < = 1 HOLDS
% Turn on the 2 plots below to see the region for which our assumption is
% valid
% plot(Rnow,Emax,'black')
% plot(Rnow,Emin,'black')
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What this code does:
     Determines Theta S as a function of the applied electric field, E
clear all
close all
clc
% Define parameter values (common experimental values)
r = 17836;
u = 0;
v = 3285000;
W = 3945.7;
% Define the step size (determines the number of data points), starting and
% stopping values for the bulk tilt thetaB, initialize the current
% thetaBNow value to be the starting thetaB value thetaBi
step = 0.001;
ThetaBi = -.4226182617;
ThetaBf = .4226182617;
N = (ThetaBf - ThetaBi)/step;
ThetaBNow = ThetaBi;
% Determines when the number of times we check for the surface tilt thetaS
M = 2000;
% Allocate space for fThetaB and fThetaS
fThetaB = zeros(1,1);
fThetaS = zeros(1,1);
% Allocate space for the solution vectors, answer1 will be for E values
% and answer2 will be thetaS values
answer1 = zeros(1,2);
answer2 = zeros(1,2);
Q = 1; % Define variable to determine the position where the solutions will
        % be placed
% for loop to range through the bulk tilt values thetaBNow
for i = 1:N
    % for each ThetaBNow, find the corresponding external field E and
    % calculate fThetaB, the "f uniform" vlaue
    E = (r.*ThetaBNow + u.*ThetaBNow.^3 + v.*ThetaBNow.^5)/0.0032;
    Enow = E;
    fThetaB = 0.5*r*ThetaBNow.^2 + 0.25*u*ThetaBNow.^4 + (1/6)*v*ThetaBNow.^6 - 0.0032*Enow*ThetaBNow;
    % Initialize step size, start and stop values for the testing values of
    % of ThetaSTestF (the values to be checked as a solution)
    step2 = (1 - ThetaBNow)/M;
2    ThetaSTestI = ThetaBNow;
    ThetaSTestF = 1;
    ThetaSTestN = ThetaSTestI; % initialize ThetaSTextN, first value
    % for loop to range through the test thetaS values, this will save the
    % thetaS values that produce a solution to the imbedded if statement
    for j = 1:M
        % calculate fThetaS (the "f uniform" value)
        fThetaS = 0.5*r*ThetaSTestN.^2 + 0.25*u*ThetaSTestN.^4 + (1/6)*v*ThetaSTestN.^6 - 0.0032*Enow*ThetaSTestN;
        % if statement to determine if the current thetaS value is a
        % solution to the equation fThetaS - fThetaB > W
        if  fThetaS - fThetaB > W
            answer1(Q,1) = Enow;
            answer1(Q,2) = ThetaSTestN;
            answer2(Q,1) = Enow;
            answer2(Q,2) = ThetaBNow;
            Q = Q + 1;
            % if this current thetaS value is a solution, store the current
            % values and exit the if statement, if not, if statement
            % evaluates to false and thetaS is incremented
            break
        end
        ThetaSTestN = ThetaSTestN + step2; %increment thetaS
    end
    ThetaSTestN = ThetaSTestI; % re-initialize current thetaS value to the
                               % starting thetaS value
    ThetaBNow = ThetaBNow + step; % increment the current thetaB value to
                                  % start the process over again for a new
                                  % value of thetaB
end
% Plot the thetaS and thetaB vectors as a function of E; (E,thetaS/B)
figure(2)
plot(answer1(:,1),(180/3.14)*asin(answer1(:,2)),'blue','LineWidth',3)
hold on
plot(answer2(:,1),(180/3.14)*asin(answer2(:,2)),'red','LineWidth',3)
title('Bulk and Surface Tilt vs. Electric Field')
xlabel('Electric Field')
ylabel('Theta')
legend('Surface Tilt','Bulk Tilt')
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