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a b s t r a c t
In this paper we study advantages of numerical integration by quasi-consistent Nordsieck
formulas. All quasi-consistent numerical methods possess at least one important property
for practical use, which has not attracted attention yet, i.e. the global error of a quasi-
consistent method has the same order as its local error. This means that the usual local
error control will produce a numerical solution for the prescribed accuracy requirement
if the principal term of the local error dominates strongly over remaining terms. In other
words, the global error control can be as cheap as the local error control in the methods
under discussion.
Here, we apply the above-mentioned idea to Nordsieck–Adams–Moulton methods,
which are known to be quasi-consistent. Moreover, some Nordsieck–Adams–Moulton
methods are even super-quasi-consistent. The latter propertymeans that their propagation
matrices annihilate two leading terms in the defect expansion of such methods. In turn,
this can impose a strong relation between the local and global errors of the numerical
solution and allow the global error to be controlled effectively by a local error control. We
also introduce Implicitly Extended Nordsieck methods such that in some sense they form
pairs of embedded formulas with their source Nordsieck methods. This facilitates the local
error control in quasi-consistent Nordsieck schemes. Numerical examples presented in this
paper confirm clearly the power of quasi-consistent integration in practice.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The notion of quasi-consistent numerical integration of ordinary differential equations (ODEs) of the form
x′(t) = g(t, x(t)), t ∈ [t0, tend], x(t0) = x0, (1)
where x(t) ∈ Rn and g : D ⊂ Rn+1 → Rn is a sufficiently smooth function, is new. Itmeansmerely an integration conducted
by a quasi-consistent numerical method. Despite the fact that the property of quasi-consistency was discovered in [23] in
1976 it has not attracted researchers’ attention, perhaps because of difficulties arising in practical implementation.
The first and most well-known quasi-consistent methods are Nordsieck–Adams–Moulton Formulas (NAMF). Skeel and
Jackson [25] studied consistency and quasi-consistency of Nordsieck methods in 1977. Nordsieck methods themselves
were introduced in 1962 (see [20]). In some sense they are equivalent to fixed-stepsize multistep formulas (see [24] or [8,
p. 412–417]).
There are available a number of efficient software packages implementing this and variants of the Nordsieck
representation of multistep formulas. For example, we mention here EPISODE (see [5,12]), DIFSUB (see [6]), GEAR (see
[10]) and LSODE (see [11]). Unfortunately, evenwhen implemented effectively, adaptive Nordsieck formulas cannot provide
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quasi-consistent integration (as defined above) because of the order reduction phenomenon, which appears on variable
meshes (see [16]). This means that any adaptive Nordsieck scheme cannot enjoy the benefit of quasi-consistent integration
when implemented on a non-equidistant grid in the usual way. Super-convergent explicit peer methods designed recently
in [27] seem to be the only numerical technique that is able to provide quasi-consistent integration on variable meshes for
themoment. They are a subclass of s-stage general linearmethods. General linearmethods are studied in detail in [4]. Notice
that general linear methods, in general, as well as peer methods, in particular, admit the Nordsieck representation (see, for
example, [2–4,21]).
In this paper we explore an advantage of quasi-consistent integration by NAMF methods. More precisely, we intend
to use quasi-consistency for an efficient global error control. This property ensures that any quasi-consistent numerical
method does not accumulate the principal term of its local error in the original form and multiply it by the stepsize before
accumulation (see [23]). In other words, only higher order terms are accumulated and contribute to the global error in the
course of numerical integration. So, if the accumulated error does not exceed the principal term of the local error (both
values are of the same order with respect to the stepsize) then the principal term will give us a reasonable estimate of the
true error. In turn, the principal term of the local error can be easily evaluated and controlled.
This idea is much more effective in doubly quasi-consistent methods introduced here. The property of double quasi-
consistency implies that the methods possessing it accumulate errors of two order higher than the local error of the
numerical solution. This means that the principal terms of the local and global errors of a doubly quasi-consistent method
coincide. Therefore the principal term of the local error is an asymptotically correct estimate of the true error for any doubly
quasi-consistent method when the stepsize is sufficiently small.
Unfortunately, we prove below that Nordsieck schemes cannot be doubly quasi-consistent. So the search for doubly
quasi-consistent methods is to be done among general linear methods, which have more freedom in choosing coefficients.
Nevertheless, Kulikov and Shindin [17] prove that all (r + 1)-value Nordsieck formulas of order r + 1 are super-quasi-
consistent if r is an even integer, i.e their propagation matrices annihilate two leading terms in the defect expansion. This
results in strong correlation of the local and global errors of such numerical schemes and allows the global error to be
controlled via local error estimates. Thus, all NAMF methods of odd order are super-quasi-consistent and a good choice for
checking the new idea of global error control in practice.
Once again, the property of quasi-consistency does not work in variable-stepsize Nordsieck methods. That is why only
a fixed-stepsize implementation is considered in this paper. Certainly, it is not efficient and serves for illustration of our
theory of global error control presented below. However, adaptivity can be incorporated into fixed-stepsize NAMFmethods
in the same way as is done in geometric integration methods, i.e. we do not change the stepsize but rather use a time
transformation of the problem under solution (see, for example, Chapter VIII in [7]).
To facilitate the local error estimation technique presented in [17] for Nordsieck methods we exploit the concept of
extended Nordsieck formulas. These newNordsieck formulas intend to produce numerical solutions that are asymptotically
equal, as the stepsize tends to zero, to those obtained in local extrapolation of numerical solutions of source Nordsieck
formulas. In other words, the extended Nordsieck methods are more accurate than the original ones. The profit of such an
extension is explained clearly at the end of Section 3.
The remainder of this paper is organized as follows: In Section 2 we give a brief description of Nordsieck methods
on uniform grids. It is also supplied with precise definitions of quasi-consistency, essential-consistency, double quasi-
consistency anddouble essential-consistency. Section 3 proves non-existence of doubly quasi-consistentNordsieck schemes
and describes the objective of this paper at large. Section 4 introduces extended Nordsieck formulas and studies their
convergence. Such methods facilitate significantly the local (and global) error estimation in quasi-consistent Nordsieck
formulas. An algorithm of stepsize selection is also discussed there. Section 5 contains numerical tests that confirm the
power of quasi-consistent numerical integration, and the last section summarizes the results obtained in the paper and
outlines future plans.
2. Quasi-consistent Nordsieck methods
In this section, we give definitions and formulate previously obtained results that are used below.
Having introduced an equidistant mesh
wτ = {tk = t0 + kτ , k = 0, 1, . . . , K , Kτ = tend − t0}
with a stepsize τ on the integration segment [t0, tend], we define:
Definition 1. A vector of the form
X(t) =
(
x(t), τx′(t),
τ 2
2! x
′′(t), . . . ,
τ r
r! x
(r)(t)
)T
is referred to as a Nordsieck vector of dimension r + 1 for a sufficiently smooth scalar function x(t).
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Definition 2. A method of the form
Xk+1 = (P ⊗ In)Xk + (l⊗ In)
(
τg(tk+1, xk+1)− (eT1P ⊗ In)Xk
)
, (2)
where In is the identity matrix of dimension n, P is the Pascal triangle matrix of dimension r + 1, l = (l0, l1, . . . , lr)T ∈ Rr+1
is the vector of coefficients normalized such that l1 = 1, e1 = (0, 1, 0, . . . , 0)T ∈ Rr+1 and⊗ denotes the Kronecker tensor
product (see, for example, [19]), is called an (r + 1)-value fixed-stepsize Nordsieck method applied to problem (1).
For the sake of brevity, we further avoid using the words ‘‘fixed-stepsize’’ when it is clear from the context. It is also usual in
the theory of Nordsieckmethods to number entries of all vectors andmatrices beginningwith zero.We hold this convention
in the present paper.
Note that Skeel and Jackson [25] considered a slightly more general case of Nordsieck formulas when P is replaced with
an arbitrary matrix A. However, all Nordsieck methods use the Pascal triangle matrix P in practice. Therefore we restrict
ourselves to this practical case.
Definition 3. The function
L(tk+1, X(t), τ ) = X(tk+1)− (P ⊗ In) X(tk)− (l⊗ In)
(
τg(tk+1, x(tk+1))−
(
eT1P ⊗ In
)
X(tk)
)
, (3)
is referred to as the defect of the Nordsieck method (2).
In the study of Nordsieck and general linearmethods, it is important to take into account the structure of the propagation
matrix
S = P − leT1P (4)
of method (2). Following Skeel (see Theorem 4.2 in [23]) we consider optimally stable methods, which mean that the strict
root condition is satisfied, i.e. all eigenvalues of S are inside the unit circle except for a single eigenvalue at 1. This optimal
stability implies that the matrix S can be decomposed as follows:
S = E + T (5)
where E2 = E, ET = TE = 0, limn→∞ T n = 0 and limn→∞ Sn = E (see [25]).
It is shown in the above-cited papers that the necessary and sufficient condition for Nordsieck method (2) to be
convergent of order s is quasi-consistency of order s.
Definition 4. Nordsieckmethod (2) is said to be quasi-consistent of order s if its local error (denoted by∆X˜k at amesh point
tk) satisfies the conditions
max
k
‖∆X˜k‖ = O(τ s) as τ → 0, (6a)
max
k
‖(E ⊗ In)(∆X˜0 +∆X˜1 + · · · +∆X˜k)‖ = O(τ s) as τ → 0. (6b)
It is also well-known (see, for example, Lemma 8.11 in [8]) that the quasi-consistency of order s is equivalent to essential-
consistency of order s.
Definition 5. Nordsieck method (2) is said to be essentially-consistent of order s if its local error satisfies the conditions
max
k
‖∆X˜k‖ = O(τ s) as τ → 0, (7a)
max
k
‖(E ⊗ In)∆X˜k‖ = O(τ s+1) as τ → 0. (7b)
Here and below, we assume that method (2) is convergent of order s and, hence, conditions (6) and (7) hold. It is clear
from Definition 5 that any quasi-consistent Nordsieck scheme eliminates the principal term of its local error and maps it
by a linear operator that is O(τ ), when advancing a step. In other words, only higher order terms are accumulated and
contribute to the global error in the course of integration.
It would be advantageous to find numerical schemes with the property of double quasi-consistency of order s:
Definition 6. Nordsieck method (2) is said to be doubly quasi-consistent of order s if its local error satisfies the conditions
max
k
‖∆X˜k‖ = O(τ s) as τ → 0, (8a)
max
k
‖(E ⊗ In)(∆X˜0 +∆X˜1 + · · · +∆X˜k)‖ = O(τ s+1) as τ → 0. (8b)
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Certainly, the double quasi-consistency of order s is equivalent to double essential-consistency of order s that is defined as
follows:
Definition 7. Nordsieck method (2) is said to be doubly essentially-consistent of order s if its local error satisfies the
conditions
max
k
‖∆X˜k‖ = O(τ s) as τ → 0, (9a)
max
k
‖(E ⊗ In)∆X˜k‖ = O(τ s+2) as τ → 0. (9b)
Definitions 6 and 7 imply that doubly quasi-consistent numerical schemes accumulate only errors that are of two orders
higher than their local error, when advancing a step. Therefore the accumulated error of a doubly quasi-consistent method
of order s is of order s + 1 with respect to the stepsize τ . This means that the principal terms of its local and global errors
coincide. In other words, the principal term of the local error is an asymptotically correct estimate to the global error of a
doubly quasi-consistent method when the stepsize is sufficiently small. In that situation, a local error control is expected to
produce numerical solutions for user-supplied accuracy requirements in automatic mode.
Thus, the principal task for the moment is to find numerical schemes with the property of double quasi-consistency. It
is clear that standard numerical schemes such as Runge–Kutta or multistep formulas cannot be double quasi-consistent
because their propagation matrices and local errors have simple structures, which result in the consistency and quasi-
consistency being equivalent for thosemethods. Thereforewe have to studymore complicated numerical schemes. Here, we
consider Nordsieck formulas (2). Skeel and Jackson [25] formulate the property of quasi-consistency for Nordsieck methods
and show that such methods do exist. Kulikov and Shindin [17] introduce a stronger property of super-quasi-consistency,
which means that a super-quasi-consistent Nordsieck method satisfies conditions (6) and, additionally, its propagation
matrix annihilates two leading terms in the defect expansion when advancing a step. They prove that all (r + 1)-value
Nordsieck formulas of order r+1will have this property if the integer r is even (see [17]). Super-quasi-consistency simplifies
error estimation in quasi-consistent Nordsieck formulas, significantly. However, double quasi-consistency of Nordsieck
methods has not been studied yet. This is our aim in the next section.
3. Non-existence of doubly quasi-consistent Nordsieck methods
Theorem 8. There exists no doubly quasi-consistent Nordsieck formula (2).
Proof. To prove Theorem 8, we have to study conditions (9) for Nordsieck formulas. So let us consider an arbitrary (r + 1)-
value Nordsieck method (2) of order s. It is obvious that doubly quasi-consistent Nordsieck formulas might only be found
among quasi-consistent methods because formulas (9) imply (7). This means that the order s = r + 1 is this situation.
Evidently, condition (9a) is satisfied. Our task further is to prove that condition (9b) does not hold for any (r + 1)-value
Nordsieck method (2) of order r + 1.
We start with a formula for the local error of the Nordsieck method. It is shown below (see Section 4) that its local error
can be presented in the form
∆X˜k+1 =
(
In(r+1) − τ (l⊗ In) ∂xg(tk+1, x˜k+1)
(
eT0 ⊗ In
))−1
L(tk+1, X(t), τ )+ O(τ 2r+5), (10)
where e0 = (1, 0, . . . , 0)T ∈ Rr+1 and ∂xg(tk+1, xk+1) implies the partial derivative of the mapping g(t, x) with respect to
the second argument evaluated at the point (tk+1, xk+1). The defect L(tk+1, X(t), τ ) (see Definition 3) is easily expanded in
the Taylor series
L(tk+1, X(t), τ ) = τ
r+1
(r + 1)! (L(r + 1)⊗ In)x
(r+1)(tk+1)+ τ
r+2
(r + 2)! (L(r + 2)⊗ In)x
(r+2)(tk+1)+ O(τ r+3) (11)
where components of the vectors L(j) ∈ Rr+1 for j ≥ r + 1 are defined as follows:
Li(j) =
j∑
m=r+1
(−1)j−mCmj (C im −mli), i = 0, 1, . . . , r. (12)
Here, Cms = s!/(m!(s−m)!) are binomial coefficients. Substituting the defect expansion (11) in (10) yields
∆X˜k+1 =
(
In(r+1) − τ (l⊗ In) ∂xg(tk+1, x˜k+1)
(
eT0 ⊗ In
))−1 ( τ r+1
r + 1! (L(r + 1)⊗ In) x
(r+1)(tk+1)
= τ
r+2
(r + 2)! (L(r + 2)⊗ In) x
(r+2)(tk+1)
)
+ O(τ r+3). (13)
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Notice that the accuracies of all formulas above are sufficient to check condition (9b) correctly. So, we merely check this
condition for the local error (13) and arrive at
(E ⊗ In)∆X˜k+1 = (E ⊗ In)
(
In(r+1) + τ (l⊗ In) ∂xg(tk+1, x˜k+1)
(
eT0 ⊗ In
) (
In(r+1)
− τ (l⊗ In) ∂xg(tk+1, x˜k+1)
(
eT0 ⊗ In
))−1)( τ r+1
r + 1! (L(r + 1)⊗ In)
× x(r+1)(tk+1)+ τ
r+2
(r + 2)! (L(r + 2)⊗ In) x
(r+2)(tk+1)+ O(τ r+3)
)
= τ
r+1
r + 1! (EL(r + 1)⊗ In) x
(r+1)(tk+1)+ τ
r+2
(r + 2)! (EL(r + 2)⊗ In)
× x(r+2)(tk+1)+ τ (El⊗ In) ∂xg(tk+1, x˜k+1)
(
eT0 ⊗ In
)
∆1X˜k+1 + O(τ r+3)
where ∆1X˜k+1 stands for the principal term of the local error. For a doubly quasi-consistent Nordsieck method, all terms
on the right-hand side of the last formula that are of order less than r + 3 must vanish. In other words, we have to find
Nordsieck methods (2) such that these terms are zero for any ODE (1). We stress that the summand containing the principal
term∆1X˜k+1 of the local error is of order r + 2 with respect to the stepsize τ because of condition (9a).
Unfortunately, doubly quasi-consistent Nordsieck methods (2) do not exist. Certainly, the first two terms can easily
vanish. Such Nordsieck formulas are called super-quasi-consistent and their existence is proved in [17]. However, the third
term, which is equal to τ∂xg(tk+1, xk+1)∆1x˜k+1 where∆1x˜k+1 denotes the first n entries of the Nordsieck vector∆1X˜k+1 (this
follows from Lemma 4.2 in [25]), does not depend on the matrix E and depends on the differential equation to be solved.
Thus, it cannot be zero in general. The theorem is proved. 
Theorem 8 establishes that all well-known numerical schemes are not doubly quasi-consistent. However, general
linear methods seem to be flexible enough to include such formulas. Thus, the idea of double quasi-consistency can be
a good reason to study general linear methods in future. On the other hand, super-quasi-consistent Nordsieck schemes
(2) annihilate two of three terms on the right-hand side of the last formula in the proof of Theorem 8. So if the term
τ∂xg(tk+1, xk+1)∆1x˜k+1 does not contribute strongly to the global error, at least for some differential equations, the local
error will give us a good estimate to the global one. In other words, the local error control is expected to derive numerical
solutions for user-supplied accuracy requirements in automatic mode, at least for some ODEs.
We recall that all (r+1)-valueNordsieck formulas of order r+1 are super-quasi-consistentwhen the integer r is even (see
[17]). It follows from the cited paper that all NAMF methods of odd order are super-quasi-consistent and a good choice for
implementing and checking the new idea of global error control in practice. We stress that Kulikov and Shindin [17] ensure
super-quasi-consistency of fixed-stepsize Nordsieck methods only because of the order reduction phenomenon appearing
in Nordsieck methods on variable grids (see [16]). That is why we deal here with Nordsieck methods (2) on equidistant
meshes. Additionally, we do not consider any Nordsieck formulas with variable coefficients l, as those introduced in [5] (see
also the comments in [8, p. 417–419]).
The local error control mentioned above is understood in the sense that local error estimates are evaluated throughout
the entire integration on an equidistant mesh and the final mesh is constructed automatically to satisfy a user-supplied
accuracy requirement, i.e. all error estimates calculated in the course of numerical integration must be below a certain local
error bound (tolerance).
To facilitate the local error estimation, we introduce the notion of Implicitly Extended Nordsieck (IEN) formulas in the
next section. For an (r+1)-value Nordsieckmethod (2), we intend to construct an (r+2)-value Nordsieck formula such that
the new Nordsieck method computes the extrapolated numerical solution of the original (r + 1)-value Nordsieck formula
accurate to higher order terms. The extrapolated numerical solution means the numerical solution improved by the local
extrapolation with the principal term of the local error of the underlying method evaluated in the new grid point tk+1. That
is why we call these new Nordsieck formulas implicitly extended.
What is most important to us is the fact that the extrapolated numerical solution is necessary in the error evaluation
technique designed for fixed-stepsize Nordsieck formulas in [17]. Thus, we are in a position to evaluate the principal term
of the local error of Nordsieck method (2) without actual numerical integration by this scheme. Alternatively, we apply the
corresponding IEN method to calculate the improved numerical solution and the principal term of the local error of the
underlying Nordsieck formula as well. It is close in some sense to the notion of embedded Runge–Kutta formulas, which
benefits the local error control procedure.
4. Local error estimation and IEN methods
We start this section with a brief outline of the local error estimation scheme presented in [17] for an (r + 1)-value
Nordsieck formula (2) of order s ≥ r + 1.
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First, we subtract the method (2) from its defect (3) to arrive at
X(tk+1)− Xk+1 = (P ⊗ In) (X(tk)− Xk)+ (l⊗ In) (τ (g(tk+1, x(tk+1))
− g(tk+1, xk+1))−
(
eT1P ⊗ In
)
(X(tk)− Xk)
)+ L(tk+1, X(t), τ ).
Taking into account smoothness of problem (1), we expand the difference g(tk+1, x(tk+1)) − g(tk+1, xk+1) into the Taylor
series in a neighborhood of the point (tk+1, xk+1)with accuracy up to the first order terms inclusively. Then, this results in
X(tk+1)− Xk+1 = (P ⊗ In) (X(tk)− Xk)+ (l⊗ In) (τ∂xg(tk+1, xk+1)
× (eT0 ⊗ In) (X(tk+1)− Xk+1)− (eT1P ⊗ In) (X(tk)− Xk))
+ L(tk+1, X(t), τ )+ O
(
τ (x(tk+1)− xk+1)2
)
, k = 0, 1, . . . , K − 1. (14)
Second, we deal with the local error of Nordsieck method (2) in this paper. Therefore we assume that the exact solution
at the point tk is known, i.e. Xk = X(tk), and denote the numerical solution computed under the latter condition by X˜k+1.
Substituting all these in formula (14) and neglecting higher order terms we obtain the following method of local error
evaluation:
∆X˜k+1 ≈ τ(l⊗ In)∂xg(tk+1, x˜k+1)∆x˜k+1 + L(tk+1, X(t), τ ) (15)
where ∆X˜k+1 = X(tk+1) − X˜k+1 denotes the local error of method (2). Notice that formula (15) calculates the local error
with an error of O(τ 2s+1) because the Nordsieck method of order s has been applied.
Third, the defect of method (2) is easily expanded in the Taylor series
L(tk+1, X(t), τ ) = τ
s
s! (L(s)⊗ In) x
(s)(tk+1)+ O(τ s+1), (16)
where entries of the vector L(s) are given by (12), because only quasi-consistent Nordsieck formulas are considered here.
It is clear that formula (16) will calculate the principal term of the local error if the exact derivative x(s)(tk+1), which is not
available in practice, is replaced with the numerical one x˜(s)k+1 provided that x(s)(tk+1) = x˜(s)k+1 + O(τ ).
Fourth, to compute the above-mentioned numerical derivative one can differentiate an appropriate interpolating
polynomial fitted to the improved numerical solution Xk + ∆X˜k in a number of previous grid points. An effective scheme
of such a differentiation is presented in [15]. However, it is more natural in Nordsieck methods (2) to apply a linear
transformation. More precisely, the required accuracy of the derivative calculation is achieved by the formula
τ s
s! x˜
(s)
k+1 =
τ
s
(
Q [s−1](s− 1, s− 1)⊗ In
)
X˜ ′(tk+1; s− 1) (17)
where Q [s−1](s − 1, s − 1) means the last row in the matrix Q (s − 1, s − 1) that is inverse to the Vandermonde matrix
constructed for numbers 0,−1, . . . , 1− s (see [14] for the proof), and the derivative vector X˜ ′(tk+1; s− 1) is defined by
X˜ ′(tk+1; s− 1) =
(
g(tk+1, x˜k+1)T, g(tk, x˜k)T, . . . , g(tk+2−s, x˜k+2−s)T
)T
.
The more accurate numerical solution x˜k is found as shown in Section 3 of [17]. However, it is not important for
understanding this paper. Below, we present a more effective way of computing such a solution.
Thus, the substitution of (16) and (17) in (15) derives the formula for evaluation of the principal term of the local
error in quasi-consistent Nordsieck methods (2). Moreover, the above-mentioned local error estimation will be simplified
significantly if we show that the extrapolated numerical solution x˜k involved in the computation is obtained from another
Nordsieck formula of the form (2) accurate to higher order terms.
Theorem 9. Let the right-hand side of problem (1) be sufficiently differentiable in a neighborhood of the solution x(t) on the
interval [t0, tend] and an (r + 1)-value fixed-stepsize Nordsieck method (2) with coefficients li, i = 0, 1, . . . , r, be optimally
stable and of order r + 1. Then the (r + 2)-value fixed-stepsize Nordsieck method with the coefficients
lˆi = li + C
i
r+1 − C1r+1li
(r + 1)! , i = 0, 1, . . . , r, (18a)
lˆr+1 = 1
(r + 1)! (18b)
computes the extrapolated numerical solution of the (r+1)-value Nordsieck formula with accuracy up to higher order terms with
respect to the stepsize τ .
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Proof. First of all we suppose that the extrapolated numerical solution X˜k is known at themesh point tk. Then the numerical
solution at the next node of the grid is found by means of
Xk+1 = (S ⊗ In)X˜k + τ(l⊗ In)g(tk+1, xk+1), k = 0, 1, . . . , K − 1 (19)
where S is the propagation matrix defined in (4). It has been explained that the formula
∆1X˜k+1 = τ(l⊗ In)∂xg(tk+1, x˜k+1)∆1x˜k+1 + (L(r + 1)⊗ In) τ
r+1
(r + 1)! x˜
(r+1)
k+1 (20)
presents the principal term of the local error. It is sufficient to replace the order s used in the above-discussed local error
computation scheme with the order r + 1 assumed in Theorem 9. Then, formula (20) follows from (15) and (16). The term
τ r+1x˜(r+1)k+1 /(r + 1)! is computed by (17).
Our task is to prove that the extrapolated numerical solution
X˜k+1 = Xk+1 +∆1X˜k+1
can be obtained from another (extended) Nordsieck formula of the form (2) accurate to higher order terms with respect to
the stepsize.
The summation of (19) and (20) yields
X˜k+1 = (S ⊗ In)X˜k + τ(l⊗ In)
(
g(tk+1, xk+1)+ ∂xg(tk+1, x˜k+1)∆1x˜k+1
)+ (L(r + 1)⊗ In) τ r+1
(r + 1)! x˜
(r+1)
k+1
= (S ⊗ In)X˜k + τ(l⊗ In)g(tk+1, x˜k+1)+ (L(r + 1)⊗ In) τ
r+1
(r + 1)! x˜
(r+1)
k+1 + O
(
τ(∆1x˜k+1)2
)
. (21)
Since X(tk+1) − X˜k+1 = O(τ r+2) by construction we conclude that ∆1x˜k+1 = O(τ r+2) and the last term on the right-hand
side of (21) is O(τ 2r+5). Therefore, having neglected this term we arrive at a Nordsieck-type formula of the form
X˜k+1 = (S ⊗ In)X˜k + τ(l⊗ In)g(tk+1, x˜k+1)+ (L(r + 1)⊗ In) τ
r+1
(r + 1)! x˜
(r+1)
k+1 , k = 0, 1, . . . , K − 1. (22)
Unfortunately, method (22) is incomplete. It is not able to determine the term τ r+1x˜(r+1)k+1 /(r + 1)! independently. So we
have to add one more formula calculating the mentioned unknown term to this Nordsieck method.
To find such a formula, we introduce the following Nordsieck vector:
X˜ ′k+1 =
((
x˜′k+1
)T
, τ
(
x˜(2)k+1
)T
, . . . ,
τ r
r!
(
x˜(r+1)k+1
)T)T
provided that
X ′(tk+1)− X˜ ′k+1 = O(τ r+1) (23)
where X ′(tk+1) stands for the Nordsieck vector calculated for the derivative x′(t) of the exact solution to ODE (1) and
evaluated at the mesh point tk+1 (see Definition 1). It is also clear that
X ′(tk+1; r) =
((
x′(tk+1)
)T
,
(
x′(tk+1 − τ)
)T
, . . . ,
(
x′(tk+1 − rτ)
)T)T
.
The latter formula follows from the definition of the derivative vector introduced above and Eq. (1). Then, we conclude that
X ′(tk+1) = (Q (r, r)⊗ In)X ′(tk+1; r)+ O(τ r+1), (24a)
X ′(tk) = (Q (r, r)⊗ In)X ′(tk; r)+ O(τ r+1). (24b)
Particulars of a derivation of formulas (24) can be found in [14]. Further, we establish a relation between the vectors
X ′(tk+1; r) and X ′(tk; r), i.e.
X ′(tk+1; r) = (N ⊗ In)X ′(tk; r)+ (e0 ⊗ In)x′(tk+1), (25a)
X ′(tk; r) = (Q−1(r, r)⊗ In)X ′(tk)+ O(τ r+1) (25b)
whereN is a nilpotentmatrix of dimension (r+1)×(r+1). More precisely, entries of thematrixN are given by the formula
nij = δj+1i where the Kronecker delta δj+1i = 1 when i = j+ 1 and δj+1i = 0 otherwise.
Formulas (24) and (25) are easily solved for X ′(tk+1) and lead to
X ′(tk+1) = (Q (r, r)NQ−1(r, r)⊗ In)X ′(tk)+ (Q (r, r)e0 ⊗ In)x′(tk+1)+ O(τ r+1).
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The same formula is valid for the approximate Nordsieck vectors X˜ ′k+1 and X˜
′
k, i.e.
X˜ ′k+1 = (Q (r, r)NQ−1(r, r)⊗ In)X˜ ′k + (Q (r, r)e0 ⊗ In)g(tk+1, x˜k+1)+ O(τ r+1), (26)
because of (21) and (23).
Now we introduce the extended Nordsieck vector
X˜k+1 =
(
x˜k+1, τ x˜′k+1, . . . ,
τ r+1
(r + 1)! x˜
(r+1)
k+1
)T
and the following matrices:
M =
0 1 · · · 0... ... . . . ...
0 0 · · · 1
 , D˜ = diag(1, 1
2
, . . . ,
1
r + 1
)
.
The matrixM is merely the identity matrix with the additional first column of zeros. So, its dimension is (r + 1)× (r + 2).
The second matrix is a diagonal matrix of dimension r + 1.
It is easy to verify that the equality
(M ⊗ In)X˜k+1 = τ(D˜⊗ In)X˜ ′k+1 (27)
holds for any k = 0, 1, . . . , K − 1. Then (26) and (27) yield
(M ⊗ In)X˜k+1 = (D˜Q (r, r)NQ−1(r, r)D˜−1M ⊗ In)X˜k + τ(D˜Q (r, r)e0 ⊗ In)g(tk+1, x˜k+1)+ O(τ r+2). (28)
Thus, the last component in system (28) gives us the required formula for the term τ r+1x˜(r+1)k+1 /(r+1)! in (22), which we are
looking for. The only thing to do for completing the proof of Theorem 9 is to rewrite method (22) in the standard form (19).
With this in mind, we show that the last component in system (28) coincides with the formula for the (r + 1)th entry of an
(r + 2)-value Nordsieck method of the form (19). We recall that vectors and matrices are indexed starting with zero in this
paper.
First, Q−1(r, r) is the Vandermonde matrix for numbers 0,−1, . . . ,−r . If entries of the matrix Q (r, r) are denoted by
q(r,r)ij , i, j = 0, 1, . . . , r , we will arrive at the formula
r∑
j=0
q(r,r)rj (−j)i = δir , i = 0, 1, . . . , r
because of the evident property Q (r, r)Q−1(r, r) = Ir+1.
Second, taking into account the definition of the matrix N , we compute the (r, i)th entry of the matrix Q (r, r)NQ−1(r, r)
by
r−1∑
j=0
q(r,r)r,j+1(−j)i =
r∑
j=0
q(r,r)rj (1− j)i − q(r,r)r0
=
i∑
m=0
Cmi
r∑
j=0
q(r,r)rj (−j)m − q(r,r)r0 = δir − q(r,r)r0 . (29)
Formula (29) is justified by the fact
i∑
m=0
Cmi δ
m
r = δir , i = 0, 1, . . . , r,
which is obvious because the sum is equal to zero when i < r (it follows from the definition of the Kronecker delta) and is
equal to one when i = r (it follows the definition of the binomial coefficients Cmi and the usual postulate 0! = 1).
In other words, we have proved that all entries of the last row in the matrix Q (r, r)NQ−1(r, r) are determined by the
single number q(r,r)r0 .
Third, this number can be found explicitly because the determinant detQ (r, r)−1 and theminorM0r = detQ (r, r)−10r (the
matrix Q (r, r)−10r means the submatrix of Q (r, r)−1 without the first row and the last column) are Vandermonde ones. More
precisely, they are det V (0,−1, . . . ,−r) and det V (−1,−2, . . . ,−r), respectively. By using the Cramer rule, we calculate
q(r,r)r0 = (−1)r+2
M0r
detQ−1(r, r)
= (−1)r+2 det V (−1,−2, . . . ,−r)
det V (0,−1, . . . ,−r)
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= (−1)2
r∏
i=1
r∏
j=i+1
(j− i)
r∏
i=0
r∏
j=i+1
(j− i)
= 1
r! . (30)
If we now introduce the notation
lˆr+1 = q
(r,r)
r0
r + 1 =
1
(r + 1)! ,
neglect the higher order term in (28) and use (29) and (30) then the last component in system (28) will be written in the
form
τ r+1
(r + 1)! x˜
(r+1)
k+1 =
τ r+1
(r + 1)! x˜
(r+1)
k + lˆr+1
(
τg(tk+1, x˜k+1)−
r+1∑
j=1
C1j
τ j
j! x˜
(j)
k
)
. (31)
We remark that (31) fully coincides with the standard formula for the (r + 1)th entry of an (r + 2)-value fixed-stepsize
Nordsieck method. Finally, we substitute (31) into the right-hand side of Eq. (22) and add (31) to that numerical scheme in
order to arrive at the extended Nordsieck method
X˜k+1 = ((P − lˆeT1P)⊗ In)X˜k + τ(lˆ⊗ In)g(tk+1, x˜k+1), k = 0, 1, . . . , K − 1, (32)
where the dimensions of the matrix P and the vector e1 are increased by 1. Here, we have also used formula (12) for entries
of the vector L(r + 1). Thus, the coefficient vector lˆ of the Nordsieck method (32) is defined by formulas (18). The theorem
is proved. 
All Nordsieckmethods derived by the way presented in Theorem 9 are further referred to as Implicitly Extended Nordsieck
methods because we have used the principal term of the local error expanded in the Taylor series at the point tk+1.
Modifications of Nordsieck formulas on the basis of the principal term of the local error evaluated at other points in the
interval [tk, tk+1] are also possible and will lead to different Nordsieck formulas. However, they are beyond the scope of this
paper.
Now we study convergence of IEN methods.
Theorem 10. Let the right-hand side of problem (1) be sufficiently differentiable in a neighborhood of the solution x(t) on the
interval [t0, tend] and an (r+1)-value fixed-stepsize Nordsieck method (2)with coefficients li, i = 0, 1, . . . , r, be optimally stable
and of order r + 1. Then the corresponding (r + 2)-value IEN method (32)with the coefficients lˆi, i = 0, 1, . . . , r + 1, calculated
by formulas (18) is convergent of order r + 1 when r is an odd integer and of order r + 2 when r is even.
Proof. To investigate the order of IEN methods it is sufficient to study consistency and/or quasi-consistency properties
defined in Section 2 at length. For that,wehave to understandwhat happenswith thedefect of newNordsieck formulaswhen
it ismapped by the essential component Eˆ of their propagationmatrix Sˆ. It follows from formula (10) that the principal terms
of the local error and the defect of any Nordsieck formula coincide. So the definitions of consistency and quasi-consistency
can be reformulated equivalently for defect (3).
We have shown in Section 3 that the defect of a quasi-consistent Nordsieck method (2) is given by (11). On the other
hand, when the same defect is expanded around the grid point tk we arrive at the formula
L(tk+1, X(t), τ ) = τ
r+1
(r + 1)! (L˜(r + 1)⊗ In)x
(r+1)(tk)+ τ
r+2
(r + 2)! (L˜(r + 2)⊗ In)x
(r+2)(tk)+ O(τ r+3) (33)
with the coefficient vectors L˜(j) ∈ Rr+1 defined for j ≥ r + 1 by
L˜i(j) = C ij − jli, i = 0, 1, . . . , r. (34)
The notation C ij is explained in Section 3 of this paper. Kulikov and Shindin [17] prove that the coefficient vectors of both
defect expansions (11) and (33) satisfy
EL(r + 1) = EL˜(r + 1) ≡ 0, (35a)
EL(r + 2) = EL˜(r + 2) = 0 for even r, (35b)
EL(r + 2) = EL˜(r + 2) = (−br+1(r + 2), 0, . . . , 0)T for odd r, (35c)
where the matrix E comes from decomposition (5) and br+1 is the (r + 1)th Bernoulli number defined by z/(ez − 1) =∑∞
i=0 biz i/i!.
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By construction, consistency of order r + 1 is satisfied for any (r + 2)-value IEN method corresponding to an (r + 1)-
value quasi-consistent Nordsieck formula (2) (see the proof of Theorem 9). It means convergence of order r + 1 at least for
all (r + 2)-value IEN methods. For the higher order r + 2, we have to check quasi-consistency of order r + 2. Condition (7a)
holds evidently. Thus, our goal is to check condition (7b) when s = r + 1 for the corresponding IEN method (32) with the
coefficients lˆi, i = 0, 1, . . . , r + 1, calculated by formulas (18).
To do this, we have to find the decomposition of its propagation matrix Sˆ in the form
Sˆ = Eˆ + Tˆ (36)
where Eˆ2 = Eˆ, EˆTˆ = Tˆ Eˆ = 0, limn→∞ Tˆ n = 0 and limn→∞ Sˆn = Eˆ.
First, the underlying (r + 1)-value Nordsieck method (2) is of order r + 1. Then Skeel and Jackson [25] prove that the
matrix E of this method has the form
E =

b0 −b1 · · · (−1)rbr
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0

where bi, i = 0, 1, . . . , r , are the corresponding Bernoulli numbers.
Second, coefficients (18) of method (32) can be represented in the vector form as follows:
lˆ =
(
lT + 1
(r + 1)! L(r + 1)
T,
1
(r + 1)!
)T
. (37)
Therefore the coefficient vector (37) yields the propagation matrix Sˆ = P − lˆeT1P of the following block structure:
Sˆ =
S −
1
(r + 1)! L(r + 1)e
T
1P
(
1− 1
r!
)
L(r + 1)
Sˆ[r+1]−1
1
(r + 1)!

where Sˆ[r+1]−1 means the last row in the matrix Sˆ without the last entry.
Third, the (r + 2)-value Nordsieck method (32) is of order r + 1 at least (see the above explanation). Then the matrix Eˆ
must have the form
Eˆ =
(
E ye0
0 0
)
where y is an unknown real number and 0 denotes a zero-row of the appropriate size (see [25]). We are looking for
decomposition (36) with the properties SˆEˆ = Eˆ and EˆSˆ = Eˆ. The latter conditions will be provided if and only if
E + ye0Sˆ[r+1]−1 = E and
1
(r + 1)!ye0 = ye0. (38)
System (38) possesses obviously the unique solution y = 0. Thus,we have shown that there exists the unique decomposition
(36) with the matrix
Eˆ =

b0 −b1 · · · (−1)rbr 0
0 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · 0 0
 . (39)
By construction, the IEN method (32) has an asymptotic defect expansion of the form
Lˆ(tk+1, X(t), τ ) = τ
r+2
(r + 2)! (Lˆ(r + 2)⊗ In)x
(r+2)(tk)+ O(τ r+3). (40)
Entries of the vector Lˆ(r + 2) are easily calculated by means of (34) and (37):
Lˆi(r + 2) = C ir+2 − (r + 2)lˆi = C ir+2 − (r + 2)
(
li + Li(r + 1)
(r + 1)!
)
= L˜i(r + 2)− r + 2
(r + 1)! Li(r + 1), i = 0, 1, . . . , r. (41)
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Notice that the last entry of the vector Lˆ(r+2) is not important because of the last zero-column inmatrix (39). Thus, formulas
(35) and (39)–(41) prove Theorem 10. We stress that the (r + 2)-value IEN methods of order higher than r + 2 do not exist
because of the consistency of order r + 1. 
So, the (r + 2)-value IEN method (32) is of order r + 1 when r is an odd integer and of order r + 2 when r is even. This
corresponds perfectly to results obtained for the extrapolated numerical solutions of quasi-consistent Nordsieck formulas
in [17]. In addition, Theorem 9 presents an efficient local error evaluation mechanism for the underlying Nordsieck method
(2). More precisely, formula (20) can be used for local error estimation if the improved Nordsieck vector X˜k is known. In
other words, having computed the numerical solution from IEN method (32) we apply (20) to find the principal term of the
local error of the underlying Nordsieck formula. Then, we can control the local error estimate as usual. This is close to the
notion of embedded Runge–Kutta formulas.
We recall that only fixed-stepsize Nordsieck formulas are exploited in this paper. If we now assume that the underlying
Nordsieck method is super-quasi-consistent (see Section 3) then Theorem 10 will ensure that formula (20) evaluates
correctly the principal term of the local error of this method. On the other hand, we discussed in Section 3 that the local
error can be a good estimate to the global one in super-quasi-consistent Nordsieck formulas. Eventually, the usual local
error control would be able to compute the numerical solution for a used-supplied tolerance g in automatic mode:
Stepsize Selection
Step 0. Initially, we set τ := τint, τint ∈ (0, 1) and suppose that t0 + τint ≤ tend;
Step 1. k := 0;
Step 2. While tk < tend do,
tk+1 := tk + τ , compute X˜k+1,∆1X˜k+1;
Step 3. If maxk ‖∆1X˜k+1‖ > g ,
then τ := γ τ
(
g/maxk ‖∆1X˜k+1‖
)1/s
, go to Step 1;
else Stop.
In this algorithm, smeans the order of the underlying Nordsieck method, γ ∈ (0, 1) is a safety factor and τint is an initial
(default) value of the fixed-stepsize τ .We emphasize that thewords ‘‘Stepsize Selection’’ are used in a slightly unusual sense,
here. Theymeanmerely that the diameter of the equidistantmesh is selected automatically tomeet a user-supplied accuracy
requirement g in all mesh nodes. We intend to apply this Stepsize Selection to confirm the power of quasi-consistent
integration in practice, i.e. the local error control is capable of producing numerical solutions for user-supplied accuracy
conditions in automatic mode, at least for some test problems.
We see that the global error control can be easier and cheaper in quasi-consistent Nordsieck methods than in usual
consistent formulas. It is also important to note that the idea of IEN methods allows the error of a quasi-consistent
underlying Nordsieck formula to be evaluated and controlled without actual implementation. As the output of our adaptive
computational technique, we take the numerical solution X˜k+1 from the IEN method, which is even more accurate than the
numerical solution from the underlying Nordsieck formula.
We point out that the theory presented above is correct for equidistant grids. However, the fixed-stepsize
implementation is not effective. To overcome this difficulty, we do not change the stepsize, but, alternatively, use a time
transformation of ODE (1). So we apply exactly the same idea as in geometric integration methods. For the purpose of this
paper, it is sufficient to transform the equidistant mesh to a reasonable one that matches the solution path.
Kuznetsov et al. [18,22] prove that the use of the length of arc of the solution path (the arc length parametrization)
possesses many attractive properties in numerical analysis. Most importantly, it does not require any a priori information
of the solution. Thus, we transform ODE (1) to the equivalent form
dt
dλ
= 1√
1+
n∑
j=1
g2j (t(λ), x(λ))
, t(0) = t0, (42a)
dxi
dλ
= gi (t(λ), x(λ))√
1+
n∑
j=1
g2j (t(λ), x(λ))
, x(0) = x0, (42b)
where λ is the arc length of the solution curve and the integer i stands for the index of an equation in system (1). Then,
we apply fixed-stepsize IEN methods to problem (42). Notice that the above-mentioned error control works for the time-
transformed problem (42) as well.
5. Numerical examples
For numerical experiments below, we extend the NAMF methods of orders from 3 to 7. More precisely, formulas (18)
calculate easily the Nordsieck coefficients of Implicitly Extended NAMF (IENAMF) methods in the form given in Table 1. It is
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Table 1
Coefficients of the (r + 2)-value IENAMF methods
r l0 l1 l2 l3 l4 l5 l6 l7
2 38 1
3
4
1
6
3 1748 1
7
8
11
36
1
24
4 591717 280 1
277
288
29
72
47
576
1
120
5 11 35334 560 1
607
576
881
1728
143
1152
239
14 400
1
720
6 13 732 19343 545 600 1
98 863
86 400
727
1152
12 703
69 120
839
28 800
1439
518 400
1
5040
Fig. 1. Test results for problem (43) in the original form (the left-hand graphs) and in the time-transformed form (the right-hand graphs).
interesting to note that the 4-value IENAMFmethod and the 4-value NAMFmethod coincide (compare Table 1 in the present
paper and Table 6.1 in [8]). We conclude by examining the propagation matrices that the (r + 2)-value IENAMF formulas
are stable when r = 2, 3, 4, 5 and unstable when r = 6. Therefore the first four methods in Table 1 are suitable for practical
use.
To examine the stable IENAMF formulas with Stepsize Selection from Section 4, we take the following two test problems:
x′1(t) = 2tx1/52 (t)x4(t), x′2(t) = 10t exp (5 (x3(t)− 1)) x4(t), (43a)
x′3(t) = 2tx4(t), x′4(t) = −2t ln (x1(t)) , (43b)
where t ∈ [0, 1] and x(0) = (1, 1, 1, 1)T;
x′′1(t) = x1(t)+ 2x′2(t)− µ1
x1(t)+ µ2
y1(t)
− µ2 x1(t)− µ1y2(t) , (44a)
x′′2(t) = x2(t)− 2x′1(t)− µ1
x2(t)
y1(t)
− µ2 x2(t)y2(t) , (44b)
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Fig. 2. Test results for problem (44) in the original form (the left-hand graphs) and in the time-transformed form (the right-hand graphs).
y1(t) =
(
(x1(t)+ µ2)2 + x22(t)
)3/2
, y2(t) =
(
(x1(t)− µ1)2 + x22(t)
)3/2
(44c)
where t ∈ [0, T ], T = 17.065216560157962558891, µ1 = 1 − µ2 and µ2 = 0.012277471. The initial values of problem
(44) are: x1(0) = 0.994, x′1(0) = 0, x2(0) = 0, x′2(0) = −2.00158510637908252240. Problem (43) has the exact solution
x1(t) = exp
(
sin t2
)
, x2(t) = exp
(
5 sin t2
)
, x3(t) = sin t2 + 1, x4(t) = cos t2.
Therefore we can calculate exact errors of numerical integrations and compare them with prescribed tolerances g . In this
way, we check the quality of the global error control in quasi-consistent Nordsieck methods presented here. Problem (44)
has no analytic solution, but it is still useful to gain experience because its solution path is periodic with the period T (this
solution is called the Arenstorf orbit, see [8, p. 129, 130] for more details). Thus, we merely monitor the error at the point T
to verify the quality of numerical solutions computed.
We implement the (r + 2)-value fixed-stepsize IENAMF methods when r = 2, 3, 4, 5 (abbreviated further to
IENAMF4–IENAMF7) in MATLAB 6.5.1 and apply them to the first test problem. All the codes use the stepsize selection
algorithm presented in Section 4 to control the local error of the underlying NAMF methods. The local error estimation is
done by formula (20). We solve numerically both the original problem (43) and the same problem but transformed to the
form (42). The initial stepsize τint := 0.1 in both cases. The safety factor γ := 0.8. True errors of these integrations and CPU
time expended versus accuracy requirements g are plotted in Fig. 1.
It is important to remark that an initial Nordsieck vector X˜0 is needed to start any integration by Nordsieck formula
(2). Thus, some starting procedure is required and the ‘‘tilde’’ means that the accuracy of the starting algorithm must be
higher than the accuracy of the Nordsieck method involved. Otherwise, the starting error can influence dramatically the
global error of numerical integration thus making the global error control ineffective. We apply the following procedure to
calculate starting Nordsieck vectors in numerical experiments of this paper: For any two positive integers l1 and l2 (l1 ≤ l2),
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Fig. 3. The exact error, the error estimated by formula (20) and the local error of the 3-value NAMF method applied to problem (43).
we define the matrix
Qˆ (l1, l2) =

1 0 0 · · · 0
1 11 12 · · · 1l2
1 21 22 · · · 2l2
...
...
...
. . .
...
1 l11 l
2
1 · · · ll21
0 1 0 · · · 0
0 1 2 · 11 · · · l2 · 1l2−1
0 1 2 · 21 · · · l2 · 2l2−1
...
...
...
. . .
...
0 1 2(l2 − l1 − 1)1 · · · l2(l2 − l1 − 1)l2−1

−1
.
When l1 = l2 the matrix Qˆ (l1, l1) is inverse to the Vandermonde matrix constructed for numbers 0, 1, . . . , l1. Let us denote
the order of an implemented (r + 1)-value Nordsieck formula (2) by s. Then, we compute the numerical solution x˜k of ODE
(43) at the first ceil(s/2) grid nodes by the extrapolated Implicit Mid-Point Rule of the fixed order 2(ceil(s/2)+1)where the
function ceil(·) means the minimum integer that is greater than or equal to the expression in the brackets. We stress that
our extrapolationmethod is implicit. So we use additionally the modified Newton iteration, which implies that the Jacobian
is evaluated once per mesh point, and the number of iteration steps must correspond to the order of this method (see [13]).
Finally, we form the vector(
(x˜0)T . . . , (x˜ ceil(s/2))T, τg(t0, x˜0)T, . . . , τg(tceil(s/2), x˜ ceil(s/2))T
)T
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Fig. 4. The exact error, the error estimated by formula (20) and the local error of the 3-value NAMFmethod applied to the time-transformed problem (43).
and map it to a Nordsieck vector by the matrix Qˆ (ceil(s/2), 2ceil(s/2) + 1)⊗ In. The first n(r + 1) entries of the resulting
Nordsieck vector are taken as the output of the starting algorithm. Noticing that all IEN methods are of even order only
(see Theorem 10) simplifies slightly the presented starting procedure. Theoretical results in [14] prove that our starting
algorithm is sufficiently accurate.
We conclude from the first test results (see Fig. 1) that the local error control in quasi-consistent numerical schemes
indeed produces numerical solutions with errors that are close to user-supplied accuracy requirements. The true errors
of almost all the numerical integrations are below the global error tolerances (i.e. they are below the thick line drawn in
each Accuracy Graph). However, the global errors of IENAMF6 and of IENAMF7 are slightly above the accuracy condition
for the time-transformed problem (43) when low accuracy requirements are imposed. This is explained by the asymptotic
form of the error control designed in this paper. We recall that only the terms τ∂xg(tk+1, xk+1)∆1x˜k+1 are accumulated and
contribute to the principal term of the global error of super-quasi-consistent Nordsieck methods (see Section 3), i.e. when
r = 2 and 4 in our experiment. This means that the accumulated error does not influence the global error significantly,
i.e. the true error of numerical integration is determined mainly by the local error (at least for some ODEs), if the stepsize is
sufficiently small. In turn, the principal term of the local error can be a sufficiently accurate estimate to the local error (and
the global error as well) under the same condition. That is why the presented error control (Stepsize Selection) works better
for methods of smaller order and for more stringent accuracy conditions.
We stress that there is no mathematical guarantee that the local error control produces numerical solutions of the
required quality (in the sense of accuracy) in quasi-consistent Nordsieck schemes. However, we recall that the local error
of the underlying NAMF method, which is less accurate, is controlled, but the numerical solution from the corresponding
IENAMFmethod, which is more accurate, is taken as the output. So the improved numerical solutions from quasi-consistent
methods can be accurate enough when the stepsize is sufficiently small.
We have to mention here that the results are better for the original ODE (43) than for its time-transformed version. This
is true in terms of both accuracy of computation (compare Accuracy Graphs in Fig. 1) and CPU time expended (compare
Efficiency Graphs in Fig. 1). One could consider that these data count against using the time-transformed ODEs (42) in
practice. However, it is necessary to take into account that the first problem is completely artificial. It has the infinitely
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Fig. 5. The exact error, the error estimated by formula (20) and the local error of the 4-value NAMF method applied to problem (43).
smooth solution path, which can be computed easily by any reasonable solver. Therefore the improvement of properties
that is provided by the arc length parametrization is not essential for problem (43). On the other hand, this parametrization
extends significantly the size of the integration interval, which equals the length of the solution curve. This results in the
bigger accumulation errors and the longer execution time exhibited in Fig. 1.
To see the advantage of the arc length time transformation, let us consider the second test problem, which is more
practical. True errors and CPU time of the second experiment are shown in Fig. 2. Again, we solve the restricted three-body
problem in the original form (44) and in the time-transformed form (42). The initial stepsize τint := 1.0e−04 for the original
ODE and τint := 1.0e−02 for the time-transformed one. We point out that the stepsize must be small enough to allow the
global error estimate to be calculated with reasonable accuracy. Thus, we see that the arc length parametrization admits
much larger stepsizes that result in essential CPU time saving (compare Efficiency Graphs in Fig. 2). Moreover, the accuracies
of numerical solutions obtained are even better for the time-transformed restricted three-body problem (compare Accuracy
Graphs in Fig. 2). This definitely supports using the arc length parametrization in practical computations, at least for some
ODEs. In addition, the accuracies of all the numerical solutions do not exceed the global error tolerances g considered in
this test, i.e they are below the thick line, which represents our accuracy requirement. We have to mention here that high
order polynomial interpolation has been used to calculate the numerical solutions at the point T . We observe also that the
initial stepsizes chosen in this experiment are small enough to compute numerical solutions for relaxed accuracy conditions
(i.e. for sufficiently big tolerances) for one integration.
Let us now check the quality of our error estimation mechanism in dynamics. For that, we choose one global error
tolerance (say, 1.0e−6) and show the dynamical behaviour of the exact error, the error estimated by formula (20) and
the local error. To evaluate the exact error, we use the formulas of the exact solution (presented above) for problem (43).
For the second test problem (44), we obtain the ‘‘exact error’’ by computing a more accurate numerical solution from the
conventional 7-value NAMF method (the Nordsieck coefficients are taken from Table 6.1 in [8] for k = 6) but on the same
grid. Then, we calculate the difference of the original numerical solution and themost accurate one (the reference solution).
We emphasize that the original numerical solution implies the numerical solution obtained from the underlying NAMF
method, and not from the IENAMFmethod introduced in this paper. To determine the local error, we apply exactly the same
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Fig. 6. The exact error, the error estimated by formula (20) and the local error of the 4-value NAMFmethod applied to the time-transformed problem (43).
Fig. 7. The exact error, the error estimated by formula (20) and the local error of the 5-value NAMF method applied to problem (44).
procedure. We advance one step by the underlying NAMFmethod starting from the numerical solution computed by the 7-
value NAMFmethod and take the difference of the numerical solution obtained and the reference numerical solution (from
the most accurate Nordsieck formula). The grid is fixed in advance by the stepsize selection algorithm presented at the end
of Section 4.
The data of the experiment described are presented for the quasi-consistent methods under consideration in the form
of Figs. 3–10. We have applied the lower order methods, i.e. when r = 2, 3, to problem (43) and the higher order methods,
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Fig. 8. The exact error, the error estimated by formula (20) and the local error of the 5-value NAMFmethod applied to the time-transformed problem (44).
Fig. 9. The exact error, the error estimated by formula (20) and the local error of the 6-value NAMF method applied to problem (44).
Fig. 10. The exact error, the error estimated by formula (20) and the local error of the 6-value NAMF method applied to the time-transformed problem
(44).
i.e. when r = 4, 5, to ODE (44). The latter problem is more difficult for numerical integration and requires much shorter
stepsizes for convergence. Using higher order methods allows the round-off errors to be made negligible. We stress that
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the proper equidistant grids were generated by the adaptive IENAMFmethods and fixed in advance. Then, we evaluated the
above-mentioned errors of the underlying NAMF methods on these meshes.
For all methods and problems, we observe that formula (20) evaluates the local errors of the underlying NAMF methods
correctly and with high accuracy. On the other hand, the local errors and the true errors behave similarly. This means that
the distances between corresponding errors do not exceed the prescribed accuracy condition g . Therefore the local error
estimates ofNAMFmethods are accurate (and cheap) estimates of the true errors. This is a clear evidence of potential benefits
of quasi-consistent integration in practice.
6. Conclusion
This paper seems to be the first case of the successful use of quasi-consistency in controlling the global error by a local
error control. We have designed the extended Nordsieck formulas that compute the extrapolated numerical solutions of
underlying Nordsieck methods. This feature is advantageous for the local error control because the improved numerical
solution is exactly what we need in the local error estimation developed for Nordsieck methods in [17]. In the cited paper,
Kulikov and Shindin present quite a complicated way of computing such a solution.
As the most important result, we have shown that the usual local error control is able to produce numerical solutions for
user-supplied accuracy requirements when implemented in quasi-consistent numerical schemes. We stress that this paper
differs in principle fromwhatwas done earlier in the area of global error control. Usually, special procedures are developed to
deal with the global error of numerical schemes. Alternatively, we show that it is possible to find specific numericalmethods
where the local error control plays a part of global error control. The notion of double quasi-consistency introduced here
is promising and creates the necessary theoretical background for this new global error evaluation. Unfortunately, doubly
quasi-consistentmethods have not been found yet. That is why the present paper ismainly theoretical. The task of searching
for doubly quasi-consistent variable-stepsize numerical schemes with good stability is an important and interesting issue
of future research.
It iswell-known that the standard numericalmethods such as Runge–Kutta formulas ormultistepmethods are not quasi-
consistent. Nordsieck methods can be quasi-consistent (and even super-quasi-consistent), but not doubly quasi-consistent
(see Section 3). Therefore doubly quasi-consistent numerical schemes must belong to the class of general linear methods.
For example, they might be found among the family of peer methods designed recently. Weiner et al. [27] show how to
construct explicit quasi-consistent schemes. The same technique seems to be successful to look for doubly quasi-consistent
variable-stepsize peer methods as well.
On the other hand, the stable IENAMF methods constructed in this paper can also be efficient if they are supplied with
good step density control. Serious progress in such control has been achieved by Söderlind et al. [1,9,26], and others. So,
this might be another direction for using quasi-consistency in practical computations. For now, we have implemented and
observed the power of the arc length time transformation of ODE (1), which is also promising.
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