Abstract. The frequency of occurrence of ordinal patterns in an observed (or measured) times series can be used to identify equivalent dynamical system. We demonstrate this approach for system identification and parameter estimation for dynamics that can (at least approximately) be described by one-dimensional iterated maps.
Introduction
Ordinal patterns [1] [2] [3] [4] [5] [6] [7] [8] [9] describe the relations within segments (or words) (x n , x n+1 , . . . , x n+W −1 ) of length W of a given time series {x n }. As an example, Fig. 1 shows all ordinal patterns of length W = 3 and W = 4. A formal definition of ordinal patterns and rules for assigning pattern numbers I can be found in Refs. [1, 10] . If a particular pattern does not occur at all in given time series, it is called a forbidden pattern and all patterns occurring with a non-vanishing probability are referred to as allowed patterns.
Ordinal patterns are easy to compute and robust against noise. For this reason ordinal patterns have been used in a wide range of applications to detect determinism in noisy time series [11] [12] [13] , to estimate transfer entropy in epilepsy [14] [15] [16] [17] , to analyze complex time series [18] , to unveil delay dynamics from time-series analysis [19] , to construct global climate networks and uncover long-and short-term memory processes [20] , to identify characteristic time scales of chaotic dynamics in semiconductor lasers with optical feedback [21] , or to classify ECG time series [22] .
Ordinal patterns are invariant with respect to strictly monotonically increasing one-dimensional transformations of the underlying time series. This unique feature a e-mail: ulrich.parlitz@ds.mpg.de
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will be exploited in the following for identifying equivalent maps, i.e. maps, that are related by a strictly monotonically increasing one-dimensional change of the coordinate system. 1 A very similar problem has been studied by D. Arroyo et al. [8] (see also Sect. 2.3 in [1] ) who use the symbolic RL-sequence introduced by the extrema of unimodal maps to estimate ordinal pattern distributions and control parameters. There two classes of unimodal maps are considered, where either the location of the maximum or the maximum value is given by the control parameter. As a representative of the first class a skew tent map is investigated while the logistic map is an example of the second class. The ordinal pattern distributions of the tent map depend smoothly on the control parameter and this features allows to implement a straightforward parameter estimation method, even with coarse grained data obtained from symbolic RL-sequences [8] . In contrast, for the logistic map the dependence of the distribution of ordinal patterns on the control parameter is much more complex (due to the bifurcation structure and the occurrence of periodic windows). In the following we shall present methods for coping with this case, in particular in situations where only short time series are available complicating the estimation of the ordinal pattern distributions. In Sect. 2 we shall first motivate and demonstrate the identification approach with transformed (i.e., distorted) logistic maps and then in Sect. 3 we shall apply the identification method to chaotic time series generated by the Rössler model and the dripping faucet.
2 Detecting the relation to equivalent logistic maps
Distorted logistic maps
To illustrate the approach for the identification of one-dimensional maps using ordinal patterns we shall consider time series {v n } generated by a logistic map A time series {xn} generated by the logistic map (1) with a = 3.8 (depicted in (a)) is mapped by the transformation (2) illustrated in (b) resulting in an observed time series v n = h(xn). The evolution of the observables vn is governed by a one-dimensional map whose graph is shown in (c). Both time series, {x n} and {vn} generate exactly the same ordinal patterns distribution with (relative) frequencies of occurrence F of pattern I given in (d).
and observed via a strictly monotone (i.e., invertible) nonlinear transformation h
that may be interpreted as a measurement function. Since ordinal patterns are invariant with respect to strictly monotone transformations, both time series, {x n } and {v n }, provide the same sequence of ordinal patterns and thus the same probability distributions of patterns. This feature shall now be exploited to identify the logistic map (more precisely, to estimate the value of the parameter a) and the (unknown) transformation h using the observed data {v n }, only. Figure 2 shows an illustrative example where the time series {x n } is generated with a = 3.8 and the transformation h is given by
Now we shall assume that only the observations {v n } are given and nothing is known about the underlying dynamics (here: logistic map) and the measurement function h. Since Fig. 2 (c) exhibits a one-dimensional map with a single maximum (i.e., a single humped function) we assume that an invertible nonlinear transformation g exists such that {z n = g(v n )} is governed by a logistic map (1) with some suitable (but unknown) value of the parameter a.
To identify the corresponding logistic map we shall first search for values of the parameter a that result in a time series {x n } whose ordinal pattern distribution coincides with the observed frequencies of patterns (obtained from {v n }, see Fig. 2(d) ) as much as possible. To achieve this goal we have to choose a measure for quantifying "similarity" of ordinal pattern distributions of two time series and we have to take into account that estimates of probabilities in terms of relative frequencies of occurrence of patterns in time series of finite length are by themselves random variables. A time series {x n } of length N provides M = N − W + 1 patterns of length W . Thus, a particular pattern may appear m times with m ranging from m = 0 (forbidden pattern) to m = M and in general this number m will vary (slightly) for different time series from the same source (like consecutive sections from a chaotic time series of a given dynamical system). Figure 3 shows the probabilities P I of observing a particular ordinal pattern I of length W = 3 exactly m times in a time series of length N of the logistic map (a = 3.8) for N = 128 and N = 512. These probabilities are estimated by means of 4000 time series (realizations) generated by the logistic map (1) with random initial values (where transients of 100 iterations are discarded). Density functions of the normal distribution
are fitted for each pattern I using the mean μ I and the standard deviation σ I of the frequency F of occurrence of pattern I in 4000 realizations. Here the dependence of P I on the length N of the times series and the chosen value of parameter a (of the logistic map) are explicitly given. Forbidden patterns are characterized by μ = 0 and σ = 1/M which corresponds to the resolution of the F -axis for a given number M of ordinal patterns (see Fig. 3 (a) for the forbidden pattern I = 1). Figure 4 shows the standard deviation σ I corresponding to pattern I vs. the length of the time series N for word lengths W = 3. The values of σ I have been obtained using 4000 different time series generated by the logistic map (with a = 3.8 and random initial conditions). The graphs shown in 
Identifying the underlying dynamics and estimating parameters
Different measures could be used to quantify the "similarity" or agreement of observed frequencies of occurrence of ordinal patterns of a given length W with pattern statistics from the logistic map. A measure for comparing two probability distributions
where in our case P denotes the ordinal pattern distribution of the observed time series and Q represents the pattern distribution of the time series generated by the model (given here as mean values from different realizations for a fixed value of a). The Hellinger distance is symmetric in P and Q (in contrast to the KullbackLeibler divergence, for example). It takes its maximum value of one if for all k = 1, . . . , K : p k q k = 0. Applied to ordinal pattern distributions this means that the Hellinger distance is maximal if the allowed patterns of the first time series are forbidden patterns of the second and vice versa. The Hellinger distance does not take into account, that frequency estimates of different patterns possess different standard deviations σ (see Fig. 4 ), i.e. some of them are estimated more reliably than others (for a given length of the time series). Therefore, we additionally apply for the following comparisons a scoring rule based on the (normal) distributions P I (F, a, N) of possible values of F for time series of length N (generated with the logistic map using parameter values a). This measure of agreement is given by
where F denotes the relative frequency of occurrence of pattern I in the observed (or given) time series of length N and
denotes the maximum of the distribution. Due to this normalization a "perfect" match with all frequencies of the observed data coinciding with the most probable frequencies of a pattern generated by the logistic map will be characterized by a score of S = 1. ) show the score and the Hellinger distance of another time series of the logistic map with a = 3.8, but this time generated with different initial values. In addition to the peaks at the (correct) position a = 3.8 the ordinal pattern distribution of this specific realization is also very similar to the distribution at about a = 3.5. This second peak is due to the fluctuations described in Fig. 4 and may be misleading when searching for the proper value of a. Such difficulties are due to the fact that rather short time series of length N = 498 were used here in view of (small) experimental data sets where it is impossible to obtain longer data series (for example, due to non-stationarity or other constraints). Another reason is the relatively short word length chosen. Figures 5(g ),(h) show the Hellinger distance H and the score S of the same realization as in Fig. 5(d) ,(e), but now based on ordinal patterns with word lengths W = 6. Here the local extremum at a = 3.8 is more pronounced.
Distributions of Hellinger distances
To Fig. 6(a) ) and a = 3.75 ( Fig. 6(b) ) overlap considerably, which is consistent with the results in Fig word lengths W = 4 and W = 10. Here relatively long time series have been used to exclude effects due to poor estimates of the ordinal pattern distributions. For perfect parameter detection, minima (Hellinger distance zero) should occur only along the diagonal. This is not the case for periodic windows, because there ordinal pattern distributions remain the same in extended parameter intervals. However, even for parameter values resulting in more complex dynamics (periodic with very large periods or chaotic) small Hellinger distances off the diagonal occur for short words (e.g., W = 4 in Fig. 7(b) ) and may result in a wrong parameter selection (in particular for short time series with inexact estimates of the ordinal pattern distribution). With increasing word length these small Hellinger distances between distributions belonging to different parameter values vanish as can be seen in Fig. 7(c) ) for W = 10. From these results we may conclude that parameters corresponding to aperiodic dynamics can be reliably estimated if the available time series is sufficiently long. In principle the accuracy can be increased by using longer words (an approach that is limited in practice, however, because reliable estimation of ordinal pattern distributions of long patterns requires rather long time series). If, on the other hand, only very short time series are available (as assumed in Fig. 5, for example) , counting the frequency of occurrence of a particular pattern in the time series provides only poorly estimated ordinal pattern distributions and in this case the Hellinger distance to a distribution corresponding to a "false" parameter value may be smaller than that to the true value.
Recovering the transform
Since we know now (at least an estimate of) the underlying dynamics (here: logistic map with parameter value a = 3.8), we can proceed to recover the unknown transformation h (see (3)) (that mapped the logistic map time series {x n } to the observed data {v n }). Previous attempts to identify equivalent dynamics and to construct the transformation describing the change of the coordinate systems formulate the task as a functional fixed point iteration scheme [24] [25] [26] . The resulting transformations are called commuters and include non-homeomorphic changes of the coordinate system [25] . Here we shall use information provided by ordinal patterns to identify the coordinate transformation and since ordinal patterns remain unaltered even with noncontinuous monotonically increasing functions, any pair of systems with the same (distribution of) ordinal patterns may in fact be related by non-homeomorphic transformations, too. Technically there are different ways to exploit the information from coinciding ordinal pattern distributions. If a coarse grained representation of the unknown transform h is sufficient, one can for all occurring patterns I compute the mean valuesx I andv I of x n -and v n -values belonging to words (x n , x n+1 , . . . , x n+W −1 ) and (v n , v n+1 , . . . , v n+W −1 ) representing patterns of type I. Figure 8(a) showsv I vs.x I representing the transform and in Fig. 8(b) the inverse transform is depicted by plottingx I vs.v I . The thin solid curve shows the "true" transform (3) that is known for this example.
With this method we tacitly assumed that each pattern I is associated to a single interval on the x-axis which is not always the case (what explains the "outliers" in Fig. 8 ). Figure 9 shows the pattern number I vs. x n , where x n is the first entry of the word (x n , x n+1 , . . . , x n+W −1 ) with pattern number I. Here, a word length of W = 6 is chosen, but of course not all 6! = 720 possible patterns occur. Plateaus correspond to intervals characterized by a specific pattern number I, but this labeling is not unique because some ordinal patterns occur in disjoint intervals. The vertical lines separating the intervals are computed by sorting the x n -values (or v n -values), for example in ascending order, and then checking the corresponding sequence of words (x n , x n + 1, . . . , x n+W −1 ) for changes of the ordinal patterns characterized by their pattern number I. The partition borders can in this way be approximated (with increasing accuracy for longer times series) for both time series, the observed time series {v n } and a times series {x n } generated by the logistic map with a = 3.8 (with a different, randomly chosen initial value). 3 Identifying 1D dynamics underlying time series from multi-dimensional systems
Many dynamical systems exhibit low dimensional chaos that can be described (at least approximately) by one-dimensional return maps. These one-dimensional maps may occur directly via Poincaré cross sections, as peak-to-peak dynamics [27] [28] [29] [30] in an observed time series, or they are the result of some nonlinear dimension reduction method [33] . In the following we present two examples, employing the Rössler system (Sect. 3.1) and the dripping faucet (Sect. 3.2).
Rössler system
The Rössler systemẋ
generates a chaotic attractor (Fig. 10(a) ) with a rather flat structure. Therefore, a Poincaré section at y = 0 yields an (almost) one-dimensional (filiform) cross section ( Fig. 10(b) ). If we consider only the x component (i.e., a projection of the attractor cross section onto the x-axis) we obtain the return map shown in Fig. 10(c) where Figure 11 shows the Hellinger distances H (Eq. (5)) and the scores S (see Eq. (6)) of a times series of length N = 498 of the Rössler return map (Fig. 10(c) ) whose ordinal patterns distribution is compared with data from a logistic map (1) with varying values of the parameter a. For word length W = 6 the minimum Hellinger distance occurs for a = 3.8722 (see Fig. 11 ) (the same value was also obtained using a longer time series with N = 4000). Figure 12 shows the reconstructed transformation using the method based on partition borders (comp. Fig. 9 ).
Dripping faucet
The dripping faucet is a simple dynamical system which exhibits a rich variety of dynamical phenomena [31] . It can be modeled by mass-spring models [32] and both, experiment and simulation, show period doubling cascades to chaos and different periodic attractors (see Fig. 4 in [33] ). The most interesting physical quantities are Fig. 10(c) ) and (b) a time series {x n} generated by the logistic map (1) for a = 3.8722 (peak in Fig. 11 ). Plotting the positions of corresponding pairs of partition border locations (indicated by vertical lines in (a) and (b)) results in a representation (blue markers) of (c) the transform v n = h(xn) and (d) the inverse transform. Fig. 13(c) ) with ordinal pattern distributions from the logistic map generated with different parameters a. Time series of length N = 498 were used to estimate the distributions (W = 6) whose similarity is quantified by means of the score S (see Eq. (6)) and the Hellinger distance H (defined in Eq. (5)). The best match occurs at a = 3.6992.
the mass m n of the nth droplet and the time intervals τ n between two consecutive drops separating from the remaining liquid. In simulations, diagrams showing m n+1 vs. m n exhibit nice one-dimensional return maps resembling very much the graph of a logistic map as shown in Fig. 13(a) for the simulations discussed in [33] .
So, in principle, the dynamics of a (chaotically) dripping faucet is governed by a one-dimensional iterated map (at least in simulations using the model of Kiyono and Fuchikami [32] ). In experiments, however, direct observation of the masses of the droplets is a difficult task requiring suitable equipment. Detecting times of separation is much easier (using, for example, a light beam that is interrupted by the falling droplets). When plotting inter drop time intervals τ n in a diagram τ n+1 vs. τ n , again a one-dimensional structure occurs, but this time it may be bent and it does not represent the graph of a one-dimensional function as shown in Fig. 13(b) .
To obtain a suitable one-dimensional description of the dynamics from the inter drop intervals τ n , we suggested in Ref. [33] to apply nonlinear dimension reduction (ISOMAP) to a three-dimensional delay embedding of the time series {τ n }. In this way you obtain a one-dimensional representation of the underlying dynamics in terms of a scalar (internal) state v n . Figure 13(c) shows the resulting return map v n+1 vs. v n which resembles a distorted tent map. The distortions are due to the specific dimension reduction method ISOMAP used here (see [33] for details). Figure 13(d) shows a comparison of the ordinal pattern distributions obtained from the time series {m n } of droplet masses and a time series of the new state variable v n for word length W = 4 and N = 498 samples. As can be seen both distributions are rather similar and their Hellinger distance equals H = 0.061 (H = 0.113 for distributions of ordinal pattern with word length W = 6, not shown here). A comparison of the ordinal patterns distribution of this internal state time series {v n } with logistic maps is given in Fig. 14. The minimum Hellinger distance H and the largest score S occur at a = 3.6992 (for W = 3, W = 4, and W = 6). Figure 15 shows the reconstructed transformation ( Fig. 15(c) ) and its inverse (Fig. 15(d) ) using the method based on partition borders (comp. Fig. 9 ). The (red) solid lines indicate the estimated graphs obtained using locally quadratic inter polation. The inverse transform (Fig. 15(d) ) can be used to transform the time series {v n } of internal states to the coordinate system of the equivalent logistic map, i.e. to obtain x n = h −1 (v n ). Figure 15 (e) shows a delay embedding of the resulting x n time series (dark blue markers) and a graph of the logistic map for a = 3.6992 (solid red line), that both turn out to be consistent. The combination of nonlinear dimension reduction ( [33] ) and ordinal pattern analysis thus provides a compact description of the dynamics of a chaotically dripping faucet based on an iterated logistic map.
Conclusion
A unique feature of ordinal patterns is their invariance with respect to strictly monotonically increasing (one-dimensional) transformations of the underlying time series. This property can be used for identifying both, the underlying dynamics and a possible (invertible) transformation mapping output of the underlying dynamical system to the observed time series. The identification consists of two steps. First, a family of candidates of dynamical systems is chosen and the ordinal pattern distribution obtained from the given (observed) time series is compared with the ordinal pattern distribution generated by members of the family of dynamical systems. Once a dynamical system is identified that reproduces the frequencies of occurrence of patterns from the given time series, in a second step, this system is used to generate a new time series (of the same length as the observed time series). Then partition borders are determined for both time series and the locations of the borders provide a representation of the transform and its inverse. This procedure was first introduced and presented with the logistic map as underlying dynamics and a given nonlinear transformation (3) . With this example, the influence of the length of the available data set and the impact of the selected word length were discussed. Then we applied the presented approach to discrete time series from (a Poincaré section of) the Rössler model and a time series from the dripping faucet which is obtained by nonlinear dimension reduction methods applied to dripping time intervals [33] . For both examples a corresponding (parameter value of the) logistic map was identified and a reconstruction of the (unknown) transformation was performed. Both, the identified dynamical system and the transformation providing the change of the coordinate system, can, for example, be used to implement a forecasting algorithm or a control scheme. This approach for system identification is in principle not restricted to one-dimensional maps but could also be extended for comparing and identifying higher dimensional systems.
