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The research on speech recognition by using stochastic methods has been carried out intensively 
since 1970’s. One of these methods is based on the HMM (Hidden Markov Model). Utilizing this 
model, the research explored the possibilities of recognizing eight highly correlated Indonesian 
Words, viz. muka (face), muak (to dislike), kamu (you), kaum (people), masuk (come in), kamus 
(dictionary), kusam (dull) , and sukma (soul). 
 LPC (Linear Predictive Coding) analysis was carried out to each speech signal of the spoken 
words to extract the important features. The HMM was then applied for the training sessions as well 
as in the recognition phase. 
 The results show that this word recognition scheme was, on the average, 97% successful.  
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Penelitian pengenalan ucapan oleh komputer dengan metode stokastik sudah mulai 
dipopulerkan sejak tahun 1970-an. Salah satu bentuk metode pendekatan stokastik adalah 
Hidden Markov Model. Penelitian ini menggunakan model tersebut untuk menganalisis dan 
mengenali delapan  ucapan kata bahasa Indonesia yang memiliki korelasi tinggi antara kata 
yang satu dengan kata yang lainnya, yaitu: muka, muak, kamu, kaum, masuk, kamus, kusam dan 
sukma. 
Analisis LPC (Linear Predictive Coding) digunakan untuk mencari ciri-ciri penting setiap sinyal 
suara i kata-kata terucap. Selanjutnya HMM (Hidden Markov Model) digunakan untuk pelatihan 
dan pengenalan.  
Hasil penelitian menunjukkan bahwa rata-rata pengenalan seluruh kata  cukup signifikan yaitu di 
atas 97%. 
 




                                                          





 Proses pengenalan ucapan 
oleh manusia mulai terbentuk sejak 
balita yaitu ketika sudah dapat 
mendengar dan mampu mengeluarkan 
bunyi. Proses ini tanpa disadari dilakukan 
melalui proses pembelajaran, yaitu 
belajar mengenal ucapan yang 
didengar. Pada manusia tidaklah begitu 
sulit untuk mengenali suatu ucapan 
yang didengarnya, karena manusia 
mempunyai sistem informasi yang 
sangat canggih dan memiliki 
kemampuan pengenalan pola yang 
sangat baik. 
 Pola tutur kata dari setiap 
penutur bergantung pada bunyi dari 
tutur bahasa yang diucapkan. 
Penelitian pengenalan suara dengan 
tutur kata bahasa Indonesia 
menggunakan jaringan syaraf tiruan 
telah dilaksanakan, namun  terbatas 
pada pemilihan kata-kata yang 
korelasinya rendah. Penelitian tersebut  
mengalami hambatan pada pemilihan 
kata-kata berkorelasi tinggi. Sistem 
jaringan yang dibangun tidak dapat 
mengenali kata-kata yang korelasinya 
tinggi dengan baik. 
 Mengacu kepada 
permasalahan tersebut diatas maka 
penelitian ini sesuai dengan judulnya, 
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yaitu Pengenalan Ucapan Kata 
Berkorelasi Tinggi mencoba 
menyelesaikannya dengan 
menggunakan pendekatan metode 
lain, yaitu  dengan sistem pengenal pola 
yang menggunakan LPC untuk proses 
ekstraksi ciri dan HMM untuk proses 
klasifikasi.   
 Adapun tujuan penelitian ini 
adalah memanfaatkan sistem pengenal 
pola ucapan untuk menganalisis dan 
mengenali bentuk atau pola sinyal 
ucapan yang terdiri dari kata-kata yang 
mempunyai korelasi tinggi satu sama 
lain. Dengan sistem pengenal pola yang 
menggunakan LPC untuk proses 
ekstraksi ciri dan HMM untuk proses 
klasifikasi  akan diamati tingkat 
keberhasilan sistem untuk mengenali 
ucapan kata-kata berkorelasi tinggi. 
 
 
2. Tinjauan Pustaka 
2.1 Analisis LPC  
 Secara garis besarnya, prosesor 
model LPC dibagi kedalam 8 bagian 
seperti diperlihatkan pada Gambar-1.  
Bagian-bagian tersebut adalah seperti 
berikut.  
a. Preemphasis; sinyal suara digital s(n), 
dimasukkan kedalam sistem digital 
orde rendah (biasanya berupa filter 
FIR orde satu) untuk mereratakan 
spektrum sinyal.                                      
b. Bingkai pemblok;  sinyal suara hasil 
preemphasis diblok kedalam 
beberapa bingkai N sampel suara, 
dengan jarak antara bingkai yang 
berdekatan dipisahkan oleh M 
sample untuk membentuk overlap 
sinyal, sehingga hasil estimasi spektral 
LPC akan berkorelasi dari bingkai ke 
bingkai; 
c. Penjendelaan; setiap frame 
kemudian dijendelakan (proses 
windowing) untuk meminimalkan 
diskontinuitas sinyal pada awal dan 
akhir bingkai. Jendela yang biasa 
digunakan untuk metode 
autokorelasi LPC adalah jendela 

















d. Analisis autokorelasi; setiap bingkai  
sinyal yang telah dijendelakan 
kemudian dianalisis autokorelasinya 
untuk memberikan: 
 
  ,,,1,0),(~)(~)( pmmnxnxmr lll 
……(2) 
 
dengan nilai autokorelasi tertinggi, p, 
adalah orde analisis LPC. Autokorelasi 
ke-nol Rl(0) merupakan energi bingkai 
yang ke-l. 
e. Analisis LPC;  pada tahap ini setiap 
bingkai dengan autokorelasi ke-(p+1) 
akan dikonversi ke bentuk parameter-
parameter LPC yang dapat berupa 
koefisien LPC, koefisien refleksi, 
cepstral coefficients  atau 
transformasi yang lainnya sesuai 
kebutuhan.  
f. Konversi parameter LPC menjadi 
koefisien cepstral;  Rangkaian 
parameter yang sangat penting, 
yang dapat diturunkan secara 
langsung dari rangkaian koefisien LPC 
adalah koefisien cepstral, c(m), yang 














































dengan 2 adalah gain dalam model 
LPC. 
g. Pembobotan parameter; karena 
cepstral coefficients orde rendah 
sensitif terhadap kemiringan spektrum 
dan cepstral coefficients orde tinggi 
sensitif terhadap derau, maka 
dilakukan pembobotan cepstral 
coefficient dengan jendela 
penyadap sehingga meminimalkan 
sensitivitas tersebut.                                                                    
h. Turunan cepstral terhadap waktu; 
representasi cepstral dari spektrum 
suara memberikan representasi 
yang bagus atas sinyal spektrum 
lokal untuk analisis bingkai. 




















Peningkatan reprensentasi dapat 
diperoleh melalui aproksimasi 
cm(t)/(t) dengan polinomial 
ortogonal pada jendela dengan 
panjang berhingga, yaitu : 
 













  …….(6) 
 
dengan  adalah konstanta 
normalisasi yang tepat dan (2K + 1) 
adalah jumlah bingkai pada waktu 
komputasi dikerjakan. Untuk setiap 
bingkai t, hasil analisis LPC adalah 
vektor koefisien cepstral terbobot Q, 
yaitu : 
 





dengan ot adalah komponen-
komponen vektor 2Q dan 
menunjukkan matriks transpose. 
Hasil analisis prosesor LPC 
berupa besaran parameter-parameter 
koefisien cepstral  ( )(ˆ tcm ),  turunan 
koefisien cepstral  ( )(ˆ tcm ), besaran 
energi bingkai  (e),  dan  besaran 
turunan energi frame (de) akan menjadi 
runtun observasi bagi HMM, dituliskan 
dalam bentuk: 
 
  o = [ )(ˆ tcm   )(ˆ tcm  e de]      ………(8) 
       
 
2.2.   Model Markov Tersembunyi 
 Model markov tersembunyi 
adalah salah satu bentuk model Markov 
dengan observasi yang merupakan 
sebuah fungsi probabilistik keadaan, 
artinya, model yang dihasilkan adalah 
sebuah proses stokastik yang disimpan 
secara berganda. Proses stokastik tidak 
dapat diobservasi langsung, tetapi 
dapat diobservasi hanya melalui 
rangkaian proses stokastik yang 
menghasilkan runtun observasi.  
Suatu model HMM dinyatakan 
dengan simbol  = (A,B, )  yang  
menetapkan besaran probabilitas untuk 
O, P(O),  seperti berikut. 
a. Distribusi probabilitas transisi keadaan 
A = {aij} dengan: 
 
  ,,1,1 NjiiqjqPa ttij   …(9) 
 
Untuk kasus khusus bila setiap state 
dapat menjangkau setiap state 
lainnya pada satu langkah tunggal, 
maka aij > 0 untuk semua i,j.  
 
                                                          N       M                    W(n)                                   p 
 
  S(n)                                 )(~ ns                        Xt(n)                           )(~ nxt  
 
 
        e                                                                                                                               rm(t) 
 
 
    de 
                                                         w(m)                                                                                      
 
 
)(ˆ tcm                                                                   cm(t)                                  sm(t) 
)(ˆ tcm  
 
Gambar 1. Diagram blok ekstraksi ciri dengan analisis LPC 
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b. Distribusi probabilitas simbol 
observasi B = {bj(k)}, dengan: 
 
  ,1,)( MkjqvoPkb tktj   ….(10) 
 
menetapkan distribusi simbol dalam 
keadaan j, j = 1, 2, … , N. 
c. Distribusi state inisial },{ i   
dengan: 
 
  ,1, NiiqP ti   ……(11) 
 
 
3. Metode Penelitian 
3.1 Bahan penelitian 
 Bahan diteliti adalah ucapan 
kata-kata yang berkorelasi tinggi yang 
akan diucapkan oleh banyak penutur. 
Sampel penelitian  adalah 8 buah kata 
bahasa Indonesia yaitu : muka, muak, 
kamu, kaum, masuk, kamus, kusam, 
sukma. Untuk membuktikan bahwa ke-8 
kata yang telah ditetapkan  itu benar-
benar memiliki korelasi yang tinggi satu 
sama lain maka dilakukan analisis 
korelasi terhadap  spektrumnya dengan 
koefisien FFT sebesar 256. Jumlah 
penutur sebanyak 85 orang dengan 
spesifikasi dinyatakan dalam tabel 1. 
 
3.2 Alat penelitian 
 Alat yang digunakan dalam 
penelitian ini adalah meliputi perangkat 
keras yang terdiri atas mikrofon sebagai 
alat perekam dan seperangkat PC 
(Personal computer).  
 Sedangkan untuk proses 
pengambilan data dan pengolahan  
serta pembuatan laporan dibutuhkan 
perangkat lunak, yang dalam penelitian 
ini menggunakan  program aplikasi 
Microsoft Word 2000, toolbox h2m dan 
Matlab 6.1. 
 
3.3 Jalannya penelitian 
 Penelitian dilakukan dengan 
sampel data yang dibedakan untuk 
kelompok pengucap berdasarkan jenis 
kelamin yaitu laki-laki dan perempuan 
serta untuk keseluruhan  pengucap.  
 Secara garis besar jalannya 
penelitian  pengenalan ucap dapat 
dilihat pada gambar 2. 
 
 
Tabel 1. Spesifikasi pengucap sebagai bahan penelitian 
No. Spesifikasi Jumlah Total Jumlah 









2 Berdasarkan umur 
 umur  20 
 20  umur  30 
 30  umur  40 
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Gambar 3.  Cara perekaman  ucapan kata 
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Adapun tahapan pelaksanaan 
penelitian sesuai dengan blok diagram 
diatas adalah : 
1. Tahap pertama, pengambilan data 
suara dengan cara merekam sampel 
kata yang telah ditetapkan sebanyak  
8 kata oleh 85 orang pria dan wanita 
dengan frekuensi perekaman 8000Hz. 
Proses perekaman menggunakan 
perangkat keras mikrofon dan PC 
serta perangkat lunak perekaman 
yang sebelumnya telah dibuat 
dengan bantuan GUI pada program 
Matlab6P1, seperti terlihat pada 
gambar-3.  Hasil perekaman disimpan 
dalam file dengan format .mat 
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 parameter model 
Konvergensi or 
Iiterasi tercapai? 
S e l e s a i 
Parameter awal = 
Parameter baru 
2. Tahap kedua, melakukan analisis LPC 
untuk mendapatkan ciri-ciri besaran 
dari setiap kata yang diucapkan  
menggunakan fungsi-fungsi program 
yang sebelumnya telah dibuat di 
Matlab6P1. Parameter LPC yang 
digunakan adalah p = 8, N = 400 
(jumlah sampel perframe), dan M = 
100 (jarak antara frame yang 
berturutan). Blok diagram analisis LPC 
yang menghasilkan runtun vektor ciri 
yang terdiri atas 18 elemen 
berbentuk o = [cm dcm e de] dapat 
dilihat pada gambar-4, dengan cm 
adalah besaran koefisien cepstral 
sebanyak 8 elemen, dcm adalah 
besaran turunan koefisien cepstral 
terhadap waktu sebanyak 8 elemen, 
e  adalah besaran energi frame 
sebanyak 1 elemen dan de adalah 
besaran turunan energi frame 
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Gambar 6.  Diagram alir proses pelatihan 
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3. Tahap ketiga, melakukan proses 
pelatihan setiap kata menggunakan 
model HMM kiri-kanan dengan fungsi 
latih_hmm yang sebelumnya telah 
dibuat di Matlab6P1. Type proses 
pelatihan adalah type terbimbing, 
dimana keseluruhan runtun observasi 
hasil ekstraksi ciri akan mengalami 
proses pelatihan berurutan sesuai 
dengan urutan jenis kata yang 
diucapkan yang tersimpan dalam 
satu berkas (file) .mat. Gambar 
model HMM kiri-kanan dengan N 
cacah keadaan dapat dilihat pada 
gamabr-5. Sedangkan diagram alir 
proses pelatihan dapat dilihat pada 
gambar-6  dengan algoritma 
sebagai berikut : 
a. Menentukan nilai awal parameter 
model  ),,,( 00000 UA    yaitu :  
o probabilitas transisi keadaan A0,  
dipilih aii = 0,75; aii+1=0,25; aNN=1, 
untuk 1  i  N,  dan probabilitas 
keadaan awal i = 1 untuk i = 1  
dan    i = 0 untuk i  1 dengan 
fungsi init_pi_A 
o penentuan nilai awal 0 dan U0 
oleh toolbox H2M dengan cara 
mengelompokkan masing-
masing runtun observasi (hasil 
ekstraksi ciri) kedalam N 
kelompok sesuai   cacah 
keadaan HMM. Terhadap 
setiap kelompok runtun 
observasi akan dilakukan 
penghitungan nilai rerata dan 
nilai kovarians dengan fungsi 
hmm_mint dimana vektor 
rerata menjadi nilai awal   0 
dan matriks kovarians menjadi 
nilai awal U0 .  
b. Pada   proses   pelatihan   ini 
dilakukan reestimasi parameter 
model untuk kemudian dihitung 
nilai probabilitas P(O) untuk 
menguji konverginitas pelatihan 
dengan algoritma Baum-Welch. 
Proses pelatihan dinyatakan 
konvergen apabila cacah iterasi 
maksimum (yang dalam 
penelitian ini dipilih jumlah iterasi 
40)  tercapai atau apabila 
konvergenitas proses pelatihan 














  Proses reestimasi model 
),,,( iiiii UA    dilakukan oleh 
fungsi-fungsi yang terdapat di 
dalam toolbox h2m, sebagai 
berikut : 
o reestimasi parameter Ai 
menggunakan fungsi 
hmm_mest 
o reestimasi parameter i dan Ui  
menggunakan fungsi mix_par 
o parameter i tidak direestimasi 
karena nilainya yang 
deterministik sesuai dengan 
kekangan yang ada pada 
parameter tersebut.  
Setelah iterasi maksimum 
tercapai atau syarat konvergen 
tercapai maka akan diperoleh 
hasil pelatihan berupa 
parameter-parameter model opt 
= (A, , , U), ditambah dengan 
nilai logaritma probabilitas untuk 
setiap iterasi dan peubah nama 
kata yang dimodelkan. Pelatihan 
untuk seluruh kata  menggunakan 
fungsi latihan_ucap yang akan 
menghasilkan  8 model HMM 
sesuai jumlah jenis kata yang 
diucapkan masing-masing 
dengan N cacah keadaan, 
dengan model output pelatihan : 
pola = [A_; pi_; mu_; sigma_ ; LL; 
nama], dengan A_ adalah 
matriks probabilitas transisi 
keadaan (NxN), pi_ adalah 
probabilitas keadaan awal (1xN), 
mu_ adalah N buah rerata vektor 
ciri [1x(2p+1+1)], sigma_ adalah N 
buah matriks kovarians 
[(2p+1+1)x(2p+1+1)], LL adalah 
logaritma probabilitas iterasi, 
dengan p adalah orde LPC dan 
N adalah cacah keadaan HMM.  
Pelatihan dilakukan dengan 
beberapa type, yaitu untuk 
keseluruhan data yang ada 
dengan cacah keadaan yang 
berbeda-beda yaitu dipilih dari 
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cacah keadaan 5 sampai 
dengan 8, yang akan 
menghasilkan model optimal dari 
masing-masing kata untuk 
menjadi pola referensi. Juga 
dilakukan pelatihan runtun 
observasi untuk masing-masing 
kelompok berdasarkan jenis 
kelamin pengucap yaitu 
kelompok pengucap perempuan 
dan kelompok pengucap laki-laki.     
4. Tahap keempat, melakukan 
pengujian/pengenalan atas sampel 
kata-kata yang telah dilatih maupun 
yang belum dilatih dan menghitung 
persentasi keberhasilan pengujian, 
serta mengamati pada cacah 
keadaan berapa dicapai tingkat 
keberhasilan tertinggi. Untuk proses 
pengujian atau pengenalan setiap 
kata menggunakan fungsi uji_kata 
dan untuk pengenalan seluruh kata 
terucap digunakan fungsi uji_ucap. 
Hasil komputasi uji_ucap adalah 
persentase keberhasilan pengenalan 
seluruh kata, persentase keberhasilan 
pengenalan masing-masing kata dan 
penyataan kata yang salah dikenali 
yang dapat dilihat dengan fungsi 
hasil_ucap, ditulis dalam bentuk: 
  [hasil, has, 
yg_salah]=hasil_ucap(path,kosa), 
dengan path adalah direktori tempat 
menyimpan file kata-kata terucap, 
dan kosa adalah variabel sel berisi 
model HMM seluruh kata.  
Terhadap sampel data hasil rekaman 
dilakukan proses ekstraksi ciri untuk 
mendapatkan runtun observasi, untuk 
kemudian dihitung probabilitas model 
runtun observasi menggunakan 
algoritma viterbi dan dipilih 
probabilitas maksimum model yang 
akan dibandingkan dengan model 
pola referensi hasil pelatihan untuk 
kemudian ditetapkan sebagai kata 
yang terkenali sesuai dengan 
kecocokan pola referensi yang ada. 
Diagram blok pengenalan  kata  
berdasarkan   algoritma viterbi dapat 
dilihat pada gambar-7.  
 
 
                                                               1 
                                                                  HMM kata-1 
 
 
                                                                                   P(O1) 
 
 
          Runtun                                         2                                                                                           Indeks kata 








                                                   v 
 
                                                       HMM kata-v 




Gambar 7.  Diagram Blok Pengenal Kata 
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4. Hasil dan Pembahasan 
Adapun hasil yang telah 
diperoleh  dalam penelitian ini adalah 
seperti berikut. 
1. Untuk pengujian kata-kata yang 
dipilih sebagai bahan penelitian 
adalah benar memiliki korelasi satu 
sama lain telah dilakukan 
penghitungan koefisien korelasi 
diantara kata yang satu dengan 
kata yang lainnya menggunakan 













Hasil penghitungan korelasi antara 2 
kata dinyatakan dalam bentuk tabel 
yang dapat dilihat pada tabel-2 
yang menunjukkan adanya korelasi 
yang tinggi antara kata yang satu 
dengan kata yang lain, khususnya 
pada kata kamu dan kamus 
menunjukkan koefisien korelasi 
0,9787. 
2. Penelitian dengan sampel data yang 
diucapkan oleh 85 pengucap laki-
laki dan perempuan, dengan runtun 
observasi o = [cm dcm e de] dan  
variasi cacah keadaan model HMM 




Tabel 2.  Koefisien korelasi antara kata yang menjadi bahan penelitian 
 muka muak kamu kaum masuk kamus kusam sukma 
muka 1 0,5788 0,9420 0,8009 0,7161 0,9299 0,9379 0,7584 
muak 0,5788 1 0,6581 0,8770 0,7643 0,7258 0,5205 0,7235 
kamu 0,9420 0,6581 1 0,9069 0,8170 0,9787 0,9249 0,8948 
kaum 0,8009 0,8770 0,9069 1 0,8934 0,9255 0,7581 0,9098 
masuk 0,7161 0,7643 0,8170 0,8934 1 0,8718 0,7271 0,8497 
kamus 0,9299 0,7258 0,9787 0,9255 0,8717 1 0,8992 0,8835 
kusam 0,9379 0,5205 0,9249 0,7581 0,7271 0,8992 1 0,8161 




Tabel 3. . Persentase rata-rata pengenalan kata seluruh pengucap dengan variasi 
cacah keadaan;  (o = [cm dcm e de]) 
No. Cacah 
State 
Sampel Kata Total 
Hasil muka muak Kamu Kaum masuk kamus kusam sukma 
1. 5 100 97.65 97.65 95.29 100 94.12 98.82 96.47 97.50 
2. 6 100 96.47 97.64 96.47 100 94.12 98.82 97.65 97.65 
3. 7 100 98.82 100   100  100 96.47 98.82 100   99.27 
4. 8 100 98.82 100 98.82 100 94.12 98.82 97.65 98.53 
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Sampel Kata Total 
Hasil Muka muak Kamu kaum masuk kamus kusam Sukma 
1. 8 100 98.82 100 100 100 96.47 98.82 100 99.26 
2. 9 100 98.82 100 95.29 100 94.18 98.82 96.47 97.94 
3. 10 100 98.82 100 97.65 100 94.12 98.82 100   98.68 
 
 




Kata terkenali sebagai 
muka muak kamu kaum masuk kamus kusam sukma X 
muka 91.67 - - - - - - 4.17 4.17 
muak 8.33 79.17 - - 4.17 - - 8.33 - 
kamu - - 45.83 - 4.17 50 - - - 
kaum - - 4.17 79.17 4.17 12.50 - - - 
masuk - - - - 95.83 - - 4.17 - 
kamus - - - - 4.17 91.67 - - 4.17 
kusam - - - - 4.17 - 1.67 - 4.17 
sukma - - - - 8.33 - - 91.67 - 
 
 
4. Penelitian untuk melihat pengaruh 
perubahan orde analisis LPC 
terhadap tingkat pengenalan 
ucapan kata berkorelasi tinggi, yaitu 
dengan menetapkan parameter-
parameter N=400, M=100, cacah 
keadaan 7, dan variasi  orde dari 8 
sampai 10 (Tabel 4).  
5. Penelitian untuk melihat pengaruh 
korelasi terhadap pengenalan kata, 
dengan jumlah data pelatihan 15 
dan jumlah data pengenalan 24, 
pada cacah keadaan 7, p = 8, 
N=400, dan M =100, dengan hasil 




Dari hasil penelitian diatas dapat 
disimpulkan yang berikut. 
1) Ucapan kata-kata yang berkorelasi 
tinggi dapat dikenali oleh komputer 
setelah terlebih dahulu dilakukan 
proses ekstraksi ciri menggunakan 
model LPC dan proses klasifikasi 
menggunakan model HMM, dengan 
tingkat pengenalan cukup signifikan 
yaitu di atas 97%. 
2) Pengenalan mencapai tingkat 
keberhasilan tertinggi pada cacah 
keadaan 7 untuk runtun observasi 
dengan empat ciri-ciri besaran yaitu 
koefisien cepstral dan turunannya 
serta koefisien energi dan turunannya 
dimana rata-rata keberhasilan 
pengenalan untuk seluruh kata 
adalah 99%.  
3) Perubahan orde analisis LPC tidak 
memberikan pengaruh yang 
signifikan terhadap tingkat 
pengenalan ucapan kata berkorelasi 
tinggi dimana pada penelitian ini 
untuk orde LPC dari 8 sampai 10 
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tingkat pengenalan rata-rata di atas 
97%. 
4)  Korelasi antara kata yang sangat 
tinggi akan memberikan pengaruh 
terhadap tingkat pengenalan kata 
tersebut. Tingkat pengenalan kata 
terucap kamu dikenali 50% sebagai 
kata kamus, hal ini dikarenakan 
korelasi antara kedua kata yang 
cukup tinggi yaitu 0,9787.  
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