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1. Introduction
Let n be a positive integer, letMn(Cl ) denote the vector space of n-squarematrices over the complex
field Cl and let χ be an irreducible complex character of the symmetric group Sn. The immanant
associated with χ is the function dχ : Mn(Cl ) → Cl defined by
dχ (A) =
∑
π∈Sn
χ(π)
n∏
i=1
aiπ(i) (1)
for all A = (aij) ∈ Mn(Cl ).
If x1, . . . , xp are distinct indeterminates and A is an n × n matrix with entries in the polynomial
ring Cl [x1, . . . , xp], then the equality (1) defines a polynomial dχ (A) ∈ Cl [x1, . . . , xp].
The immanant associated with the alternating character  is the determinant and the immanant
associated with the principal character 1 is the permanent.
Given a subspace V of Mn(Cl ), we say that a linear transformation T : V → V preserves the
immanant dχ on V if dχ (T(X)) = dχ (X), for all X ∈ V .
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The linear preservers of dχ onMn(Cl ) are completely described [7,10,6,2].
If V is the subspace ofMn(Cl ) consisting of the n-square symmetric matrices, the linear preservers
of dχ on V are also characterized [8,3,5].
In this work, we consider the subspace of Mn(Cl ) consisting of the n-square skew-symmetric ma-
trices, which we will denote by Qn(Cl ).
If n is even and χ is a nonlinear character we obtain, apart two exceptions, the description of the
linear preservers of dχ on Qn(Cl ). Notice that if n is odd, then any immanant dχ vanishes on Qn(Cl ) and
consequently all linear transformations of Qn(Cl ) preserve dχ .
2. Main results
It is well known that there is a natural one to one correspondence between the irreducible complex
characters of Sn and the partitions of n. Ifχ is the character associatedwith the partition (m1, . . . ,mt),
we will write χ = [m1, . . . ,mt]. Collecting parts of equal length repetitions may be indicated by the
use of superscripts. For example we will denote by (2, 1n−2) the partition (2, 1, . . . , 1) where the
integer 1 appears n−2 times andwewill denote by [2, 1n−2] the irreducible character of Sn associated
with the partition (2, 1n−2).
Ifα ∈ Sn andα1, . . . , αr are disjoint cycles of Sn with lengths k1, . . . , kr , respectively, which satisfy
α = α1 . . . αr and k1 + · · · + kr = n
we say that α = α1 . . . αr is the cycle decomposition of α and that α has cyclic structure (k1, . . . , kr),
where k1, . . . , kr may appear in an arbitrary order.
Under the above conditions the conjugacy class ofα is the set of permutationswith cyclic structure
(k1, . . . , kr).
It is well known that the characters of Sn are constant on the conjugacy classes. We will denote by
χ(k1, . . . , kr) the value of the character χ on the conjugacy class of cyclic structure (k1, . . . , kr). For
n  10 the character table of Sn can be found in [9].
Given an evenpositive integern, wewill denote by Pn the subset of Sn consisting of thepermutations
σ ∈ Sn whose cycle decomposition does not contain any cycle of odd length. Our first theorem states
that if A is a skew-symmetric matrix of order n, then to compute dχ (A) it is enough to consider the
summands χ(π)
∏n
i=1 aiπ(i), with π ∈ Pn.
Theorem 2.1. Let n be an even positive integer, let χ be an irreducible complex character of Sn and let
A = (aij) be an n × n skew-symmetric matrix with entries in lK, where lK = Cl or lK = Cl [x1, . . . , xp].
Then
dχ (A) =
∑
π∈Pn
χ(π)
n∏
i=1
aiπ(i).
The following result is an immediate consequence of Theorem 2.1.
Corollary 2.1. Let n be an even positive integer and let χ be an irreducible complex character of Sn. If
χ(π) = 0, whenever π ∈ Pn, then dχ (A) = 0, for all A ∈ Qn(Cl ).
We say that an irreducible character χ of Sn is a triangular character, if χ = [m,m− 1, . . . , 1], for
somem.
Corollary 2.2. Let n be an even positive integer. If χ is a triangular character of Sn, then dχ (A) = 0, for
all A ∈ Qn(Cl ).
Proof. In [4], we proved that an irreducible character χ of Sn is a triangular character if and only if it
vanishes on all permutations whose cycle decomposition contains at least one cycle of even length.
The result follows. 
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Remark 2.1. The converse of Corollary 2.2 is not valid. For example, the character χ = [5, 2, 1] of S8
is not triangular, but it vanishes on P8 and consequently dχ vanishes on Q8(Cl ).
Corollary 2.3. Let n be an even positive integer, let χ = [n − 1, 1] and let λ = [2, 1n−2]. Then, for all
A ∈ Qn(Cl ), dχ (A) = −per(A) and dλ(A) = −det(A).
Proof. Let fix(σ ) denote the number of integers fixed by the permutation σ . It is known that, for all
σ ∈ Sn, χ(σ) = fix(σ )− 1 and λ(σ) = (σ )(fix(σ )− 1). On the other hand, since the permutations
of Pn do not contain cycles of length one in their cycle decomposition, we have fix(σ ) = 0, for all
σ ∈ Pn. Thus, we get χ(σ) = −1 and λ(σ) = −(σ ), for all σ ∈ Pn, and the result follows by
applying Theorem 2.1. 
If the characterχ vanishes on Pn, then by Corollary 2.1 dχ vanishes onQn(Cl ) and therefore all linear
transformations of Qn(Cl ) preserve dχ . If χ = [n − 1, 1], then by applying Corollary 2.3 we conclude
that a linear transformation T ofQn(Cl ) preserves dχ if and only if T preserves the permanent. Similarly,
if χ = [2, 1n−2], then a linear transformation T of Qn(Cl ) preserves dχ if and only if T preserves the
determinant.
In the following theorems we characterize the linear preservers of dχ on Qn(Cl ), for any irreducible
nonlinear character χ = [n − 1, 1], [2, 1n−2] which does not vanish on Pn.
Given a permutation σ ∈ Sn, wewill denote by P(σ ) the n-squarematrixwhose (i, j) entry is δiσ(j),
i, j = 1, . . . , n.
If A, B ∈ Mn(Cl ), the entrywise product of A and B will be denoted by A. B.
Theorem 2.2. Let n be an even positive integer with n  6 and let χ be an irreducible complex character
of Sn, with χ = 1, , [n − 1, 1], [2, 1n−2] and such that χ(π) = 0, for some π ∈ Pn. A linear
transformation
T : Qn(Cl ) → Qn(Cl )
preserves dχ if and only if there exist a permutation σ ∈ Sn and a symmetric matrix C ∈ Mn(Cl ) such that
T(X) = C . P(σ )XP(σ−1) for all X ∈ Qn(Cl ) (2)
and
n∏
t=1
ctπ(t) = 1, for all π ∈ Pn such that χ(π) = 0. (3)
Theorem 2.3. Let n = 4 and let χ = [2, 2]. A linear transformation
T : Q4(Cl ) → Q4(Cl )
preserves dχ if and only if there exist a permutation σ ∈ S6 satisfying
σ(16)(25)(34) = (16)(25)(34)σ (4)
and a symmetric matrix C ∈ M4(Cl ) satisfying
c212c
2
34 = c213c224 = c214c223 = 1 (5)
such that, for all
X =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 x1 x2 x3
−x1 0 x4 x5
−x2 −x4 0 x6
−x3 −x5 −x6 0
⎤
⎥⎥⎥⎥⎥⎥⎦
∈ Q4(Cl ),
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T(X) = C .
⎡
⎢⎢⎢⎢⎢⎢⎣
0 xσ(1) xσ(2) xσ(3)
−xσ(1) 0 xσ(4) xσ(5)
−xσ(2) −xσ(4) 0 xσ(6)
−xσ(3) −xσ(5) −xσ(6) 0
⎤
⎥⎥⎥⎥⎥⎥⎦
. (6)
3. Preliminaries
In this section we introduce some notations and results which will be often used in the subsequent
sections.
Let n be an even positive integer and let χ be an irreducible complex character of Sn.
Given k distinct integers i1, . . . , ik ∈ {1, . . . , n}, the cycle τ ∈ Sn defined by
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
τ(ij) = ij+1, j = 1, . . . , k − 1
τ(ik) = i1
τ(t) = t, if t = i1, . . . , ik
will be denoted by τ = (i1 . . . ik) or by τ = (i1, . . . , ik) if it is necessary to avoid some ambiguity.
If τ = (i1 . . . ik), then τ−1 = (ik . . . i1). So, the following result is clear.
Proposition 3.1. Let A be a skew-symmetric matrix of order n. Then, for all cycle τ = (i1 . . . ik) ∈ Sn,
k∏
t=1
aitτ−1(it) = (−1)k
k∏
t=1
aitτ(it).
If σ ∈ Sn has cycle decomposition σ = τ1 . . . τk, we will denote by Cσ the set of permutations
of the form τ
p1
1 . . . τ
pk
k with pi ∈ {−1, 1} for all i ∈ {1, . . . , k} and we will denote by Dσ the set of
permutations ρ ∈ Sn which satisfy ρ(t) = σ(t) or ρ(t) = σ−1(t) for all t ∈ {1, . . . , n}.
From the remarks in Section 3 of [5], where the sets Cσ andDσ were introduced, we conclude that a
permutation ρ ∈ Dσ if and only if for each cycle τ in the cycle decomposition of σ one of the following
conditions holds:
(a) τ or τ−1 belongs to the cycle decomposition of ρ .
(b) τ has even length, say τ = (i1 . . . i2r), and the cycle decomposition of ρ contains one of the
following sets of transpositions: {(i1i2), . . . , (i2r−1i2r)} or {(i1i2r), (i2r−1i2r−2), . . . , (i3i2)}.
It follows that Cσ ⊆ Dσ and the permutations in Dσ − Cσ contain in their cycle decomposition more
transpositions and less cycles of even length greater than two than σ does. Moreover if σ ∈ Pn, then
Dσ ⊆ Pn.
It is also clear that, for all σ ∈ Sn, the set Cσ is contained in the conjugacy class of σ . Thus, by
applying Proposition 3.1, we immediately get the following result.
Proposition 3.2. If σ ∈ Pn and π ∈ Cσ , then, for all skew-symmetric matrix A of order n,
χ(π)
n∏
t=1
atπ(t) = χ(σ)
n∏
t=1
atσ(t).
To each σ ∈ Pn, we associate an n × n skew-symmetric matrix, which we will denote by Q(σ ),
defined in the following way:
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– If i < j and the transposition (ij) belongs to the cycle decomposition of σ , then (Q(σ ))ij = 1
and (Q(σ ))ji = −1.
– If, in the cycle decomposition ofσ , the support of the cyclewhich contains the integer k is greater
than two, then (Q(σ ))kσ(k) = 1 and (Q(σ ))σ(k)k = −1.
– If t = σ(k) and t = σ−1(k), then (Q(σ ))kt = 0.
Given σ ∈ Pn and ρ ∈ Sn, we have
n∏
t=1
(Q(σ ))tρ(t) = 0 if and only if ρ ∈ Dσ .
So, using again Proposition 3.1, we easily get the following result.
Proposition 3.3. Let σ ∈ Pn. Then
dχ (Q(σ )) =
∑
ρ∈Dσ
(−1)kρχ(ρ),
where kρ is the number of transpositions in the cycle decomposition of ρ .
Moreover, if (i1, j1), . . . , (it, jt) are transpositions of the cycle decomposition of σ , and X is the ma-
trix obtained from Q(σ ) by interchanging the entries (ik, jk) and (jk, ik), k = 1, . . . , t, then dχ (X) =
dχ (Q(σ )).
4. Proof of Theorem 2.1
Let us consider the map f : Sn → lK defined by
f (π) = χ(π)
n∏
i=1
aiπ(i)
for all π ∈ Sn.
Let I denote the set of permutations of Sn whose cycle decomposition contains at least one cycle of
odd length but does not contain any cycle of length one.
Since the diagonal entries of A are null, we have f (π) = 0, whenever π contains in its cycle
decomposition any cycle of length one. Thus, to get the result it remains to prove that
∑
π∈I
f (π) = 0.
If n = 2 or n = 4, then I = ∅. So we may assume that n  6.
Let C be the subset of Sn consisting of the cycles of odd length greater than one.
If σ ∈ C, then σ−1 = σ and σ−1 ∈ C. So, we can consider cycles σ1, . . . , σs such that C is the
disjoint union of the sets {σ1, . . . , σs} and {σ−11 , . . . , σ−1s }.
For each σ ∈ C, denote by Sσ the subset of I consisting of the permutations which contain σ in its
cycle decomposition.
Let us fix σ ∈ C. We associatewith each ρ ∈ Sσ a permutation ρ∗ ∈ Sσ−1 in the followingway: if ρ
has cycle decomposition ρ = στ2 . . . τr , then ρ∗ = σ−1τ2 . . . τr . For each ρ ∈ Sσ , the permutations
ρ and ρ∗ have the same cyclic structure and consequently χ(ρ) = χ(ρ∗). Thus, since σ is a cycle of
odd length, by applying Proposition 3.1, we get f (ρ) + f (ρ∗) = 0, for all ρ ∈ Sσ .
On the other hand it is clear that Sσ and Sσ−1 are disjoint sets and that the map
Sσ → Sσ−1
ρ → ρ∗
is bijective.
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So, it follows that, for all σ ∈ C,
∑
π∈Sσ ∪Sσ−1
f (π) = 0.
In particular, we have
∑
π∈Sσ1∪Sσ−11
f (π) = 0. (7)
Now consider the sets I1, . . . , Is, where I1 = Sσ1 and, for 1 < k  s,
Ik = Sσk \
k−1⋃
i=1
(Sσi ∪ Sσ−1i )
is the subset of I consisting of the permutations which contain σk in its cycle decomposition but do
not contain any of the cycles σ1, . . . , σk−1, σ−11 , . . . , σ−1k−1.
Similarly, we define I′1, . . . , I′s by I′1 = Sσ−11 and, for 1 < k  s,
I′k = Sσ−1k \
k−1⋃
i=1
(Sσi ∪ Sσ−1i ).
It is clear that the sets I1, . . . , Is, I
′
1, . . . , I
′
s are pairwise disjoint and that their union is the set I.
By (7) we have
∑
π∈I1∪I′1
f (π) = 0.
If 1 < k  s and ρ ∈ Sσk has cycle decomposition ρ = σkτ2 . . . τr , let gk(ρ) ∈ Sσ−1k be the
permutation with cycle decomposition σ−1k τ2 . . . τr .
As we have remarked before the map
gk : Sσk → Sσ−1k
ρ → gk(ρ)
is bijective and, for all ρ ∈ Sσk , we have f (ρ) + f (gk(ρ)) = 0. It is also clear that gk(Ik) = I′k . Since Ik
and I′k are disjoint it follows that∑
π∈Ik∪I′k
f (π) = 0.
As I is the disjoint union of the sets I1 ∪ I′1, . . . , Is ∪ I′s the result follows. 
5. Proof of Theorem 2.2 and Theorem 2.3
From now to the end of this section we assume that n is an even positive integer and χ is an
irreducible complex character of Sn such that χ(π) = 0, for some π ∈ Pn.
To prove Theorem 2.2 and Theorem 2.3 we need some auxiliary results. We will use the notation
and results presented in Section 3. Theorem 2.1 will also be often used.
We begin by proving that the linear preservers of dχ on Qn(Cl ) are nonsingular.
Lemma 5.1. Let T : Qn(Cl ) → Qn(Cl ) be a linear preserver of dχ . Then T is nonsingular.
Proof. LetA = (aij) ∈ Qn(Cl ) be amatrix such that T(A) = 0. Thenwehave dχ (αA+B) = dχ (T(αA+
B)) = dχ (T(B)) = dχ (B), for all α ∈ Cl and all B ∈ Qn(Cl ).
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Let x be an indeterminate over Cl . The previous equalities allow us to conclude that, for all skew-
symmetric matrix Bwith entries in Cl [x], the polynomials dχ (xA + B) and dχ (B)must be equal. With
suitable choices of B we will get A = 0.
Notice that since A is skew-symmetric it is enough to prove that aij = 0, whenever 1  i < j  n.
So, let us fix i, j ∈ {1, . . . , n}with i < j. In order to state aij = 0,wewill consider separately two cases.
Case1.Thereexistsapermutationσ ∈ Pn containing the transposition (ij) in its cycledecomposition
and such that χ(σ) = 0.
Choose σ under the above conditions, but containing the maximum number of transpositions in
its cycle decomposition.
Let B ∈ Qn(Cl ) be thematrix obtained from Q(σ ) by replacing the (i, j) and (j, i) entries by 0. Since
B has zero rows, we have dχ (B) = 0. Thus, we also have dχ (xA+ B) = 0. In particular, the coefficient
of x2 in the polynomial dχ (xA+ B)must be 0. We will now compute this coefficient as function of the
entries of A.
Suppose that π ∈ Pn is a permutation such that∏nt=1(xA+ B)tπ(t) contains a monomial of degree
2. Then we must have btπ(t) = 0, whenever t = i, j. It follows that π(t) = σ(t) or π(t) = σ−1(t),
for all t = i, j. Consequently, we have π({i, j}) = {i, j}. But, since π ∈ Pn, it does not contain length
one cycles; thus, we conclude that π(i) = j and π(j) = i. So, we have π(t) = σ(t) or π(t) = σ−1(t),
for all t ∈ {1, . . . , n}, that is π ∈ Dσ .
On the other hand, ifπ ∈ Dσ −Cσ , thenπ contains in its cycle decompositionmore transpositions
than σ does and consequently χ(π) = 0. So, using Theorem 2.1 and Proposition 3.2, we conclude
that the coefficient of x2 in dχ (xA + B) is (−1)s|Cσ |χ(σ)a2ij , where s is the number of transpositions
in the cycle decomposition ofσ . Thus,wehave (−1)s|Cσ |χ(σ)a2ij = 0; sinceχ(σ) = 0,weget aij = 0.
Case 2. χ(π) = 0, whenever π ∈ Pn contains any transposition in its cycle decomposition.
Take a permutation σ ∈ Pn such that σ(i) = j and χ(σ) = 0. Let C be the skew-symmetric matrix
obtained from Q(σ ) by multiplying the (i, j) and (j, i) entries by xaij and let B = C − xA.
If π ∈ Pn and∏nt=1(xA + B)tπ(t) = 0, then π ∈ Dσ . On the other hand, if π ∈ Dσ − Cσ , then π
contains at least one transposition in its cycle decomposition and consequently χ(π) = 0. So, using
again Theorem 2.1 and Proposition 3.2, we get dχ (xA + B) = |Cσ |χ(σ)aijx.
Let us study now the polynomial dχ (B). Suppose π ∈ Pn is a permutation such that χ(π)∏nt=1
btπ(t) = 0. Since bij = bji = 0, we conclude that π(i) = j and π(j) = i.
On the other hand, π does not contain any transposition in its cycle decomposition, otherwise we
would have χ(π) = 0. It follows that
π(i) = σ−1(i) or π(σ−1(i)) = i.
By the definition of C, we have cik = cki = 0, whenever k = j, σ−1(i). So, if π(i) = σ−1(i), we get
biπ(i) = −xaiπ(i) and if π(σ−1(i)) = i, we get bπ−1(i)i = −xaπ−1(i)i. Therefore, we have
biπ(i) = −xaiπ(i) or bπ−1(i)i = −xaπ−1(i)i. (8)
Similarly, we have π(j) = σ(j) or π(σ(j)) = j and we get
bjπ(j) = −xajπ(j) or bπ−1(j)j = −xaπ−1(j)j. (9)
From (8) and (9), we conclude that all the monomials of the polynomial χ(π)
∏n
t=1 btπ(t) have
degree greater than or equal to two. Applying once more Theorem 2.1, we conclude that dχ (B) does
not contain any monomial of degree one. Since dχ (B) = dχ (xA + B) = |Cσ |χ(σ)aijx and χ(σ) = 0,
it follows that aij = 0. 
We will now study the sets A1χ and A2χ defined by
A1χ = {A ∈ Qn(Cl ) : deg(dχ (xA + B))  1 for all B ∈ Qn(Cl )}
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and
A2χ = {A ∈ Qn(Cl ) : deg(dχ (xA + B))  2 for all B ∈ Qn(Cl )},
where deg(p) denotes the degree of the polynomial p.
Lemma 5.2. Let i ∈ {1, 2}. If a linear transformation T : Qn(Cl ) → Qn(Cl ) preserves dχ , then
T(Aiχ ) = Aiχ .
Proof. Let T : Qn(Cl ) → Qn(Cl ) be a linear preserver of dχ . Then, for all A, B ∈ Qn(Cl ) and allα ∈ Cl , we
have dχ (αA+B) = dχ (αT(A)+T(B)). Consequently, for all A, B ∈ Qn(Cl ), we also have dχ (xA+B) =
dχ (xT(A) + T(B)) and the result follows easily, using the nonsingularity of T . 
Lemma 5.3. Let i ∈ {1, 2}. If A ∈ Aiχ , then, for all ρ ∈ Sn, P(ρ)AP(ρ−1) ∈ Aiχ .
Proof. Given ρ ∈ Sn, the map X → P(ρ)XP(ρ−1) is a linear preserver of dχ on Qn(Cl ). Thus, using
the previous lemma, we immediately get the result. 
In the next lemmawe characterize the setA1χ in the case that χ vanishes on all permutations of Pn
whose cycle decomposition contains at least one transposition.
Given i, j ∈ {1, . . . , n}, with i = j, we will denote by Uij the n × n skew-symmetric matrix
with 1 in position (i, j) and −1 in position (j, i) and 0 elsewhere. It is well known that the family
{Uij : 1  i < j  n} is a basis of Qn(Cl ) over Cl .
Lemma 5.4. If χ(π) = 0 whenever π ∈ Pn contains a transposition in its cycle decomposition, then A1χ
consists of the scalar multiples of the matrices Uij.
Proof. Assume that χ(π) = 0 whenever π ∈ Pn contains a transposition in its cycle decomposition.
Then, by applying Theorem2.1,we easily conclude thatA1χ contains all scalarmultiples of thematrices
Uij . In order to state the other inclusion we will now prove the following two claims.
Claim 1. If A ∈ A1χ and i, j, k are pairwise distinct elements of {1, . . . , n}, then aijajk = 0.
Claim 2. If A ∈ A1χ and i, j, k, h are pairwise distinct elements of {1, . . . , n}, then aijakh = 0.
Let us prove Claim 1.
Let A ∈ A1χ and let i, j, k be pairwise distinct elements of {1, . . . , n}. Take σ ∈ Pn such that
σ(i) = j, σ (j) = k and χ(σ) = 0 and consider the matrix B ∈ Qn(Cl ) obtained from Q(σ ) by
replacing the (i, j), (j, i), (j, k) and (k, j) entries by zero. Notice that the row j and the column j of B
are null, biσ−1(i) = −1, bσ−1(i)i = 1, bkσ(k) = 1, bσ(k)k = −1 and the remaining entries in rows
and columns i and k are null.
We will now compute the coefficient of x2 in the polynomial dχ (xA + B).
Assume that π ∈ Pn is a permutation such that χ(π) = 0 and the polynomial∏nt=1(xA + B)tπ(t)
contains a monomial of degree 2. We will prove that π ∈ Cσ .
Since row j and column j of B are null, we have
(xA + B)jπ(j) = xajπ(j) (10)
and
(xA + B)π−1(j)j = xaπ−1(j)j. (11)
We will consider separately the cases π(i) = σ−1(i) and π(i) = σ−1(i).
Case 1. π(i) = σ−1(i). Then biπ(i) = 0. Thus we have
(xA + B)iπ(i) = xaiπ(i). (12)
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Since i = j, from (10), (11) and (12) it follows that (i, π(i)) = (π−1(j), j) and btπ(t) = 0, for all
t = i, j. So, we have π(i) = j (= σ(i)), π(k) = σ(k) and for each t = i, j, k either π(t) = σ(t) or
π(t) = σ−1(t).
Since π(k) = σ(k) and π does not contain any transposition in its cycle decomposition, we must
have π(σ(k)) = k.
As π(i) = k, π(k) = k, π(σ(k)) = k and if t = i, j, k, σ (k), then either π(t) = σ(t) = k or
π(t) = σ−1(t) = k, we must have π(j) = k (= σ(j)). Therefore π ∈ Dσ and since π does not
contain any transposition in its cycle decomposition, it follows that π ∈ Cσ .
Case 2.π(i) = σ−1(i). Then, sinceπ does not contain any transposition in its cycle decomposition,
it follows that π−1(i) = σ−1(i). Thus bπ−1(i)i = 0 and we get
(xA + B)π−1(i)i = xaπ−1(i)i. (13)
From (10), (11) and (13) it follows that π(j) = i (= σ−1(j)) and bπ−1(t)t = 0, for all t = i, j. Thus
we have bπ−1(k)k = 0 and consequently π−1(k) = σ(k). So, using again the fact that π does not
contain any transposition in its cycle decomposition, we conclude that π(k) = σ(k). It follows that
bkπ(k) = 0 and we get
(xA + B)kπ(k) = xakπ(k). (14)
From (10), (11) and (14) we conclude that π(k) = j (= σ−1(k)) and btπ(t) = 0, for all t = j, k.
Then with similar arguments to those used in the first case, we conclude that π ∈ Cσ .
Now, using Proposition 3.2, Theorem 2.1 and the definition of the matrix B we conclude that the
coefficient of x2 in the polynomial dχ (xA + B) is |Cσ |χ(σ)aijajk . Since A ∈ A1χ and χ(σ) = 0, it
follows that aijajk = 0. So, Claim 1 is proved.
Let us prove Claim 2.
Let A ∈ A1χ and let i, j, k, h be pairwise distinct elements of {1, . . . , n}.
Suppose that aij = 0 and akh = 0. Since aji = −aij = 0, using Claim 1 we conclude that ait = 0,
for all t = j. So, aij is the unique nonnull entry in row i. Similarly, we conclude that akh is the unique
nonnull entry in row k; aij is the unique nonnull entry in column j and akh is the unique nonnull entry
in column h.
Take σ ∈ Pn such that σ(i) = j, σ (k) = h and χ(σ) = 0 and consider the matrix B ∈ Qn(Cl )
obtained from Q(σ ) replacing the (i, j), (j, i), (k, h) and (h, k) entries by zero.
We will now compute the coefficient of x2 in the polynomial dχ (xA + B).
Assume that π ∈ Pn is a permutation such that χ(π) = 0 and
n∏
t=1
(xA + B)tπ(t) = 0.
Then, in particular, we have (xA+ B)iπ(i) = 0 and (xA+ B)jπ(j) = 0 and, since the permutations π
andσ donot contain any transposition in their cycle decompositions,wehave eitherπ(i) = j (= σ(i))
and π(j) = σ(j) or π(j) = i (= σ−1(j)) and π(i) = σ−1(i). In both cases we get
(xA + B)iπ(i)(xA + B)jπ(j) = xaij.
Similarly, we conclude that
(xA + B)kπ(k)(xA + B)hπ(h) = xakh.
Now, fromthe twopreviousequalities,weeasily conclude that thecoefficientof x2 in thepolynomial
dχ (xA + B) is |Cσ |χ(σ)aijakh = 0, which is a contradiction since A ∈ A1χ . It follows that aijakh = 0.
So, Claim 2 is proved.
Using Claim 1 and Claim 2 we conclude that if A ∈ A1χ and aij = 0, then A = aijUij . 
We will now introduce some more notation which we will use to study the set A2χ .
Let us consider distinct indeterminates yij, 1  i < j  n.
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Let Y be the n × n skew-symmetric polynomial matrix such that Yij = yij , if 1  i < j  n and,
for each A ∈ Qn(Cl ), consider the polynomial
dχ (xA + Y) =
∑
π∈Pn
χ(π)
n∏
t=1
(xA + Y)tπ(t) ∈ Cl [x, yij : 1  i < j  n].
Given π ∈ Pn, in each monomial of ∏nt=1(xA + Y)tπ(t) the exponent of the indeterminate yij is
less than or equal to 2. Moreover if yij occurs with exponent 2 in some of these monomials, then the
transposition (ij) belongs to the cycle decomposition of π .
We have
dχ (xA + Y) = f0,A + f1,Ax + · · · + fn,Axn,
where fn,A = dχ (A), and for k < n the polynomial fk,A ∈ Cl [yij : 1  i < j  n] is either zero or an
homogeneous polynomial of degree n − k. Moreover in all monomials of fk,A the exponent of each yij
is less than or equal to 2.
It is clear that if A ∈ A2χ , then, for all k ∈ {3, . . . , n}, the polynomial function associated with fk,A
is null and consequently fk,A = 0. In particular, for all A ∈ A2χ , we have f3,A = 0.
If ρ = (i, i+1, . . . , i+ s−1) ∈ Sn is a cycle of even length defined by a sequence of s consecutive
integers, we will denote by yρ the monomial of degree s defined in the following way:
– If ρ = (i, i + 1), then yρ = y2i,i+1.
– If ρ = (i, i + 1, . . . , i + s − 1)with s > 2, then yρ = (∏i+s−2j=i yj,j+1)yi,i+s−1.
Lemma 5.5. Let n  4 and let k1, . . . , kr be even positive integers summing n − 2. If A ∈ A2χ , then, for
all pairwise distinct integers i1, i2, i3, i4 ∈ {1, . . . , n},
χ(2, k1, . . . , kr)a
2
i1i2
ai3i4 + aχ(2 + k1, k2 . . . , kr)ai1i2(ai1i3ai2i4 − ai1i4ai2i3) = 0,
where a = 1, if k1 > 2 and a = 2, if k1 = 2.
Proof. Let A ∈ A2χ . Consider the cycles ρ1, ρ2, . . . , ρr with lengths k1, k2, . . . , kr , respectively, de-
fined by consecutive integers, in the following way: ρ1 = (3, 4, . . . , k1 + 2) and, for i > 1,
ρi = (pi, pi + 1, . . . , pi + ki − 1),
where pi = k1 + · · · + ki−1 + 3.
Consider also the following cycles α1 and β1, with length k1 + 2:
If k1 > 2, then α1 = (3, 1, 2, 4, 5, . . . , k1 + 2) and β1 = (3, 2, 1, 4, 5, . . . , k1 + 2).
If k1 = 2, then α1 = (3, 1, 2, 4) and β1 = (3, 2, 1, 4).
Now, take σ = (12)ρ1ρ2 . . . ρr , α = α1ρ2 . . . ρr and β = β1ρ2 . . . ρr and let
ν =
⎛
⎝ ∏
4jk1+1
yj,j+1
⎞
⎠ y3,k1+2 yρ2 . . . yρr .
We will compute the coefficient of the monomial ν in the polynomial f3,A.
Suppose that π ∈ Pn is a permutation such that νx3 occurs in some monomial of
gA,π =
n∏
t=1
(xA + Y)tπ(t).
Take j ∈ {2, . . . , r} and let p = pj .
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If kj = 2, then ρj = (p p + 1). Under these conditions the indeterminate ypp+1 occurs in ν with
exponent 2 and consequently the transposition ρj belongs to the cycle decomposition of π .
If kj > 2, then ρj = (p, p + 1, . . . , p + kj − 1) and, for all i ∈ {p, . . . , p + kj − 1}, we have either
π(i) = ρj(i) or π(ρj(i)) = i. We easily conclude that if π(p) = p + 1, then ρj belongs to the cycle
decomposition of π and if π(p + 1) = p, then ρ−1j belongs to the cycle decomposition of π .
So, for each j ∈ {2, . . . , r}, one of the cycles ρj or ρ−1j belongs to the cycle decomposition of π .
Since we also must have π(k1 + 2) = 3 or π(3) = k1 + 2 and if 4  i  k1 + 1, π(i) = i + 1 or
π(i + 1) = i, we easily conclude that π ∈ Cσ or π ∈ Cα or π ∈ Cβ .
It follows that the coefficient of ν in the polynomial f3,A is
(−1)r+1|Cσ |χ(σ)a212a34 + (−1)r−1|Cα|χ(α)a12a13a24 + (−1)r |Cβ |χ(β)a12a14a23.
On the other hand, since f3,A = 0, this coefficient must be zero. Moreover, the permutations α and β
havecyclic structure (2+k1, k2, . . . , kr)and thepermutationσ has cyclic structure (2, k1, k2, . . . , kr).
Thus, if k1 > 2, we have |Cα|=|Cβ |=|Cσ | and if k1 = 2, we have |Cα|=|Cβ |=2|Cσ |. So, we get the result
in the case of (i1, i2, i3, i4) = (1, 2, 3, 4). The result for arbitrary pairwise distinct i1, i2, i3, i4 ∈{1, . . . , n} follows now by applying Lemma 5.3. 
Lemma5.6. Let n  4 and assume thatχ = 1, , [n−1, 1], [2, 1n−2]. Let A ∈ A2χ and let i1, i2, i3, i4 ∈{1, . . . , n} be pairwise distinct.
(a) If χ(π) = 0, whenever π ∈ Pn contains a transposition in its cycle decomposition, then
ai1i2(ai1i3ai2i4 − ai1i4ai2i3) = 0.
(b) If there existsπ ∈ Pn containing a transposition in its cycle decomposition and such thatχ(π) = 0,
then ai1i2ai3i4 = 0.
Proof. Let us prove (a). Assume that χ(π) = 0, whenever π ∈ Pn contains a transposition in its
cycle decomposition. Take a permutation α ∈ Pn such that χ(α) = 0. Then α has cyclic structure
(α1, . . . , αr), with α1, . . . , αr even and greater than 2. Using the previous lemma, we get
χ(2, α1 − 2, . . . , αr)a2i1i2ai3i4 + aχ(α)ai1i2(ai1i3ai2i4 − ai1i4ai2i3) = 0,
where a = 1, if α1 > 4 and a = 2, if α1 = 4.
Since χ(2, α1 − 2, . . . , αr) = 0 and aχ(α) = 0, the result follows.
Let us now prove (b). First notice that under our hypothesis, we must have χ(2, n − 2) = 0 or
χ(n) = 0, that is
χ(21, n − 2 × 1) = 0 or χ(20, n − 2 × 0) = 0. (15)
In fact, if χ is not a single-hook character, we have χ(n) = 0, and if χ is a single-hook, as χ =
1, , [n− 1, 1], [2, 1n−2], with a simple application of Nakayama Rule [1], we conclude that χ(2, n−
2) = 0.
Assume that there exists π ∈ Pn containing a transposition in its cycle decomposition and such
that χ(π) = 0 and let t = n
2
. We will study separately the case when χ(2t) = 0 and the case when
χ(2t) = 0.
First assume that χ(2t) = 0, that is χ(2t−1, n − 2(t − 1)) = 0. In this case, by (15), we easily
conclude that there exists an integer s ∈ {0, . . . , t − 2} such that χ(2s, n− 2s) = 0 and χ(2s+1, n−
2(s+1)) = 0. Then by applying Lemma 5.5with r = s+1, k1 = n−2(s+1) and k2 = · · · = kr = 2,
we obtain
χ(2s+1, n − 2(s + 1))a2i1i2ai3i4 + aχ(2s, n − 2s)ai1i2(ai1i3ai2i4 − ai1i4ai2i3) = 0,
where a = 1 if s < t − 2 and a = 2 if s = t − 2.
As χ(2s+1, n − 2(s + 1)) = 0 and χ(2s, n − 2s) = 0, it follows that ai1i2ai3i4 = 0.
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Let us now assume thatχ(2t) = 0. Let q be the largest integer for which there exists a permutation
α ∈ Pn containing q transpositions in its cycle decomposition and such that χ(α) = 0. It is clear that
1  q  t − 2 and we may consider even positive integers p1, . . . , ps such that
χ(2q, p1, . . . , ps) = 0. (16)
By the definition of q, we have
χ(2q+1, p1 − 2, p2, . . . , ps) = 0. (17)
By applying Lemma5.5,with r = s+q, k1 = p1−2, kj = pj if 2  j  s and ks+1 = · · · = kr = 2,
and using (16) and (17), we obtain
ai1i2(ai1i3ai2i4 − ai1i4ai2i3) = 0. (18)
Finally, by applying Lemma 5.5, with r = s+ q− 1, kj = pj if 1  j  s and ks+1 = · · · = kr = 2,
and using (16) and (18), we get ai1i2ai3i4 = 0. 
In the following results we consider the subspaces Vi of Qn(Cl ), i = 1, . . . , n, and the subspaces
W(i,j,k), with i, j, k ∈ {1, . . . , n} pairwise distinct, defined by
Vi = 〈Uij : j = i〉
and
W(i,j,k) = 〈Uij,Uik,Ukj〉.
Each subspace Vi consists of the n× n skew-symmetric matrices whose nonnull entries lie on row
or column i. So, it is clear that if i, j, k ∈ {1, . . . , n} are pairwise distinct, then
(Vi + Vj) ∩ (Vj + Vk) ∩ (Vi + Vk) = W(i,j,k).
Lemma 5.7. Let n  4 and assume that χ = 1, , [n − 1, 1], [2, 1n−2].
(a) If A ∈ Vi, for some i, or A ∈ W(i,j,k), for some distinct i, j, k, then A ∈ A2χ .
(b) If there exists a permutation π ∈ Pn containing a transposition in its cycle decomposition and such
that χ(π) = 0, then a matrix A ∈ A2χ if and only if A ∈ Vi, for some i, or A ∈ W(i,j,k), for some
distinct i, j, k.
Proof. Let us prove (a). It is obvious that if A ∈ Vi, for some i, then A ∈ A2χ .
Suppose now that A ∈ W(i,j,k), for some distinct i, j, k and let B ∈ Qn(Cl ). Since all nonzero entries
of A lie in the 3× 3 principal submatrix defined by rows and columns i, j and k and, for all π ∈ Pn, we
have π({i, j, k}) = {i, j, k}, using Theorem 2.1 we conclude that deg(dχ (xA + B))  2. Thus A ∈ A2χ .
Let us now prove (b). Suppose that there exists a permutation π ∈ Pn containing a transposition in
its cycle decomposition and such that χ(π) = 0 and let A ∈ A2χ . Using Lemma 5.6 (b), we conclude
that if ars = 0, then A ∈ Vr + Vs.
Assume that, for all t ∈ {1, . . . , n}, A /∈ Vt . Take positive integers i, j such that aij = 0. Then
A ∈ Vi + Vj .
Since A is skew-symmetric, A /∈ Vi and A ∈ Vi + Vj , it follows that there exists an integer k = i, j
such that ajk = 0 and consequently A ∈ Vj + Vk .
Similarly, since A /∈ Vj and A ∈ Vi + Vj , we conclude that ais = 0, for some s = i, j. As A ∈ Vj + Vk ,
i = j, k and s = j, we must have s = k. It follows that aik = 0 and consequently A ∈ Vi + Vk .
Thus we have A ∈ (Vi + Vj) ∩ (Vj + Vk) ∩ (Vi + Vk) = W(i,j,k). 
The characterization of A2χ given in Lemma 5.7 (b) is no more valid if the character χ vanishes on
all permutations of Pn whose cycle decomposition contains at least one transposition. In fact, under
that assumption, the matrices αUij + βUkt , with i, j, k, t pairwise distinct and α, β ∈ Cl− {0}, belong
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to A2χ . For those characters, we will now present a necessary condition for a matrix with exactly 6
nonnull entries to belong to A2χ .
Lemma 5.8. If χ(π) = 0, whenever π ∈ Pn contains a transposition in its cycle decomposition and
A ∈ A2χ has exactly 6 nonnull entries, then ai1i2ai3i4 = 0, whenever i1, i2, i3, i4 ∈ {1, . . . , n} are pairwise
distinct.
Proof. Assume that χ(π) = 0, whenever π ∈ Pn contains a transposition in its cycle decomposition.
Let us consider distinct integers i, j such that (i, j) /∈ {(1, 2), (2, 1), (3, 4), (4, 3)}. Wewill prove that,
for all α, β, γ ∈ Cl − {0}, the matrix αU12 + βU34 + γUij /∈ A2χ . Since Uji = −Uij , we may assume
that i < j.
Take α, β ∈ Cl−{0} and δ ∈ Cl . Let A = αU12 +βU34 + δUij and suppose that A ∈ A2χ . Then, using
Lemma 5.6 (a), we get the following equalities:
a13(a12a34 − a14a32) = 0 (19)
a23(a21a34 − a24a31) = 0 (20)
a14(a12a43 − a13a42) = 0 (21)
a24(a21a43 − a23a41) = 0. (22)
If (i, j) = (1, 3), then by the definition of A, we have a14 = a32 = 0 and by equality (19) we get
δαβ = 0 and consequently δ = 0.
Similarly, using equalities (20), (21) and (22), we conclude that if (i, j) ∈ {(2, 3), (1, 4), (2, 4)},
then δ = 0.
Suppose now that i = 1 and j > 4. Take a permutation σ ∈ Pn such that σ(j) = 1, σ (1) =
2, σ (3) = 4 and χ(σ) = 0 and let B = Q(σ )− (U12 + U34 + Uj1). Under these conditions, if π ∈ Pn
is a permutation such that
∏n
t=1(xA + B)tπ(t) = 0, then we must have π ∈ Dσ . On the other hand, if
π ∈ Dσ − Cσ , then π must contain some transpositions in its cycle decomposition and consequently
χ(π) = 0. Thus we have
dχ (xA + B) = |Cσ |χ(σ)
n∏
t=1
(xA + B)tσ(t) = −|Cσ |χ(σ)αβδx3.
Since A ∈ A2χ and α, β, χ(σ ) = 0, it follows that δ = 0.
In the remaining cases, we can use similar arguments to state δ = 0:
– If i = 2 and j > 4, consider σ ∈ Pn such that σ(j) = 2, σ (2) = 1, σ (3) = 4 and χ(σ) = 0
and take B = Q(σ ) − (U21 + U34 + Uj2).
– If i = 3 and j > 4, consider σ ∈ Pn such that σ(j) = 3, σ (1) = 2, σ (3) = 4 and χ(σ) = 0
and take B = Q(σ ) − (U12 + U34 + Uj3).
– If i = 4 and j > 4, consider σ ∈ Pn such that σ(j) = 4, σ (1) = 2, σ (4) = 3 and χ(σ) = 0
and take B = Q(σ ) − (U12 + U43 + Uj4).
– If 4 < i < j, consider σ ∈ Pn such that σ(i) = j, σ (1) = 2, σ (3) = 4 and χ(σ) = 0 and take
B = Q(σ ) − (U12 + U34 + Uij).
We conclude that if (i, j) /∈ {(1, 2), (2, 1), (3, 4), (4, 3)}, then, for allα, β, γ ∈ Cl−{0}, thematrix
αU12 + βU34 + γUij /∈ A2χ . Consequently if A ∈ A2χ is a matrix which has exactly 6 nonnull entries,
then we must have a12a34 = 0. The result follows by applying Lemma 5.3. 
Lemma 5.9. Let n  6 and assume that χ = 1, , [n− 1, 1], [2, 1n−2] and there exists a permutation
π ∈ Pn containing a transposition in its cycle decomposition and such that χ(π) = 0. If V is a subspace
of Qn(Cl ) such that dim V = n − 1 and V ⊆ A2χ , then V = Vi, for some i ∈ {1, . . . , n}.
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Proof. Let V be a subspace of Qn(Cl ) such that dim V = n − 1 and V ⊆ A2χ . Let (A1, . . . , An−1) be a
basis of V and consider the polynomial matrix
Z(z1, . . . , zn−1) = z1A1 + · · · + zn−1An−1 ∈ Qn(Cl [z1, . . . , zn−1]).
Let fpq be the (p, q) entry of Z(z1, . . . , zn−1), let
P = {(p, q) : p < q and fpq = 0}
and takeW =< Upq : (p, q) ∈ P >. We have
V = {α1A1 + · · · + αn−1An−1 : (α1, . . . , αn−1) ∈ Cl n−1}
= {Z(α1, . . . , αn−1) : (α1, . . . , αn−1) ∈ Cl n−1}.
On the other hand, if p < q and (p, q) /∈ P , then, for all (α1, . . . , αn−1) ∈ Cl n−1, we have
Z(α1, . . . , αn−1)pq = fpq(α1, . . . , αn−1) = 0.
Thus, we conclude that V ⊆ W . Therefore |P| = dimW  n − 1.
Suppose that |P| > n − 1. Then, there exist pairwise distinct integers i, j, k, h such that (i, j),
(k, h) ∈ P . Under these conditions,we have fij = 0 and fkh = 0. Take (α1, . . . , αn−1), (β1, . . . , βn−1)
∈ Cl n−1 such that fij(α1, . . . , αn−1) = 0 and fkh(β1, . . . , βn−1) = 0 and consider the matrices
C1 = α1A1 + · · · + αn−1An−1, C2 = β1A1 + · · · + βn−1An−1 and C = C1 + C2.
We have that C1, C2 ∈ V, (C1)ij = 0 and (C2)hk = 0. Since V ⊆ A2χ , by applying Lemma 5.6 (b),
we conclude that (C1)kh = 0 and (C2)ij = 0. It follows that CijCkh = (C1)ij(C2)kh = 0 which is a
contradiction with Lemma 5.6 (b), because C ∈ V ⊆ A2χ .
It follows that |P| = n − 1 and V = W =< Upq : (p, q) ∈ P >. In particular, the matrix
A = ∑(p,q)∈P Upq ∈ V .
Now, as n − 1 > 3 and V ⊆ A2χ , we easily get the result by applying Lemma 5.7 (b). 
Lemma 5.10. Let n  6 and assume that χ = 1, , [n − 1, 1], [2, 1n−2]. If a linear transformation
T : Qn(Cl ) → Qn(Cl ) preserves dχ , then there exists a permutation σ ∈ Sn such that T(Vi) = Vσ(i),
i = 1, . . . , n.
Proof. Let T : Qn(Cl ) → Qn(Cl ) be a linear transformation which preserves dχ .
By Lemma 5.7, we have Vi ⊆ A2χ , i = 1, . . . , n. Thus, by applying Lemma 5.2, we conclude that
T(Vi) ⊆ A2χ , i = 1, . . . , n.
On the other hand, since T is nonsingular, we have dim(T(Vi)) = dim(Vi) = n−1. So, if there exists
a permutation π ∈ Pn containing a transposition in its cycle decomposition and such that χ(π) = 0,
we immediately get the result using Lemma 5.9 and the nonsingularity of T .
Assume now that χ(π) = 0, whenever π ∈ Pn is a permutation containing a transposition in its
cycle decomposition. Then, by Lemma 5.4,A1χ consists of the scalar multiples of thematrices Uij . Thus,
using Lemma5.2 and thenonsingularity of T , we conclude that, for eachpair (i, j)with i, j ∈ {1, . . . , n}
and i = j, there exist α ∈ Cl \ {0} and k, t ∈ {1, . . . , n} with k = t such that T(Uij) = αUkt .
Moreover, if i1 = j1, i2 = j2, {i1, j1} = {i2, j2}, T(Ui1j1) = α1Uk1t1 and T(Ui2j2) = α2Uk2t2 , then{k1, t1} = {k2, t2}.
We will now prove the following claim:
Claim. If i, j1, j2 are pairwise distinct, T(Uij1) = αUkt and T(Uij2) = βUrs, with α, β ∈ Cl \ {0}, then{r, s} ∩ {k, t} = ∅.
Suppose, by contradiction, that {r, s} ∩ {k, t} = ∅ and take an integer p ∈ {1, . . . , n} \ {i, j1, j2}.
By Lemma 5.7 (a), the matrix Uij1 + Uij2 + Uip ∈ A2χ . Thus, by Lemma 5.2, the matrix A = T(Uij1) +
T(Uij2) + T(Uip) also belongs toA2χ . On the other hand, A has exactly 6 nonnull entries. Since k, t, r, s
are pairwise distinct and aktars = (T(Uij1))kt(T(Uij2))rs = αβ = 0, we get a contradiction with
Lemma 5.8. So, the claim is proved.
2550 M. Purificação Coelho, M. Antónia Duffner / Linear Algebra and its Applications 436 (2012) 2536–2553
Now consider an arbitrary integer i ∈ {1, . . . , n} and take some j1 ∈ {1, . . . , n} with j1 = i.
We have T(Uij1) = αUkt , for some α ∈ Cl \ {0} and some distinct integers k, t ∈ {1, . . . , n}. Under
these conditions, using the previous claim, we conclude that, for all j ∈ {1, . . . , n} \ {i}, the matrix
T(Uij) ∈ Vt ∪ Vk . We will now prove that T(Vi) ⊆ Vt or T(Vi) ⊆ Vk .
Suppose that T(Vi)  Vt . Then we can consider j2 ∈ {1, . . . , n} \ {i, j1} such that T(Uij2) /∈ Vt . We
will have T(Uij2) = βUkt2 , for some β ∈ Cl \ {0} and some integer t2 = t, k.
Now, suppose, by contradiction, that there exists j ∈ {1, . . . , n} \ {i} such that T(Uij) /∈ Vk . Then,
since T(Uij1) = αUkt , using the claim, we conclude that T(Uij) ∈ Vt . Similarly, since T(Uij2) = βUkt2 ,
we conclude that T(Uij) ∈ Vt2 . Consequently T(Uij) = γUtt2 for some γ ∈ Cl \ {0}.
Take now an integer p ∈ {1, . . . , n} \ {i, j1, j2, j}. We must have T(Uip) ∈ Vk or T(Uip) ∈ Vt .
Suppose that T(Uip) ∈ Vk .
As p = j1 and T(Uij1) = αUkt , it follows that T(Uip) /∈ Vt . Similarly, since p = j2 and T(Uij2) =
βUkt2 , we conclude that T(Uip) /∈ Vt2 . On the other hand, since i, j, p are pairwise distinct and T(Uij) =
γUtt2 , by applying the claim, we conclude that T(Uip) ∈ Vt or T(Uip) ∈ Vt2 , coming to a contradiction.
Similarly, if we assume that T(Uip) ∈ Vt , we come to a contradiction.
It follows that, for all j ∈ {1, . . . , n} \ {i}, the matrix T(Uij) belongs to Vk . Thus T(Vi) ⊆ Vk and
with an argument of dimension we get T(Vi) = Vk .
So, we proved that, for each i ∈ {1, . . . , n}, there exists k ∈ {1, . . . , n} such that T(Vi) = Vk . The
result follows using the nonsingularity of T . 
Proof of Theorem 2.2
The set Pn is a union of conjugacy classes. So, if T : Qn(Cl ) → Qn(Cl ) is a linear transformation
for which there exists σ ∈ Sn and an n × n complex symmetric matrix C such that the equalities
(2) and (3) hold, then, by applying Theorem 2.1, with a direct computation we easily conclude that T
preserves dχ .
Conversely, suppose that T : Qn(Cl ) → Qn(Cl ) is a linear transformation which preserves dχ . Then,
by Lemma 5.10, there exists σ ∈ Sn such that T(Vi) = Vσ(i), i = 1, . . . , n.
Take σ in the above conditions. Given i, j ∈ {1, . . . , n} with i = j, we have that Uij ∈ Vi ∩ Vj and
consequently T(Uij) ∈ Vσ(i)∩Vσ(j) =< Uσ(i)σ (j) >. Thus, we can consider a family of scalars (cpq)p=q
such that, for all i, j ∈ {1, . . . , n} with i = j,
T(Uij) = cσ(i)σ (j)Uσ(i)σ (j). (23)
Since T is nonsingular all these scalars are nonnull. Take cii = 0, i = 1, . . . , n and consider the
matrix C = (ckt) ∈ Mn(Cl ).
Given distinct k, t, we have Ukt = −Utk . So, for all distinct i, j, we have
cσ(j)σ (i)Uσ(j)σ (i) = T(Uji) = −T(Uij) = −cσ(i)σ (j)Uσ(i)σ (j) = cσ(i)σ (j)Uσ(j)σ (i)
and consequently cσ(j)σ (i) = cσ(i)σ (j). It follows that C is a symmetric matrix.
By using the equalities (23) and the linearity of T , we get the equalities (2).
We will now state the equalities (3).
For each α ∈ Pn, let kα be the number of transpositions in the cycle decomposition of α and, if
(i1, j1), . . . , (ikα , jkα ) are the transpositions which arise in the cycle decomposition of α, let Rα ={1, . . . , n} \ {i1, . . . , ikα , j1, . . . , jkα }.
Suppose that π ∈ Pn is a permutation such that χ(π) = 0 and let ρ = σ−1πσ .
Take k = kρ and let (i1, j1), . . . , (ik, jk), with it < jt, t = 1, . . . , k, be the transpositions in the
cycle decomposition of ρ . We have kπ = kρ = k and the transpositions in the cycle decomposition
of π are (q1, r1), . . . , (qk, rk), where qt = σ(it) and rt = σ(jt), t = 1, . . . , k. Moreover, Rπ ={1, . . . , n} \ {q1, . . . , qk, r1, . . . , rk} = {σ(t) : t ∈ Rρ}.
Now, let us consider the matrix
Q(ρ) =
k∑
p=1
Uipjp +
∑
t∈Rρ
Utρ(t).
M. Purificação Coelho, M. Antónia Duffner / Linear Algebra and its Applications 436 (2012) 2536–2553 2551
By Proposition 3.3, we have
dχ (Q(ρ)) =
∑
ρ′∈Dρ
(−1)kρ′χ(ρ′). (24)
On the other hand, using the equalities (23) and the linearity of T , we get
T(Q(ρ)) =
k∑
p=1
cσ(ip)σ (jp)Uσ(ip)σ (jp) +
∑
t∈Rρ
cσ(t)σ (ρ(t))Uσ(t)σ (ρ(t))
=
k∑
p=1
cqprpUqprp +
∑
t∈Rρ
cσ(t)π(σ (t))Uσ(t)π(σ (t)) =
k∑
p=1
cqprpUqprp +
∑
i∈Rπ
ciπ(i)Uiπ(i).
So, we have
dχ (T(Q(ρ))) =
∑
ρ′∈Dπ
(−1)kρ′χ(ρ′)
n∏
t=1
ctρ′(t). (25)
We will prove that
∏n
t=1 ctπ(t) = 1 using induction on the number of cycles of length greater than
2 in the cycle decomposition of π .
First assume that π does not contain in its cycle decomposition any cycle of length greater than 2.
Then k = n
2
, ρ = (i1, j1) . . . (ik, jk),
π = (σ (i1), σ (j1)) . . . (σ (ik), σ (jk)) = (q1, r1) . . . (qk, rk),
Dρ = Cρ = {ρ}, Dπ = Cπ = {π}, Rρ = Rπ = ∅ and from the equalities (24) and (25) we obtain,
respectively,
dχ (Q(ρ)) = (−1) n2 χ(ρ) (26)
and
dχ (T(Q(ρ))) = (−1) n2 χ(π)
n∏
t=1
ctπ(t). (27)
Since T preserves dχ , χ(ρ) = χ(π) and we are assuming that χ(π) = 0, it follows from (26) and
(27) that
∏n
t=1 ctπ(t) = 1.
Suppose now that the number of cycles of length greater than 2 in the cycle decomposition of π is
s  1 and assume, by induction, that ∏nt=1 ctφ(t) = 1, whenever φ ∈ Pn is a permutation such that
χ(φ) = 0 and whose cycle decomposition contains less than s cycles of length greater than 2.
We have |Cρ | = |Cπ | = 2s and χ(ρ) = χ(π) and we can rewrite the equalities (24) and (25) in
the following way:
dχ (Q(ρ)) = (−1)k2sχ(π) +
∑
ψ∈Dρ\Cρ
(−1)kψ χ(ψ) (28)
and
dχ (T(Q(ρ))) = (−1)k2sχ(π)
n∏
t=1
ctπ(t) +
∑
φ∈Dπ\Cπ
(−1)kφχ(φ)
n∏
t=1
ctφ(t). (29)
Since Dρ \ Cρ = {σ−1φσ : φ ∈ Dπ \ Cπ } and, for each φ ∈ Dπ \ Cπ , the permutations φ and
σ−1φσ have the same cyclic structure, from the equality (28) we get
dχ (Q(ρ)) = (−1)k2sχ(π) +
∑
φ∈Dπ\Cπ
(−1)kφχ(φ). (30)
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Now, if φ ∈ Dπ \ Cπ , then φ contains in its cycle decomposition less than s cycles of length greater
than 2 and, by induction, we have either χ(φ) = 0 or∏nt=1 ctφ(t) = 1. So, since T preserves dχ , from
the equalities (29) and (30), we conclude that χ(π)
∏n
t=1 ctπ(t) = χ(π). As χ(π) = 0 it follows that∏n
t=1 ctπ(t) = 1. 
Proof of Theorem 2.3
Given a skew-symmetric matrix X = (xij) ∈ Q4(Cl ), we have
dχ (X) = 2(x212x234 + x213x224 + x214x223).
So, if T : Q4(Cl ) → Q4(Cl ) is a linear transformation for which there exist a permutation σ ∈ S6
and a symmetric matrix C ∈ M4(Cl ) such that the equalities (4), (5) and (6) hold, then with a direct
computation we conclude that T preserves dχ .
Conversely, suppose that T : Q4(Cl ) → Q4(Cl ) is a linear transformation which preserves dχ .
Let D = {(1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4)}.
By Lemma 5.1, T is nonsingular. Thus, for each (r, s) ∈ D, there exists at least a pair (i, j) ∈ D such
that (T(Uij))rs = 0. We will now prove the following:
Claim. Let (r, s), (p, q) ∈ D with {p, q} = {1, 2, 3, 4} \ {r, s} and let (i, j), (k, t) ∈ D be such that
(T(Uij))rs = 0 and (T(Ukt))pq = 0. Then
{i, j} = {1, 2, 3, 4} \ {k, t}.
Let A = T(Uij) and B = T(Ukt). We have that A ∈ A2χ and ars = 0. Since p, q, r, s are pairwise
distinct and the character χ does not vanish on the class of cycle structure (2, 2), by applying Lemma
5.6 (b), we conclude that apq = 0. Similarly, we have brs = 0. It follows that
(A + B)rs = ars = 0 and (A + B)pq = bpq = 0.
Using again Lemma 5.6 (b), we conclude that A + B /∈ A2χ .
Since A+ B = T(Uij +Ukt), using now Lemma 5.2, we conclude that Uij +Ukt /∈ A2χ and by Lemma
5.7 it follows that i, j, k, t are pairwise distinct. Consequently {i, j} = {1, 2, 3, 4} \ {k, t}.
The above claim allows us to conclude that, for each (r, s) ∈ D, there exists a unique pair (i, j) ∈ D
such that (T(Uij))rs = 0. So, we can define a map f : D → D in the following way:
f (r, s) = (i, j) ⇔ (T(Uij))rs = 0.
Since T is nonsingular, f is clearly surjective. As D is a finite set, it follows that f is bijective. Con-
sequently, for each (i, j) ∈ D, there exists a unique pair (r, s) ∈ D such that (T(Uij))rs = 0. So, if
(T(Uij))rs = 0, we have that T(Uij) ∈ 〈Urs〉.
By applying the above claim, we can conclude that if {i, j, k, t} = {1, 2, 3, 4}, T(Uij) ∈ 〈Urs〉 and
T(Ukt) ∈ 〈Upq〉, then {r, s, p, q} = {1, 2, 3, 4}. In fact, if {p1, q1} = {1, 2, 3, 4} \ {r, s} and (k1, t1) is
the unique element ofD such that T(Uk1t1) ∈ 〈Up1q1〉, then {k1, t1} = {1, 2, 3, 4} \ {i, j} = {k, t} and
consequently T(Ukt) ∈ 〈Up1q1〉, which allows us to conclude that {p, q} = {p1, q1} = {1, 2, 3, 4} \{r, s}.
Now, let H1 = U12,H2 = U13,H3 = U14,H4 = U23,H5 = U24 and H6 = U34 and consider the
permutation ρ = (16)(25)(34) ∈ S6.
If i, j ∈ {1, . . . , 6} and T(Hi) ∈ 〈Hj〉, then by the previous considerations we conclude that
T(Hρ(i)) ∈ 〈Hρ(j)〉. It follows that there exists a permutation π ∈ S6 satisfying πρ = ρπ and such
that T(Hi) ∈ 〈Hπ(i)〉, i = 1, . . . , 6.
Then, takingσ = π−1 andusing the linearityofTweeasily concludeof theexistenceof a symmetric
matrix C ∈ M4(Cl ) such that the equalities (6) hold. On the other hand, since πρ = ρπ , we also have
σρ = ρσ , that is σ satisfies (4).
We will now state the equalities (5).
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For all i ∈ {1, . . . , 6}, we have dχ (Hi + Hρ(i)) = 2. Since T preserves dχ , taking i = σ(1), we get
2 = dχ (T(Hσ(1)) + T(Hρσ(1))) = dχ (c12U12 + c34U34) = 2c212c234.
Thus c212c
2
34 = 1.
Similarly, taking i = σ(2), we get c213c224 = 1 and taking i = σ(3), we get c214c223 = 1. 
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