This paper studies two classes of epidemic models. These models are the standard SIR and SEIR models with time-varying periodic contact rate. The importance of the latent period is our target. When the latent period can be ignored and when it must be taken into account are the main points of our simulation. The comparison of the simulation results of our two models shows that the latent period is affecting the pattern of the dynamics of the disease. This paper addresses how model predictions are affected by the assumed form of the seasonally varying transmission rate and whether or not a latent class is included. Moreover, for some infectious diseases, using latent period leads to appearance or disappearance of some periodic solutions for the same parameter set. A key parameter for our models is the basic reproductive number R 0 . We have simulated our models for a set of values of parameters insuring that R 0 > 1, which represent the endemic case (Greenhalgh & Moneim, 2003; Moneim & Greenhalgh, 2005a,b). Different patterns have been obtained for each of the SIR or SEIR; these patterns are representing the filtered results of the long-term behaviour of the endemic periodic solution for a range of amplitude parameter values of the periodic contact rate. So it is too important to determine which type of model SIR or SEIR is more likely to describe the actual nature of the dynamics of each disease.
Introduction
Many epidemiological models have been studied using computer simulations to examine the effect of a seasonally varying contact rate on the behaviour of the disease. Most of these models performed computer simulations using the sinusoidal function of period 1 year β(t) = β 0 + β 1 cos ωt for the seasonally varying contact rate. Examples of such studies include Dietz (1976) , Grossman et al. (1977) , Aron & Schwartz (1984) , Schwartz & Smith (1983) , Schwartz (1985 Schwartz ( , 1992 , Dowell (2001) and Ma & Ma (2006) .
The SIR model
The SIR model for the spread of the infectious diseases makes the following assumptions:
1. The total population size is constant and the population is divided into three groups:
(a) The susceptible class, S, comprising those people who are capable of catching the disease; (b) The infectives, I , comprising those who are infected and capable of transmitting the disease; (c) The recovered class, R, comprising those individuals who are immune. 2. The per capita birth rate is a constant µ. As births balance deaths, we must have that the per capita death rate is also µ. 3. The population is uniform and mixes homogeneously. 4. The infection rate is β(t), so the total rate at which susceptibles become infected is β(t)S I . Biological considerations mean that β(t) is a continuous function. We also assume that β(t) is not identically zero, positive, nonconstant and periodic of period T . 5. The infectives move from the infectives class to the recovered class at a constant rate γ , where
(1/γ ) is the average infectious period. 6. The susceptible population is vaccinated at a constant rate r and in addition a constant fraction p of all new-born children are vaccinated.
The SIR model for the spread of the disease can be written as a set of three coupled nonlinear ordinary differential equations as follows:
and dR dt = µN p + r S + γ I − µR,
with S + I + R = N .
As β(t) is a nonconstant function, System (1)-(3) has only one equilibrium point P ≡ (S * , 0, R * )
which represents the disease-free equilibrium (DFE) state, where
Consider a single newly infected person entering the population at the DFE. This person suffers a death rate µ and leaves the infectious class to join the recovered class at rate γ . Assuming that the time taken for these two events to happen follows independent exponential distributions, the length of his or her infectious period is 1/(µ+γ ). The average value of β(t) taken over a cycle isβ = (1/T )
If β(t) is replaced by this average valueβ, then the average value of the expected number of secondary cases produced by a single infected person entering the population at the DFE is
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It is expected that if R 0 > 1 then the disease will take-off and become endemic, whereas if R 0 1 then the disease will die out. The stability analysis of the DFE shows that if R 0 < 1 the DFE is globally stable. The proof needs some modifications to work for R 0 = 1, but the result is still true. Finally, if R 0 > 1 the DFE is unstable and by Thieme (1993) the disease persists in the population. Complete proofs of these results can be found in Greenhalgh & Moneim (2003) and Moneim & Greenhalgh (2005b) .
The SEIR model
The SEIR model makes the following assumptions in addition to those of the SIR model described previously:
1. The population is divided into four groups: the susceptible class, S; the exposed class, E; the infected class, I ; and the recovered class, R. 2. The exposed individuals move from the latent class to the infective class at a constant rate σ .
The SEIR model for the spread of infectious diseases can be written as a set of four coupled nonlinear ordinary differential equations as follows:
and
with
System (6)-(9) has only one equilibrium point P ≡ (S * , 0, 0, R * ) which represents the DFE, where
Using an argument similar to the one in the SIR model, we found that the average value of the expected number of secondary cases produced by a single infected person entering the population at the DFE is
As in the SIR model, it is expected that if R 0 > 1 the disease will take-off, whereas if R 0 1 the disease will die out. Rigourous proofs for these results, the existence of periodic solutions and persistence of the diseases when R 0 > 1 have been given in Moneim & Greenhalgh (2005a,b) . However, for the SEIR model we have shown that if R sup 0 < 1, the disease-free state is globally asymptotically stable and the disease will die out, where R sup 0 is an upper bound for the basic reproduction number R 0 , and if R inf 0 > 1 the disease-free state is unstable, where R inf 0 is a lower bound for the basic reproduction number R 0 . 
Simulation results
In this paper, the simulations of the SIR and SEIR models have been conducted using the XPPAUT package and data estimated from the literature. Parameter values corresponding to the childhood diseases of mumps, rubella, measles and chickenpox have been used. For both the SIR and SEIR models, periodic solutions of period nT were obtained for many values of n including n = 1. Here T is the underlying period of the seasonal variation in the contact rate (1 year in our example). Chaotic solutions also occurred for high values of β 1 , the amplitude of the variation in the contact rate. A constant population size of N = 1 000 000 has been considered. We also supposed that µ = 0.02 per year, corresponding to an average human lifetime of 50 years (Schwartz & Smith, 1983; Aron & Schwartz, 1984) . We chose this value to be consistent with previous studies even though the actual value of the average lifetime in many countries is higher. For example, the average lifetime in the United Kingdom is around 70 years. We do not feel that this will have much effect on the results of our simulations as we are mainly considering childhood diseases and the proportion of individuals who catch the disease at 50 years or later is negligible. Mainly, the following specific values of σ −1 and γ −1 have been taken as in Hethcote (1989) , Duncan et al. (1997) , Anderson & May (1991) and Greenhalgh (1990) for our models:
1. Measles: σ −1 = 9.49 days and γ −1 = 3.65 days; 2. Chickenpox: σ −1 = 15.22 days and γ −1 = 9.13 days; 3. Mumps: σ −1 = 18.26 days and γ −1 = 11.17 days; 4. Rubella: σ −1 = 10.65 days and γ −1 = 11.67 days.
We have taken also β 0 as estimated from the literature for our simulations results for all the bifurcation diagrams presented and for the four diseases under investigation as follows: β 0 = 0.0018 per year for measles, 0.00081 per year for mumps, 0.00113 per year for chickenpox and 0.0007 per year for rubella, respectively.
The key parameter in the analytical results was the basic reproduction number R 0 (Greenhalgh & Moneim, 2003; Moneim & Greenhalgh, 2005a) . So the computer simulations of our models were performed using values of R 0 > 1 to insure that the disease is in the endemic state. The values of R 0 were determined by the value of β 0 , the mean level of the disease transmission function, and β 1 which determines the amplitude parameter of the periodic transmission rate β(t).
This paper targeted the long-term behaviour of the system in response to changes in β 1 , the amplitude parameter of the seasonal contact rate, which is our bifurcation parameter. Basic idea of this study is simply that if given a set of parameter values compound with appropriate initial values, then the endemic equilibrium solution is obtained by running the system for a long time to eliminate transient solutions. Filtering the equilibrium solutions by looking at the Poincaré sections of them every year (recall that the underlying seasonal variation in the contact rate has period 1 year). So in this paper, the amplitude parameter is used as a 'filter' of the long-term equilibrium solution. By plotting the sections of the long-term endemic equilibrium solutions against the amplitude, we obtain a number of points in a vertical line corresponding to each value chosen for the amplitude parameter β 1 . These points on the filter represent the period of the stable long-term periodic solution of our model. For example, a single point indicates a solution of period 1 year, two points a solution of period 2 years, n points a solution of period n years and an infinite number of points a chaotic solution. In the following, simulation results which represent global bifurcation diagrams for SIR and SEIR models using our filter are given. We say global because the filter described above is used to plot the bifurcation diagrams for a large range of values of the amplitude parameter β 1 . The comparison of the simulation SEASONALLY VARYING EPIDEMICS WITH AND WITHOUT LATENT PERIOD 5 results of our two models shows that the latent period is affecting the pattern of the dynamics of the disease.
This paper looked at bifurcation diagrams for three different seasonally periodic transmission functions, one of them is the binary step function β(t) = β 0 + β 1 (t), where
This function was the same one as used by Bolker (1993) and Schenzle (1984) . However, if we plot the bifurcation diagrams using the bifurcation parameter β 1 as in Bolker (1993) , this has the disadvantage that the mean value of the contact rate increases as the amplitude parameter β 1 does. Hence, as the amplitude parameter β 1 increases, both the mean value of the contact rate (and hence R 0 ) and the amplitude of the contact rate increase and it is difficult to assess which of these features is influencing which of the aspects of the bifurcation diagrams. It is more interesting and useful to reformulate the step function definition so that as the bifurcation parameter increases, the mean contact rate and R 0 remain constant, while the amplitude increases. This provides a fairer comparison with the sinusoidal transmission rate where R 0 and the mean contact rate do not change as the bifurcation parameter (which is the amplitude of the contact rate) increases. The three different periodic contact rate including the binary step function are of the following form:
1. The sinusoidal function β(t) = β 0 + β 1 cos ωt. 2. The binary step β(t) = β 0 + β 1 (t), where
3. The reparameterized step function β(t) = β 0 + β 1 1 (t), with mean value β 0 , of period 1 year, where
The step function suggested previously can simulate the variation in the contact rate due to the opening and closing of schools. However, our new reformulation preserves the idea of varying the contact rate seasonally and keeps the mean value of the contact rate constant. So varying the parameter β 1 of the new seasonal disease transmission rate gives the entire picture of the dynamics of the diseases against the amplitude of the seasonal changes only, and the changes in the mean value of the periodic disease transmission rate (the mean intensity of the disease transmission) are not included. This is in contrast to the binary step periodic function suggested by Schenzle (1984) and Bolker (1993) which simulated the variation in the contact rate by adding a quantity β 1 during school opening days to the baseline value β 0 . Using β 1 as the amplitude parameter, there increases the mean value of the transmission function as β 1 increases. Figure 1 (a) represents the bifurcation diagram for measles with the sinusoidal periodic transmission function for an SEIR and shows that at small amplitudes the disease has a periodic solution of period 1 year followed by a 2-year periodic solution broken by large period or chaotic solutions until the behaviour of the system appears to become aperiodic and possibly chaotic. However, increasing the amplitude more generates another periodic solution of period 6 years with transition by period doubling to chaos followed by another 6-year periodic solution and then approach to chaos. Finally, when the amplitude β 1 becomes very high another periodic solution of period 7 years appears. There is no point in continuing the solutions beyond this point as the transmission term would be negative over part of the range. Figure 1(b) shows a pattern for the SIR which is similar to the one of the SEIR model at low and medium values of the amplitude. But unlike the SEIR model, by increasing the amplitude a 5-year periodic solution was obtained then a 10-year periodic solution which apparently terminates in chaotic solutions as the amplitude approaches its limiting value β 0 . Figure 2 represents the corresponding bifurcation diagrams for mumps with the same disease transmission function. Figure 2(a) shows that at the start, the disease has an endemic periodic solution of 7 period 1 year then followed by a series of period-doubling bifurcations to chaos. Again a periodic 1 year occurs followed by aperiodic solutions appearing for the second time but disappearing almost instantaneously. Increasing the amplitude more generates a 5-year periodic solution then to chaotic solutions as the amplitude approaches the limiting value β 0 . Figure 2(b) is the corresponding figure for the SIR model for mumps and shows a different pattern from the SEIR one. At relatively low values of the parameter, a stable 3-year periodic solution is obtained. But for high parameter values, a 4-year periodic solution is obtained which persists until the end range of the amplitude. Figure 3 is the corresponding bifurcation diagrams for chickenpox. Figure 3 (a) starts as usual with a periodic solution of period 1 year followed by a 2-year periodic solution then suddenly an apparently discontinuous bifurcation to a 4-year periodic solution and then bifurcates to a wide band of irregular or chaotic solutions when the amplitude becomes close to the value of β 0 . Figure 3(b) is the corresponding figure for the SIR which is completely different from the SEIR one. There is a stable 5-year periodic solution. Then at intermediate values of the parameter value, periodic solutions with period 3 years appear followed by a 6-year periodic solution. Figure 4 represents bifurcation diagrams for rubella when the same sinusoidal contact rate is used. Next we present simulation results for the SEIR and the SIR with the step periodic transmission rate defined previously in Bolker (1993) . Figure 5 represents the bifurcation diagrams for measles when the transmission rate is the binary step periodic function. With this transmission rate, we find another pattern for the behaviour of the system which is simpler than that of the sinusoidal contact rate. Figure 5 (a) for the SEIR model shows that initially there is a stable 1-year periodic solution which bifurcates into a stable 2-year periodic solution which later further bifurcates into a stable 3-year periodic solution. Finally, further increases in the amplitude lead to a chaotic solution until the amplitude approaches the value β 0 . Figure 5(b) is the corresponding figure for the SIR model. This figure shows a wider range of chaotic solutions. But unlike the SEIR pattern as the amplitude parameter becomes close to its limiting value, another stable biennial solution with period 2 years re-appears broken by the instantaneous appearance and disappearance of a large amplitude or an aperiodic solution.
Figures 6-8 plot sections of the endemic equilibrium susceptible populations for (a) SEIR and (b) SIR models, against the amplitude for mumps, chickenpox and rubella, respectively, when the transmission rate is the step periodic function with period 1 year. These figures show that for the SEIR model with this step periodic transmission rate, all these three diseases have an initial 1-year periodic solution which bifurcates into a 2-year stable periodic endemic solution and no further bifurcations occur except for chickenpox parameters for SIR model which has a 4-year periodic solution at the end range of amplitude parameter. Now we simulate both the SIR and SEIR models with our new reparameterized step function. As shown in the following figures, we found different patterns than those for the simulations of the SEIR model and than those of the SIR model. Figure 9 represents the bifurcation diagrams for measles with our reparameterized step periodic disease transmission function. Figure 9 (a) represents the diagram for the SEIR model and shows that at small amplitudes, a 1-year periodic solution then a 2-year periodic solution appear broken by a large period solution. Further increases generate a 4-year periodic solution then a series of period-doubling solutions to chaos then to periodic solution of period 5 years then to chaos followed by 6-year periodic solutions and then by another band of chaos again when the amplitude parameter becomes very close FIG. 10 . The bifurcation diagrams for mumps parameter values of number of susceptibles against amplitude parameter β 1 of the seasonally varying contact rate β(t) = β 0 + β 1 1 (t) of (a) SEIR and (b) SIR models.
to its limiting value. Figure 9 (b) is the corresponding figure for the SIR model with the same new step function. In this pattern, a slight increase in the amplitude leads to a 3-year periodic solution followed by a 1-year periodic solution again then by a biennial periodic solution which is replaced by a 3-year periodic solution for the second time followed by a band of chaos. Increasing the amplitude further, a similar pattern to the one of the SEIR model is obtained but in a different scale. At the end of the pattern, chaotic solutions change into a periodic solution of long period, 13 years, as the amplitude parameter approaches its limiting value (β 0 /2). Figure 10 is the corresponding diagrams for mumps with the same new step function. Figure 10 (a) starts with a 1-year periodic solution followed by an interesting discontinuous transition from a 1-year to a 3-year periodic solution and then back to a 1-year periodic solution again. Increasing the amplitude results in an instantaneous transition to a 6-year periodic solution then a band of 4-year periodic solutions at intermediate values of the amplitude and then a series of period-doubling bifurcations to chaos. Next a 1-year periodic solution appears for the third time. An aperiodic solution later appears and disappears followed by a 1-year periodic solution for the fourth time. Increasing the amplitude further another 5-year periodic solution appears to the end of the amplitude range. Figure 10 (b) displays the corresponding diagrams for the SIR model for mumps. This figure shows that the bifurcation pattern of mumps obtained for the SIR model differs from the SEIR model. Unlike the SEIR model, a 2-year periodic solution appears then doubles its period to a 4-then an 8-year and so on to 16-then back again to 8-year periodic solution followed again by an 18-year periodic solution. Further increasing the amplitude leads to 3-year periodic solutions until the end. Figure 11 represents the corresponding bifurcation diagrams for chickenpox. Figure 11 (a) shows that at the start, chickenpox has a periodic solution of period 1 year that bifurcates to a 2-year periodic solution and then to a 3-year periodic solution then by a discontinuous bifurcation to another band of 2-year periodic solutions. Inside this band of 2-year periodic solutions, we obtained an aperiodic solution; this band is followed by a periodic solution of long period 8 years. Increasing the amplitude further leads to a 4-year periodic solution then an 8-and a 16-year which bifurcates back to a 4-year periodic solution again. Further increasing the amplitude leads to a chaotic solution which goes to a FIG. 11 . The bifurcation diagrams for chickenpox parameter values of number of susceptibles against amplitude parameter β 1 of the seasonally varying contact rate β(t) = β 0 + β 1 1 (t) of (a) SEIR and (b) SIR models.
FIG. 12. The bifurcation diagrams for rubella parameter values of number of susceptibles against amplitude parameter β 1 of the seasonally varying contact rate β(t) = β 0 + β 1 1 (t) of (a) SEIR and (b) SIR models.
2-year periodic solution for the second time until the amplitude parameter becomes very close to its limiting value (β 0 /2). Figure 11 (b) displays the corresponding bifurcation diagrams for the SIR model for mumps. This figure represents a different pattern from the SEIR model. At the low values, the 2-year periodic solution is followed by a 4-then a 3-year periodic solution then by period doubling to chaos. Finally, at high parameter values, a 4-year periodic solution appears and persists until the end value of the amplitude. Figure 12 represents the corresponding diagrams for rubella. Figure 12 (a) shows that for small amplitude values, a 1-year periodic solution exists and persists for about a third of the total parameter range, suddenly a 6-year periodic solution appears then bifurcates into a 1-year solution which doubles its period many times to 8-year periodic solution then to aperiodic solutions. Increasing the amplitude more generates another 2-year periodic solution interrupted by some very long period solutions which seem to be chaotic followed by a band of periodic solutions of period 5 years leads to chaotic band with a 2-year periodic solution in the middle of this band. At last 6-year periodic solutions are obtained followed by another series of period-doubling bifurcations to chaos. Figure 12(b) displays the corresponding diagram for the SIR model and shows many differences like that, for low values there is a 3-year periodic solution. But for high amplitude values, we obtain a 5-year periodic solution which doubles its period to 10 years and persists until the limiting value. Interestingly, we found that this bifurcation diagram has some similarities to the first two-thirds of the bifurcation diagram of the same disease with purely sinusoidal disease transmission rate but with different scale. This is particularly marked for rubella.
Summary and conclusions
We have conducted computer simulation for different infectious diseases including measles. The simulation results presented in this paper were conducted when the basic reproduction number R 0 > 1. Measles is the disease investigated most often as the data available for measles are very good. However, our simulation results have been extended to other forms of seasonal variation in the contact rate. For the other diseases, the simulation results are completely original even with the sinusoidal contact rate. In the absence of seasonality, all solutions reach a constant equilibrium state. But in reality most of the diseases rarely suggest the existence of this kind of equilibrium. In contrast, measles demonstrate periodic or irregular outbreaks of the epidemic dynamics (Dietz, 1976; Anderson & May, 1991) . Our simulations, for both the SIR and SEIR models, show numerically the existence of endemic periodic solutions with period nT, where T = 1 year is the period of the underlying periodic seasonal variation in the contact rate, for many values of n including n = 1 and n = 2. These results extend the numerical results obtained by Schwartz & Smith (1983) and many other authors for the particular type of contact rate, a sinusoidal periodic function with period 1 year.
In this paper, we have conducted computer simulations for the same infectious diseases measles, mumps, chickenpox and rubella and for both SIR and SEIR. Using the binary step function shows the narrowest range of different possible periodic solutions for all the diseases studied apart from measles. However, the main problem is that using the seasonally varying binary step function, increasing the amplitude parameter β 1 increases the mean value of the contact rate which affects the existence of periodic solutions and their periods (Kuznetsov & Piccardi, 1994; Bolker, 1993; Schenzle, 1984) . So we tried to simulate the seasonal variations in the incidence of childhood infectious diseases due to the opening and closing of schools and other seasonal effects using our suggested reparameterized step periodic function. These new results for this step periodic contact rate were more similar to those for the sinusoidal transmission rate for both the SIR and SEIR models than those for the binary step periodic contact rate. These results are totally original even for parameter values of measles.
The behaviour of the SEIR model for all the diseases studied has shown bifurcation diagrams which exhibit discontinuities. However, measles bifurcation diagrams display the least discontinuities and show mostly pitchfork bifurcation patterns in all the simulations corresponding to different disease transmission functions considered. The bifurcation diagrams for mumps and chickenpox for the SEIR model with the purely step periodic transmission rate are the diagrams to have least chaotic solutions among the SEIR patterns. They contain just one and two small bands of chaos, respectively, while the corresponding measles diagram has the widest range of chaotic solutions for the reparameterized pure step disease transmission function.
The simulation results have indicated that using the new reparameterized step periodic function suggested in this paper shows how the dynamics of the disease depend on the amplitude of the seasonally varying contact rate only. On the other hand, using the previous binary periodic step function tests the dependence of the dynamics of the disease on the mean value of the contact rate and the amplitude parameter value β 1 . However, the bifurcation patterns of the SIR model with the new reparameterized step periodic function are completely different than those of the SEIR model with the same function. One difference is that the SEIR bifurcation diagrams sometimes show an apparent discontinuity near the bifurcation points while the SIR model shows more continuous pitchfork bifurcation diagrams. For mumps and rubella, this is exactly the opposite of what happened previously corresponding to the binary step periodic transmission rate; the SEIR model shows pitchfork bifurcation diagrams while the SIR model shows discontinuity near the bifurcation points.
Finally, we explain our results further and apply to the real nature of the dynamics of the diseases under consideration. So we try to give an answer to the following important question when, and for which diseases, is it acceptable to use the simpler models? For instance, an inspection of real-world chickenpox incidence time series for anything larger than a small city will almost always show simple annual cycles. Our results for chickenpox showed that the models studied generally exhibit a single annual periodic solution or a biennial solution with a time series that looks almost like an annual one when the amplitude parameter β 1 is smaller than 0.002 for all figures except Fig. 11 (a) but exhibit various different behaviours for β 1 larger than 0.002. Hence, we would conclude that the SIR model with sinusoidal forcing is usually sufficient for chickenpox, since it appears that real populations do not spend much time at high values of β 1 .
By comparison, in real-world measles time series it is common to observe a biennial cycle. Moreover, chaotic dynamics have been detected in measles epidemics in some American and European cities (Engbert & Drepper, 1994) . The SIR model with the three types of forcing functions fails to produce a biennial cycle at most values of β 1 , whereas the SEIR models can produce a biennial periodic solution for a relatively wide range of values of β 1 . Hence, our conclusion would be that we should use an SEIR model with a step function for β(t) when studying measles, instead of a simple SIR model with sinusoidal β(t).
Mumps does not have a biennial solution with the sinusoidal contact rate for the SEIR model but it does for the SIR model. However, the behaviour of the SIR and SEIR models for mumps is very similar when the seasonal transmission rate is the periodic step function with period 1 year. For both SEIR and SIR models, rubella seems to exhibit chaotic solutions with the sinusoidal function and produces the widest range of possible behaviours with this contact rate.
For most of our simulations, we found different patterns of solutions for the SIR and SEIR models. This addresses the importance of introducing the latent period when it has to be in our models. It is also important to distinguish between these two models when studying the dynamics of infectious diseases. More accurately, it is important to determine when the latent period can be ignored and when it must be taken into account.
