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WHITTAKER FUNCTIONS ON ORTHOGONAL GROUPS OF ODD
DEGREE
TAKU ISHII
Abstract. We give explicit formulas for Whittaker functions for the class one principal
series representations of the orthogonal groups SO2n+1(R) of odd degree. Our formulas are
similar to the recursive formulas for Whittaker functions on SLn(R) given by Stade and the
author [9]. Some parts of our results are announced in [8].
Introduction
Special functions on a semisimple Lie groupG have been studied by many authors, however,
most of examples given in the literature are limited to the cases of rank one, and they are
reduced to classical special functions such as hypergeometric functions, Whittaker functions,
Bessel functions and so on. As an effective example for higher rank case, we here give explicit
formulas of certain special functions on orthogonal group SO2n+1(R) = SOn+1,n(R) of odd
degree.
Let us briefly recall the spherical functions of Harish-Chandra [4]. We fix a maximal com-
pact subgroup K of G and denote by D(G/K) the algebra of invariant differential operators
on G/K. Let χν : D(G/K)→ C be a homomorphism. A smooth function f on G is called a
spherical function if f(e) = 1 and
(1) f is bi-K invariant,
(2) Df = χν(D)f, for all D ∈ D(G/K).
Harish-Chandra gave the following integral representation for the spherical function
ψν(g) =
∫
K
a(kg)ν+ρdk
(see §1 for the notation), and obtained the expansion formula
ψν =
∑
w∈W
c(wν)Ψwν ,
where W is the (small) Weyl group and {Ψwν | w ∈ W} is a basis of the solution of the
system (2) and c(ν) denotes Harish-Chandra’s c-function. The c-functions play many roles
in harmonic analysis on G, for example they determine Plancherel measure for the spherical
transform on G.
Our target in this paper is Whittaker function which is also a smooth function on G
satisfying the system (2). Instead of the condition (1), we impose on
f(ngk) = η(n)f(g), for all (n, g, k) ∈ N ×G×K,
where N is a maximal unipotent subgroup of G and η a (nondegenerate) unitary character
of N .
As is well known Whittaker functions appear in Fourier expansions of automorphic forms
([12]), and therefore they are indispensable in the various constructions of automorphic L-
functions. Jacquet [10] introduced an integral representation of Whittaker function of the
2000 Mathematics Subject Classification: 22E30, 33C80
1
2 TAKU ISHII
form
Jν,η(g) =
∫
N
η−1(n) a(w−10 ng)
ν+ρdn
where w0 is the longest element in W. We refer to this Jacquet’s Whittaker function as class
one Whittaker function. Inspired by the work of Harish-Chandra, Hashizume [3] proved an
expansion formula for the class one Whittaker function:
Jν,η =
∑
w∈W
c′(wν)Mwν,η.
Here c′(ν) is a product of c-functions and certain ratio of gamma functions and Mν,η is a
power series solution (we call it fundamental Whittaker function) of the system (2) around
the regular singularity. We will recall the results of Hashizume in section 1.
Despite the development of the study of the expansion formulas, explicit formulas of the
spherical functions or Whittaker functions themselves seem to be still missing in most cases.
It is necessary to understand deeper the both sides of the expansion formula above for serious
applications to automorphic forms.
As for the fundamental Whittaker functions, recurrence relations characterizing the coeffi-
cients of them are easily given since they are essentially controlled by the Casimir operators.
At the present these coefficients for SL3(R), SO5(R) and SL4(R) are known to be expressed
in terms of (terminating) generalized hypergeometric series 2F1(1)(=ratio of gamma functions
by Gauss’ formula), 3F2(1) and 4F3(1), respectively (see [1], [7], [14]). But such a direction,
that is, unit arguments of generalized hypergeometric series do not seem be appropriate.
Recently Stade and the author [9] reached a very satisfactory expression, which is a recursive
relation between SLn−1(R) and SLn(R). In section 2, a similar formula for SO2n+1(R) will
be given.
Jacquet integrals are actually integral representations of class one Whittaker functions.
But it does not seem to be suitable form for applications to automorphic forms, such as
computations of archimedean L-factors, or giving sharp estimates for Whittaker functions.
Then we need to modify Jacquet integrals to more desirable expressions such as Mellin-Barnes
type. In the case of SL2(R) the class one Whittaker function is essentially the modified K-
Bessel function and it has the integral representations
Kν(z) = 2
−1
∫ ∞
0
exp
{
−z
2
(
t+
1
t
)}
tν
dt
t
=
2−2
2pi
√−1
∫ √−1∞
−√−1∞
Γ
(s+ ν
2
)
Γ
(s− ν
2
)(z
2
)−s
ds.
Extension to SLn(R) was done by Stade [13], [15]. Starting from the Jacquet integral, he
reached recursive formulas between class one Whittaker functions on SLn(R) and SLn−2(R)
of both types above. The formulas of Stade are very useful for an application, actually
he computed certain archimedean zeta integrals in [15] and [16]. Based on his formulas,
Stade and the author [9] find another recursive formula between SLn(R) and SLn−1(R)
corresponding to that for fundamental Whittaker functions.
Our approach in this paper is different from [9], because we do not use the Jacquet inte-
gral. Recall that the result of [9] highly relies on the evaluation of the Jacquet integral which
needs very complicated computation as shown in [13]. Therefore we firstly try to guess a
right formula by taking notice of an analogy between recursive formula for the fundamental
Whittaker functions and the Mellin-Barnes integral representations of the class one Whit-
taker functions, roughly speaking, the residue of the integrand of the Mellin-Barnes integral
representation gives the coefficient of the fundamental Whittaker functions. Then we can
arrive a conjectural form in view of the above integral representation of K-Bessel functions
(Theorem 3.1). This argument is of course heuristic and does not give a proof. In our proof
in section 3, the expansion formulas of Hashizume and the recursive formula for the funda-
mental Whittaker functions obtained in section 2 play central roles. We remark that our idea
of proof discussed here can be also applicable to the case of SLn(R).
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In section 4 we will observe our recursive relation for SO2n+1(R) and SO2n−1(R) is similar
to that for SL2n(R) and SL2n−2(R) in [13]. Following the argument of [15] we will compute
the Mellin transforms of the class one Whittaker functions.
The author would like to thank Professor Takayuki Oda for his comment on the draft of
the paper.
1. preliminaries
In this section we recall basic facts about Whittaker functions for the class one principal
series representations of SO2n+1(R). Our main reference is [3], which discusses for general
semisimple Lie groups.
1.1. Group structures. Let G = SO2n+1(R) be the special orthogonal group of degree n
with respect to an anti-diagonal matrix
 1· · ·
1
 of size 2n+1. Let g = Lie(G) = k⊕p be
a Cartan decomposition where k and p are +1 and −1 eigenspaces, respectively with respect
to a Cartan involution θ(X) = −tX (X ∈ g). We take a maximal compact subgroup K of G
by K = exp k ∼= SO(n)× SO(n+ 1).
Take a maximal abelian subalgebra a = {diag(t1, . . . , tn, 0,−tn, . . . ,−t1) | ti ∈ R} of p.
The restricted root system ∆ = ∆(g, a) = {±ei ± ej , ±ek | 1 ≤ i < j ≤ n, 1 ≤ k ≤ n} is
of type Bn, where ei is a linear form on a such that ei(diag(t1, . . . , tn, 0,−tn, . . . ,−t1)) = ti.
We take a positive system ∆+ and the simple system Π by ∆+ = {ei ± ej | 1 ≤ i < j ≤
n} ∪ {ek | 1 ≤ k ≤ n} and Π = {αi = ei − ei+1 | 1 ≤ i ≤ n − 1} ∪ {αn = en}. Denote by gα
the root space for α ∈ ∆ and put n =∑α∈∆+ gα. Then we have the Iwasawa decompositions
g = n⊕ a⊕ k and G = NAK with N = exp n = {upper triangular unipotent matrices in G}
and A = exp a.
Let 〈 , 〉 be an inner product on the dual space a∗ of a induced from the Killing form on
g, and we extend it to the complex dual a∗
C
. Fix an element ν of a∗
C
. Since a∗
C
∼= Cn, we can
identify ν with (ν1, . . . , νn) ∈ Cn via 〈ei, ν〉/〈ei, ei〉 = 2νi. Let ρn = 12
∑
α∈∆+ α be the half
sum of positive roots. Then
aν+ρn = exp(ν + ρn)(log a) =
n∏
i=1
a
2νi+n−i+1/2
i
for a = diag(a1, . . . , an, 1, a
−1
n , . . . , a
−1
1 ) ∈ A. We introduce a coordinate y = (y1, . . . , yn) on
A by
yi =
ai
ai+1
(1 ≤ i ≤ n− 1), yn = an.
Then
aν+ρn = yν+ρn =
n∏
i=1
y
2(ν1+···+νi)+i(n−i/2)
i .
We denote by Wn = 〈wi | 1 ≤ i ≤ n〉 ∼= Sn × (Z/2Z)n the Weyl group of ∆. Here
wi is the simple reflection with respect to the simple root αi. We note the action of wi
on ν = (ν1, . . . , νn) ∈ a∗C: wiν = (ν1, . . . , νi−1, νi+1, νi, νi+2, . . . , νn) for 1 ≤ i ≤ n − 1 and
wnν = (ν1, . . . , νn−1,−νn).
A nondegenerate unitary character η of N is of the form
η
(
(ui,j)
)
= exp
(
2pi
√−1
n∑
i=1
ηiui,i+1
)
, (ui,j) ∈ N
with nonzero real numbers ηi (1 ≤ i ≤ n). We remark that in the notation of [3], |ηαi | =√
2piηi/
√
2n− 1.
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Let U(gC) and U(aC) be the universal enveloping algebras of gC and aC, the complexifica-
tions of g and a, respectively. Set
U(gC)
K = {X ∈ U(gC) | Ad(k)X = X for all k ∈ K}.
Let p be the projection U(gC)→ U(aC) along the decomposition
U(gC) = U(aC)⊕ (nU(gC) + U(gC)k).
Define an automorphism γ of U(aC) by γ(H) = H + ρn(H) for H ∈ aC. For the linear form
ν above we define an algebra homomorphism χν : U(gC)
K → C by
χν(z) = ν(γ ◦ p(z)), z ∈ U(gC)K .
Note that χν is trivial on U(g)
K ∩ U(g)k.
Definition 1.1. Under the notation above we denote by Wh(ν, η) the space of smooth
functions f : G→ C satisfying
• f(ngk) = η(n)f(g) for all n ∈ N , g ∈ G and k ∈ K,
• Zf = χν(Z)f for all Z ∈ U(gC)K .
The Iwasawa decomposition G = NAK implies that any function f in the space Wh(ν, η)
is determined by its restriction f |A to A, which we call the radial part of f .
We mention a relation with the principal series representation of G. Let M be the
centralizer of K in A and Pmin = MAN a minimal parabolic subgroup of G. The in-
duced representation piν = Ind
G
Pmin
(1M ⊗ exp(ν + ρn) ⊗ 1N ) is called the class one princi-
pal series representation of G. Consider an intertwining space HomG(piν , Ind
G
N (η)), where
IndGN (η) = {f ∈ C∞(G,C) | f(ng) = η(n)f(g) for all (n, g) ∈ N ×G}. Then our target space
Wh(ν, η) can be thought as a realization of piν in the induced module Ind
G
N (η), that is, for a
nonzero intertwiner Φ ∈ HomG(piν , IndGN (η)), and the spherical vector v ∈ piν , Φ(v) becomes
a nonzero element in Wh(ν, η).
1.2. Fundamental Whittaker functions. Let us recall Hashizume’s construction of a basis
of the space Wh(ν, η) in our situation ([3, §4]).
For a set of nonnegative integers m = (m1, . . . ,mn), we determine complex numbers
cn,m(ν) by the initial condition cn,(0,...,0)(ν) = 1 and the recurrence relation
(1.1) qn(m, ν)cn,m(ν) =
n−1∑
i=1
cn,m−ei(ν) +
1
2
cn,m−en(ν),
where ei (1 ≤ i ≤ n) is the i-th standard basis in Rn and qn is defined by
qn(m, ν) ≡ qn
(
(m1, . . . ,mn), (ν1, . . . , νn)
)
:=
n−1∑
i=1
m2i +
1
2
m2n −
n−1∑
i=1
mimi+1 +
n−1∑
i=1
(νi − νi+1)mi + νnmn.
Hereafter we sometimes use the same symbol ei for the i-th standard basis in R
n−1. If
qn(m, ν) does not vanish for all nonzero m, we can uniquely determine cn,m(ν).
Definition 1.2. Define a power series Mnν,η(y) = y
ρnM˜nν,η(y) on A by
M˜nν,η(y) :=
∞∑
m1,...,mn=0
cn,(m1,...,mn)(ν)
n−1∏
i=1
(piηiyi)
2(mi+ν1+···+νi) · (
√
2piηnyn)
2(mn+ν1+···+νn)
and extend it to a function on G by
Mnν,η(g) = η(n(g))M
n
ν,η(a(g)),
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where we denote by
g = n(g)a(g)k(g), n(g) ∈ N, a(g) ∈ A, k(g) ∈ K
the Iwasawa decomposition of g. We call the function Mnν,η the fundamental Whittaker
function on G.
It is known that ([3, Lemma 4.6]) the power series Mnν,η(y) converges absolutely and uni-
formly as functions of y ∈ A and ν ∈ a∗
C
(cf. Lemma 3.2).
Definition 1.3. An element ν of a∗
C
is called regular if the following two conditions are
satisfied.
• qn(m, wν) 6= 0 for all m 6= (0, . . . , 0) and w ∈ Wn,
• wν − w′ν /∈ {∑ni=1miαi | mi ∈ Z} for all pairs (w,w′) in Wn with w 6= w′.
We denote by ′a∗
C
the subset of regular elements in a∗
C
.
Hashizume proved the following.
Theorem 1.4. ([3, Theorem 5.4]) If ν is a regular element, then the set
{Mnwν,η | w ∈ Wn}
forms a basis of Wh(ν, η).
1.3. Jacquet integral. It is known that the subspace Wh(ν, η)mod of moderate growth
functions ([17]) of Wh(ν, η) is at most one dimensional ([12], [11]). Jacquet [10] introduced
an integral representation of the unique element in Wh(ν, η)mod:
Jν,η(g) =
∫
N
η−1(n) a(w−10 ng)
ν+ρndn,
where w0 is the longest element in Wn and dn is a normalized Haar measure on N as in [3,
§1].
Proposition 1.5. ([2, Proposition 4.2]) Let D be a subset of a∗
C
defined by
D = {ν ∈ a∗C | Re(νi ± νj) > 0 (1 ≤ i < j ≤ n), Re(νi) > 0 (1 ≤ i ≤ n)}.
Then the Jacquet integral Jν,η converges absolutely and uniformly on (g, ν) ∈ G×D and gives
a holomorphic function on ν ∈ D. Moreover, as a function on ν, Jν,η can be continued to an
entire function on a∗
C
and satisfies a functional equation
Jν,η(g) = γ(w, ν, η)Jwν,η(g)
for w ∈ Wn and g ∈ G. Here γ(w, ν, η) is defined as follows. For the simple reflection wi,
γ(wi, ν, η) =

(piηi)
2(νi−νi+1)Γ(−νi − νi+1 + 1/2)
Γ(νi + νi+1 + 1/2)
if 1 ≤ i ≤ n− 1,
(
√
2piηn)
4νn
Γ(−2νn + 1/2)
Γ(2νn + 1/2)
if i = n,
and for w ∈ Wn with l(wiw) = l(w) + 1,
γ(wiw, ν, η) = γ(w, ν, η)γ(wi, wν, η),
where l(w) means the length of w.
Definition 1.6. We call the Jacquet integral Jν,η (and its constant multiple) the class one
Whittaker function on G.
As in the way of Harish-Chandra, Hashizume expressed the class one Whittaker function
Jν,η as a linear combination of the fundamental Whittaker functions M
n
wν,η (w ∈ Wn).
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Theorem 1.7. ([3, Theorem 7.8]) If ν is a regular element, then we have
Jν,η(g) =
∑
w∈Wn
γ(w0w, ν, η)c(w0wν)M
n
wν,η(g),
where
c(ν) =
∫
N
a(w−10 n)
ν+ρndn
= 2n/2{(4n − 2)pi}n(n+1)/4
∏
1≤i<j≤n
Γ(νi − νj)Γ(νi + νj)
Γ(νi − νj + 1/2)Γ(νi + νj + 1/2)
∏
1≤i≤n
Γ(2νi)
Γ(2νi + 1/2)
is the Harish-Chandra c-function on G. Equivalently, if we put
W nν,η(g) := 2
−n/2{(4n − 2)pi}−n(n+1)/4
∏
1≤i≤n
pi−2(ν1+···+νi)
·
∏
1≤i<j≤n
Γ(νi − νj + 1/2)Γ(νi + νj + 1/2)
∏
1≤i≤n
Γ(2νi + 1/2) · Jν,η(g),
then we have
W nν,η(g) =
∑
w∈Wn
w
[ ∏
1≤i<j≤n
Γ(−νi + νj)Γ(−νi − νj)
∏
1≤i≤n
Γ(−2νi) ·Mnν,η(g)
]
.
From now on we assume ηi = 1 for 1 ≤ i ≤ n− 1 and ηn = 1/
√
2 for simplicity and denote
by Mnν =M
n
ν,η, W
n
ν =W
n
ν,η omitting the symbol η.
2. Explicit formulas for fundamental Whittaker functions
In this section we solve the recurrence relation (1.1) to find an explicit formula for funda-
mental Whittaker function. Similar formulas for SLn(R) are given in [6] and [9]. We use the
Pochhammer symbol (a)n = Γ(a+ n)/Γ(a) for n ∈ Z.
Theorem 2.1. For ν = (ν1, . . . , νn) ∈ ′a∗C, put ν˜ = (ν1, . . . , νn−1). Then we have c1,m1(ν) =
1/m1!(2ν1 + 1)m1 and
cn,(m1,...,mn)(ν) =
∑
{l1,...,ln−1}
{k1,...,kn−1}
cn−1,(k1,...,kn−1)(ν˜)∏n−1
i=1 (mi − li)! · (mn − kn−1)!
∏n−1
i=1 (li − ki)!
· 1∏n
i=1(νi + νn + 1)mi−li−1
∏n−1
i=1 (νi − νn + 1)li−ki−1
,
(2.1)
where the indexing sets {ki} and {li} are the sets of nonnegative integers satisfying
0 ≤ ki ≤ li ≤ mi (1 ≤ i ≤ n− 1), 0 ≤ kn−1 ≤ mn
and we promise k0 = l0 = 0.
Proof. The idea of proof is similar to [6] and [9] and we will check the right hand side of
(2.1) satisfies (1.1) by dividing into two steps.
For a set of nonnegative integers l = (l1, . . . , ln) with 0 ≤ ln ≤ ln−1, define bl(ν) ≡
b(l1,...,ln)(ν) by
bl(ν) := (−1)ln
∑
{k1,...,kn−2}
cn−1,(k1,...,kn−2,ln)(ν˜)∏n−2
i=1 (li − ki)! · (ln−1 − ln)!
∏n−1
i=1 (νi − νn + 1)li−ki−1
,
where {k1, . . . , kn−2} means 0 ≤ ki ≤ li for 1 ≤ i ≤ n − 2. The term (−1)ln is included for
our later convenience. Then the formula (2.1) is equivalent to
cn,(m1,...,mn)(ν) =
∑
{l1,...,ln}
(−1)lnb(l1,...,ln)(ν)∏n
i=1(mi − li)!
∏n
i=1(νi + νn + 1)mi−li−1
,(2.2)
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where {l1, . . . , ln} means 0 ≤ li ≤ mi for 1 ≤ i ≤ n.
We first show that bl(ν) satisfies the recurrence relation
qn(l, ν)bl(ν) =
n−1∑
i=1
bl−ei(ν) +
1
2
(−ln−1 + ln − 1)bl−en(ν).(2.3)
Set
Pl,k(ν) =
n−2∏
i=1
(li − ki)! · (ln−1 − ln)!
n−1∏
i=1
(νi − νn + 1)li−ki−1 ,
the denominator of the summand in bl(ν). The key identity is
n−1∑
i=1
Pl,k(ν)
Pl−ei,k(ν)
−
n−2∑
i=1
Pl,k(ν)
Pl,k+ei(ν)
= qn
(
(l1, . . . , ln), ν
)− qn−1((k1, . . . , kn−2, ln), ν˜).(2.4)
This is an easy algebra since the left hand side of (2.4) can be written as
n−2∑
i=1
(li − ki)(li − ki−1 + νi − νn)−
n−2∑
i=1
(li − ki)(li+1 − ki + νi+1 − νn)
+ (ln−1 − ln)(ln−1 − kn−2 + νn−1 − νn).
Let us compute the right hand side of (2.3). Since
bl−ei(ν) = (−1)ln
∑
{k1,...,kn−2}
Pl,k(ν)
Pl−ei,k(ν)
· cn−1,(k1,...,kn−2,ln)(ν˜)
Pl,k(ν)
for 1 ≤ i ≤ n− 1 and
1
2
(−ln−1 + ln − 1)bl−en(ν)
=
1
2
(−ln−1 + ln − 1) · (−1)ln−1
∑
{k1,...,kn−2}
Pl,k(ν)
Pl−en,k(ν)
· cn−1,(k1,...,kn−2,ln−1)(ν˜)
Pl,k(ν)
=
1
2
(−ln−1 + ln − 1) · (−1)ln−1
∑
{k1,...,kn−2}
1
ln−1 − ln + 1 ·
cn−1,(k1,...,kn−2,ln−1)(ν˜)
Pl,k(ν)
= (−1)ln
∑
{k1,...,kn−2}
1
2cn−1,(k1,...,kn−2,ln−1)(ν˜)
Pl,k(ν)
,
the identity (2.4) implies that the right hand side of (2.3) can be written as a sum of the
following four terms:
(−1)ln
n−2∑
i=1
∑
{k1,...,kn−2}
Pl,k(ν)
Pl,k+ei(ν)
· cn−1(k1,...,kn−2,ln)(ν˜)
Pl,k(ν)
,(2.5)
(−1)ln
∑
{k1,...,kn−2}
1
2cn−1,(k1,...,kn−2,ln−1)(ν˜)
Pl,k(ν)
,(2.6)
qn
(
(l1, . . . , ln), ν
) · (−1)ln ∑
{k1,...,kn−2}
cn−1,(k1,...,kn−2,ln)(ν˜)
Pl,k(ν)
= qn(l, ν)bl(ν),(2.7)
and
−qn−1
(
(k1, . . . , kn−2, ln), ν˜) · (−1)ln
∑
{k1,...,kn−2}
cn−1,(k1,...,kn−2,ln)(ν˜)
Pl,k(ν)
.(2.8)
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In (2.5), we substitute ki → ki − 1 to rewrite
(−1)ln
n−2∑
i=1
∑
{k1,...,kn−2}
cn−1,(k1,...,kn−2,ln)−ei(ν˜)
Pl,k(ν)
.
Thus in view of the recurrence relation for cn−1,(k1,...,kn−2,ln)(ν˜), we find (2.5)+(2.6)+(2.8) = 0
and finish the proof of (2.3).
In the next step we prove the right hand side of (2.2) satisfies the recurrence relation (1.1)
for cn,m(ν). As in the first step, if we put
Qm,l(ν) =
n∏
i=1
(mi − li)!
n∏
i=1
(νi + νn + 1)mi−li−1
then the identity
n−1∑
i=1
Qm,l(ν)
Qm−ei,l(ν)
+
1
2
Qm,l(ν)
Qm−en,l(ν)
−
n−1∑
i=1
Qm,l(ν)
Qm,l+ei(ν)
− 1
2
(ln−1 − ln)(mn − ln)
= qn(m, ν)− qn(l, ν)
holds. By means of (2.3) our claim follows and thus we complete the proof of Theorem 2.1.
✷
3. Explicit formulas for class one Whittaker functions
In this section we will show a recursive integral representation of the class one Whittaker
function.
Theorem 3.1. For ν = (ν1, . . . , νn) ∈ a∗C and y = (y1, . . . , yn) ∈ A, we inductively define a
function W˜ nν (y) on A by
W˜ nν (y) :=
∫
(R+)n
∫
(R+)n−1
n∏
i=1
exp
{
−(piyi)2ti − 1
ti
} n∏
i=1
(piyi)
2νn
·
n−1∏
i=1
exp
{
−(piyi)2 ti
ti+1
ui − 1
ui
}
· t2νn1
n−1∏
i=1
(ti+1ui)
νn
· W˜ n−1ν˜
(
y2
√
t2u2
t3u1
, . . . , yn−1
√
tn−1un−1
tnun−2
, yn
√
tn
un−1
)
n−1∏
i=1
dui
ui
n∏
i=1
dti
ti
,
(3.1)
and W˜ 1ν (y) = W˜
1
ν1(y1) = 2K2ν1(2piy1). Here ν˜ = (ν1, . . . , νn−1). Then we have
W˜ nν (y) =
∑
w∈Wn
w
[
Γn(ν) · M˜nν (y)
]
(3.2)
with
Γn(ν) :=
∏
1≤i<j≤n
Γ(−νi − νj)Γ(−νi + νj)
∏
1≤i≤n
Γ(−2νi)
and thus W nν (y) = y
ρnW˜ nν (y).
We illustrate the outline of the proof of the expansion formula (3.2). It is done by induction
on n and as in the proof of Theorem 2.1, it consists of two steps. For x = (x1, . . . , xn) ∈ (R+)n,
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let us define a function Vν(x) = V(ν1,...,νn)(x1, . . . , xn) by
Vν(x) :=
∫
(R+)n−1
n−1∏
i=1
exp
{
−(pixi)2ui − 1
ui
} n∏
i=1
(pixi)
2νn
n−1∏
i=1
uνni
· W˜ n−1ν˜
(
x2
√
u2
u1
, . . . , xn−1
√
un−1
un−2
, xn
√
1
un−1
)
n−1∏
i=1
dui
ui
.
(3.3)
The induction hypothesis implies the rapid decay of the function W˜ n−1ν (y) and therefore
the above integral converges absolutely for x ∈ (R+)n and ν ∈ Cn. By using Vν(x), we can
write W˜ nν (y) as
W˜ nν (y) =
∫
(R+)n
n∏
i=1
exp
{
−(piyi)2ti − 1
ti
} n∏
i=1
tνni
· Vν
(
y1
√
t1
t2
, . . . , yn−1
√
tn−1
tn
, yn
√
tn
)
n∏
i=1
dti
ti
.
(3.4)
We will first establish an expansion formula for Vν(x) in Theorem 3.3 below. We notice
that when n = 3, this computation is essentially the same as [5], which we expressed the
generalized principal series Whittaker functions on Sp3(R) in terms of Whittaker functions
on SO5(R). In the next step (subsection 3.2), by way of the results of Theorem 3.3 we will
prove the relation (3.2).
As in [5], to justify interchange of the order of integrations and infinite sums in the com-
putation in the next subsections, we need the following lemma. For the proof see [5, Lemma
5.2].
Lemma 3.2. For complex numbers {aij}1≤i≤j≤n with aii ≥ 0, {bi}1≤i≤n and d, put
∆(m) ≡ ∆(m, {aij}, {bi}, d) =
∑
1≤i≤n
aiim
2
i +
∑
1≤i<j≤n
aijmimj +
∑
1≤i≤n
bimi + d
Let {pij}1≤i,j≤n be complex numbers and {qi}1≤i≤n nonzero complex numbers. We can in-
ductively define complex numbers Am ≡ A(m1,...,mn)({aij}, {bi}, d) by A(0,...,0) = 1 and the
recurrence relation
∆(m)Am =
n∑
i=1
( n∑
j=1
pijmj + qi
)
Am−ei ,
if ∆(m) does not vanish for all (m1, . . . ,mn) 6= (0, . . . , 0). Set
X = {({aij}, {bi}, d) ∈ Cn(n+3)/2+1 | ∆(m) 6= 0 for all m ∈ Nn\{(0, . . . , 0)}}.
Let U be any compact subset in X. There exists a positive constant cU depending only on U
such that
(3.5) |Am| ≤ cm1+···+mnU /(m1 + · · ·+mn)!
for all m ∈ Nn and ({aij}, {bi}, d) ∈ U . Thus the power series
∞∑
m1,...,mn=0
Amx
m1
1 · · · xmnn
converges absolutely and uniformly on compacta for (x1, . . . , xn) ∈ (R+)n and ({aij}, {bi}, d) ∈
X.
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3.1. The first step –expansion formula for Vν–. In this subsection we prove the follow-
ing:
Theorem 3.3. Let Vν(x) be the function defined by (3.3). Then, for ν ∈ ′a∗C, we have
(3.6) Vν(x) =
∑
w∈Wn−1
∑
1≤p≤n
w
[
Γp(ν)
∞∑
l1,...,ln=0
ln−1≥ln
bp(l1,...,ln)(ν)
n∏
i=1
(pixi)
2(li+ν
(p)
1 +···+ν(p)i )
]
,
where
Γp(ν) :=
∏
1≤i<j≤n−1
Γ(−νi − νj)Γ(−νi + νj)
∏
1≤i≤n−1
Γ(−2νi)
·
∏
1≤i≤p−1
Γ(−νi + νn)
∏
p≤i≤n−1
Γ(νi − νn),
ν(p) ≡ (ν(p)1 , . . . , ν(p)n ) := (ν1, . . . , νp−1, νn, νp, . . . , νn−1).
and
bp(l1,...,ln)(ν) := (−1)
ln
∑
{k1,...,kn−2}
cn−1,(k1,...,kn−2,ln)(ν˜)∏
1≤i≤min(p−1,n−2)(li − ki)!(νi − νn + 1)li−ki−1
· 1∏
p≤i≤n−2(li − ki−1)!(−νi + νn + 1)li−ki
·

1
(ln−1−ln)!(νn−1−νn+1)ln−1−kn−2
if p = n,
1
(ln−1−kn−2)!(−νn−1+νn+1)ln−1−ln
if p 6= n.
Here {k1, . . . , kn−2} means ki runs through such that
0 ≤ ki ≤ li (1 ≤ i ≤ p− 2), 0 ≤ kp−1 ≤ min(lp−1, lp), 0 ≤ ki ≤ li+1 (p ≤ i ≤ n− 2).
Moreover bp
l
(ν) = bp(l1,...,ln)(ν) is uniquely determined by the initial condition b
p
(0,...,0)(ν) = 1
and the recurrence relation:
qn(l, ν
(p))bp
l
(ν) =
n−1∑
i=1
bp
l−ei(ν) +
1
2
(−ln−1 + ln + ν(p)n − νn − 1)bpl−en(ν).
Proof. We substitute the expansion formula for W n−1ν˜ (y) to find
Vν(x) =
∑
w∈Wn−1
w
[
Γn−1(ν˜)
∫
(R+)n−1
n−1∏
i=1
exp
{
−(pixi)2ui − 1
ui
} n∏
i=1
(pixi)
2νn
n−1∏
i=1
uνni
·
∞∑
k1,...,kn−1=0
cn−1,(k1,...,kn−1)(ν˜)
n∏
i=2
(
pixi
√
ui
ui−1
)2(ki−1+ν1+···+νi−1) n−1∏
i=1
dui
ui
]
.
By changing the order of the integration and the infinite sum, we get
Vν(x) =
∑
w∈Wn−1
w
[
Γn−1(ν˜)
∞∑
k1,...,kn−1=0
cn−1,(k1,...,kn−1)(ν˜)
n∏
i=1
(pixi)
2(ki−1+ν1+···+νi−1+νn)
·
n−1∏
i=1
∫ ∞
0
exp
{
−(pixi)2ui − 1
ui
}
u
ki−1−ki−νi+νn
i
dui
ui
]
.
(3.7)
As in [5, §7] this interchange is justified by Lemma 3.2, and an analytic continuation argument
implies that (3.7) is valid for all (x1, . . . , xn) ∈ (R+)n.
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In view of∫ ∞
0
exp
{
−(pix)2u− 1
u
}
us
du
u
= 2(pix)−sKs(2pix)
=
pi
sin spi
(pix)−s
(
I−s(2pix)− Is(2pix)
)
=
pi
sin spi
( ∞∑
l=0
(pix)2(l−s)
l! Γ(l − s+ 1) −
∞∑
l=0
(pix)2l
l! Γ(l + s+ 1)
)
,
(3.8)
we have
Vν(x) =
∑
w∈Wn−1
w
[
Γn−1(ν˜)
∞∑
k1,...,kn−1=0
cn−1,(k1,...,kn−1)(ν˜)
n∏
i=1
(pixi)
2(ki−1+ν1+···+νi−1+νn)
·
n−1∏
i=1
pi
sin(ki−1 − ki − νi + νn)pi
·
n−1∏
i=1
( ∞∑
li=0
(pixi)
2(li−ki−1+ki+νi−νn)
li! Γ(li − ki−1 + ki + νi − νn + 1)
−
∞∑
li=0
(pixi)
2li
li! Γ(li + ki−1 − ki − νi + νn + 1)
)]
=
∑
w∈Wn−1
w
[
Γn−1(ν˜)
∞∑
k1,...,kn−1=0
(−1)kn−1cn−1,(k1,...,kn−1)(ν˜)(pixn)2(kn−1+ν1+···+νn)
·
n−1∏
i=1
(
Γ(−νi + νn)
∞∑
li=0
(pixi)
2(li+ki+ν1+···+νi)
li!(νi − νn + 1)li−ki−1+ki
+ Γ(νi − νn)
∞∑
li=0
(pixi)
2(li+ki−1+ν1+···+νi−1+νn)
li!(−νi + νn + 1)li+ki−1−ki
)]
.
By changing the order of the summuations and substituting li → li − ki or li → li − ki−1 for
1 ≤ i ≤ n− 1 and kn−1 → ln to get
Vν(x) =
∑
w∈Wn−1
∑
P⊂{1,...,n−1}
w
[
ΓP (ν)
∞∑
l1,...,ln=0
bP(l1,...,ln)(ν)
·
∏
i∈P∪{n}
(pixi)
2(li+ν1+···+νi)
∏
i∈P c
(pixi)
2(li+ν1+···+νi−1+νn)
]
,
(3.9)
where P ranges all the subset of {1, . . . , n − 1} and P c means the complement of P in
{1, . . . , n− 1}. Here
ΓP (ν) := Γn−1(ν˜)
∏
i∈P
Γ(−νi + νn)
∏
i∈P c
Γ(νi − νn)
and
bP(l1,...,ln)(ν) := (−1)ln
∑
{k1,...,kn−2}
cn−1,(k1,...,kn−2,ln)(ν˜)∏
i∈P,1≤i≤n−2(li − ki)!(νi − νn + 1)li−ki−1
· 1∏
i∈P c,1≤i≤n−2(li − ki−1)!(−νi + νn + 1)li−ki
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·

1
(ln−1−ln)!(νn−1−νn+1)ln−1−kn−2
if n− 1 ∈ P,
1
(ln−1−kn−2)!(−νn−1+νn+1)ln−1−ln
if n− 1 ∈ P c,
for ln−1− ln ≥ 0, and bP(l1,...,ln)(ν) = 0 for ln−1 − ln < 0. Here the indexing set {k1, . . . , kn−2}
runs through such that
0 ≤ ki ≤ li (i ∈ P ), 0 ≤ ki ≤ li+1 (i+ 1 ∈ P c), 0 ≤ ki (i ∈ P c and i+ 1 ∈ P ).
From now on we consider which P contributes to the summation in (3.9). We first derive
a recurrence relation for bP(l1,...,ln)(ν) and an explicit formula for the initial value b
P
(0,...,0)(ν).
Lemma 3.4. For P ⊂ {1, 2, . . . , n− 1}, set P˜ = {i | 1 ≤ i ≤ n− 2, i ∈ P c and i+ 1 ∈ P}.
(i) bP
l
(ν) = bP(l1,...,ln)(ν) satisfies the recurrence relation(n−1∑
i=1
l2i +
1
2
l2n −
n−1∑
i=1
lili+1 +
n−1∑
i=1
λPi li + κ
P
)
bPl (ν)
=
n−1∑
i=1
bPl−ei(ν) +
1
2
(−ln−1 + ln + λPn − νn − 1)bPl−en(ν)
Here
κP =
∑
i∈P˜
(νi − νn)(νi+1 − νn)
and λP = (λP1 , . . . , λ
P
n ) is defined as follows:
λPi =

νi − νi+1 if i− 1 ∈ P, i ∈ P, i+ 1 ∈ P,
νi − νn if i− 1 ∈ P, i ∈ P, i+ 1 ∈ P c,
νi−1 + νi − νi+1 − νn if i− 1 ∈ P c, i ∈ P, i+ 1 ∈ P,
νi−1 + νi − 2νn if i− 1 ∈ P c, i ∈ P, i+ 1 ∈ P c,
−νi − νi+1 + 2νn if i− 1 ∈ P, i ∈ P c, i+ 1 ∈ P,
−νi + νn if i− 1 ∈ P, i ∈ P c, i+ 1 ∈ P c,
νi−1 − νi − νi+1 + νn if i− 1 ∈ P c, i ∈ P c, i+ 1 ∈ P,
νi−1 − νi if i− 1 ∈ P c, i ∈ P c, i+ 1 ∈ P c,
for 1 ≤ i ≤ n− 2,
λPn−1 =

νn−1 − νn if n− 2 ∈ P, n− 1 ∈ P,
νn−2 + νn−1 − 2νn if n− 2 ∈ P c, n− 1 ∈ P,
−νn−1 + νn if n− 2 ∈ P, n− 1 ∈ P c,
νn−2 − νn−1 if n− 2 ∈ P c, n− 1 ∈ P c,
and
λPn =
{
νn if n− 1 ∈ P,
νn−1 if n− 1 ∈ P c.
(ii) We have
bP(0,...,0)(ν) =
∏
i∈P˜
Γ(νi − νi+1 + 1)
Γ(νi − νn + 1)Γ(−νi+1 + νn + 1)
and bP(0,...,0)(ν) = 1 when P˜ = ∅.
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Proof. (i) The idea of proof is similar to the first step in the proof of Theorem 2.1 (P =
{1, . . . , n− 1}). Our claim follows from the identity∑
i∈P, 1≤i≤n−2
(li − ki)(li − ki−1 + νi − νn) +
∑
i∈P c, 1≤i≤n−2
(li − ki−1)(li − ki − νi + νn)
+
{
(ln−1 − ln)(ln−1 − kn−2 + νn−1 − νn) if n− 1 ∈ P,
(ln−1 − kn−2)(ln−1 − ln − νn−1 + νn) if n− 1 ∈ P c
−
∑
i∈P,i+1∈P, 1≤i≤n−2
(li − ki)(li+1 − ki + νi+1 − νn)
−
∑
i∈P,i+1∈P c, 1≤i≤n−2
(li − ki)(li+1 − ki)
−
∑
i∈P c,i+1∈P, 1≤i≤n−2
(li − ki − νi + νn)(li+1 − ki + νi+1 − νn)
−
∑
i∈P c,i+1∈P c, 1≤i≤n−2
(li − ki − νi + νn)(li+1 − ki)
=
(n−1∑
i=1
l2i +
1
2
l2n −
n−1∑
i=1
lili+1 +
n−1∑
i=1
λPi li + κ
P
)
− qn−1
(
(k1, . . . , kn−2, ln), ν˜
)
.
(ii) From the definition of bP(l1,...,ln)(ν),
bP(0,...,0)(ν) =
∞∑
ki=0
(i∈P˜ )
cP˜n−1,(k1,...,kn−2,0)(ν)∏
i∈P∩{1,...,n−2}(νi − νn + 1)−ki−1
∏
i∈P c∩{1,...,n−2}(−νi + νn + 1)−ki
·
{
1
(νn−1−νn+1)−kn−2
if n− 2 ∈ P˜ ,
1 otherwise
=
∞∑
ki=0
(i∈P˜ )
(∏
i∈P˜
1
(νi+1 − νn + 1)−ki(−νi + νn + 1)−ki
)
· cP˜n−1,(k1,...,kn−2,0)(ν),
where
cP˜n−1,(k1,...,kn−2,0)(ν) = cn−1,(k1,...,kn−2,0)(ν)|ki=0 (i/∈P˜ ).
Since i ∈ P˜ implies i± 1 /∈ P˜ , we can find the recurrence relation for cP˜n−1,(k1,...,kn−2,0)(ν):(∑
i∈P˜
k2i +
∑
i∈P˜
(νi − νi+1)ki
)
cP˜n−1,(k1,...,kn−2,0)(ν) =
∑
i∈P˜
cP˜n−1,(k1,...,kn−2,0)−ei(ν).
We can easily solve it to find
cP˜n−1,(k1,...,kn−2,0)(ν) =
∏
i∈P˜
1
ki!(νi − νi+1 + 1)ki
.
Thus we get
bP(0,...,0)(ν) =
∏
i∈P˜
( ∞∑
ki=0
1
ki!(νi − νi+1 + 1)ki(νi+1 − νn + 1)−ki(−νi + νn + 1)−ki
)
=
∏
i∈P˜
2F1(−νi+1 + νn, νi − νn; νi − νi+1; 1)
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=
∏
i∈P˜
Γ(νi − νi+1 + 1)
Γ(νi − νn + 1)Γ(−νi+1 + νn + 1) .
Here we used (a)−n = (−1)n/(1 − a)n and Gauss’ formula
2F1(a, b; c; 1) =
Γ(c− a− b)Γ(c)
Γ(c− a)Γ(c− b)
in the last step. Therefore we complete the proof of Lemma 3.4. ✷
Returning to the proof of Theorem 3.3, the next proposition implies our expansion formula
for Vν(x). Because, for 1 ≤ p ≤ n, we have
Γ{1,2,...,p−1}(ν) = Γp(ν), b{1,2,...,p−1}(l1,...,ln) (ν) = b
p
(l1,...,ln)
(ν),
from the definition.
Proposition 3.5. The following P contributes in the right hand side of (3.9).
• P = ∅,
• P is of the form {1, 2, . . . , p− 1} for some 2 ≤ p ≤ n.
More precisely, if there exists an element p0 in P˜ then we have∑
w∈{1,wp0}
w
[
ΓP (ν)
∞∑
l1,...,ln=0
bP(l1,...,ln)(ν)
·
∏
i∈P∪{n}
(pixi)
2(li+ν1+···+νi)
∏
i∈P c
(pixi)
2(li+ν1+···+νi−1+νn)
]
= 0.
Here wp0 is the simple reflection of the Weyl group Wn−1, that is, it permutes νp0 and νp0+1.
Proof. Fix p0 ∈ P˜ . Since p0 ∈ P c and p0 + 1 ∈ P ,∏
i∈P∪{n}
(pixi)
2(li+ν1+···+νi)
∏
i∈P c
(pixi)
2(li+ν1+···+νi−1+νn)
is invariant under the permutation of νp0 and νp0+1. Then it is enough to show
aP(l1,...,ln)(ν) :=
∑
w∈{1,wp0}
w
[
ΓP (ν)bP(l1,...,ln)(ν)
]
= 0.
In view of Lemma 3.4 (i), we can check that λPi and κ
P is invariant under the action of
wp0 . Then b
P
(l1,...,ln)
(ν) and bP(l1,...,ln)(wp0ν) satisfies the same recurrence relation and therefore
aP(l1,...,ln)(ν) also satisfies the same one. Thus, if we can say a
P
(0,...,0)(ν) = 0 then a
P
(l1,...,ln)
(ν) =
0 inductively follows.
From Lemma 3.4 (ii), we have
Γp(ν)bP(0,...,0)(ν) =
∏
1≤i<j≤n−1
Γ(−νi − νj)Γ(−νi + νj)
∏
1≤i≤n−1
Γ(−2νi)
·
∏
i∈P
Γ(−νi + νn)
∏
i∈P c
Γ(νi − νn)
∏
i∈P˜
Γ(νi − νi+1 + 1)
Γ(νi − νn + 1)Γ(−νi+1 + νn + 1) .
We pick up the terms which are not invariant under the action of wp0 :
Γ(−νp0 + νp0+1)Γ(−νp0+1 − νn)Γ(νp0 − νn) ·
Γ(νp0 − νp0+1 + 1)
Γ(νp0 − νn + 1)Γ(−νp0+1 + νn + 1)
=
pi
sin(−νp0 + νp0+1)pi
· 1
(νp0 − νn)(−νp0+1 + νn)
.
Therefore we get aP(0,...,0)(ν) = 0 and complete the proof of Theorem 3.3. ✷
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3.2. The second step –expansion formula for W˜ nν –. In the similar way to the previ-
ous subsection, we shall prove the linear relation (3.2). We need a little more complicated
argument. We insert the expansion formula (3.6) for Vν(x) to get
W˜ nν (y) =
∑
w∈Wn−1
n∑
p=1
w
[
Γp(ν)
∫
(R+)n
n∏
i=1
exp
{
−(piyi)2ti − 1
ti
} n∏
i=1
tνni
·
∞∑
l1,...,ln=0
ln−1≥ln
bp(l1,...,ln)(ν)
n∏
i=1
(
piyi
√
ti
ti+1
)2(li+ν(p)1 +···+ν(p)i ) n∏
i=1
dti
ti
]
.
By changing the order of the integration and the infinite sum, we have
W˜ nν (y) =
∑
w∈Wn−1
n∑
p=1
w
[
Γp(ν)
∞∑
l1,...,ln=0
ln−1≥ln
bp(l1,...,ln)(ν)
n∏
i=1
(piyi)
2(li+ν
(p)
1 +···+ν
(p)
i )
·
n∏
i=1
∫ ∞
0
exp
{
−(piyi)2ti − 1
ti
}
t
−li−1+li+ν(p)i +νn
i
dti
ti
]
.
We use (3.8) for the integral above to find
W˜ nν (y) =
∑
w∈Wn−1
n∑
p=1
w
[
Γp(ν)
∞∑
l1,...,ln=0
ln−1≥ln
(−1)lnbp(l1,...,ln)(ν)
·
n∏
i=1
{
Γ(−ν(p)i − νn)
∞∑
mi=0
(piyi)
2(mi+li+ν
(p)
1 +···+ν
(p)
i )
mi!(ν
(p)
i + νn + 1)mi−li−1+li
+ Γ(ν
(p)
i + νn)
∞∑
mi=0
(piyi)
2(mi+li−1+ν
(p)
1 +···+ν(p)i−1−νn)
mi!(−ν(p)i − νn + 1)mi+li−1−li
}]
.
We substitute mi → mi − li−1 or mi → mi − li, and arrange the order of the summation.
Then we get
W˜ nν (y) =
∑
w∈Wn−1
n∑
p=1
∑
Q⊂{1,2,...,n}
w
[
Γp,Q(ν)M˜p,Qν (y)
]
,(3.10)
where
Γp,Q(ν) := Γp(ν)
∏
i∈Q
Γ(−ν(p)i − νn)
∏
i∈Qc
Γ(ν
(p)
i + νn)
and
M˜p,Qν (y) :=
∞∑
m1,...,mn=0
cp,Q(m1,...,mn)(ν)
∏
i∈Q
(piyi)
2(mi+ν
(p)
1 +···+ν(p)i )
∏
i∈Qc
(piyi)
2(mi+ν
(p)
1 +···+ν(p)i−1−νn)
is the power series with the coefficient
cp,Q(m1,...,mn)(ν) :=
∑
{l1,...,ln}
(−1)lnbp(l1,...,ln)(ν)
∏
i∈Q
1
(mi − li)!(ν(p)i + νn + 1)mi−li−1
·
∏
i∈Qc
1
(mi − li−1)!(−ν(p)i − νn + 1)mi−li
.
Here {l1, . . . , ln} means that
0 ≤ li ≤ mi (i ∈ Q), 0 ≤ li ≤ mi+1 (i+ 1 ∈ Qc), 0 ≤ li (i ∈ Qc and i+ 1 ∈ Q).
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As in the previous subsection let us derive a recurrence relation for cp,Q(m1,...,mn)(ν) and an
explicit formula for the initial value cp,Q(0,...,0)(ν).
Lemma 3.6. For Q ⊂ {1, 2, . . . , n}, set Q˜ = {i | 1 ≤ i ≤ n− 1, i ∈ Qc and i+ 1 ∈ Q}.
(i) cp,Qm (ν) = c
p,Q
(m1,...,mn)
(ν) satisfies the recurrence relation(n−1∑
i=1
m2i +
1
2
m2n −
n−1∑
i=1
mimi+1 +
n−1∑
i=1
λp,Qi mi + κ
p,Q
)
cp,Qm (ν) =
n−1∑
i=1
cp,Q
m−ei(ν) +
1
2
cp,Q
m−en(ν),
where
κp,Q =
∑
i∈Q˜
(ν
(p)
i + νn)(ν
(p)
i+1 + νn) +
{
0 if n ∈ Q,
1
2(ν
(p)
n + νn)(−ν(p)n + νn) if n ∈ Qc,
and λp,Q = (λp,Q1 , . . . , λ
p,Q
n ) is defined as follows:
λp,Qi =

ν
(p)
i − ν(p)i+1 if i− 1 ∈ Q, i ∈ Q, i+ 1 ∈ Q,
ν
(p)
i + νn if i− 1 ∈ Q, i ∈ Q, i+ 1 ∈ Qc,
ν
(p)
i−1 + ν
(p)
i − ν(p)i+1 + νn if i− 1 ∈ Qc, i ∈ Q, i+ 1 ∈ Q,
ν
(p)
i−1 + ν
(p)
i + 2νn if i− 1 ∈ Qc, i ∈ Q, i+ 1 ∈ Qc,
−ν(p)i − ν(p)i+1 − 2νn if i− 1 ∈ Q, i ∈ Qc, i+ 1 ∈ Q,
−ν(p)i − νn if i− 1 ∈ Q, i ∈ Qc, i+ 1 ∈ Qc,
ν
(p)
i−1 − ν(p)i − ν(p)i+1 − νn if i− 1 ∈ Qc, i ∈ Qc, i+ 1 ∈ Q,
ν
(p)
i−1 − ν(p)i if i− 1 ∈ Qc, i ∈ Qc, i+ 1 ∈ Qc,
for 1 ≤ i ≤ n− 1 and
λp,Qn =

ν
(p)
n if n− 1 ∈ Q, n ∈ Q,
ν
(p)
n−1 + ν
(p)
n + νn if n− 1 ∈ Qc, n ∈ Q,
−νn if n− 1 ∈ Q, n ∈ Qc,
ν
(p)
n−1 if n− 1 ∈ Qc, n ∈ Qc.
(ii) We have
cp,Q(0,...,0)(ν) =
∏
i∈Q˜
Γ(ν
(p)
i − ν(p)i+1 + 1)
Γ(−ν(p)i+1 − νn + 1)Γ(ν(p)i + νn + 1)
·

1 if n ∈ Q,
Γ(2ν
(p)
n + 1)
Γ(ν
(p)
n + νn + 1)Γ(ν
(p)
n − νn + 1)
if n ∈ Qc.
Proof. (i) Our claim follows from the identity∑
i∈Q, 1≤i≤n−1
(mi − li)(mi − li−1 + ν(p)i + νn) +
∑
i∈Qc, 1≤i≤n−1
(mi − li−1)(mi − li − ν(p)i − νn)
+
1
2
{
(mn − ln)(mn − ln−1 + ν(p)n + νn) if n ∈ Q,
(mn − ln−1)(mn − ln − ν(p)n − νn) if n ∈ Qc
−
∑
i∈Q,i+1∈Q,1≤i≤n−1
(mi − li)(mi+1 − li + ν(p)i+1 + νn)
−
∑
i∈Q,i+1∈Qc, 1≤i≤n−1
(mi − li)(mi+1 − li)
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−
∑
i∈Qc,i+1∈Q, 1≤i≤n−1
(mi − li − ν(p)i − νn)(mi+1 − li + ν(p)i+1 + νn)
−
∑
i∈Qc,i+1∈Qc, 1≤i≤n−1
(mi − li − ν(p)i − νn)(mi+1 − li)
− 1
2
{
(mn − ln − ν(p)n − νn)(ln−1 − ln − ν(p)n + νn) if n ∈ Q,
(mn − ln)(ln−1 − ln − ν(p)n + νn) if n ∈ Qc
=
(n−1∑
i=1
m2i +
1
2
m2n −
n−1∑
i=1
mimi+1 +
n−1∑
i=1
λp,Qi mi + κ
p,Q
)
− qn(l, ν(p)).
(ii) We can prove in the same way as Lemma 3.4 (ii). ✷
The following is immediate from the above lemma.
Corollary 3.7. We have
• M˜p,{1,2,...,n}ν (y) = M˜nν(p)(y) and Γp,{1,2,...,n}(ν) = Γn(ν(p)) for 1 ≤ p ≤ n,
• M˜n,{1,2,...,q−1}ν (y) = M˜ν¯(q)(y) and Γn,{1,2,...,q−1}(ν) = Γn(ν¯(q)) for 1 ≤ q ≤ n.
Here we write ν¯(q) := (ν1, . . . , νq−1,−νn, νq, . . . , νn−1).
Proof. By Lemma 3.6 (i), we can verify c
p,{1,2,...,n}
m (ν) (1 ≤ p ≤ n) and cn,{1,2,...,q−1}m (ν) (1 ≤
q ≤ n) satisfy the same recurrence relations as (1.1) with ν = ν(p) and ν = ν¯(q), respectively.
Since c
p,{1,2,...,n}
(0,...,0) (ν) = c
n,{1,2,...,q−1}
(0,...,0) (ν) = 1 from Lemma 3.6 (ii), we have c
p,{1,2,...,n}
m (ν) =
cn,m(ν
(p)) and c
n,{1,2,...,q−1}
m (ν) = cn,m(ν¯
(q)) and thus get our claim for M˜∗,∗ν (y).
The latter can be seen from the definition. Indeed we have
Γp,{1,2,...,n}(ν) = Γn−1(ν˜)
∏
1≤i≤p−1
Γ(−νi + νn)
∏
p≤i≤n−1
Γ(νi − νn)
∏
1≤i≤n
Γ(−ν(p)i − νn)
=
∏
1≤i<j≤n−1
Γ(−νi − νj)Γ(−νi + νj)
∏
1≤i≤n−1
Γ(−2νi)
·
∏
1≤i≤p−1
Γ(−νi + νn)
∏
p≤i≤n−1
Γ(νi − νn)
·
∏
1≤i≤p−1
Γ(−νi − νn) · Γ(−νn − νn) ·
∏
p+1≤i≤n
Γ(−νi−1 − νn)
=
∏
1≤i<j≤n−1
Γ(−νi − νj)Γ(−νi + νj)
∏
1≤i≤n
Γ(−2νi)
·
∏
1≤i≤p−1
Γ(−νi + νn)Γ(−νi − νn)
∏
p+1≤i≤n
Γ(νi−1 − νn)Γ(−νi−1 − νn)
= Γn(ν
(p))
and
Γn,{1,2,...,q−1}(ν)
= Γn−1(ν˜)
∏
1≤i≤n−1
Γ(−νi + νn)
∏
1≤i≤q−1
Γ(−ν(n)i − νn)
∏
q≤i≤n
Γ(ν
(n)
i + νn)
=
∏
1≤i≤n−1
Γ(−2νi) · Γ(2νn)
∏
1≤i<j≤n−1
Γ(−νi − νj)Γ(−νi + νj)
·
∏
1≤i≤q−1
Γ(−νi + νn)Γ(−νi − νn)
∏
q+1≤i≤n
Γ(−νi−1 + νn)Γ(νi−1 + νn)
= Γn(ν¯
(q)).
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✷
Now we state cancelations in the summation in (3.10).
Proposition 3.8. The following terms contribute to the right hand side of (3.10).
• 1 ≤ p ≤ n and Q = {1, 2, . . . , n},
• p = n and Q is of the form {1, 2, . . . , q − 1} (1 ≤ q ≤ n).
More precisely we have the following.
(i) If 1 ≤ p ≤ n− 1 and Q is of the form {1, 2, . . . , q − 1} (1 ≤ q ≤ n), then∑
w∈{1,wn−1}
w
[
Γp,Q(ν)M˜p,Qν (y)
]
= 0.
Here wn−1 ∈ Wn−1 is the simple reflection, which permutes the sign of νn−1.
(ii) If Q is not of the form {1, 2, . . . , q} (0 ≤ q ≤ n), there exist an element q0 in Q˜ and
we fix such q0.
(a) For p 6= q0, q0 + 1, then∑
w∈{1,w(p)q0 }
w
[
Γp,Q(ν)M˜p,Qν (y)
]
= 0.
Here w
(p)
q0 ∈ Wn−1 permutes ν(p)q0 and ν(p)q0+1 and fixes other νi’s.
(b) The terms p = q0 and p = q0 + 1 cancel each other:∑
p=q0,q0+1
Γp,Q(ν)M˜p,Qν (y) = 0.
Proof. The idea of proof is the same as Proposition 3.5.
(i) Since ν
(p)
n = νn−1 does not appear in the characteristic exponents of the power series
M˜p,Qν , it is enough to show ∑
w∈{1,wn−1}
w
[
Γp,Q(ν) cp,Q(m1,...,mn)(ν)
]
= 0.
By Lemma 3.6 (i), the recurrence relation for cp,Q(m1,...,mn)(ν) is invariant under the action of
wn−1. Actually νn−1 does not appear in λ
p,Q
i and κ
p,Q = 12(νn−1 + νn)(−νn−1 + νn) (note
that Q˜ = ∅). Then our task is reduced to confirm∑
w∈{1,wn−1}
w
[
Γp,Q(ν) cp,Q(0,...,0)(ν)
]
= 0.(3.11)
By the definition of Γp,Q(ν) and Lemma 3.6 (ii),
Γp,Q(ν) cp,Q(0,...,0)(ν)
=
∏
1≤i<j≤n−1
Γ(−νi − νj)Γ(−νi + νj)
∏
1≤i≤n−1
Γ(−2νi)
·
∏
1≤i≤p−1
Γ(−νi + νn)
∏
p≤i≤n−1
Γ(νi − νn)
·
∏
i∈Q
Γ(−ν(p)i − νn)
∏
i∈Qc
Γ(ν
(p)
i + νn) ·
Γ(2ν
(p)
n + 1)
Γ(ν
(p)
n + νn + 1)Γ(ν
(p)
n − νn + 1)
.
We pick up the terms containing ν
(p)
n = νn−1:∏
1≤i≤n−2
Γ(−νi − νn−1)Γ(−νi + νn−1) · Γ(−2νn−1)Γ(νn−1 − νn)
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· Γ(νn−1 + νn) · Γ(2νn−1 + 1)
Γ(νn−1 + νn + 1)Γ(νn−1 − νn + 1)
=
pi
sin(−2νn−1pi) ·
1
(νn−1 + νn)(νn−1 − νn)
∏
1≤i≤n−2
Γ(−νi − νn−1)Γ(−νi + νn−1).
Then we have (3.11).
(ii) (a) In view of {
ν
(p)
q0 = νq0−1, ν
(p)
q0+1
= νq0 if p < q0,
ν
(p)
q0 = νq0 , ν
(p)
q0+1
= νq0+1 if p > q0 + 1,
and q0 ∈ Qc , q0 + 1 ∈ Q,
∏
i∈Q(piyi)
(··· )∏
i∈Qc(piyi)
(··· ) is invariant under the action of w(p)q0 .
As in the proof of (i), we can see the assertion from Lemma 3.6.
(ii) (b) By using ν
(q0)
q0 = νn, ν
(q0)
q0+1
= νq0 , ν
(q0+1)
q0 = νq0 and ν
(q0+1)
q0+1
= νn, our claim follows
from Lemma 3.6. Indeed we have
Γq0,Q(ν)cq0,Q(0,...,0)(ν)
Γq0+1,Q(ν)cq0+1,Q
(0,...,0)
(ν)
=
∏
1≤i≤q0−1 Γ(−νi + νn)
∏
q0≤i≤n−1 Γ(νi − νn)∏
1≤i≤q0 Γ(−νi + νn)
∏
q0+1≤i≤n−1 Γ(νi − νn)
·
∏
i∈Q Γ(−ν(q0)i − νn)
∏
i∈Qc Γ(ν
(q0)
i + νn)∏
i∈Q Γ(−ν(q0+1)i − νn)
∏
i∈Qc Γ(ν
(q0+1)
i + νn)
· Γ(ν
(q0)
q0 − ν(q0)q0+1 + 1)
Γ(−ν(q0)q0+1 − νn + 1)Γ(ν
(q0)
q0 + νn + 1)
· Γ(−ν
(q0+1)
q0+1
− νn + 1)Γ(ν(q0+1)q0 + νn + 1)
Γ(ν
(q0+1)
q0 − ν(q0+1)q0+1 + 1)
=
Γ(νq0 − νn)
Γ(−νq0 + νn)
· Γ(−νq0 − νn)Γ(2νn)
Γ(−2νn)Γ(νq0 + νn)
· Γ(νn − νq0 + 1)
Γ(−νq0 − νn + 1)Γ(2νn + 1)
· Γ(−2νn + 1)Γ(νq0 + νn + 1)
Γ(νq0 − νn + 1)
= −sin(νq0 + νn)pi · sin(−νq0 + νn)pi
sin(νq0 − νn)pi · sin(−νq0 − νn)pi
= −1.
✷
To conclude the proof of Theorem 3.1, we rewrite (3.10) by using Corollary 3.7 and Propo-
sition 3.8:
W˜ nν (y) =
∑
w∈Wn−1
n∑
p=1
w
[
Γn(ν
(p))
∞∑
m1,...,mn=0
cn,(m1,...,mn)(ν
(p))
·
p−1∏
i=1
(piyi)
2(mi+ν1+···+νi)
n∏
i=p
(piyi)
2(mi+ν1+···+νi−1+νn)
]
+
∑
w∈Wn−1
n∑
q=1
w
[
Γn(ν¯
(q))
∞∑
m1,...,mn=0
cn,(m1,...,mn)(ν¯
(q))
·
q−1∏
i=1
(piyi)
2(mi+ν1+···+νi)
n∏
i=q
(piyi)
2(mi+ν1+···+νi−1−νn)
]
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=
∑
w∈Wn
w
[
Γn(ν)M˜
n
ν (y)
]
.
✷
4. Mellin transforms of class one Whittaker functions
In this section we compute the Mellin transform of the class one Whittaker function. We
first derive another recursive integral representation between W nν (y) and W
n−1
ν (y). This is
similar to the recursive formula for GLn(R) and GLn−2(R) Whittaker functions obtained by
Stade [13, Theorm 2.1].
Theorem 4.1. We have
W˜ nν (y) = 2
n
∫
(R+)n−1
n∏
i=1
K2νn
(
2piyi
√
(1 + ui−1)(1 + 1/ui)
)
· W˜ n−1ν˜
(
y2
√
u1
u2
, . . . , yn−1
√
un−2
un−1
, yn
√
un−1
) n−1∏
i=1
dui
ui
.
Here we promise u0 = 1/un = 0.
Proof. Substituting ui → ti+1/ui (1 ≤ i ≤ n− 1) into the integral representation (3.1) to
find
W˜ nν (y) =
∫
(R+)n
∫
(R+)n−1
n∏
i=1
exp
{
−(piyi)2ti − 1
ti
} n∏
i=1
(piyiti)
2νn
·
n−1∏
i=1
exp
{
−(piyi)2 ti
ui
− ui
ti+1
} n−1∏
i=1
u−νni
· W˜ n−1ν˜
(
y2
√
u1
u2
, . . . , yn−1
√
un−2
un−1
, yn
√
un−1
) n−1∏
i=1
dui
ui
n∏
i=1
dti
ti
=
∫
(R+)n−1
n∏
i=1
(∫ ∞
0
exp
{
−(piyi)2ti
(
1 +
1
ui
)
− 1
ti
(1 + ui−1)
}
t2νni
dti
ti
)
·
n∏
i=1
(piyi)
2νn
n−1∏
i=1
u−νni · W˜ n−1ν˜
(
y2
√
u1
u2
, . . . , yn−1
√
un−2
un−1
, yn
√
un−1
) n−1∏
i=1
dui
ui
.
By (3.8), the integration
∫
dti becomes
2(1 + ui−1)2νn
{
(piyi)
√
(1 + ui−1)(1 + 1/ui)
}−2νn
K2νn
(
2piyi
√
(1 + ui−1)(1 + 1/ui)
)
and we finish the proof. ✷
Let s = (s1, . . . , sn) ∈ Cn and
T nν (s) =
∫
(R+)n
W˜ nν (y1, . . . , yn)
n∏
i=1
(piyi)
2si
dyi
yi
be the multiple Mellin transform of the (ρ-shifted) class one Whittaker function W˜ nν (y). In
the same way as in [15, Theorem 3.1] for GL(n,R)-Whittaker functions, we can prove the
following recursive formula for T nν (s).
Theorem 4.2. Let n ≥ 2 and fix real numbers τj (1 ≤ j ≤ n− 1) such that
τj < min{Re(
∑j
i=1 εiνσ(i)) | εi ∈ {±1}, σ ∈ Sn},
WHITTAKER FUNCTIONS 21
and also define τ−1 = +∞, τ0 = 0. Let
ηj = max{−τj−1 + νn, τj−1 − νn,−τj,−τj−2},
for 1 ≤ j ≤ n− 1 and
Ω = {s ∈ Cn−1 | Re(sj) > ηj for 1 ≤ j ≤ n− 1}.
Then for s ∈ Ω, we have
T nν (s) =
2−1
(2pi
√−1)n−1
∫ τ1+√−1∞
τ1−
√−1∞
· · ·
∫ τn−1+√−1∞
τn−1−
√−1∞
n∏
i=1
Γ(si + ti−1 + νn)Γ(si + ti−1 − νn)
·
n−1∏
i=1
Γ(si + ti)Γ(si+1 + ti−1)
Γ(si + si+1 + ti−1 + ti)
· T n−1ν˜ (−t1, . . . ,−tn−1)
n−1∏
i=1
dti.
Here T 1ν (s) = 2
−1Γ(s1 + ν1)Γ(s1 − ν1) and we promise t0 = 0.
Proof. (sketch) We use induction on n and the proof is quite analogous to [15, §4]. By
Mellin inversion and Theorem 4.1,
T nν (s) =
22n−1
(2pi
√−1)n−1
∫ τ1+√−1∞
τ1−
√−1∞
· · ·
∫ τn−1+√−1∞
τn−1−
√−1∞
T n−1ν˜ (−t1, . . . ,−tn−1)
·
∫
(R+)n−1
∫
(R+)n
n∏
i=1
K2νn
(
2piyi
√
(1 + ui−1)(1 + 1/ui)
)
(piyi)
2si
·
n−1∏
i=1
(
piyi+1
√
ui
ui+1
)2ti n∏
i=1
dyi
yi
n−1∏
i=1
dui
ui
n−1∏
i=1
dti
=
22n−1
(2pi
√−1)n−1
∫ τ1+√−1∞
τ1−
√−1∞
· · ·
∫ τn−1+√−1∞
τn−1−
√−1∞
T n−1ν˜ (−t1, . . . ,−tn−1)
·
∫
(R+)n−1
n∏
i=1
(∫ ∞
0
K2νn
(
2piyi
√
(1 + ui−1)(1 + 1/ui)
)
(piyi)
2(si+ti−1)
dyi
yi
)
·
n−1∏
i=1
u
−ti−1+ti
i
n−1∏
i=1
dui
ui
n−1∏
i=1
dti
=
2−1
(2pi
√−1)n−1
∫ τ1+√−1∞
τ1−
√−1∞
· · ·
∫ τn−1+√−1∞
τn−1−
√−1∞
T n−1ν˜ (−t1, . . . ,−tn−1)
·
n∏
i=1
Γ(si + ti−1 + νn)Γ(si + ti−1 − νn)
·
∫
(R+)n−1
{n−1∏
i=1
u
−ti−1+ti
i
n∏
i=1
{(1 + ui−1)(1 + 1/ui)}−si−ti−1
} n−1∏
i=1
dui
ui
n−1∏
i=1
dti
=
2−1
(2pi
√−1)n−1
∫ τ1+√−1∞
τ1−
√−1∞
· · ·
∫ τn−1+√−1∞
τn−1−
√−1∞
T n−1ν˜ (−t1, . . . ,−tn−1)
·
n∏
i=1
Γ(si + ti−1 + νn)Γ(si + ti−1 − νn)
·
n−1∏
i=1
(∫ ∞
0
(1 + ui)
−si−si+1−ti−1−tiusi+tii
dui
ui
) n−1∏
i=1
dti.
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By using ∫ ∞
0
(1 + u)−(x+y)uy
du
u
=
Γ(x)Γ(y)
Γ(x+ y)
for Re(x) > 0, Re(y) > 0, we get the assertion. ✷
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