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Abstract
We consider the typical distance between vertices of the giant component of a random
intersection graph having a power law (asymptotic) vertex degree distribution with infinite
second moment. Given two vertices from the giant component we construct OP (log logn)
upper bound for the length of the shortest path connecting them.
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1 Introduction
Given a collection of subsets S(1), . . . , S(n) of the set W = {w1, . . . , wm} define the intersection
graph on the vertex set V = {v1, . . . , vn} such that vi and vj are joined by an edge (denoted
vi ∼ vj) whenever S(i) ∩ S(j) 6= ∅, for i 6= j. Assuming that the sets S(i), i = 1, . . . , n, are
drawn at random we obtain a random intersection graph.
Random intersection graphs have applications in various fields: design and analysis of secure
wireless sensor networks [7], [5], modelling of social networks [6], statistical clasification [8], see
also [12], [13]. Usually, in applications the number of interacting nodes (vertices) is large and it
is convenient to study the statistical properties of parameters of interest.
We consider a class of random intersection graphs, where m is much larger than n and where
the random subsets S(i), i = 1, . . . , n, are independent. Moreover, we assume that for every i,
the distribution of S(i) is a mixture of uniform distributions. That is, for every k, conditionally
on the event |S(i)| = k the random set S(i) is uniformly distributed in the class of all subsets
of W of size k. In particular, with P∗i denoting the distribution of |S(i)| we have, for every
A ⊂ W , P(S(i) = A) = (m|A|
)−1
P∗i(|A|). The random intersection graph corresponding to the
sequence of distributions P∗ = (P∗1, . . . , P∗n) is denoted G(n,m,P∗).
Assuming that as n,m→∞ the asymptotic distributions of √n/m |S(i)| have power tails and
infinite second moment we obtain the random intersection graph G(n,m,P∗) with asymptoti-
cally heavy tailed vertex degree distribution without second moment, see [6] and [1].
It is known that in some random graph models with a heavy tailed vertex degree distribution
the typical distance between vertices of the giant component is of order OP (log log n), see [4],
[10], [14], [15], [16]. In the present note we extend this bound to the random intersection graph
model with heavy tailed vertex degree distribution without second moment.
The paper is organized as follows: results are stated in Section 2. Proofs are given in Section 3.
1
2 Results
Given an integer sequence {m1,m2, . . . }, let {(Zn1, . . . , Znn), n = 1, 2, . . . } be a sequence of ran-
dom vectors with independent coordinates such that for every n, Zni takes values in {0, 1, . . . ,mn},
1 ≤ i ≤ n. Let Pni denote the distribution of Zni. Write Pn = (Pn1, . . . , Pnn). Fix two
countable sets {v1, v2, . . . } and {w1, w2, . . . } and define the sequence of random intersection
graphs {Gn = G(n,mn,Pn), n = 1, 2, . . . } as follows. Given n, let Sn(v1), . . . , Sn(vn) be in-
dependent subsets of Wn = {w1, . . . , wmn} of sizes Zni = Zn(vi) := |Sn(vi)|, 1 ≤ i ≤ n,
such that P(Sn(vi) = A) =
(mn
|A|
)−1
Pni(|A|), for A ⊂ Wn. Gn is the graph on the vertex set
Vn = {v1, . . . , vn}, where vi and vj are adjacent whenever Sn(vi) ∩ Sn(vj) 6= ∅. Let P˜ni denote
the distribution of the random variable Z˜ni = Z˜n(vi) := |Sn(vi)|
√
n/mn.
Let dn(u, v) denote the distance between vertices u, v ∈ Vn in Gn (=number of edges in the
shortest path of Gn connecting u and v). Let C1 = C1(Gn) ⊂ Vn denote the vertex set of the
largest connected component of Gn. Therefore, the subgraph of Gn induced by C1 is connected
and the number of vertices of any other connected subgraph of Gn is not greater than |C1|. A
vertex u ∈ Vn is called maximal in Gn if Zn(u) = maxv∈Vn Zn(v).
Theorem 1. Let 0 < α < 1 and c0, c1, c2 > 0. Let {ω1, ω2, . . . } be a sequence of positive
numbers satisfying limn ωn = +∞. Let {G(n,mn,Pn), n = 1, 2, . . . } be a sequence of random
intersection graphs such that
(i) n ln2 n = o(mn) as n→∞;
(ii) ∃ n0 such that ∀ n > n0 we have
c1t
−1−α ≤ P(Z˜ni > t) ≤ c2t−1−α, ∀t ∈ [c0, n1/(1+α)ωn], ∀i ∈ {1, . . . , n}. (1)
Let {un} be a sequence of maximal vertices, i.e., for every n, the vertex un ∈ Vn is maximal in
Gn. For every ε > 0 we have as n→∞
P
(
d(v1, un) ≤ (1 + ε) ln−1(1/α) ln(ln(2 + n))
∣∣∣ d(v1, un) <∞
)
→ 1, (2)
P
(
d(v1, v2) ≤ (2 + ε) ln−1(1/α) ln(ln(2 + n))
∣∣∣ v1, v2 ∈ C1
)
→ 1. (3)
Here ′ ln ′ denotes the natural logarithm.
It follows from (3), by the symmetry, that given two vertices v, v′ drawn uniformly at random
from the giant component C1 we have d(v, v
′) = OP (ln lnn). Recall that such a distance is of
much larger order OP (lnn) in the corresponding Erdo˝s-Re´nyi graph (G(n, p) with 1 < c1 ≤
np ≤ c2). This remarkable difference is explained by an effect of very large nodes whose degrees
realize the extremes from a power law distribution, see [14], [15].
Note that with probability tending to 1 (with high probability) every maximal vertex belongs
to the giant component C1. In addition, as n→∞ we have |C1| > ρn, for some ρ ∈ (0, 1). We
collect these statements in Remark 1.
Remark 1. Assume that conditions of Theorem 1 are satisfied. Then
∃ ρ ∈ (0, 1) such that P(|C1| > ρn)→ 1 as n→∞. (4)
Let {un} be a sequence of maximal vertices, i.e., for every n, the (random) vertex un ∈ Vn is
maximal in Gn. Then
P
(
un ∈ C1(Gn)
)→ 1 as n→∞. (5)
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2
3 Proofs
We start with auxiliary Lemmas 1-4. Then we prove Remark 1, see Lemma 5 below, and
Theorem 1.
In what follows we write l2(n) := ln(ln(n)), where ln denotes the natural logarithm. Hj,k,m
denotes the hypergeometric random variable with parameters j, k ≤ m and the distribution
P(Hj,k,m = r) =
(kr)(
m−k
j−r )
(mj )
.
Lemma 1. Let S1, S2 be independent random subsets of the set W = {1, . . . ,m} such that S1
(respectively S2) is uniformly distributed in the class of subsets of W of size j (respectively k).
Then H = |S1 ∩ S2| is the hypergeometric random variable with parameters j, k,m and mean
EH = jk/m. The probability p′ := P(H = 0) = (m− k)j/(m)j satisfies, for j + k < m,
1− jk/m
1− (j + k)/m ≤ p
′ ≤ 1− jk
m
+
(jk
m
)2
. (6)
Here we denote (m)j = m(m− 1) · · · (m− j + 1). For 0 < s < 1 and j + k ≤ sm we have
jk
m
+
2
1− s
(jk
m
)2 ≥ P(S1 ∩ S2 6= ∅) ≥ jk
m
− (jk
m
)2
. (7)
For λ = EH and t ≥ 0 we have
P(H ≥ λ+ t) ≤ exp{− t2
2(λ+ t/3)
}
, P(H ≤ λ− t) ≤ exp{− t2
2λ
}
. (8)
In particular, we have
P(H = 0) ≤ e−jk/2m. (9)
Proof of Lemma 1. Inequalities (6) are shown in [12]. Inequalities (7) are simple consequences
of (6). We only show the left-hand side inequality for i, j ≥ 1. In this case j + k ≤ 2jk and we
have
a :=
1
1− (j + k)/m = 1 +
j + k
m
a ≤ 1 + 2jk
m
1
1− s .
Now, desired inequality follows from the left-hand side inequality (6).
Exponential inequalities for hypergeometric probabilities (8) can be derived from the corre-
sponding inequalities for binomial probabilities, see [9]. Their proof can be found in, e.g., [11].
The right-hand side inequality (8) applied to t = EH gives (9).
Lemma 2. Given integer m and constants 0 < γ1 < γ2 < 1 let z1, z2, . . . , zr be integers such
that z =
∑r
h=1 zh ≤ γ1m and zh ≥ 6γ2(γ2 − γ1)−2 lnn ≥ 1, for 1 ≤ h ≤ r. Let S1, S2, . . . , Sr
be independent random subsets of W = {1, . . . ,m} such that, for every h, Sh is uniformly
distributed in the class of subsets of W of size zh. Then
P
(∣∣∪ri=1Si∣∣ ≥ (1− γ2)
r∑
i=1
|Si|
)
≥ 1− rn−3. (10)
Proof of Lemma 2. Write D[0] = ∅ and, for h ≥ 1, denote D[h] = ∪k≤hSk and S′h = Sh \D[h−1].
Note that |D[r]| =
∑r
h=1 |S′h| ≤ z. In order to prove (10) we show that uniformly in h and D[h−1]
(satisfying |D[h−1]| ≤ γ1m) we have ph := P(|S′h| ≤ (1 − γ2)zh
∣∣D[h−1]) ≤ n−3. It is convenient
to write this probability in the form ph = P(H ≥ γ2a), where H denotes the hypergeometric
random variable with parameters a = zh, b = |D[h−1]| and m. We have EH = ab/m ≤ γ1a. An
application of (8) shows ph ≤ exp{−a(γ2 − γ1)2/(2γ2)}. For a = zh ≥ (6γ2/(γ2 − γ1)2) ln n we
obtain ph ≤ n−3, thus completing the proof.
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Lemma 3. Given integers 1 ≤ a, b, d ≤ m, let Sa ⊂ Sd be subsets of the set W = {1, 2, . . . ,m}
of sizes |Sa| = a and |Sd| = d. Here a ≤ d. Let Sb be a random subset of W uniformly distributed
over the subsets of W of size b. For integers 0 < s ≤ r < t satisfying s ≤ a ∧ b, we have
P
(
|Sb ∩ Sd| ≥ t
∣∣∣ |Sb ∩ Sa| ≥ s
)
≤ max
s≤i≤r
P(Hb−i,d−a,m−a ≥ t− i) + P(Ha,b,m > r)
P(Ha,b,m ≥ s) . (11)
Assume that d ≤ m/100. Then we have
P
(
|Sb ∩ Sd| ≥ b/2
∣∣∣Sb ∩ Sa 6= ∅
)
≤ e−b/8(1 + 4m
ab
I{a > b/4, ab ≤ m, b ≥ 3}). (12)
Proof of Lemma 3. Let us prove (11). Introduce events B = {|Sb∩Sd| ≥ t}, A = {|Sb∩Sa| ≥ s}
and write p := P(B|A). Denote pi = P(Hb−i,d−a,m−a ≥ t − i). Let
∑
j denote the sum over
subsets Aj ⊂ Sa of size |Aj| = j. We have
P(B ∩ A) =
∑
s≤j≤a∧b
∑
j
P
(
B ∩ {Sb ∩ Sa = Aj}
)
=
∑
s≤j≤a∧b
∑
j
P
(
B
∣∣Sb ∩ Sa = Aj)P(Sb ∩ Sa = Aj)
=
∑
s≤j≤a∧b
pj
∑
j
P(Sb ∩ Sa = Aj) =
∑
s≤j≤a∧b
pjP(Ha,b,m = j)
≤ max
s≤i≤r
piP(s ≤ Ha,b,m ≤ r) +P(Ha,b,m > r). (13)
(11) follows from (13) and the identity p = P(B ∩ A)/P(A).
Let us prove (12). Put t = ⌈b/2⌉, s = 1 and r = ⌊b/4⌋ and apply (11). We obtain
P
(
|Sb ∩ Sd| ≥ b/2
∣∣∣Sb ∩ Sa 6= ∅
)
≤ max
1≤i≤r
pi + p
∗
1/p
∗
2. (14)
Here we denote p∗1 := P(Ha,b,m > r), p
∗
2 = P(Ha,b,m ≥ 1). Let us show that
pi ≤ e−b/8, 1 ≤ i ≤ r. (15)
For this purpose we apply the first inequality of (8). Denote λi = EHb−i,d−a,m−a and ti =
t− i− λi. We have, for 1 ≤ i ≤ r and d/m ≤ 100,
λi = (b− i)(d− a)/(m− a) ≤ bd/m ≤ b/100,
ti ≥ ⌈b/2⌉ − ⌊b/4⌋ − (b/100) ≥ (b/4) − (b/100),
ti ≤ ⌈b/2⌉ − i ≤ b/2.
These inequalities combined with the inequality, which follows from (8), pi ≤ e−t2i /(2(λi+ti/3))
imply (15). Note that, for a ≤ b/4, we have p∗1 = 0 and, therefore, (12) follows from (15) and
(14).
Now assume that a > b/4. Denote λ∗ = EHa,b,m and t∗ = r + 1− λ∗. We have
λ∗ = ab/m ≤ b/100, 1 + b/4 > t∗ > b/4− b/100.
Note that b ≥ 3 implies t∗ < (7/12)b. These inequalities combined with the inequality, which
follows from (8), p∗1 ≤ e−t
2
∗
/(2(λ∗+t∗/3)) imply
p∗1 ≤ e−b/8. (16)
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Finally, we apply (9) to get the lower bound
p∗2 ≥ 1− e−ab/2m ≥ ab/(4m), (17)
for ab < m. Invoking (15, 16, 17) in (14) we obtain (12).
Lemma 4. Let 0 < α < 1 and c0, c1, c2 > 0. Let {ωn} be a positive sequence satisfying ωn → +∞
as n→∞. Let {(Z˜n1, . . . , Z˜nn)} be a sequence of random vectors with independent non-negative
coordinates satisfying condition (ii) of Theorem 1. We have as n→∞
P
(
n1/(1+α)/ωn < max
1≤i≤n
Z˜ni ≤ n1/(1+α) ωn
)→ 1. (18)
Let Ln(t) =
∑n
i=1 Z˜niI{t<Z˜ni≤n1/(1+α) ωn}. There exists an integer n1 ≥ n0 depending on α, c1, c2
and the sequence {ωn} such that, for n > n1 and t ∈ (c0, n1/(1+α)), we have
c1/2 ≤ α
1 + α
tα
n
ELn(t) ≤ c2, (19)
For 1 < τ < 1 + α there exists an integer n2 ≥ n0 and number c∗ > 0 both depending on
α, τ, c1, c2 and the sequence {ωn} such that, for n > n2 and t ∈ (c0, n1/(1+α)), we have
P
(∣∣Ln(t)−ELn(t)∣∣ > γELn(t)) ≤ c∗γ−τn1−τ t(τ−1)(α+1). (20)
Proof of Lemma 4. The proof is routine. We include it for the sake of completeness. Denote for
short t∗ = n
1/(1+α)/ωn and T∗ = n
1/(1+α) ωn.
Let us prove (18). Write p∗n(t) := P(max1≤i≤n Z˜ni ≤ t). It follows from (1) as n→∞
p∗n(t∗) =
∏
i
P(Z˜ni ≤ t∗) ≤
(
1− c1/t1+α∗
)n ≤ exp{−c1n/t1+α∗ } = o(1), (21)
p∗n(T∗) =
∏
i
P(Z˜ni ≤ T∗) ≥
(
1− c2/T 1+α∗
)n ≥ exp{−c2n/(T 1+α∗ − c2)} = 1− o(1). (22)
In (21) we apply 1 − x ≤ e−x to x = c1/t1+α∗ . In (22) we apply 1 − y ≥ e−y/(1−y) to y =
c2/T
1+α
∗ < 1.
Let us prove (19-20). Given 1 ≤ τ < 1 + α and n, write a(τ)i (t) = EZ˜τniI{t<Z˜ni≤T∗}. It follows
from (1) and the identity
a
(τ)
i (t) = t
τP(t < Z˜ni ≤ T∗) + τ
∫ T∗
t
xτ−1P(x < Z˜ni ≤ T∗)dx
that, for sufficiently large n and t ∈ (c0, n1/(1+α)),
c1/2 ≤ a(τ)i (t) t1+α−τ
1 + α− τ
1 + α
≤ c2. (23)
Note that the right hand side inequality holds for n > n0, while the left hand side inequality
holds for n > n′0, where n
′
0 = n
′
0(α, τ, c1, c2, {ωn}) ≥ n0.
An application of (23) to ELn(t) =
∑n
i=1 a
(1)
i (t) shows (19).
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Let us show (20). Denote Ti = Z˜niI{t<Z˜ni≤T ∗}−EZ˜niI{t<Z˜ni≤T ∗}. Write, for short, b := γELn(t).
By Chebyshev’s inequality,
pn(t) := P
(∣∣ n∑
i=1
Ti
∣∣ ≥ b) ≤ b−τE∣∣
n∑
i=1
Ti
∣∣τ . (24)
Invoking the inequalities E|∑Ti|τ ≤∑E|Ti|τ and E|Ti|τ ≤ 2a(τ)i (t), 1 ≤ τ ≤ 2, we obtain
pn(t) ≤ 2b−τ
n∑
i=1
a
(τ)
i (t). (25)
It follows from (23) that
∑n
i=1 a
(τ)
i (t) ≤ c2 1+α1+α−τ nt1+α−τ . Substitution of this inequality and of
(19) in (25) gives
pn(t) ≤ 8
1 + α− τ
c2
cτ1
1
γτ
t(τ−1)(α+1)
nτ−1
thus proving (20).
Lemma 5. Assume that conditions of Theorem 1 are satisfied. Then (4) holds.
Let V 0n = {vi : Z˜ni > n1/(1+α)/lα2 (n)} ⊂ Vn. We have as n→∞
P
(
V 0n ⊂ C1(Gn)
)→ 1, (26)
P
(|V 0n | ≥ 2c2(l2(n))α(1+α))→ 0. (27)
Here |V 0n | denotes the number of elements of the set V 0n and l2(n) denotes ln(ln(n).
Observe that (18) implies that every maximal vertex of Gn belongs whp to V
0
n . Therefore, (26)
combined with (18) imply (5).
Proof of Lemma 5. Let us prove (27). Write t0n = n
1/(1+α)/lα2 (n). We have
|V 0n | =
n∑
i=1
I
0
i , I
0
i := I{Z˜ni>t0n}, 1 ≤ i ≤ n. (28)
For i = 1, . . . , n, let I+i be independent Bernoulli random variables with success probability
P(I+i = 1) = c2t
−1−α
0n . It follows from (1), (28) that the random variable L
+ :=
∑
1≤i≤n I
+
i is
stochastically larger than |V 0n |. Therefore, for every a > 0 we have
P(|V 0n | ≥ a) ≤ P(L+ ≥ a).
Recall that exponential inequalities (8) remain valid if we replace the hypergeometric random
variable H by a Binomial random variable, see e.g., [11]. The first inequality of (8) applied to
Binomial probability P(L+ ≥ a) with a = 2EL+ = 2c2(l2(n))α(1+α) shows (27).
Let us prove (4). Let G0n be the subgraph of Gn obtained by deleting the edges incident to
vertices from V 0n . Note that G
0
n is a random intersection graph defined by the random sets
S0n(vi), vi ∈ Vn, such that S0n(vi) = Sn(vi) for Z˜ni ≤ t0n and S0n(vi) = ∅, for Z˜ni > t0n. Denote
Z˜0ni := Z˜niI{Z˜ni≤t0n} = |S0n(vi)|
√
n/m. Write
κ
1+α = 2c2/c1, a0 := c0, ai+1 = aiκ, i = 0, 1, . . . ,
6
and note that κ1+α ≥ 2. Let Y˜n be a discrete random variable with values 0, a0, a1, . . . , ajn ,
where jn + 1 = max{i : ai ≤ t0n}, and with probabilities P(Y˜n = aj) = p˜j, defined by
p˜j := c1a
−1−α
j − c2a−1−αj+1 = c1a−1−αj /2, j = 0, 1, . . . , jn.
Put P(Y˜n = 0) = 1 − p˜0 − p˜1 − · · · − p˜jn . Note that Y˜n is stochastically smaller than Z˜0ni, for
every 1 ≤ i ≤ n. Indeed, (1) implies, for j = 0, 1, . . . , jn,
P(aj < Z˜
0
ni ≤ aj+1) = P(Z˜ni > aj)−P(Z˜ni > aj+1)
≥ c1a−1−αj − c2a−1−αj+1
= p˜j = P(Y˜n = aj).
Let Y˜n1, . . . , Y˜nn be independent copies of Y˜n defined on the same probability space as Z˜
0
ni, 1 ≤
i ≤ n and such that almost surely Y˜ni ≤ Z˜0ni, for every 1 ≤ i ≤ n (such coupling is possible
because Y˜ni is stochastically smaller than Z˜
0
ni). For 1 ≤ i ≤ n, let S˜0n(vi) be a random subset
of S0n(vi) of size |S˜0n(vi)| = ⌊Y˜ni
√
m/n⌋ (which is uniformly distributed over the class of subsets
of S0n(vi) of size ⌊Y˜ni
√
m/n⌋). Random subsets S˜0n(vi), vi ∈ V are independent and identically
distributed. They define random intersection graph (denoted) G˜0n which is a subgraph of G
0
n. It
is easy to see that EY˜ 2n → ∞. Therefore, using Theorem 1 and Remark 2 of [2], one can show
that there exists ρ ∈ (0, 1) such that the number of vertices C1(G˜0n) of the largest connected
component of G˜0n satisfies
P
(|C1(G˜0n)| > ρn)→ 1. (29)
The inclusions G˜0n ⊂ G0n ⊂ Gn imply |C1(G˜0n)| ≤ |C1(G0n)| ≤ |C1(Gn)| and, by (29), we obtain
P
(|C1(Gn)| > ρn) ≥ P(|C1(G0n)| > ρn) ≥ P(|C1(G˜0n)| > ρn)→ 1. (30)
Note that (4) follows from (30).
Let us prove (26). Denote δ = c1/(12(1 + c0)
1+α) > 0. Write t∗ = (1 + c0)(2c2/c1)
1/(1+α) and
note that for large n we have t∗ < t0n. (1) implies, for 1 ≤ i ≤ n,
P
(
1 + c0 < Z˜ni ≤ t∗
) ≥ c1
(1 + c0)1+α
− c2
t1+α∗
= 6δ. (31)
We assume that n is large so that P(Z˜0ni > 1) ≥ 6δ. Denote
D = ∪v∈C1(G0n)S0n(v), d∗ = ⌊2δρ
√
mn⌋, k∗ = ⌊2c2(l2(n))α(1+α)⌋.
Introduce the events
A = {∀v ∈ V 0n : Sn(v) ∩D 6= ∅}, B = {|D| > d∗}, D = {|V 0n | ≤ k∗}.
Note that (26) follows from the limit P(A)→ 1, which itself follows from (27) and the limits
P(B)→ 1, P(A ∩ B ∩ D)→ 1. (32)
Therefore, in order to prove (26) it suffices to show (32).
Let us show the first limit of (32). Denote
A =
∑
v∈C1(G0n)
|Sn(v)|, B =
∑
{v,u}⊂C1(G0n)
|Sn(v) ∩ Sn(u)|.
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The obvious inequality |D| ≥ A−B combined with the bounds
P(B > δρ
√
mn) = o(1), P(A < 4δρ
√
mn) = o(1) (33)
implies P(B) → 0. It remains to prove (33). It follows from (1) that there exists a number
C > 0 (depending only on α, c0, c1, c2) such that EZ˜ni ≤ C uniformly in n > n0 and 1 ≤ i ≤ n.
We have
EB ≤
∑
1≤i<j≤n
E|Sn(vi) ∩ Sn(vj)| =
∑
1≤i<j≤n
EZ˜niZ˜nj
n
≤ C
2
2
n.
The bound EB = O(n) in combination with condition (i) of Theorem 1 implies the first bound
of (33). Let us prove the second bound of (33). Write V ∗n = Vn \ V 0n . We call a vertex v ∈ V ∗n
large if Z˜n(v) > 1. Other vertices of V
∗
n are called small. Let N
∗ denote the number of large
vertices in V ∗n . Note that large vertices have higher probabilities of belonging to C1(G
0
n) than
small ones. Therefore, the number N˜ of large vertices in C1(G
0
n) is stochastically larger than
the number N0 of large vertices in the simple random sample of size |C1(G0n)| drawn without
replacement and with equal probabilities from the set V ∗n . The obvious inequality A ≥ N˜
√
m/n
implies, for s ≥ 0,
P(A > s) ≥ P(N˜ > s
√
n/m) ≥ P(N0 > s
√
n/m). (34)
We shall show that, for sn = 4δρn,
P(N0 > sn)→ 1. (35)
Introduce the events H = {|C1(G0n)| > ρn} and B∗ = {N∗ ≥ 5δn} and denote
p(n) = P({N0 > sn} ∩D ∩ B∗ ∩H). (36)
By the total probability formula,
p(n) =
∑
h>ρn
∑
b>5δn
∑
k≤k∗
ph,b,k(n)P
(|C1(G0n)| = h, N∗ = b, |V ∗n | = n− k). (37)
Here ph,b,k(n) denotes the conditional probability of the event {N0 > sn} given |C1(G0n)| =
h, N∗ = b, |V ∗n | = n− k. (8) applies to the hypergeometric probability ph,b,k(n) = P(Hh,b,n−k >
sn) and, for large n, shows ph,b,k(n) ≥ 1− n−10. From (37) we obtain
p(n) ≥ P(D ∩ B∗ ∩H)(1− n−10). (38)
Note that the law of large numbers combined with (27) shows P(B∗) → 1. This limit together
with (30) and (27) implies P(D ∩ B∗ ∩ H) → 1. The latter limit, (36) and (38) shows (35).
Finally, (35) combined with (34) implies the second bound of (33), thus completing the proof of
the limit P(B)→ 1.
Let us show the second limit of (32). The total probability formula gives
P(A ∩ B ∩ D) =
∑
k≤k∗
∑
d>d∗
Pk,d(A)P(|D| = d, |V 0n | = k). (39)
Here Pk,d denotes the conditional probability given |D| = d, |V 0n | = k. Let S∗ = {|Sn(v)|, v ∈
V 0n } denote the collection of sizes of sets Sn(v) of vertices v ∈ V 0n . Note that for |V 0n | = k, the
collection S∗ = {s1, . . . , sk} is a multiset. We have
Pk,d(A) =
∑
{s1,...,sk}
Pk,d
(
A
∣∣S∗ = {s1, . . . , sk})Pk,d(S∗ = {s1, . . . , sk}). (40)
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Here the sum is taken over all possible values {s1, . . . , sk} of the multiset S∗ of cardinality k.
The identity
Pk,d
(
A
∣∣S∗ = {s1, . . . , sk}) =
k∏
j=1
P(Hsj ,d,m ≥ 1)
combined with (9) implies, for large n, the inequality Pk,d
(
A
∣∣S∗ = {s1, . . . , sk}) ≥ 1 − n−10
uniformly in d, k and s1, . . . , sk satisfying the inequalities sj ≥ t0n
√
m/n, d > d∗, k ≤ k∗. Now
(40) implies the inequality Pk,d(A) ≥ 1 − n−10, for d > d∗ and k ≤ k∗. Invoking the latter
inequality in (39) we obtain
P(A ∩ B ∩ D) ≥ (1− n−10)P(B ∩ D) = 1− o(1).
In the last step we used (27) and the first bound of (32). The proof of (32) is complete.
Proof of Theorem 1. In the proof we use the approach developed in [14], [16], [15].
Before the proof we introduce some notation. Denote
t0 = n
1/(1+α)l−α2 (n), tk = n
αk/(1+α)l2(n), k = 1, 2, . . . , (41)
k∗ = max{k : nαk/(1+α) ≥ 100 + c0}.
We use the following simple properties of the sequence {tk}. For n > 9 we have
t0 t1/n = l
1−α
2 (n), tk t
−α
k−1 = l
1−α
2 (n), k = 2, 3, . . . , (42)
100 l2(n) < tk∗ < (100 + c0)
1/α l2(n), k∗ ≤ l2(n)/ ln(1/α). (43)
Given U ⊂ Vn we denote S(U) = ∪v∈USn(s). Throughout the proof limits are taken as n→∞.
Given n, write m = mn and T = Tn = n
1/(1+α)ωn. Fix 1 < τ < 1 + α. By c
∗
1, c
∗
2, . . . we denote
positive constants that may depend only on α, τ, c0, c1, c2.
Let us prove (2). Fix a maximal vertex un of Gn. We have
P
(
d(v1, un) > k∗ + εl2(n)
∣∣ d(v1, un) <∞) = P
(
d(v1, un) > k∗ + εl2(n), d(v1, un) <∞
)
P
(
d(v1, un) <∞
) .
In order to prove (2) we shall show that
P
(
d(v1, un) > k∗ + εl2(n), d(v1, un) <∞
)
= o(1), (44)
lim inf
n
P
(
d(v1, un) <∞
)
> 0. (45)
Let us prove (45). Write C1 = C1(Gn). It follows from (4) that P(un ∈ C1) = 1 − o(1).
Therefore, we have
P(d(v1, un) <∞) ≥ P(v1, un ∈ C1) = P(v1 ∈ C1)− o(1). (46)
Inequalities (30) imply E|C1| ≥ ρn(1− o(1)) and, by symmetry, we obtain
P(v1 ∈ C1) = n−1
∑
v∈V
P(v ∈ C1) = n−1E|C1| ≥ ρ(1− o(1)).
This inequality combined with (46) implies (45).
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Let us prove (44). Introduce the sets
U0 = {un}, Uk = {vj : tk ≤ Z˜nj ≤ T}, k = 1, 2, . . . , k∗,
U∗ = {vj : 1 ≤ Z˜nj ≤ t∗}.
Denote Qk =
∑
v∈Uk
|Sn(v)| and qk = EQk. Introduce the events
A0 = {t0 ≤ Z˜n(un) ≤ T},
Ak = {qk/2 ≤ Qk ≤ (3/2)qk}, k = 1, 2, . . . , k∗.
A∗1 =
{|U∗| ≥ 5nδ}, A∗2 = {|Uk∗ | ≤ n/l2(n)},
Here δ > 0 is defined in (31) above. Denote A˜ =
(
∩k∗k=0Ak
)
∩ A∗1 ∩ A∗2. Let us show that
P(A˜)→ 1. (47)
(47) follows from the limits
P(A∗i)→ 1, i = 1, 2, P(A0)→ 1, P
(∩1≤k≤k∗Ak)→ 1. (48)
An application of Chebyshev’s inequality to the binomial random variables |Uk∗ | and |U∗| gives
the first limit of (48). The second limit of (48) is shown in (18). To show the third limit of (48)
we write
1−P(∩1≤k≤k∗Ak) = P(∪1≤k≤k∗Ak) ≤
∑
1≤k≤k∗
P(Ak).
Here Ak denotes the event complement to Ak. Combining the bound, which follows from (20),
P(Ak) ≤ c∗1n(α
k−1)(τ−1)
(
l2(n)
)(α+1)(τ−1)
and the bound, see (43), k∗ = O(l2(n)) we obtain
∑
1≤k≤k∗
P(Ak) = o(1), thus showing the
third limit of (48). We arrive at (47).
In the remaining part of the proof we shall assume that the event A˜ holds. Let P¯, E¯ and
G˜ denote the conditional probability, the conditional expectation, and the conditional random
graph Gn given Z˜n1, . . . , Z˜nn. Write V
∗ = V \Uk∗ and let G∗ denote the subgraph of G˜ induced
by V ∗. Given v ∈ V ∗ define d∗(v) = min{d(w, v) : w ∈ Uk∗}. We shall show that uniformly in
Z˜n1, . . . , Z˜nn satisfying A˜ and uniformly in v ∈ V ∗, u ∈ Uk∗
P¯(d∗(v) > εl2(n), d∗(v) <∞) = o(1), (49)
P¯(d(u, un) ≥ k∗) = o(1). (50)
It follows from (49) that a vertex v ∈ V satisfying d(v, un) < ∞ finds whp a path of length at
most l2(n) to a vertex u ∈ Uk∗ . (50) then applies to u and together with (49) imply
P¯
(
d(v1, un) > k∗ + εl2(n), d(v1, un) <∞
)
= o(1). (51)
The bound (51) combined with (47) shows (44). It remains to prove (49, 50).
Proof of (49). For simplicity of notation we put ε = 1. Given v ∈ V ∗ denote L∗ = {v′ ∈ V ∗ :
d∗(v, v′) ≤ l2(n)}. Here d∗ denotes the distance between vertices of the graph G∗. Introduce the
event B∗ = {|S(L∗)| ≥ δ l2(n)
√
m/n}. The event
{d∗(v) > l2(n), d∗(v) <∞} ⊂ {S(L∗) ∩ S(Uk∗) = ∅, |L∗| > l2(n)}
⊂ ({S(L∗) ∩ S(Uk∗) = ∅} ∩ B∗) ∪ (B∗ ∩ {|L∗| > l2(n)}).
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Here B∗ denote the event complement to B∗. We have
P¯
(
d∗(v) > l2(n), d∗(v) <∞
) ≤ p′ + p′′, (52)
where
p′ = P¯
({S(L∗) ∩ S(Uk∗) = ∅} ∩ B∗), p′′ = P¯(B∗ ∩ {|L∗| > l2(n)}).
We shall show that
p′ = o(1), p′′ = o(1) as n→∞. (53)
Let us prove the first bound. (19) and (43) imply qk∗ > 4c
∗
2
√
mn/(l2(n))
α. Invoking the
inequality Qk∗ ≥ qk∗/2 and the inequality, which follows from Lemma 2, P¯(|S(Uk∗)| ≥ Qk∗/2) =
1− o(1) we obtain the bound 1− P¯(B′) = o(1) for the event B′ = {|S(Uk∗)| > c∗2
√
mn/(l2(n))
α}.
Therefore, we have
p′ = P¯({S(L∗) ∩ S(Uk∗) = ∅} ∩ B′ ∩ B∗) + o(1)
≤ P¯(S(L∗) ∩ S(Uk∗) = ∅
∣∣B′,B∗) + o(1)
= o(1).
In the last step we applied (9) to the random variable H =
∣∣S(L∗)∩S(Uk∗)∣∣ conditionally, given
|S(L∗)| and |S(Uk∗)|.
Let us show the second bound of (53). Denote k′ = ⌊l2(n)⌋. Let {v′1, v′2, . . . , v′n′} be an enu-
meration of elements of V ∗. We call v′i smaller than v
′
j whenever i < j. We call v
′ ∈ V ∗
large if Z˜n(v
′) ≥ 1. Paint elements of V ∗ white. Given v ∈ V ∗ we construct the ’breath
first search’ tree Tv in G
∗ with the root v as follows. Paint vertex v black and write τ0 = v.
White vertices are checked in increasing order and those found adjacent to τ0 are painted black.
Denote them τ1 < τ2 < · · · < τj1 . After all neighbours of τ0 have been found the vertex τ0
is called saturated. Then proceed recursively: take the first available black unsaturated ver-
tex, say τi (here i = min{j : τj is black and unsaturated }), and find its neighbours among
remaining white vertices. Do this by checking white vertices in increasing order. After all
white neighbours of τi have been found the vertex τi is called saturated, the neighbours are
denoted τji−1+1 < τji−1+2 < · · · < τji and painted black. We call τi the parent vertex of
its children τji−1+1, . . . , τji . In this way we obtain the list L = {τ0, τ1, . . . } of vertices of the
tree Tv. Denote Lr = {τ0, . . . , τr}. Let N˜ denote the number of large vertices in the set
Lk′ . We say that (player) v receives a yellow card at step r ≥ 1 if vertex τr is large and
|S(Lr−1) ∩ Sn(τr)| ≥ 2−1|Sn(τr)|. The event that v receives the first yellow card at step r is
denoted Br. On the event H :=
(∩k′i=1Bi) ∩ {N˜ ≥ 4δk′} we have
|S(Lk′)| ≥ 2−1N˜
√
m/n ≥ δ l2(n)
√
m/n. (54)
Note that the inequality |L∗| > l2(n) implies |L| ≥ k′ + 1. Therefore, we have
p′′ ≤ P¯(B∗ ∩ {|L| > k′ + 1}).
Furthermore, for |L| ≥ k′ + 1, the inclusion Lk′ ⊂ L∗ implies |S(Lk′)| ≤ |S(L∗)| and in view of
(54) we conclude that events H and B∗ ∩ {|L| > k′ + 1} do not intersect. We have
P¯(B∗ ∩ {|L| > k′ + 1}) = P¯(B∗ ∩ {|L| > k′ + 1} ∩H) ≤ p∗1 + p∗2,
where
p∗1 := P¯({|L| > k′ + 1} ∩ {N˜ < 4δk′}), p∗2 := P¯(∪k
′
r=1Br).
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In order to prove the bound p′′ = o(1) we shall show that p∗i = o(1), i = 1, 2.
Write
p∗1 = P¯(|L| > k′ + 1)p˜, p˜ := P¯(N˜ < 4δk′
∣∣ |L| > k′ + 1). (55)
Since large vertices have higher probabilities to join the list L than the other vertices we conclude
that the random variable N˜ is stochastically larger than the number N0 of large vertices in the
simple random sample of size k′ + 1 drawn without replacement and with equal probabilities
from the set V ∗. In particular, we have
p˜ ≤ P¯(N0 < 4δk′). (56)
Note that on the event A∗1 ∩ A∗2 we have EN0 ≥ 5δ(k′ + 1) and VarN0 = O(k′). Therefore,
Chebyshev’s inequality implies P¯(N0 < 4δk
′) = O(1/k′) = o(1). This bound combined with
(55) and (56) implies the bound p∗1 = o(1).
In order to prove the bound p∗2 = o(1) we write p
∗
2 ≤
∑k′
r=1 P¯(Br) and show that
P¯(Br) ≤ n−10, (57)
for every r and large n. Before the proof of (57) we introduce some notation. For i ≥ 1 denote
Wi = W \ S(Li−1), S′(τi) = Sn(τi) \ S(Li−1), mi = |Wi|, si = |Sn(τi)|, s′i = |S′(τi)|. Put
W0 = W . Fix r ≥ 1. Let τr∗ denote the parent vertex of τr. Denote Dr = S(Lr−1) ∩Wr∗ and
dr = |Dr|. We have P¯(Br
∣∣Wr∗ ,Dr, S′(tr∗), sr) ≤ p∗, where
p∗ := P¯r∗
(|Dr ∩ Sn(τr)| ≥ 2−1sr
∣∣∣Sn(τr) ∩ S′(τr∗) 6= ∅). (58)
Here P¯r∗ denotes the conditional probability P¯ given Wr∗,Dr, S
′(tr∗), sr. Note that in (58)
values of all random variables are fixed (given), but Sn(τr) which is a random set uniformly
distributed in the class of subsets of Wr∗ of given size sr satisfying sr ≥
√
m/n (because τr is a
large vertex). It follows from (12) that for large n we have
p∗ ≤ e−sr/8(1 + 16mr∗/s2r) ≤ e−8
−1
√
m/n(1 + 16n) < n−10. (59)
In the last step we applied condition (i) of Theorem 1. (59) implies (57) thus completing the
proof of (53). We arrive to (49).
Proof of (50). Given u′0 ∈ Uk∗ finds a neighbour in Uk∗−1, say, u′1 with probability at least
min
u∈Uk∗
P¯
(
Sn(u) ∩ S(Uk∗−1) 6= ∅
)
=: p∗0.
Similarly, given u′j ∈ Uk∗−j finds a neighbour in Uk∗−j−1, say u′j+1, with probability at least
min
u∈Uk∗−j
P¯
(
Sn(u) ∩ S(Uk∗−j−1) 6= ∅
)
=: p∗j ,
and so on. In this way we may construct a path (namely, u′0, u
′
1, u
′
2, . . . , u
′
k∗
= un) of length
at most k∗ connecting un with an arbitrary vertex u
′
0 from Uk∗ . The probability that such a
construction fails is at most
∑k∗−1
j=0 (1− p∗j). In particular, for any given u ∈ Uk∗ , we have
P¯(d(u, un) > k∗) ≤
k∗−1∑
j=0
(1− p∗j).
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In order to prove (50) we shall show that, for some c∗4 > 0 and large n,
1− p∗j ≤ e−c
∗
4(l2(n))
1−α
+ n−2, 0 ≤ j ≤ k∗ − 1. (60)
Fix 1 ≤ i ≤ k∗ − 1 and u ∈ Ui+1. On the event A˜ we have, for large n,
Qi ≥ qi
2
≥ c1
4
1 + α
α
√
mn
tαi
, (61)
where the second inequality of (61) follows from (19). Denote c∗4 =
c1
16
1+α
α and introduce the
event B = {|S(Ui)| ≥ 2c∗4
√
mn t−αi }. It follows from Lemma 2 (applied to γ1 = 1/10 and
γ2 = 1/2) that
1− n−2 ≤ P¯(|S(Ui)| ≥ Qi/2) ≤ P¯(B). (62)
Here in the last step we invoke (61). Next we apply (9) to the hypergeometric random variable
H = |Sn(u) ∩ S(Ui)|, where |Sn(u)| and |S(Ui)| are given and satisfy |Sn(u)| ≥ ti+1
√
m/n and
|S(Ui)| ≥ 2c∗4
√
mn t−αi . We obtain
P¯
(
Sn(u) ∩ S(Ui) = ∅
∣∣B) ≤ exp{−c∗4 ti+1tαi
}
= exp{−c∗4(l2(n))1−α}. (63)
Combining (62) and (63) we obtain (60), for j = k∗ − i− 1 satisfying 0 ≤ j ≤ k∗ − 2. The proof
of (60) for j = k∗ − 1 is similar but simpler. We arrive to (50) thus completing the proof of (2).
Let us prove (3). Denote an = (1 + ε/2)(1/α) ln(ln(2 + n)) and introduce the events
D = {v1, v2 ∈ C1}, G = {d(v1, v2) > 2an}, Gi = {d(vi, un) > an}, i = 1, 2.
Note that (3) is equivalent to the limit P(G|D) = o(1). In order to prove (3) we shall show that
that there exists ρ > 0 such that
lim inf
n
P(D) > ρ2, (64)
P(G ∩ D) = o(1). (65)
Let us prove (64). It follows from the identity |C1| =
∑
v∈V I{v∈C1}, by the symmetry, that
E|C1|2 = E
∑
v∈V
I
2
{v∈C1}
+E
∑
{u,v}∈V
I{u,v∈C1}
= E|C1|+ n(n− 1)P(D).
This identity combined with |C1| ≤ n and the inequality, which follows from (4), E|C1|2 ≥
n2ρ2(1− o(1)) shows (64).
Let us prove (65). In view of (5) in suffices to show that p := P(G∩D∩{un ∈ C1}) = o(1). We
have p ≤ p1 + p2, where pi = P(d(vi, un) > an, d(vi, un) < ∞), i = 1, 2. Finally, (44) implies
pi = o(1) thus completing the proof of (65).
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