In this paper, a novel Asymptotic Probability Estimation (APE) method is proposed to estimate the probability of correlated rare failure events for complex integrated systems containing a large number of replicated cells. The key idea is to approximate the failure rate of the entire system by solving a set of nonlinear equations derived from a general analytical model. An error refinement method based on Look-up Table ( LUT) is further developed to improve numerical stability and, hence, reduce estimation error. Our numerical experiments demonstrate that compared to the state-of-the-art method, APE can reduce the estimation error by up to 45× without increasing the computational cost.
INTRODUCTION
The advance of integrated circuit (IC) technology brings about significant process variations, making robust circuit design a grand challenge. For instance, in order to achieve sufficiently high yield of an advanced microprocessor containing millions or even billions of replicated cells (e.g., SRAM bit-cells, flip-flops, etc.), the failure rate of each single cell must be extremely small. Considering a 1Mb SRAM array, the failure rate of one SRAM bit-cell must be less than 10 −6 to ensure that the entire array can function properly with high yield. To accurately estimate such a rare failure rate, the traditional Monte Carlo (MC) method must repeatedly run expensive transistor-level simulations for more than 10 7~1 0 8 times and, therefore, is not computationally affordable.
A large body of works have been proposed in the literature to efficiently estimate rare cell-level failure rate [1] (i.e., the failure probability of a single cell). Most of them are based on Important Sampling (IS) [2] - [4] or Boundary Searching (BS) [5] . More recently, Scaled-Sigma Sampling (SSS) [6] - [8] and Subset Simulation (SUS) [9] are proposed to handle large-scale circuits characterized by a high-dimensional variation space involving hundreds of or even thousands of independent random variables.
Even though the problem of estimating cell-level rare failure rate has been extensively studied, it remains an open question how we could efficiently estimate the rare failure rate for an entire system (i.e., system-level failure rate [1] ) containing a large number of replicated cells. The system-level failure events depend on a large number of cell-level failures. The entire system fails if any one of the cells fails. Note that cell-level failures are often statistically correlated due to the strong coupling at circuit or device levels, e.g., shared sense amplifier (SA) among multiple SRAM bit-cells [10] , inter-die process variations [11] - [12] , common power supply variations, etc. For this reason, when one cell fails, other cells tend to fail with high correlation. If all cell failures are modeled as statistically independent events and the correlation information is completely ignored, the system-level failure rate cannot be estimated accurately.
To address this correlation issue, Asymptotic Probability Approximation (APA) has been recently proposed [1] . It captures the correlation among cell-level failures by exploring a series of partial failure events (i.e., the probability for a small number of cells to fail). Based on the APA model, the system-level failure rate is simply a linear function of the total number of cells in the system.
In this paper, we further demonstrate that the system-level failure rate with correlated cell-level failure events is generally a nonlinear function of the number of cells. We propose a novel Asymptotic Probability Evaluation (APE) method to accurately capture the system-level failure rate by solving a set of nonlinear equations. Our key idea is to decouple the system-level failure into a set of statistically independent local failure events and fully correlated global failure events. Next, a general nonlinear analytical model is derived where the unknown model coefficients are solved by nonlinear optimization [13] . Finally, the failure rate of the entire system is estimated according to the aforementioned model.
Furthermore, in order to improve the numerical stability of our prosed method, an error refinement algorithm based on Lookup Table ( LUT) is developed. It checks the numerical error based upon a set of inequalities derived from probability theorems. If the error is substantially large and, hence, the inequalities are violated, a correction step is applied to reduce the error. Such an error refinement process is particularly important when there exist a large number of replicated cells in the system and, therefore, the impact of numerical error can be significant. Compared to the traditional APA method [1] , our proposed APE method can reduce the estimation error by up to 45× without increasing the computational cost, as will be demonstrated by the numerical results in Section 4.
The remainder of this paper is organized as follows. In Section 2, we derive the proposed APE algorithm and then discuss several important implementation issues in Section 3. The efficacy of APE is demonstrated by two experimental examples in Section 4. Finally, we conclude in Section 5.
PROPOSED APPROACH

Problem Definition
Suppose that we have a system containing N replicated cells. Let x denote its device-level random variables (e.g., the threshold voltage VTH, transistor widths and lengths, etc.) and {yn; n = 1, 2, ⋅⋅⋅, N} denote the performance of interest (PoI) of each cell (e.g., the read output of a single SRAM bit-cell). Without loss of generality, we assume that x can be divided into N + 1 sub-vectors:
where the global variables xg affect the PoI of all cells, but the nth subset of local variables xl,n impact the n-th cell only. For different cells, the value of xg is the same but the local variable values are different. We further assume that {xl,n; n = 1, 2, ⋅⋅⋅, N} and xg are mutually independent, after principal component analysis [14] .
The aforementioned global and local variables do not necessarily correspond to inter-die and intra-die variations. To intuitively explain this concept, we consider the SRAM example in Figure 1 . This SRAM array consists of N bit-cells that share the same Sense Amplifier (SA). To read CELL<1>, we pre-charge the bit lines (i.e. BL and BLB) and enable the corresponding word line WL1. Next, CELL<1> is selected and connected to both bit lines through the transistors M3 and M6. If the resulting differential voltage (i.e., ΔVBL = VBL − VBLB) is less than the input offset voltage of SA (i.e., VOS), CELL<1> cannot be read correctly and the read operation fails. Note that the read failure of each cell is determined by both the differential voltage ΔVBL and the offset voltage VOS. Sharing the same SA among all cells in the same column results in correlated read failures among these cells. In this case, we define the n-th local variables xl,n as the local mismatches associated with the transistors in CELL<n> and the global variables xg as the local mismatches associated with the transistors {MSA1, MSA2, ⋅⋅⋅, MSA5} in the SA. In addition, inter-die variations, power supply variations, temperature variations, etc. can also be defined as global variables since they affect all devices on the same die.
In general, the definition of global and local variables satisfies the following assumptions:
• When the global variables xg are fixed, the failure events of different cells are only affected by their local variables {xl,n; n = 1, 2, ⋅⋅⋅, N} and, therefore, are manually independent, referred to as local failure events.
• When the local variables {xl,n; n = 1, 2, ⋅⋅⋅, N} are fixed, the failure events are only affected by the global variables xg and, therefore, are fully correlated, referred to as global failure events.
With the aforementioned assumptions, we define the failure event of the n-th cell (i.e., cn) as:
where F C represents the cell-level failure region in the performance space U (i.e. the subset of the performance space where the PoI does not meet the specification). Sharing the global variables xg introduces correlations among the failure events of different cells. Since all cells are identically designed, we assume that the failure rates of different cells are identical:
where yn(x) = yn(xl,n, xg) and Pr[•] stands for the probability that an event occurs. Note that the different behaviors posed by parasitics for different cells are ignored here. If any cell fails, the SRAM system fails. Hence, the systemlevel failure event FN U can be defined as a union of all cell-level failure events [1] , i.e., FN U = c1 ∪ c2 ∪ ⋅⋅⋅ ∪ cN. The system-level failure rate PN can be defined as:
where
T is the system PoI. Note that when N is equal to 1, P1 equals the cell-level failure rate P C .
Asymptotic Probability Evaluation
To estimate PN, we introduce the n-th order simultaneous failure rate (SFR) Sn as:
Sn denotes the probability for the n-th order simultaneous failure event Fn S = c1 ∩ c2 ∩ ⋅⋅⋅ ∩ cn to occur. Namely, it represents the probability for n cells to fail simultaneously. PN can be rewritten as [1] :
Note S1 = P1 = P C . Theoretically, once {Sn; n = 1, 2, ⋅⋅⋅, N} are known, the system-level failure rate PN can be calculated by using (6) . Hence, our goal is to accurately and efficiently estimate {Sn; n = 1, 2, ⋅⋅⋅, N}.
The 1st order SFR S1 can be expressed as the following integration over the entire region (i.e., Ω) of the global variables xg:
where Pr[c1 | xg] is the conditional probability of the failure event for the 1st cell given the global variables xg, and pdf(•) denotes the Probability Density Function (PDF) of a continuous random variable. We discrete the region Ω into a set of hyper-rectangles centered at {xm Ω ; m = 1, 2, ⋅⋅⋅, M} and approximate the integration in (7) by a finite number of summation terms:
where Δx denotes the volume of a hyper-rectangle and M is the approximation order. In (8) , lm = Pr[c1 | xg = xm Ω ] is the failure rate of a single cell given xm Ω and it is referred to as the m-th local failure rate. On the other hand, gm = pdf(xg = xm Ω ) ⋅Δx is m-th global condition probability, i.e., the probability for the global variables xg to fall into the m-th hyper-rectangle centered at xm Ω . If the number of hyper-rectangles (i.e., M) is sufficiently large, we can obtain an accurate approximation for the integration in (7) .
For the 2nd order SFR S2 (i.e., the SFR of two cells), we can apply the similar approximation:
Note that given xm Ω , the failure event of the 1st cell (i.e. c1) is only affected by the local variable xl,1, and the failure event of the 2nd cell (i.e. c2) is only affected by the local variable xl,2. Since xl,1 and xl,2 are mutually independent, the failure events of these two cells are also independent. The m-th local failure rate of two cells can be expressed as: 
(10) Substituting (10) into (9) yields:
Similarly, the n-th order SFR (i.e., Sn) can be approximated by an analytical function of lm and gm:
Therefore, by introducing the global variable xg and a set of hyper-rectangles centered at {xm Ω ; m = 1, 2, ⋅⋅⋅, M}, the correlated failure events of different cells (i.e., {cn; n = 1, 2, ⋅⋅⋅, N}) can be decoupled into a set of independent local failure events (i.e., {cn | xg = xm Ω ; n = 1, 2, ⋅⋅⋅, N}). If the 2M variables {lm, gm; m = 1, 2, ⋅⋅⋅, M} are known, all SFRs {Sn; n = 1, 2, ⋅⋅⋅, N} can be approximated by using (12) and then the system-level failure rate PN can be estimated by using (6) . However, it is non-trivial to accurately estimate the conditional probabilities {lm; m = 1, 2, ⋅⋅⋅, M}, because the failure region associated with the 1st cell (i.e. c1) is not known in practice.
Instead of calculating the values of {lm; m = 1, 2, ⋅⋅⋅, M} based on their definitions, we propose to take an alternative approach in this paper. The key idea is first to estimate a set of SFRs {Sq; q = 1, 2, ⋅⋅⋅, Q} by fast MC analysis (e.g., the H-SUS method [1] ). Next, we solve the unknowns {lm; m = 1, 2, ⋅⋅⋅, M} and {gm; m = 1, 2, ⋅⋅⋅, M} from the following nonlinear equations: 13 ⋅ = L g s, (13) where
Three important clarifications should be made here. First, Eq. (13) is a set of nonlinear equations with 2M unknown variables {lm; m = 1, 2, ⋅⋅⋅, M} and {gm; m = 1, 2, ⋅⋅⋅, M}. We must know at least 2M SFRs so that the equations in (13) are not underdetermined. Namely, Q should be no less than 2M. Since the SFRs are extremely small, it is computationally expensive to estimate a large of SFRs in practice. Therefore, we must adopt a "low-order approximation" with small M and Q in order to make the computational cost affordable. As will be demonstrated by our numerical experiments in Section 4, even with an extremely small order (e.g., M ≤ 3), our proposed method already offers superior accuracy over other state-of-the-art methods.
Second, once lm and gm are obtained by solving (13) , Sn can be estimated by using (12) . We do not need to "explicitly" know {xm Ω ; m = 1, 2, ⋅⋅⋅, M} that determine the locations of hyperrectangles. Conceptually, the optimal choice of these hyperrectangles is "implicitly" determined when solving (13) . It is one of the most attractive features of the proposed method.
Third, if the nonlinear equations in (13) are neither underdetermined nor overdetermined (i.e., Q = 2M), the traditional AWE algorithm [15] can be used to solve (13) based on eigenvalue decomposition. However, due to the statistical error associated with MC analysis when estimating {Sq; q = 1, 2, ⋅⋅⋅, Q}, forming a set of overdetermined nonlinear equations is often preferred for our application of interest. In this way, the solution of (13) is not strongly biased by the statistical errors. The aforementioned overdetermined equations can be solved by the following nonlinear optimization:
In (15), we aim to minimize the approximation error for {Sq; q = 1, 2, ⋅⋅⋅, Q} while guaranteeing that 0 ≤ lm ≤ 1 and 0 ≤ gm ≤ 1. Here, both lm and gm are within the interval [0, 1] because they represent probability values.
It is important to note that a number of implementation issues must be carefully addressed in order to make the proposed method of great efficiency. In the next section, we will further discuss these implementation details.
IMPLEMENTAION DETAILS
To estimate the extremely small SFRs {Sq; q = 1, 2, ⋅⋅⋅, Q}, we adopt the Hierarchical Subset Simulation (H-SUS) method from [1] . First, according to the definition of the simultaneous failure event Fn S , we have: 16
The q-th order SFR (i.e., Sq) can be expressed as:
Pr Pr
denotes the failure probability of the i-th cell given that i − 1 cells have simultaneously failed, and S1 C is equal to the cell-level failure rate P C . We define a set of intermediate failure events {Fi,k S ; k = 1, 2, ⋅⋅⋅, Ki} that satisfy the following condition: 19 , ,
C can be further decoupled as the product of a set of conditional probabilities {Si,k C ; k = 1, 2, ⋅⋅⋅, Ki}:
Pr
Here, Fi,k S and Ki are usually determined experimentally. If we can find the proper events {Fi,k S ; k = 1, 2, ⋅⋅⋅, Ki}, Si,k C is substantially larger than Sq and, hence, can be estimated efficiently by Markov Chain Monte Carlo (MCMC) sampling [9] . Next, Sq can be efficiently calculated by using (20) and (17).
Once lm and gm have been found by solving the optimization problem in (15), we can calculate {Sn; n = 1, 2, ⋅⋅⋅, N} and PN by using (12) and (6) respectively. However, two important issues must be carefully considered in practice. First, if N is large (i.e., there are many replicated cells), the binomial coefficients in (6) are extremely large and cannot be accurately represented by a double-precision floating-point number. Second, the statistical error posed by MC analysis often accumulates and substantially biases the estimated system-level failure rate as N increases.
In order to address the aforementioned issues related to numerical stability, we propose a novel error refinement method based on LUT. Note that PN in (4) can be rewritten as: 
To simply our notation, we denote:
and T1,N−1 as the last item at right-hand side of (22):
Based on (22)- (24), we have: 
Eq. (26) can be re-written as: 27 , , 1 ,
Hence, we can construct a LUT T based on (27) to calculate {T1,K; K = 1, 2, ⋅⋅⋅, N − 1}:
where T is a triangular matrix. Each item in T with 1 ≤ J < N and 1 < K ≤ N − 1 satisfies (27).
To determine T, we calculate each column based on (27) in sequence. Let us start from the first column with K = 1. According to the definition of TJ,K in (23), we have:
where {SJ+1; J = 1, 2, ⋅⋅⋅, N − 1} have been already calculated according to (12) . For the second column with K = 2, each item TJ,2 is determined by those in the first column: 30
Next, based on (27), the remaining columns are calculated by using the previous column. The aforementioned procedure eliminates the need of directly computing the binomial coefficients in (6) Consequently, the iterative procedure of building the LUT T may become numerically unstable. To make the proposed approach numerically robust, if any of the two inequalities does not hold, we will reset TJ,K to min (TJ,K+1, TJ−1,1) . In other words, the value of TJ,K is updated in order to force the two inequalities to hold.
Second, since ∩j=1 J+1 cj is always a subset of ∩j=1 J cj as defined in (23), the values of TJ,K in the same column should decrease with the increase of J (i.e., TJ+1,K ≤ TJ,K). From (27), we have 31
With the proposed error refinement technique, we can guarantee that TJ,K ≤ TJ,K+1. Namely, the elements in the same row should increase with K and, hence, we have TJ,1 ≤ TJ,K+1 and For J = 2, 3, ⋅⋅⋅, N − K 7.
Calculate TJ,K according to (27). 8.
If TJ,K > TJ−1,1 9.
Set TJ,K = TJ−1,1.
10.
End If 11.
End For 12. End For 13. Let P1 = S1. 14. For n = 2, 3, ⋅⋅⋅, N 15.
Calculate Pn = P1 + Pn−1 − T1,n−1 according to (25).
End For
Algorithm 2 further summarizes the major steps of the proposed APE to estimate the system-level failure rate PN. Since PN is calculated based on the nonlinear model (12) , it is a nonlinear function of the number of cells (i.e., N). We can iteratively increase Q until the estimations of PN obtained with Q−1 SFRs and Q SFRs are almost identical. In practise, the order of APE (i.e., M) is usually set to the maximum integer that does not exceed Q/2. Algorithm 2: Asymptotic Probability Evaluation (APE) 1. Suppose that the number of required SFRs is Q, the order of the adopted SFR approximation (12) is M (also referred to as the order of APE) and Q ≥ 2M. 2. Estimate the SFRs {Sq; q = 1, 2, ⋅⋅⋅, Q} by adopting H-SUS [1] . 3. Calculate lm and gm by using SQP [13] or any other nonlinear programming method to solve the optimization problem in (15). 4. Calculate the SFRs {Sn; n = 1, 2, ⋅⋅⋅, N} based on (12). 5. Apply Algorithm 1 to estimate the system-level failure rate PN.
NUMERICAL EXPERIMENTS
In this section, to demonstrate the efficacy of the proposed APE method, we estimate the read and write failure rates of an SRAM array shown in Figure 1 . The SRAM array is designed with a 55nm CMOS technology and consists of N ∈ {1, 2, ⋅⋅⋅, 64} bit-cells. Three different approaches are implemented for comparison purpose: (i) the brute-force MC analysis, (ii) the APA method [1] , and (iii) the proposed APE method. MC analysis is adopted to generate the "golden" system-level failure rate. All numerical experiments are performed on a computer cluster composed of 500 workstations and each workstation is equipped with 2.67GHz CPU and 4GB memory. Figure 3 . System-level failure rates estimated by the conventional APA method [1] and the proposed APE method: (a) read operation and (b) write operation.
Read Failure Rate
When reading any cell from the SRAM array, if the differential bit-line voltage is smaller than the SA input offset voltage VOS, the read operation fails. In this example, we do not consider the inter-die or power supply variations, but only take into account the VTH mismatches of all transistors in the circuit (i.e., all bit-cells and the SA) as independent random variables following Gaussian distributions. Hence, we have 6N + 5 independent random variables in total. The number of random variables reaches 389 when N equals 64. Figure 2 (a) shows the system-level failure rates estimated by the nonlinear models (6) and (12) with M = 3 and Q = 6. The "Monte Carlo" results are obtained with 1.8×10 8 samples. We use H-SUS to estimate the SFR values {S1, S2, ⋅⋅⋅, S6}. When applying the "Default" method, lm and gm are calculated by solving the optimization problem in (15) with SQP [13] and PN is calculated based on (6) directly. When the number of bit-cells increases (e.g., N > 55), the estimated failure rates become numerically unstable, as shown in Figure 2(a) . To address this issue, the proposed "APE" approach applies error refinement (i.e., Algorithm 1) to estimate PN and, consequently, the estimated failure rates become stable even when the number of cells is large. Figure 2 (b) shows the failure rates estimated by the proposed APE method with different orders (i.e., M) and SFR numbers (i.e., Q). When Q is fixed as 6, a higher order APE (i.e., M = 3) yields more accurate results than the lower order one (i.e., M = 2). When the order M is fixed as 3, APE with more SFRs (i.e., Q = 7) achieves better accuracy than that with less SFRs (i.e., Q = 6). Therefore, APE asymptotically approaches the actual failure rate as M and Q increase. In practice, APE with higher order and more SFRs is often preferred in order to improve estimation accuracy, if the computational cost is not prohibitively expensive. Figure 3 (a) further compares the failure rates estimated by APA and APE. Both the 6-th order APA and the 2-nd order APE apply H-SUS to obtain the same set of SFRs (i.e., Q = 6) and, hence, almost share the same computational cost. Similarly, both the 7-th order APA and the 3-nd order APE also use the same set of SFRs (i.e., Q = 7). Note that the failure rate estimated by APA increases linearly with the number of cells (i.e., N). Hence, its error becomes increasingly large when N is large. On the other hand, the proposed APE method approximates the failure rate as a nonlinear function of N. Without increasing the computational cost, APE offers superior accuracy over APA. As shown in Figure  3 (a), the 2-nd order APE is more accurate and less computationally expensive than the 7-th order APA in this example. Table 1 compares the estimation results of APA and APE for our 64-bit SRAM array. The "golden" system-level read failure rate is estimated by MC analysis with 1.8×10 8 samples and is equal to 3.36×10 −6 . The absolute error is defined as |PMC − PEST|, where PMC denotes the "golden" failure rate estimated by MC and PEST is the failure rate estimated by APA or APE. Compared to the 7-th order APA, the 3-rd order APE reduces the absolute error by 45× without increasing the computational cost (i.e., 7631 samples required for both methods). Even the 2-nd order APE with 7459 samples achieves higher accuracy than the 7-th order APA (about 10× reduction in absolute error).
Write Failure Rate
In this example, we study the Write Static Noise Margin (WSNM) of an SRAM array. As shown in Figure 4 Number of Cells Failure Rate 6-th APA 7-th APA 2-nd APE 3-rd APE Monte Carlo can be divided into two inverters, i.e., InvQB and InvQ. We simulate the DC transfer function between Q and QB of these two inverters separately and form the butterfly curves in Figure 4(b) . WSNM is defined as the width of the largest embedded square between the two butterfly curves. If the WSNM of one cell is less than a given threshold, we cannot correctly write it and, hence, cell-level write failure occurs. In this example, we model VTH variation of each transistor in the SRAM array by one inter-die random variable shared by all transistors and one independent intra-die random variable. All these random variables follow Gaussian distributions. In addition, the VDD variation is also taken into account and is modeled as a Gaussian distribution. The total number of random variables is 6N + 2. It reaches 386 when N equals 64. shows the write failure rates estimated by APA and APE. The 6-th order APA and the 2-nd order APE share the same set of SFRs (i.e., Q = 6), and the 7-th order APA and the 3-nd order APE share the same set of SFRs (i.e., Q = 7). In this example, APE again achieves superior accuracy over APA, without increasing the computational cost. Table 2 compares the estimation results of APA and APE for write failure rate of the 64-bit SRAM array. The "golden" systemlevel write failure rate is estimated by MC analysis with 1.8×10 8 samples and is equal to 3.51×10 −6 . Compared to the 7-th order APA, the 3-rd order APE reduces the absolute error by 7× without increasing the computational cost.
CONCLUSIONS
In this paper, we propose a novel Asymptotic Probability Estimation (APE) method to accurately estimate the probability of a large number of correlated rare failure events. APE approximates the system-level failure rate by constructing a general nonlinear model in terms of the total number of cells. An error refinement method based on LUT is further developed in order to improve the numerical stability and, hence, make the proposed APE method of practical utility. Our numerical experiments demonstrate that APE reduces the absolute error by up to 45× over the conventional APA method, without increasing the computational cost.
