Abstract-This paper considers the problem of selecting a set of relay nodes to assist a transmitting node in a two-hop wireless network. Throughput-maximizing relay subset selection is a difficult problem that depends on variables such as node locations and power constraints. It is proposed that all relays employ partial decode-and-forward operations to improve the tractability of the relay selection problem. This allows relay selection to be transformed into a simpler relay placement problem which motivates two proximity-based relay selection algorithms. These algorithms are compared with a greedy algorithm based on relay channel gains to the sink and an algorithm that randomly selects relays. The diversity gain achieved by employing multiple relay nodes is derived. The proposed proximity-based algorithms offer good performance in terms of the expected achieved rate.
I. INTRODUCTION
Two-hop relay-based communication will play a central role in wireless systems that support emerging standards such as IEEE 802.16j [1] . Two-hop relay networks include a source, a sink and a set of relays that assist communication between the source and the sink [2] . Allowing relay nodes to assist a direct-link transmission results in improved system throughput and greater coverage [1] .
If the source can select multiple relays to simultaneously assist its transmissions, the source must decide which nodes in the network should act as relays to maximize the overall system performance. Multiple-relay selection [3] - [5] entails resolving a wide spectrum of performance tradeoffs. For example, selecting multiple relays offers the benefits of coherent combining such as increased throughput and reduced delay. On the other hand, multiple-relay selection has drawbacks including the difficulty of synchronizing the transmissions from multiple relays. An alternative is to select a single relay [6] - [11] , which offers lower gains in terms of throughput but is inherently simpler to implement.
Thus, determining the optimal subset of the set of candidate relay nodes entails balancing the effects of multiple parameters that govern system performance. Our objective, then, is to devise intuitive, low-complexity relay selection algorithms that offer good approximations to the problem of optimal relay selection. We first improve the tractability of the relay selection problem by employing a partial decode-and-forward transmission strategy as presented in [13] . Under this framework, the source employs a layered coding strategy, which enables each receiving node to partially decode the source message if it cannot fully decode it.
We then use partial decode-and-forward to transform the relay selection problem into a relay placement problem. First, we approximate the optimal selection of m relays by the problem of solving for a set of rate-maximizing locations and finding the m closest relays to these locations. Solving for these locations entails maximizing a signomial function [14] which generally does not admit a polynomial-time solution. We then approximate relay selection by the problem of solving for the rate-maximizing location in a three-node line network and finding the m closest relays to this location. In this case, solving for the rate-maximizing location entails maximizing a polynomial. This two-step approach motivates two algorithms that select relays based on their proximity to a rate-maximizing location. For the purposes of performance comparison, we also propose an algorithm that randomly selects relays and a greedy algorithm that selects relays with good channel gains to the sink. We also derive the diversity gain achieved by having m relays assist the source. Our diversity analysis extends the single-relay result in [13] and further highlights the performance benefits of multiple-relay selection. Note that the derived diversity gain is at most the diversity achieved by selecting m relays out of K r candidate relays. For example, selecting the relay with the best end-to-end path between the source and the sink yields a diversity gain on the order of the number of candidate relays [6] .
In this paper, we take an information theoretic encoding, transmission and decoding structure. Each codebook consists of codewords that are sufficiently long to ensure an arbitrarily small probability of error. We assume that each codeword is drawn i.i.d. in accordance with a suitable Gaussian distribution and that the sink and all potential relay nodes employ typical set decoding [15] . We also assume that all nodes have perfect channel state information and that the amount of signaling overhead is negligible. II. SYSTEM MODEL We use the following notation. E denotes expected value, ln(·) is the natural logarithm and Γ(·) is the gamma function. SNR denotes signal-to-noise ratio, P (A) denotes the probability of event A occurring and A denotes the cardinality of a set A. |z| 2 denotes the magnitude of a complex number z and
Consider the two-hop wireless network in Fig 1. The network consists of a source t, a sink r and K r relays in the region between them. Let d i,j and h i,j denote the distance and channel, respectively between nodes i and j.
We assume that each relay operates in a half-duplex mode and employs a single antenna for both reception and transmission. For ease of analysis, we also assume that the received signal at receiving node i during time slot k is affected by circularly symmetric complex Gaussian additive noise n i,k with variance σ 2 and that h i,j obeys the Rayleigh distribution. Let λ c , d 0 , and μ represent the carrier wavelength, the reference distance, and the path loss exponent respectively. We use a log-distance path loss model to obtain [12] 
A. Partial Decode-and-Forward
All selected relays perform partial decode-and-forward operations using the superposition coding strategy in [13] . The source transmits x t,1 during time slot 1, where
and the source allocates power βP t to x 1 and powerβP t to
All other nodes in the network attempt to decode x 1 . If node i can decode x 1 then it attempts to decode x 2 . Two channel thresholds, |h 1 | and |h 2 |, are chosen to determine the set of achievable rates for this coding strategy. The rate for x 1 is
and the rate for x 2 is
The received signals at the candidate relay i and at the sink during time slot 1 are, respectively
If the sink can decode both x 1 and x 2 , the source transmits x t,2 during time slot 2. If the sink cannot decode both x 1 and x 2 , the source selects a subset of the candidate relays. For a selected relay i, if |h t,i | < |h 1 |, then it cannot decode x 1 and it does not transmit during time slot 2. If |h 1 | ≤ |h t,i | < |h 2 |, then a selected relay i can only decode x 1 and transmits x 1 to the sink during time slot 2. If |h t,i | ≥ |h 2 |, then a selected relay i can decode both x 1 and x 2 and transmits x t,1 to the sink. Thus, a selected relay i allocates power P i to its transmission x r,i to the sink, where
Thus, if A denotes the subset of candidate relay nodes that the source has selected, the sink receives
during time slot 2. After time slot 2, if the sink can only decode x 1 , the achieved rate is R 1 , and if the sink cannot decode x 1 , the achieved rate is 0. If the sink can decode x t,1 after either time slot 1 or 2, the achieved rate is R 1 + R 2 . Under this partial decode-and-forward transmission framework, optimal relay selection entails selecting A to maximize the expected achieved rate subject to a sum power constraint over all relays i ∈ A. To simplify the relay selection problem, we fix |h 1 | and |h 2 |.
III. RELAY SELECTION AND RELAY PLACEMENT
We formulate the relay selection problem for an given number of selected relays, and then we show how this problem can be simplified by considering a three-node line network.
A. General Network
Assume that node i transmits x 1 to node j. The rate that is achieved at receiving node j via decoding x 1 is [13]
If node i also transmits x 2 to node j, the rate that is achieved at receiving node j via decoding x 2 after decoding x 1 is [13]
Let P out (R 1 , A) denote the probability that the sink cannot decode x 1 after time slot 2, and let P out (R 2 , A) denote the probability that the sink cannot decode x 2 after time slot 2. Then, the expected achievable rate of the two-level superposition coding strategy is [13] 
and so the relay selection problem is to select A to solve
subject to
It is shown in [16] that for a candidate relay δ
Using these facts, we show in [19] that P out (R 1 , A) and P out (R 2 , A) are nonlinear functions of P i ∀ i ∈ A in the high-SNR regime. Using this result and inspecting (11), it is apparent that nonlinear programming techniques such as sequential quadratic programming [17] can be applied to solve (12) in the high-SNR regime. Nonlinear solution methods are generally computationally intensive, though, so we simplify the relay selection problem (12) by approximating it as a relay placement problem where m relays in Fig. 1 are chosen to assist the source. The key idea behind the relay placement problem is to hypothetically place m relays in the locations that would maximizeR sc,2 (A). Then, the m candidate relays in Fig. 1 that are closest to these rate-maximizing locations are selected and each relay i has P i = P max /m.
To solve for these rate-maximizing locations, recall from
Without loss of generality, assume that the source is at (0,0) and the sink is at (d t,r , 0) .
From Fig. 1 , we can assume that 0 < a i < d t,r for each relay i. Also, we can assume that b i > 0 for each relay i since d t,i and d i,r are functions of b 2 i . Based on these assumptions, we use facts such as (13) and (14) to show in [19] that R sc,2 (A) is a signomial function [14] of {a 1 , b 1 , . . . , a m , b m } in the high-SNR regime. Note that signomial programs usually cannot be solved efficiently, though [14] .
B. Optimal Relay Placement in Line Network
We consider a three-node line network. The source is at (0,0), the sink is at (d t,r , 0) and the relay is at (d, 0) where
). Then we show in [19] that
Thus, we see that for integral values of the path loss exponent μ, finding the rate-maximizing relay positiond entails maximizing a polynomial over 0 < d < d t,r .
IV. RELAY SUBSET SELECTION ALGORITHMS
The analysis in Section III-A shows that the relay selection problem can be transformed into a relay placement problem, which can be solved to yield the rate-maximizing set of locations (ā 1 ,b 1 ), . . . , (ā m ,b m ) . Relays near any of the points in the rate-maximizing set should yield high expected achieved rates due to the inherent smoothness of signomial functions. This motivates the following algorithm for solving (12) . The analysis in Section III-B shows thatR sc,2 (A) is a polynomial function of the relay location d in the high-SNR regime in the case of a three-node line network. This motivates another proximity-based algorithm for solving (12) . We assume that the path loss exponent μ is an integer and we again assume that exactly m relays are selected. (x 1 ,ȳ 1 ) , . . . , (x m ,ȳ m ) andd, respectively. Fig. 2 shows an example of Single Fan Out for m = 2.
Also, if we assume that m K r , the complexity of Single Fan Out is O(K r log K r ) due to the sorting in Step 3. In addition, Step 1 is O(μ), which is more efficient than solving the signomial program in Step 1 of Multiple Fan Out.
Note that the strategy in [6] selects a single relay with the best end-to-end path between the source and the destination, which is analogous to selecting the relay that is closest to a rate-maximizing location in our system model. While the selection strategy in [6] also entails less signaling overhead than the Fan Out algorithms, it would yield lower expected rates since multiple-relay selection allows for coherent combining at the sink.
We propose another greedy selection algorithm. For simplicity, we assume that at most K max relays are to be selected. We call the above algorithm Best Gains since the selected relays will transmit over reliable channels to the sink during time slot 2. Note that Step 4 ensures that selected relays can forward at least x 1 to the sink. Also, the complexity of Best Gains is O(K r log K r ) due to the sorting in Step 2.
To obtain a lower performance bound, we propose the following algorithm that randomly selects relays to transmit. V. DIVERSITY PERFORMANCE We consider the diversity gain achieved by having m relays transmit to the sink during time slot 2. We note again that this is at most the diversity achieved by selecting m relays out of K r candidate relays.
We set the relay powers P i = P t for i ∈ {1, 2, . . . , m} without loss of generality, and so the SNR in this case is P t /σ 2 . Let A denote the set of m selected relays. If the outage probabilities P out (R 1 , A) and P out (R 2 , A) are proportional to SN R −κ(m) as the SNR P t /σ 2 approaches infinity, the achieved diversity gain is κ(m).
Theorem 1: If m relays transmit during time slot 2, the resulting diversity gain is κ(m) = m + 1.
Proof: We provide a sketch of this proof. For a complete proof, see [19] .
Consider a scenario where α selected relays cannot decode x 1 , ξ selected relays can decode x 1 but cannot decode x 2 , and the remaining m − α − ξ selected relays can decode x 2 . Here, 0 ≤ α, ξ ≤ m and α + ξ ≤ m. In [19] , we show
Also, consider a scenario where α selected relays cannot decode x 2 and the remaining m−α selected relays can decode x 2 . Here, 0 ≤ α ≤ m. In [19] , we show
Thus, we conclude that having m relays transmit during time slot 2 yields an overall diversity gain of κ(m) = m + 1. 
VI. SIMULATION RESULTS
In our simulations, all transmitting nodes use a carrier frequency f c = 2.4GHz. The reference distance is d 0 = 1m, the distance between the source and the sink is d t,r = 100m and the path loss exponent is μ = 3. We randomly distribute K r = 20 relays in the region between the source and the sink. All transmissions use the WiMAX signaling bandwidth, which is approximately 9 MHz [18] . Fig. 3 shows how the expected rate varies with the number of selected relays for our proposed algorithms. Here we fix the source's power P t = −34dB, set the noise floor at σ 2 = −134dB and set β = 0.75. Best Gains yields the highest expected rate, since it favors those relays that have good channels to the sink and can also transmit during time slot 2. Also, even though Single Fan Out and Multiple Fan Out do not yield the best performance, they have less overhead than Best Gains in a static network since node positions change more infrequently than channel gains. Fig. 4 shows how the expected rate varies with the number of selected relays for two relay power allocation strategies. We randomly place m relays in the region between the source and the sink, where 2 ≤ m ≤ 5. The Optimal Power Allocation strategy solves (12) while the Equal Power Allocation strategy assigns equal power to all m relays. We set P max = P t and observe that the two power allocation strategies offer comparable performance. This illustrates the utility of low-complexity strategies that solve (12) efficiently.
VII. CONCLUSION
In this paper we studied the problem of selecting a set of relays in a two-hop wireless network. We showed that under a partial decode-and-forward framework, relay selection can be approximated by the problem of finding the relays that are close to a set of rate-maximizing locations. This problem can be simplified further by finding the rate-maximizing location in a three-node line network. These results motivated two algorithms that select relays based on their proximity to a rate-maximizing location. We also derived the diversity gain achieved by employing multiple relay nodes. 
