To solve positive and conservative production-destruction systems (PDS) of ordinary differential equations, so called modified Patankar-Runge-Kutta (MPRK) schemes are usually applied to guarantee these properties. However, up to our knowledge, families of MPRK are only developed up to third order of accuracy. In this work, we also solve PDS, but using as time integration methods the Deferred Correction (DeC) process. Applying the modified Patankar approach to the DeC scheme results in provable conservative and positivity preserving methods. Furthermore, we demonstrate that these modified Patankar DeC schemes can be constructed up to arbitrarily high order. At the end of the paper, we validate our theoretical analysis through numerical simulations.
Introduction
The modeling of geobiochemical processes or ecosystems leads often to systems of ordinary differential equations which can be formulated in the so-called production-destruction systems (PDS) as it described in [5, 7] for example. To guarantee the physical and chemical laws, the quantities have to fulfill several conditions like positivity and conservation. The applied numerical method should not violate these condition and big efforts have been made to design conservative and positivity preserving schemes since classical approaches like Runge Kutta (RK) schemes do not guarantee these properties. In [4] the authors suggest modified-Patankar-type methods of first and second order which have the desired properties (i.e. conservation and positivity). Recently, further extensions were done to construct modified Patankar-Runge-Kutta (MPRK) schemes of second and third order [10, 12, 11, 9, 8] . As the name implies, all these schemes used, as a basic scheme, a Runge-Kutta method, which was modified by weighting the production and destruction terms as suggested in [15] . Thanks to these weighting coefficients, the schemes are forced to maintain positivity and the conservation properties. However, the described and constructed schemes are up to our knowledge at most third order accurate and we would like to improve this bound as follows. In this paper, we present a way to construct arbitrary high-order, positivity preserving, numerically robust and conservative schemes for PDS. Differently from previous schemes, our staring point is not a RK scheme. We consider the Deferred Correction (DeC) procedure, a high order time integration technique, and we modify it, in a way to obtain a positivity preserving, conservative and arbitrary high-order scheme. Moreover, we provide a proof of the desired properties. To describe this, we organize the paper as follows.
In section 2 we introduce the production-destruction systems and give a slight introduction about the socalled Patankar trick and how it was applied in [5] to construct a modified Patankar-type scheme starting from the explicit Euler method. Afterwards, in section 3, we introduce the Deferred Correction (DeC) method and discuss conservation and positivity for this classical formulation. In section 4, we build the main core of this work, explaining our modification of DeC through a Patankar trick (mPDeC) and we prove that the obtained mPDeC schemes are positive preserving, conservative and arbitrary high-order accurate. In section 5, we validate our theoretical investigations, considering three different kinds of benchmark problems which are also discussed in different literature references, as [4, 10] . Finally, we give a summary and an outlook for possible extensions.
Production-Destruction Systems
In this paper we are considering production-destruction systems (PDS) of the form 
where c = (c 1 , . . . , c I ) T ∈ R I represents the vectors of I constituents, t denotes the time and c 0 the initial condition. Moreover, P i (c) and D i (c) represent the production and destruction rates of the i-th constituent and both terms are assumed to be non-negative, i.e.. P i , D i ≥ 0 for i = 1, . . . , I. These systems rise naturally to describe geochemical processes as it is described in [4, 5] and we follow their notations and definitions through this section. They can also be written in a matrix fashion way as follows
where each term p i,j ≥ 0 and d i,j ≥ 0 are Lipschitz continuous functions and may depend linearly or nonlinearly on c. Furthermore, the term d i,j describes the rate of change from the i-th constituent in the j-th component while p i,j is the rate at which the j-th constituent transform into the i-th components. We are interested in (fully) conservative and positive production-destruction systems. To clarify these expressions we repeat the definitions from [10] . 
is fulfilled. In its matrix representation through (2), the conservative definition can be rewritten into
Moreover, the system is called fully conservative if additionally p i,i (c) = d i,i (c) = 0 holds for all c ≥ 0 and i = 1, . . . , I.
As it is described in [10] every conservation PDS can be written in a fully conservative formulation. We can rewrite the two terms of (4) into one matrix of exchanging quantities e(c) defined as
Clearly, from definition, we have for a fully conservative PDS e i,i = 0. Keeping this notation, let us define
A numerical method to solve a conservative and positive PDS (1) have to mimic discretely the continuous setting. This yield to the following definitions which can be seen as a discrete analogue to definition (2.1) for a one-step methods.
Definition 2.2. Let c n denote the approximation of c(t n ) at the time level t n . A one-step method
with process function Φ, is called Remark 2.4. Extensions of the modified Patankar scheme (10) to Runge-Kutta schemes are done in [10, 11] and further developed in [8, 9] . Special focus lies in the weighting of the production and destruction terms as it is investigated for example in [12] and references therein. Families of second and third order modified Patankar-Runge-Kutta (MPRK) can be found in the mentioned literature. We do not provide the definition of MPRK because already the modified Patankar scheme (10) gives us the basis/idea for our new developed methods. We will prove that the methods are positive preserving, conservative and arbitrary high-order.
Deferred Correction Methods
To get a high-order scheme, we will first of all introduce the Deferred Correction (DeC) scheme, in its explicit version. It was first introduce by Dutt [6] and then used by Minion in another framework [14] , but we will follow the setting proposed by Abgrall in [1] . The DeC iterative method is a combination of two operators: L 1 , a low order and invertible scheme, with good properties that we would like to maintain, and L 2 , a high-order operator that is not easy to solve directly. To define the operators we proceed as follows. Given a
, where t n,0 = t n and t n,M = t n+1 and we mimic for every subtimestep [t 0 , t m ] the Picard-Lindelöf theorem (we drop the dependency on n) with the following operators.
Here, the operator I M is an interpolation polynomial of order M in the points {t n,r } 
With this definition we have a high (M + 1) order operator L 2 that we do not want to solve, since all the terms of exchange are implicit and may be non-linear. The operator L 1 is a simplification of the previous one and in the explicit case is given by the forward Euler discretization
The DeC algorithm is providing an iterative procedure that wants to approximate the solution of the L 2 scheme c * in the following way.
where K is the number of iterations that we compute. In particular, we need as many iterations as the order of accuracy that we want to reach:
Notice that, in every step, we solve the equations for the unknown variable c (k) which appears only in the L 1 formulation, the one that can be solved easily. While L 2 is only applied to already computed predictions of the solution c (k−1) . Thus, we can state the following proposition as in [1] .
and L 2 be two operators defined on R m , which depend on the discretization scale ∆ ∼ ∆t, such that
• L
1 is coercive with respect to a norm, i.e., ∃α 1 > 0 independent of ∆, such that for any c, d we have that
is Lipschitz with constant α 2 > 0 uniformly with respect to ∆, i.e., for any c, d
We also assume that there exists a unique c *
α1 ∆ < 1, the DeC is converging to c * and after k iterations the error ||c
Remark 3.2. Any DeC scheme can be rewritten into RK scheme (implicit or explicit accordingly to L 1 ). The main difference between these schemes and the DeC is that the DeC gives a general approach to the time discretization and does not require a specification of the coefficients for every order of accuracy. On the contrary, the number of RK stages of a DeC can be bigger (
) than usual stages of explicit RK, but one can see that every subtimestep is independent of the others, so one can compute sequentially the corrections and in parallel the subtimesteps, getting to a computational cost of just d corrections.
Remark 3.3. The DeC procedure is naturally conservative if L 1 is conservative, but it is not positive preserving if L 1 is positive preserving. Indeed, the coefficients θ m r can be negative and spoil the positivity of the scheme. This is one of the point that make us modify the classical DeC in the scheme that we propose.
Modified Patankar Deferred Correction Scheme
In this section we are going to propose a positive preserving conservative arbitrary high-order scheme, that will be denoted as modified Patankar Deferred Correction (mPDeC). The main idea is to combine the highorder accuracy of the DeC scheme, with the properties of the modified Patankar scheme. In particular, the conservation should be easily guaranteed, while for the positivity we should keep in mind that we would like to have a mass matrix where all the positive terms are collected on the diagonal term, while the negative terms are put on the other terms. To do so, we have to introduce some coefficients, similar to the one proposed in (10) . To reach our goal, we have to modify first of all the L 2 formulation, then we should introduce two L 1 operators. In particular all the operators should now depend on both the previous and the actual correction of the DeC procedure. Let us start with the L 2 operator that can modified as
, ∀i = 1, . . . , I
. . . on both the production terms and on the destruction terms. The fact that these coefficients depend on the new correction (k + 1) means that we are modifying the mass matrix of the whole DeC correction step. This implies that we modify the mass matrix in the following way. When γ = i we are adding contributions to the diagonal of the mass matrix, while when γ = j we are modifying non diagonal terms. If θ is positive we are adding destruction terms to the mass matrix, while we are adding the production terms when θ is negative, combined with the correct signs, they will always be positive. Vice versa, the non diagonal terms will have only negative contributions. The coefficients that we are using to modify the contributions are eventually converging to 1 as the correction number increases. In section 4.2 we will show how fast this coefficients tend to 1. The L 1 operator must be transformed in 2 different ways. We will call the one that is used for the correction term in the original DeC, the explicit version, while the one that we are resolving at every correction step will be called implicit one. We will denote them as L 
. . .
and
As in the L 2 operator, we add the same coefficients to the right hand side, in a way to add terms to the mass matrix. In this case it is easier because we already know a priori that β m are always positive. So we sum destruction terms to the diagonal terms and the production to others. Overall, we can rewrite the modified Patankar DeC (mPDeC) procedure as
One can notice that, using the fact that c 0,(k) i are identical for any correction (k), the DeC correction step can be rewritten for k > 0 and m = 1, . . . M and ∀i ∈ I into
We keep both formulations (19) and (20) to prove different properties. 
. This scheme coincides with a modified Runge Kutta Patankar scheme of second order as it is presented in [10] .
Conservation and positivity of modified Patankar DeC
In this section we are proving that the proposed scheme is unconditionally conservative and positivity preserving. 
To get this result we just used the definition of the scheme, the property (4) of the production and destruction operators d i,j = p j,i and we exchanged the sums over j and i.
To get the positivity of the scheme we introduce some preliminary results. Proof. At each step (m, k) we are solving an implicit linear system, where the mass matrix is
Given that p i,j and d i,j are always positive, is straightforward to see that all the terms of the sum of M(c m,(k−1) ) ii are positive and that all the terms of the sum of the non diagonal terms M(c m,(k−1) ) ij are negative. Moreover, we can show that
by showing
where we have used the property of the p and d matrices to obtain the previous computation. This proves that the mass matrix is diagonal dominant by columns. Proof. Using the Lemma 4.3, we can prove that the inverse of any mass matrix obtained from the DeC iterations is positive (M −1 ) ij ≥ 0, ∀i, j. Indeed, using the Jacobi method, we can see that the iteration matrix B = I − D −1 M , where I is the identity and D is the diagonal of M, has spectral radius smaller than one. This means that the Jacobi method is convergent and, since B > 0 and D > 0, also the inverse matrix M −1 will be positive.
Convergence order
To prove that the solution of the mPDeC procedure is high-order accurate, we mimic the prove of the original DeC convergence as in [1] . Given c * the solution of L 2 operator L 2 (c * , c * ) = 0, which coincide with the solution of the usual L 2 operator given by (12) from [1] , we want to prove at each correction step that
We can see that after K iterations we have that
What we have to prove is the following:
1. the coercivity inequality used in (28) Before proving coercivity and Lipschitz continuity, we need the following lemma. 
Remark 4.6. The operators L 1 I/E have to be considered after the multiplication by the inverse of the mass matrix defined in (25). Moreover, as they were defined in (17) and in (18), they contain a matrix W L 1 which is defined by
For the implicit operator, we can define another mass matrix M L 1 := I − ∆tW L 1 while for the explicit operator we cannot sum the terms in c (k) with the ones in c (k−1) . Overall the L 1 operators become
The L 2 operator can be similarly rewritten as
Lemma 4.7. It holds that
where Z is a matrix independent on ∆t and Lipschitz continuous with respect to its entry c.
Proof. We know from definitions of mass matrices (35) and (25) that they can be written as
The multiplication between the inverse of M and M L 1 results in
If we define Z := G−W L 1 the proof is complete as both W and W L 1 are Lipschitz continuous and independent on ∆t.
To have the coercivity property of the operator L 
Proof. Let us write fix a subtimestep m of the operator L 1 and we will omit its index in the notation while we will always denote the beginning subtimestep, which, we remind, coincides for all the variables c 0,
For the first term we can use the previous lemma (38) and we get that
Now, we apply the regularity of Z and develop a Taylor series expansion in c * in each row. This, together with lemma 4.5, leads us finally to
The second term of (41), we can see again that the two mass matrices can be written as I + ∆tW (c (k−1) ) and I + ∆tW (c * ), their inverse will be I − ∆tW (c (k−1) ) + O(∆t 2 ) and I − ∆tW (c * ) + O(∆t 2 ). Since the matrices W are Lipschitz continuous, their difference is
Hence, if we put together the two terms, we obtain
In the last step, we have considered a ∆t small enough and a C 1 > 0 positive constant that fulfills the inequality. This proves the coercivity for the operator L Before proving the Lipschitz continuity of the operators L 1 E − L 2 , we need a final lemma which gives us a relation between two corrections steps. In the next lemma, we will drop the dependency on the subtimestep m, as the relations hold for all of them. Lemma 4.9. Let c (k) and c (k−1) ∈ R verifying lemma 4.5, then
holds, where g i are constants independent from ∆t.
Proof. We prove the lemma by induction.
For k = 1 (47) follows directly from lemma 4.5, i.e. Given k ∈ N, as induction hypothesis, (47) holds for k, i.e.
We can prove that (47) is verified also with k + 1. Using lemma (4.5), we obtain
where W i denotes the ith row of the matrix G. Inserting now the induction step (48), we obtain
Here, • denotes the Hadamard product and 1 = (1, · · · , 1) T . The induction step is evaluated for every entry i. Using the regularity of G i , we develop its Taylor series expansion in c (k−1) for every constituent i. Thanks again to lemma (4.5), we write
where c is the point of the Lagrange form of the remainder of the Taylor expansion. Hence, we can proceed as follows
finally proving (47) for k + 1. Now, we can prove the Lipschitz continuity of the operator
Proof. Let us split the difference in the following way:
Let us start from the second term. We can see that it can be rewritten using the matrices defined before as
Now, we can use the fact that the mass matrix M, its inverse M −1 and W are Lipschitz continuous and we can write M(c
. Using these formulae we write
So, we can say that the whole term can be bounded as follows.
For the first term, let us start studying the operator L 1 E − L 2 , keeping in mind that the definition of the operators are considered after the inversion of the mass matrix, which coincides for all operators and it is anyway M(c
), so for the purpose of the lemma, we can neglect it. Let us consider the operators as they were originally defined.
Using the convergence DeC proof (28), (29), (30), and the lemmas 4.8 and 4.10, we have proven that the proposed scheme is arbitrary high-order. So, all the searched properties (unconditionally positivity, unconditionally conservation and high-order) are fulfilled by the proposed scheme.
Remark 4.11. Instead of splitting the L 1 operators in explicit and implicit ones, one can work directly with the L 1 operator defined in section 3. In this situation, one must slightly change the first step of the algorithm 15 and use the explicit version of mPDeC (20) as initial step, whereas for k ≥ 2 the algorithm 15 coincides for both formulations with only one L 1 or the two versions of it. Using this approach we obtain the same method (20) but we can apply techniques to prove lemma 4.8 which are similar to those used in [1] . However, we decided to split the L 1 operators in explicit and implicit ones to make the paper more consistent.
Numerics
In this section, we validate our theoretical investigation from section 4 and consider the problems from [10, 4] . We focus here only on systems of ordinary differential equations (ODE) (stiff and non-stiff). However, the mPDeC schemes can be in general used as time-integration methods for a semidiscrete formulation of partial differential equations, where the spatial discretization is already provided by RD, DG, FR, (c.f. [2, 3, 18] ) or your favorite space discretization method. As part of future research we will consider/use these schemes in real applications like non-equilibrium flows or shallow water equations as it was already done, for example, for MPRK together with a WENO approach in [8] or a DG one in [13] . In this work we focus on systems of ODEs. In all the numerical tests, we applied the mPDeC approach on equidistant subtimestep points distribution.
Linear Model
We start by considering a simple linear test case proposed in [4, 13] . The initial value problem for the PDS is given by c 1 (t) = c 2 (t) − 5c 1 (t), c 2 (t) = 5c 1 (t) − c 2 (t),
The initial values of (56) are positive and we can rewrite the right hand side of the ODE system in a PDS format as follows 
The problem is considered in the time interval [0, 1.75] and, analogusly to [4] , we use ∆t = 0.25 in the simulations. In Figure (1) we plot the analytical solution (dotted, blue line) and the approximated solutions using second (solid line, green) and fifth (dash-dotted line, black) order mPDeC methods. The purple lines are the sum of the constituents and it is always one since our methods are conservative. We can also see that the 5-th order methods approximates better the analytical solutions, but to verify our order conditions we consider also the error behaviors for different orders. Differently from Kopecz and Meister [10, 11] we do not calculate the relative errors but focus on the absolute discrete L 2 error taken over all the time steps and all the constituents: Comparing this error with the one obtained at the final time, we do not observe much difference between the two behaviors. Therefore, we show only (58).
In Figure 2 the left picture shows the error decay for mPDeC schemes while the right picture shows the slopes of the errors for different order of accuracy. Both pictures demonstrate the high-order accuracy of the methods and the expected convergence rates. It is also possible to test the scheme with higher order of accuracy. However, we have notice a reduction of the order as we reach high orders (> 10), probably due to Runge phenomena. These are well known problems that arise also with the usual DeC methods [6] using equidistant points distribution in the subtimesteps. This can be avoided using, for instance, Gauß-Lobatto nodes as point distributions. This and stability investigations will be part of future researches. 
Nonlinear test problem
In this next subsection, we are considering the nonlinear test problem
with initial condition c 0 = (9.98, 0.01, 0.01) T , again proposed in [10] . The PDS system is expressed by
and p i,j (c) = d i,j (c) = 0 for all other combinations of i and j. This system (59) is used to describe an algal bloom, that transforms nutrients c 1 via phytoplankton c 2 into detritus c 3 . In our test we consider the time interval [0, 30] and ∆t = 0.5. We calculate the reference solution once with the strong stability preserving Runge-Kutta method 10 stages 4th order [17] implemented in Julia, see [16] for details. In Figure 3 , the 6th-order mPDeC (black, dash-dotted lines) approximates very precisely the reference solution. The second order method (solid line, green) shows the same structure as the reference solution but it obviously not as good as the 6th order method. However, the approximated second order solution is comparable with the results obtained in [10] . We also see that the conservation property is completely fulfilled. In the error plots we compare successive errors between two refinements of the mesh (||c N − c 2N ||). The results are presented in Figure 4 . The slight decrease of the slope function in the right picture using sixth order can be explained by the fact that we are running close to machine precision errors and this causes the deprecation of the slope.
These plots verify our theoretical investigations from section 4. Error of different methods Figure 4: Second to 6-th order error behaviors and slopes of the errors
Robertson Test case
In the last test case we are demonstrating the practicability of the mPDeC schemes for stiff problems. We test the schemes considering the Robertson problem for a chemical reaction system. It consists of
with initial conditions for the i-th time step. To express also the small c 2 value we multiply it by 10 4 when we plot our numerical simulations. As a comparison we calculate the reference solution (dotted, blue line) using now the function Rodas4
2 from Julia where we split the time-interval into 55 subdomains and we solve it on every subdomain with relative tolerance 10 −20 and absolute tolerance 10 −20 . We plot again a second order (green, solid lines) and fifth order (black, dashed-dotted lines) mPDeC methods and, as it can be seen in 5, the designed methods work well for this kind of problems. As always, the conservation and the positivity properties are fulfilled. Finally, we can say that the simulations run in this section can express the quality of the mPDeC schemes. Moreover, they show that all the targeted properties are maintained also for very problematic test cases.
Summary and Outlook
In this paper, we presented a way to build positive preserving, conservative and arbitrary high-order numerical schemes for production-destructions systems of equations. We adapted the idea of [4] to build modified Patankar type schemes to the Deferred Correction method as an underlying scheme. By altering the L 1 and L 2 operators using the modified Patankar trick we were able to obtain schemes with the desired properties.
1 To avoid the division by zero in the mPDeC we use in the practical implementation c 0 = (1 − 2eps, eps, eps) with eps = 2.22 * 10 −16 2 A 4-th order A-stable stiffly stable Rosenbrock method with a stiff-aware 3rd order interpolant. We proved that the proposed modified Patankar DeC (mPDeC) schemes are arbitrary high-order, conservative and positive preserving. In numerical simulations we confirmed our theoretical considerations with various test cases. However, further research can be pursued in this direction. As it was investigated in [11, 10] for families of MPRK, it is possible to study the accuracy and the stability of the method varying the weightings of the production-destruction terms of the schemes. In the spirit of the work [10] a change of the weighting of the Patankar modification in the L 1 and L 2 operators should be easily applicable to the mPDeC schemes and theoretical investigations will be considered in future research, in particular regarding the stability conditions. Also the distribution of the subtimesteps between t n and t n+1 plays a big role on stability and accuracy of the scheme. Many choices are valid and the possible influence of the properties of the method must be carefully analysed. This idea is already work in progress for the classical DeC approach and will be extended to the mPDeC version in the future. Finally, we want to apply and analyse this type of schemes in context of partial differential equations. Here, we focus on applications and problems as described in [8, 9, 13] . As one can see, there are still many open questions and tasks for the mPDeC schemes and we are looking forward to continue our work in this field.
