Abstract. In a meta-material, the electric permittivity and/or the magnetic permeability can be negative in given frequency ranges. We investigate the solution of the time-harmonic Maxwell equations in a composite material, made up of classical materials, and meta-materials with negative electric permittivity, in a two-dimensional bounded domain Ω. We study the imbedding of the space of electric fields into L 2 (Ω) 2 . In particular, we extend the famous result of Weber, proving that it is compact. This result is obtained by studying the regularity of the fields. We first isolate their most singular part, using a decomposition à la Birman-Solomyak. With the help of the Mellin transform, we prove that this singular part belongs to H s (Ω) 2 , for some s > 0. Finally, we show that the compact imbedding result holds as soon as no ratio of permittivities between two adjacent materials is equal to −1.
1. Introduction. We consider the solution of the time-harmonic Maxwell equations in a composite material. A composite material is modelled by non constant electric permittivity ε and magnetic permeability µ. The variations of ε and µ can be smooth, or piecewise smooth. Recently, some new composites appeared, including classical materials and meta-materials. A meta-material exhibits special properties. In given frequency ranges, it can behave like a material with negative electric permittivity or/and negative magnetic permeability. Examples of meta-materials [25, 26, 27, 12] include superconductors, left-handed materials, etc. Due to the sign change between a classical material and a meta-material, the usual mathematical approaches fail to resolve the corresponding electromagnetic models. In other words, these composites raise challenging questions, both from the mathematical and numerical points of view.
In this paper, we focus on an essential tool to study time-harmonic Maxwell equations in a bounded (connected) domain Ω of R d (d is the space dimension), that is the compact imbedding of the space of electric fields in L 2 (Ω) d . This result is indeed a key ingredient to solve the two instances of time-harmonic equations, namely the source problem (sustained vibrations) and the eigenvalue problem (free vibrations).
If the domain of interest is surrounded by a perfect conductor, the following functional space for electric fields, X N (Ω, ε), appears. It is made up of vector fields v that belong to L 2 (Ω) d , and such that curl v ∈ L 2 (Ω) d , div (εv) ∈ L 2 (Ω) and v×n = 0 on ∂Ω, where n is the unit outward normal vector to ∂Ω.
Our main objective is to find an extension of the Weber compact imbedding theorem in the case of a composite material including classical and negative metamaterials. In the landmark paper [28] , Weber proved that X N (Ω, ε) is compactly imbedded into L 2 (Ω) d when ε is a real function, bounded above and below by strictly positive constants, for d = 2, 3.
In [9] , the second author and co-workers prove this result for d = 3, in the following setting. The domain Ω is partitioned into two subdomains Ω 1 and Ω 2 , with a smooth interface (between the subdomains), and with ε exhibiting a sign-change at the crossing of the interface. This new result is proved under the assumption that the contrast κ ε (which is just κ ε = ε |Ω1 /ε |Ω2 when ε is constant in each subdomains) is such that κ ε / ∈ κ i ε ; κ s ε , with −1 ∈ κ i ε ; κ s ε . The proof is direct, in the sense that the classical result stating that the imbeddings of H s (Ω) into L 2 (Ω) are compact for s > 0, is not used. Our method of proof, on the other hand, is to study the a priori regularity of elements of X N (Ω, ε). In this respect, it follows what has been done in proposition 3.7 of [1] , or section 3 of [14] , or in part 3.8 of [23] , but it relies on different mathematical tools. More precisely, we shall prove that the space of electric field X N (Ω, ε) is (continuously) imbedded into spaces like H s (Ω) d , with some ad hoc s > 0 with the help of the Mellin transform, so that one can obtain the desired compactness result by using the classical result mentioned above. Along the way, we shall use several results of [16] .
This compactness result is one of the two key ingredient result to prove that the source problem is well-posed, within the Fredholm, or isomorphism+compact, framework. The T -coercivity method (see [10] ), or the three-field variational formulation (see [9] ), then help obtaining the second key ingredient, coerciveness, so well-posedness follows. These two techniques provide some guidelines as to how the problem can be discretized.
In this paper, we shall study the two-dimensional case (d = 2). To simplify the proofs, we assume that the domain Ω has a connected boundary ∂Ω, and that ε is piecewise constant. If that were not the case, the regularity results of elements of X N (Ω, ε) should remain valid, under reasonable assumptions, such as a piecewise smooth ε, with |ε| bounded above and below by strictly positive constants, or such as a multiply-connected boundary, which adds a finite dimensional vector subspace of curl-free and divergence-free elements of X N (Ω, ε), whose elements can be studied separately.
We begin by the notations in section 2. We shall consider the case of a polygonal domain Ω, partitioned into polygonal subdomains. In the next section, we prove a continuous splitting result for elements of X N (Ω, ε), which allows us to isolate the most singular part, expressed as a gradient of a scalar field. Then, in section 4, we study the regularity of this singular part, which leads to the compact imbedding result ( §5). We generalize this result in section 6 by assuming that the domain and subdomains are curvilinear polygons. We conclude by providing a counter-example for a symmetric cavity composed of two materials whose permittivities are opposite.
Notations.
Let Ω be a bounded, open, connected polygonal set of R 2 , with connected boundary ∂Ω. The unit outward normal vector to ∂Ω is denoted by n, whereas τ is a unit tangent vector to ∂Ω.
We assume that Ω is partitioned into N open, polygonal subsets Ω j :
We call P the partition. The interface between subdomains Σ := ∪ i =j (∂Ω i ∩ ∂Ω j ) is made up of straight edges. Without loss of generality, we consider convex polygons Ω j , as they can be further subdivided into convex polygons if necessary. Then, to avoid unnecessary technical difficulties, we assume that the N polygons of the partition P can be labelled so that Ω j and Ω j+1 share at least one common edge, for j = 1.. N −1.
. nj denote the set of edges of Ω j , and (n k j ) k=1.. nj are the corresponding unit outward normal vectors. Let A denote the set of edges on the boundary ∂Ω (a side of ∂Ω can be divided into two or more edges, due to the partition), or on the interface Σ: define A ext := {A ∈ A | A ⊂ ∂Ω} the set of exterior edges, and A int := A\A ext the set of interior edges. Similarly, let S denote the set of vertices (new vertices can appear on ∂Ω, due to the partition), and S ext := {S ∈ S | S ∈ ∂Ω} the set of exterior vertices, S int := S\S ext the set of interior vertices.
In what follows, the characteristic quantities ε and µ defining the material, functions, etc. are complex valued. Let us consider more precisely ε ∈ L ∞ (Ω), constant over each subdomain Ω j , with ε j := ε| Ωj = 0. As a particular case, ε can be real valued and exhibit a sign-shift between two neighboring subdomains. For a < b, we define the closed strip of the complex plane B(a;
Using differentiation in the sense of distributions, one classically defines the operators curl and div acting over
, and the operator curl acting over
Let us introduce the functional spaces
where ξ belongs to L ∞ (Ω). Next, let
Endowed with the norm
X N (Ω, ε) is a Hilbert space. Following Grisvard [18, 19] , for any edge ∂Ω k j , we let H 
, we use the notation u j := u| Ωj (resp. u j := u| Ωj ). To study the regularity of scalar fields, we consider
We recall that, for
So, we can introduce the subspace of piecewise smooth elements of X N (Ω, ε), which writes
Finally, we define families of weighted functional (Sobolev) spaces. For a 2-index α = (α 1 , α 2 ) ∈ N 2 , we let
Given O any open subset of R 2 , m ∈ N and γ ∈ R, we introduce
where r is the distance to some given point of O, with norm
To conclude,
A continuous splitting of fields of X N (Ω, ε). Let us prove a continuous splitting of fields that belong to X N (Ω, ε). This kind of result can be traced back to the works of Birman-Solomyak [5, 4, 6, 7] . We give here a proof that follows the lines of those of theorems 3.4 and 3.5 of [14] . By assumption, the partition P of Ω is labelled so that Ω j and Ω j+1 share at least one common edge, for j = 1.. N − 1: we call (A j ) j=1.. N −1 these edges.
In addition, one has the stability estimate
where the constant C is independent of u. Proof. For any w ∈ X N (Ω, ε), we define m j (w) := (curl w, 1) L 2 (Ωj ) , for j = 1.. N . To prove our claim, let us build explicitly a family (f j ) j=1.. N −1 of elements of H N (Ω, ε), such that
automatically fulfills the conditions m j (u 2 ) = 0, j = 1.. N . For j = 1.. N − 1, let n j be the unit normal vector to A j , going from Ω j to Ω j+1 , and τ j such that (τ j , n j ) is a direct, orthonormal basis. Let M j be a given interior point of A j , and let r j be the distance to M j . Next, define f j := C j ζ j (r j )τ j , with a positive-valued function ζ j ∈ D(R + ), equal to 1 in a neighborhood of 0, with support such that supp f j ∩ S = ∅ and (supp .2), and let us check that
So, we have
and, for j = 2.. N − 1,
On the other hand,
. This leads to (3.1), as
Furthermore, one has the stability estimate
where the constant C is independent of u. Proof. Let u ∈ X N (Ω, ε). Thanks to proposition 3.1, there exist
In addition, we have the estimate
Let us begin by a study of u 2 . Thanks to the assumption (curl u 2 , 1) L 2 (Ωj ) = 0, for every j = 1.. N , there exist one, and only one up to a constant,
. N : it belongs to P H 1 (Ω, P), and
, and w := u 2 − v ∈ H(curl ; Ω) is curl-free. According to theorem 2.9 of [17, chapter 1] and thanks to the connectedness of ∂Ω, there exists one, and only one
So far, u has been split as
However, except when ε is constant over Ω, div (εv) does not belong to L 2 (Ω). Using either theorem 1.5.2.8 of [18] or theorem 1 of [3] , one can lift the normal trace of v j on ∂Ω j , resulting in
Note that this is possible as soon as
Combining those arguments allows us to conclude that
where
4. A study of the regularity. Recall that Ω is a bounded, open, connected polygonal set of R 2 , with connected boundary ∂Ω. In this section, we show that, under some assumptions that will be described later on, the scalar potential ϕ ∈ H 1 0 (Ω) that appears in the splitting of theorem 3.2 is actually "more regular than H 1 ". More precisely, we prove that there exists σ 0 > 1, which depends only on Ω, on the partition and on ε, such that one has ϕ ∈ ∩ s < σ0 H s (Ω). Let us consider the unbounded operator F in L 2 (Ω):
Now, we study the regularity of an element u ∈ D(F ). From time to time, we shall use the notation f := F u = div (ε∇u) ∈ L 2 (Ω). Let us begin by some well-known results. Classically (chapter 2, volume 1 of [22] ; theorem 2.1.3 of [19] , or [2] ), the following interior regularity holds.
where the constant C is independent of u. Furthermore, theorem 2.1.4 of [19] provides the following regularity result around exterior edges.
where the constant C is independent of u.
4.1. Regularity at interior edges: preliminaries. Let M be an interior point of A ∈ A int . Assume that Ω 1 and Ω 2 are the two subdomains of P such that
) denotes the open ball of centre M and radius d. Evidently, the fact that the value of ε jumps at A prevents a priori u to belong to H 2 (B(M, d)). However, using a technique based on partial Fourier transform alongside one direction, we shall prove that
The proof of this result can be found in [16] (theorem 2.1). We will give a slightly different version using the T -coercivity approach (see [10, 8] for more details concerning this technique).
Let us begin by some geometric notations. Let (r, θ) denote the polar coordinates with respect to M . The angular coordinate θ is chosen arbitrarily. Let
Define the radial cutoff function χ M : (r, θ) → χ(r) and the infinite strips I := R×I, I j := R×I j , j = 1, 2, with respectively
Now, we localize the study of the regularity with the help of χ M . Letf be the extension of f = F u = div (ε∇u) by 0 to I. Consider u := χ M u; u belongs to
, so its extension w :=ũ by 0 to I belongs to H 1 (I). Consider next
which belongs to L 2 (I), with compact support. According to its definition, w is a solution to the transmission problem in the infinite strip I
4.2. Regularity at interior edges: Fourier transform. Applying the Fourier transform with respect to x to the equations of (P strip ) for λ ∈ Ri, one finds that y →ŵ(λ, y) := +∞ −∞ e −λx w(x, y) dx is a solution to
Let us introduce the symbol related to (P strip )
If ψ is a measurable function on I, we will denote ψ j := ψ| Ij , j = 1, 2. Let us introduce the sesquilinear form associated with L strip (λ).
Let us distinguish two cases according to the value of the ratio ε 2 /ε 1 .
• If ε 2 /ε 1 ∈ C\R − , then the form a is coercive on
• If ε 2 /ε 1 ∈ R − * , the form a is no more coercive on H 1 0 (I). Note that, as ε 1 +ε 2 = 0,we know that ε 2 /ε 1 = −1.
To address this difficulty, we use the T -coercivity method, cf. [10, 8] . Introduce the operators
For all v ∈ H 1 0 (I), one can write, using Young's inequality, for all η > 0,
Thus, if |ε 2 /ε 1 | < 1, taking η such that |ε 2 /ε 1 | < η < 1, one infers the existence of a constant C independent of τ such that Remark 4.4. Notice that the T -coercivity method can not be used to deal with the case ε 2 + ε 1 = 0, for which ε 2 /ε 1 = −1. Now, let us study the norm of L sym (λ) −1 , which is an operator from
Lemma 4.5. Assume that ε 1 +ε 2 = 0. Then there exists a constant C independent of λ ∈ Ri such that
Proof. We prove this result in the case ε 2 /ε 1 ∈ R − * \{−1}, the case ε 2 /ε 1 ∈ C\R
where C does not depend on λ. On the other hand, since
Using (4.4), (4.5) and (4.6), we can finally assert the existence of C > 0 independent of λ ∈ Ri such that
for all v ∈ D(L sym ). Working with T 2 , the case |ε 2 /ε 1 | > 1 can be handled similarly. Since L strip (λ)ŵ(λ, ·) = p(λ, ·), thanks to lemma 4.5, one obtains
Above, C > 0 is independent of λ.
With the help of the Parseval identity (see the lemma 5.2.4 of [21] ), one deduces that w j ∈ H 2 (I j ), j = 1, 2. Besides, there holds the estimate
Using the expression (4.2) of p and noticing that
Let us summarize this result with the Theorem 4.6.
4.3.
Regularity at boundary vertices: preliminaries. To carry out the study in the neighborhood of boundary vertices, we shall follow the method of proof given in [16] , which relies itself on the founding paper of Kondrat'ev [20] .
As in the study of the regularity at interior edges, let us begin by some geometric notations. For S ∈ S ext , let (r, θ) denote the polar coordinates with respect to S. The angular coordinate θ is chosen in such a way that, for d > 0 small enough, there holds
One has always θ max ≤ 2π.
Next, let d S > 0 be small enough, so that B(S, d S ) ∩ S = {S}. Let χ ∈ D(R + ) be such that 0 ≤ χ ≤ 1, equal to 1 on 0; DefineΩ := Ω ∩ B(S, d S ). We number again the J S subdomains that have S as one of their boundary vertices, from 1 to J S . Further, if we denote byΩ j := Ω j ∩ B(S, d S ), j = 1.. J S , the new numbering is such thatΩ j andΩ j+1 share one edge, for j = 1.. (J S −1), whose angle θ grows with j. Then, for j = 1.. J S , δσ j denotes the interior opening ofΩ j (with δσ j ≤ π becauseΩ j is convex), and we set σ 0 := 0, and σ j := σ j−1 + δσ j , j = 1.. J S . By definition, there holds j=1.. J S δσ j = θ max . Finally, we define the intervals G j := ]σ j−1 ; σ j [, j = 1.. J S , and G := ]0; σ J S [, and the unbounded angular sectors
We introduce Λ ε, S , the set of singular exponents related to the vertex S, which we define as the set of complex numbers λ ∈ C such that there is a non-zero J S -tuple (φ λ, j )
which fulfills the conditions below:
Next, we localize the study of the regularity, using χ S . Letf be the extension of f by 0 to Γ. Next consider u := χ S u: u belongs to H 1 0 (Ω), so its extension w :=ũ by 0 to Γ belongs to H 1 (Γ). Consider next
which belongs to L 2 (Γ), with compact support. According to its definition, w is a solution to the transmission problem
Regularity at boundary vertices: Mellin transform.
For the definition of the Mellin transform, let us recall a classical lemma (see §2, chapter 2 of [24] , or Annex AA of [15] ). for λ ∈ C such that (λ) = s − γ − 1. Moreover, one has η →v(ξ + iη, ·) ∈ L 2 (R, H s (G)), where ξ := s − γ − 1.
In the problem of interest, w belongs to H 1 (Γ), with a compact support. So, it also belongs to V 1 γ (Γ), for all γ > 0. As a consequence, one can define its Mellin transform w(λ, ·) on the complex lines {λ ∈ C | (λ) = −γ}, for all γ > 0. It follows thatŵ(λ, ·) is well-defined over the complex half-plane {λ ∈ C | (λ) < 0}. Next, we shall use h := r 2 p, where p is defined in (4.8). Since p ∈ L 2 (Γ) and moreover p is compactly supported, h belongs to V 0 −2+γ (Γ), for all γ ≥ 0. In this case, its Mellin transform θ →ĥ(λ, θ) is well-defined over the complex half-plane {λ ∈ C | (λ) < 1}.
Multiplying by r
2 the volume PDEs in (P sector ), and then carrying out the Mellin transform for λ ∈ C such that (λ) < 0, one finds that θ →ŵ(λ, θ) is a solution to
Next, consider the Mellin symbol related to (P sector )
where Proof.
• If λ ∈ Λ ε, S , then L(λ) is not one-to-one, so it is not bijective.
• If λ / ∈ Λ ε, S , then L(λ) is one-to-one. Let us prove that L(λ) is also onto in this case. Let q = (q j )
For a given index j, the problem (P a j ) is well-posed within the Fredholm framework. But, the operator
, is self-adjoint with compact resolvent. Its spectrum is equal to
2 , is therefore larger than or equal to 1 because σ j − σ j−1 ≤ π. Then, for λ ∈ B(−1; 1), λ 2 does not belong to the spectrum of T j . For the solution of problem (P a j ) (for j = 1.. J S ), uniqueness follows. Within the Fredholm framework, this shows that, for all λ ∈ B(−1; 1), problem (P a j ) has one, and only one, soution v a j , j = 1.. J S . Moreover, results on the regularity of solutions to elliptic PDEs indicate that v
Next, let us consider the problem
where the right-hand side α j is equal to
. Writing the transmission conditions (there are 2 (J S − 1) of them), together with the two Dirichlet boundary conditions at 0 and at σ J S , one builds an algebraic set of 2 J S linear equations, with 2 J S unknowns. Since L(λ) is one-to-one, it follows that (P b ) has one, and only one, solution. Next, we state a result on the norm of L(λ) −1 .
Lemma 4.9. Assume that ε j + ε j+1 = 0, j = 1.. (J S − 1). Consider two real numbers α, β with α < β. Then there exist η 0 > 0 and C > 0 independent of λ such that,
for all v ∈ D(L) and all λ ∈ C such that | (λ)| > η 0 and α < (λ) < β.
Proof. This nice result is proved in [16] (lemma 3.6). For the sake of clarity, we reformulate the (slightly modified) proof. Below, C > 0 designate constant numbers independent of the functions and of λ. Define the two rectangles R 1 := {(s, θ) ∈ R 2 | 1/2 < s < 2 and θ ∈ G} and R 2 := {(s, θ) ∈ R 2 | 1/4 < s < 4 and θ ∈ G}. One has R 1 ⊂ R 2 . Consider ζ a smooth cutoff function which only depends on s such that ζ = 1 on R 1 and supp ζ ⊂ R 2 . For v ∈ D(L), define w : (s, θ) → ζ(s)e λs v(θ). Using the proof of the theorem 4.6 (cf. §4.2), one can first write
On the one hand, in the cartesian coordinate system (s, θ), one has ∇w(s,
. Therefore, one obtains for |λ| = 0
(4.10)
, one has on the other hand
Plugging (4.10) and (4.11) in (4.9), one finds
Taking η 0 = 2C, one obtains the result of the lemma. With the help of the analytic Fredholm theorem, one deduces the Corollary 4.10. Assume that ε j + ε j+1 = 0, j = 1.. (J S − 1). Then there exist two real numbers α S , β S with 0 < α S < 1, 0 < β S < 1 such that (B(−α S ; β S ) ∩ Λ ε, S ) ⊂ Ri. In addition, the cardinality of B(−α S ; β S ) ∩ Λ ε, S is finite.
Using the Parseval identity (see the lemma 6.1.4 of [21] ), one can now state an isomorphism result between weighted spaces (theorem 3.7 of [16] ).
Theorem 4.11. Assume that ε j + ε j+1 = 0, j = 1..
, there exists one, and only one, solution W ∈
This solution can be expressed as
. J S , with the continuity estimate
We already noticed that the right-hand side p that appears in (P sector ) belongs to
We denote by w 1−γ the solution to (P γ sector ) with right-hand side equal to p. According to previous results, we know that w 1−γ can be expressed as
Moreover, w 1−γ belongs to
It turns out that, if ε j + ε j+1 = 0, j = 1.. (J S − 1), then w β S (where β S appears in corollary 4.10) is well-defined, and moreover it is more regular than H 1 . As a matter of fact, one has w
. J S . The next step is to prove that w is equal to w β S . With this result, the extra regularity result will hold, for S ∈ S ext . From now on, let us assume that ε j + ε j+1 = 0, j = 1.. (J S − 1) . Lemma 4.13. Let λ ∈ B(−1; 0) \ Λ ε, S . Thenŵ(λ, ·) belongs to D(L), and
(λ, ·) .
Proof. As (λ) ≤ 0,ŵ(λ, ·) is well-defined, and it belongs to H 1 (G), according to lemma 4.7. But, asŵ(λ, ·) ∈ H 1 (G) is a solution to (P sector ), it is also an element of D(L). Thanks to lemma 4.8 , there holdsŵ(λ, ·) = L(λ) −1ĥ (λ, ·). According to theorem 4.11, this proves that Proof. According to the analytic Fredholm theorem, the mapping λ → L(λ) −1 is a meromorphic function over C, with values into the set of continuous mappings from
On the other hand, one can prove (see lemma 3.11 of [16] ) thatĥ is holomorphic with values in L 2 (G), in int(B(−α; 1)), for all α > 0. Combining these two results leads to the conclusion.
Consider next the contour integral
in the complex plane with R > 0. As λ → r λ L(λ) −1ĥ is meromorphic in the strip B(−α S ; β S ), Cauchy's theorem indicates that (λ, ·) can be decomposed on a finite set of functions like r λ K k=0 (log r) k ϕ k (θ)/k!, with ϕ k ∈ H 1 0 (G), for k = 0.. K. Now, according to corollary 4.10, one has (Λ ε, S ∩ B(−α S ; β S )) ⊂ Ri. As a consequence, for λ ∈ (Λ ε, S ∩ B(−α S ; β S )), a non-vanishing function (r, θ) → r λ K k=0 (log r) k ϕ k (θ)/k! does not belong to H 1 . Since w β S and w both belong locally to H 1 in a neighborhood of the origin, it follows that necessarily
(λ, ·) = 0.
. J S , with the continuity estimate of theorem 4.11
where the constant C 1 depends only on β S .
We are now able to state the regularity result at boundary vertices. Recall that p, defined in (4.8), belongs to L 2 (Γ) with compact support, so p is in V 0 1−β S (Γ) (β S < 1), so one may write
This leads to
which in turns leads to the regularity result for boundary vertices. 
Regularity at interior vertices.
Consider an interior vertex S ∈ S int . The regularity study around this vertex is very similar to the one which we carried out in the previous subsections. One has to replace the homogeneous Dirichlet boundary conditions at 0 and σ J S = 2π by two transmission conditions. Below, we keep the same notations. This time, we define the set Λ ε, S of singular exponents related to the vertex S as the set of complex numbers λ ∈ C such that there is a non-zero J S -tuple (φ λ, j )
This time, one is led to study the Mellin symbol
Note that one can prove results similar to lemmas 4.8 and 4.9 and corollary 4.10, using here the above definitions of D(L) and L(λ). Following the lines of proofs for boundary vertices, we have
Proceeding as before, because of the lack of homogeneous Dirichlet boundary condition, we can only conclude that
where z S is a constant. However, this constant is not really annoying, since we are mainly interested in the behavior of ∇u.
We conclude by the result below. 
4.6. Global regularity. Let us go back to the global regularity problem. We recall that for all S ∈ S, V S := Ω ∩ B(S, d S ) is a neighborhood of S such that
For m ∈ N and γ ∈ R, let us introduce the functional space
endowed with the norm
where (r S , θ S ) are the local polar coordinates associated with the vertex S.
In addition, for j = 1.. N , m ∈ N et γ ∈ R, let us introduce the functional spaces
endowed with the norms
Using a partition of unity, and with the help of theorems 4.1, 4.2, 4.6, 4.15 and 4.16, we can conclude that the following global regularity result holds. Theorem 4.17. Assume that, for all couples of subdomains (Ω i , Ω j ) of Ω whose boundary share a common edge, one has ε i + ε j = 0. If one lets β := min S∈S β S , then
Compact imbedding of
We have now at hand all results to prove that the imbedding of
Theorem 5.1. Let Ω ⊂ R 2 be a bounded, open, connected polygonal set of R 2 , partitioned into N open, polygonal and disjoint subsets Ω j . Assume that, for all couples of subsets (Ω i , Ω j ) whose boundary share a common edge, one has ε i + ε j = 0. Then, the imbedding of X N (Ω, ε) into L 2 (Ω) is compact. Proof. Let (u n ) n∈N be a bounded sequence of elements X N (Ω, ε). Theorem 3.2 shows that we can associate to (u n ) n∈N two sequences, respectively
In addition, the same theorem states that (u 0 n ) n∈N is bounded in P H 1 (Ω, P), whereas (div (ε∇ϕ n )) n∈N and (∇ϕ n ) n∈N are respectively bounded in L 2 (Ω), and in L 2 (Ω).
But we know that P H 1 (Ω, P) is compactly imbedded into L 2 (Ω). For instance, we remark that P H 1 (Ω, P) ⊂ ∩ s< 2 , for j = 1.. N . Since β > 0, one has 1 − β < 1, so that K 1 1−β (Ω j ) 2 is compactly imbedded into L 2 (Ω j ) (cf. lemma 6.2.1 of [21] ), for j = 1.. N . The conclusion follows.
6. Extensions -Case of a curvilinear polygonal domain Ω. Here, we use the definition of a curvilinear polygonal domain given (for instance) in [13] .
Definition 6.1. The open subset Ω of R 2 has a C 2 curvilinear polygonal boundary ∂Ω if, for all points a of ∂Ω, there exist r a > 0 and a diffeomorphism χ a , such that χ a is a piecewise, C 2 -diffeomorphism that maps the neighborhood V a := Ω ∩ B(a, r a ) of a to a neighborhood of the origin O, included into the plane sector Γ a := {(r cos θ, r sin θ) | r ≥ 0, θ ∈ [0; ω a ]} of opening ω a ∈ ]0; 2π[, a being sent to O.
With the help of local maps and going back to the "strict" polygonal boundary case, one is able to prove the result below. For all k ∈ N, consider the unique solutions to the problems
Using the symmetry of the domain, one shows easily that In addition, since the contrast is equal to −1, the element ϕ k of H 1 0 (Ω) defined by its restrictions
satisfies div (ε∇ϕ k ) = 0. By construction, the sequence (ϕ k ) k∈N is bounded in H 1 (Ω), and moreover it goes weakly to 0 in H 1 (Ω) as the mapping g k → ϕ k is continuous from H (Ω). However, there exists no subsequence of (ϕ k ) k∈N that converges strongly to 0 in H 1 (Ω) (argue by contradiction, using the continuity of the trace mapping on A).
Next, define u k := ∇ϕ k . For all k ∈ N, there holds curl u k = 0 and div (εu k ) = 0. The sequence (u k ) k∈N is thus bounded in X N (Ω, ε), and moreover it converges weakly to 0 in L 2 (Ω). On the other hand, one can not extract a subsequence of (u k ) k∈N , that converges strongly (to 0) in L 2 (Ω). To prove this last result, let us use a contradiction argument: assume there exists a subsequence (ũ k ) k∈N of (u k ) k∈N which converges strongly in L 2 (Ω). Then the corresponding subsequence (φ k ) k∈N converges strongly (to 0) in H 1 (Ω), hence the contradiction.
Remark 7.2. This negative imbedding result can obviously be extended to a symmetrically partitioned subset of R 3 .
