Introduction
In the recent economic and geographical literature, the phenomenon of local industrial clusters has attracted much attention. The reasons why certain regions are successful while others are not have been extensively studied. Three kinds of approaches dominate this literature:
-case studies of regions that are identified as being economically successful (meta-studies of such case studies can be found in VAN DER LINDE 2003 and BRENNER/MÜHLIG 2007 , some prominent case studies are PORTER 1990 ROSEGRANT/LAMPE 1992; SAXENIAN 1994; BECATTINI 1997) ,
-conceptual approaches that aim to identify some of the circumstances that cause regions to be successful and local clusters to emerge (such approaches can, e.g., be found in BECATTINI 1990; MAILLAT/LECOQ 1992; PYKE/SENGENBERGER 1992; SCOTT 1992; CAMAGNI 1995 ; VAN DIJK 1995; MARKUSEN 1996; LAWSON 1997; RABELLOTTI 1997) , and -theoretical and some empirical works that study the emergence and/or existence of spatial concentrations (e.g. ARTHUR 1990; KRUGMAN 1991; ELLISON/GLAESER 1997; FU-JITA/THISSE 2002; MAGGIONI 2002; BRENNER 2004) .
Not all of this literature uses the label cluster.
Other terms, such as industrial districts, innovative milieu and geographic concentrations, are frequently used. In addition, (local) clusters are defined differently in different works. This article uses a definition that embraces most, if not all the definitions that can be found in the literature. There are two reasons for using such a broad definition. First, the idea of mathematical modelling is to find a general description of a phenomenon. Not-mathematical approaches are better suited for describing specificities. Second, the existing case studies show us that local clusters differ strongly. A restrictive definition might well exclude relevant cases. Hence, this paper uses the definition proposed by BRENNER (2004, 2) and calls all agglomerations of one or a few industries in space that are caused by self-augmenting processes within the region a local cluster. The requirement of self-augmenting processes excludes agglomerations that are caused by natural resources or historical event only. In contrast to most existing definitions, this definition relates to the dynamics during the emergence of local clusters and not to their characteristics while they exist. This is important for the mathematical modelling.
While case studies often also analyse the specific circumstances that have given rise to the evolution of the studied local systems, con-
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Abstract: Local clusters are widely discussed in the economic and geographic literature. After a short overview on the mathematical literature, this paper presents a theoretical model of cluster formation that allows to deduce advice for policy intervention. The model is mathematically and numerically analysed and different policy measures are examined. It is shown that the timing of policy measures is important and that for different measures different time windows of opportunity exist.
ceptional works mainly focus on the local mechanisms that make such systems successful. Mathematical approaches that explain the evolution of these systems are rare. The most prominent mathematical approaches in the context of local clusters are those in the strand called new economic geography. 2 However, these approaches focus on the equilibria of the described systems. Thus, they do not allow to study the adequate timing of policy measures. The aim of this paper is to provide a mathematical framework that allows us to examine the impact of a temporary policy measure on cluster formation.
A few dynamic models of cluster formation have been proposed in the literature. Besides some simulation approaches (see, e.g. SCHWEITZER 1998; BRENNER/WEIGELT 2001), there are two dynamic approaches that model the emergence of local clusters (MAGGIONI 2002; BRENNER 2004) . The approach that is taken here is based on the model of BRENNER (2004, 2) . The model is expanded such that the impact of policy measures can be included.
Given that the analysis is not restricted to the calculation of an equilibrium, the approach allows to study the influence of different policy measures at different points in time.
Modelling local clustersan overview
Local clusters have received much attention in recent years. As a consequence, many researchers have started to model the processes behind the clustering phenomenon mathematically. The first model was proposed by ARTHUR (1990). Many models followed. All of them are based on the assumption of some positive local externalities, location economies, Marshallian externalities or whatever name is used. It is assumed that firms benefit from other firms that are located in the same region and belong to the same or a related industry. This causes the number and/or size of firms in the region to grow faster in regions where more or larger firms are present. A self-reinforcing process results. This process is the basis element of all mathematical approaches on local cluster formation (therefore the definition of local clusters used here contains the existence of such a process). Nevertheless, we might distinguish three kinds of approaches: Simulation approaches, approaches based on the mathematical calculations of equilibria, and dynamic mathematical approaches. Each of them will be discussed shortly in the following.
Simulation approaches
In simulation approaches usually a larger space is modelled in which economic actors can move and act (examples can be found in ALLEN 1997; SCHWEITZER 1998; BRENNER 2001a; BRENNER/WEIGELT 2001; ZHANG 2003) . Space is either unstructured, meaning that actors can take any location, or divided into regions in which actors can locate. Economic actors are basically firms and employees, but in some approaches also policy makers, customers and institutions are explicitly modelled. The dynamics in all models contain self-reinforcing processes, which are, however, modelled in varying detail in the different approaches. Some approaches assume the existence of some positive local externalities that cause self-reinforcing processes, without considering the details of these positive local externalities.
Other approaches model the positive local externalities in detail, including processes, such as spillovers, human capital accumulation and spin-offs.
The main advantage of the simulation approach is that the processes behind cluster formation can be modelled in detail. Complex processes or various processes at the same time can be included and their implications studied. Furthermore, various kinds of policy measures and their impact can be included (see, e.g. BRENNER 2003) . The simulation approach is very flexible with respect to the formulation of processes and influences that are considered. Another advantage is the possibility to study the dynamics of the model in detail. Cluster formation is a stochastic process, meaning that local conditions do not determine the developments completely but that chance plays a role (PORTER 1990) . Rerunning simulations allows to examine the probabilities of certain outcomes.
The main disadvantage of the simulation approach is its flexibility and the variability of the results that can be obtained. The results depend very much on the adequateness of the assumptions that are made in setting up the model (BRENNER/WERKER 2007) . This holds for all approaches, but is more obvious in the case of simulations because the assumptions can be changed more easily. Researchers tend to make more specific assumptions and obtain more specific results in simulation approaches. To obtain a more abstract understanding requires to put the specific results together.
Policy issues in the context of local clusters have been rarely studied with the help of simulations so far (see BRENNER 2003 for an exception). The conducted analyses indicate that there is a certain period of time in which policy measures can be successfully applied. This period of time differs between policy measures (BRENNER 2003) . However, specific model specification have been used to obtain these results. A more general approach is used here.
Equilibria calculation
The first mathematical studies of cluster formation were based on the extention of existing economic models by the inclusion of positive local externalities and the calculation of the resulting equilibria (HENDERSON 1974; ARTHUR 1990; FUJITA et.al. 1999, 16 ZHANG 2007) . Nevertheless, three characteristics are shared by all the approaches in this strand of literature: first, positive local externalities in some form are the basic driving force of the processes, second, the economic actors are assumed to behave optimal, and third, the resulting equilibrium is calculated.
The main advantage of this kind of approaches is that the models are mathematically treatable and general results are obtained. In a very simple way these approaches are able to show fundamental aspects of cluster formation. Furthermore, parts of these models come from the standard economic literature, so that they can be seen as an extension of existing models. (2006) found that policy sorts high-productivity firms to the core and low-productivity firms to the periphery. Nevertheless, policy issues are also mainly ignored in this line of research.
Dynamic models
The literature provides two approaches in which the dynamics of cluster formation are studied with the help of mathematical models (MAGGIONI 2002; BRENNER 2004) . These approaches focus on one region. Other regions matter only in so far as the developments there determine the strength of competition in the national or global market. This means that no explicit spatial perspective is taken. Again, the driving forces of cluster formation are positive local externalities. Hence, these approaches have much in common with the equilibrium approaches. They differ in their explicit focus on the dynamics of the mathematical model. In order to be able to treat these dynamics mathematically, they simplify the underlying mathematical model even more by excluding some economic relationships and considering one region only.
The main advantage of these approaches is that the resulting dynamics can be analysed, at least to some extent, without the use of simulations. Furthermore, the two basic models are very abstract. This means that they do not make many assumptions about the economic agents' behaviour, which might be wrong. Instead, they indicate that certain characteristics are very robust under minimal assumptions. Two main disadvantages have to be mentioned. First, the approaches are very abstract and do not say much about the details of the mechanisms that cause cluster formation. Only very fundamental insights can be obtained with the help of these models. Second, both models are deterministic so that, again, the stochastic nature of cluster formation is ignored. 
Dynamic model of cluster formation

Structure of the model
All models in the literature have in common that some self-reinforcing processes exist, such as the accumulation of human capital, spillovers or spin-offs. These are also the basic mechanisms in the approach taken here. In addition, differences in local conditions, which make a region more or less attractive for an industry, and the dynamics of the market conditions are explicitly considered here.
As mentioned above, the dynamic models by Maggioni and Brenner focus on one region and the development of one industry therein. The development can be measured by the employment, the turnover or other similar measures of the activity in this region and industry. First, we discuss the influence of the global market on the local industry activity. Local clusters only emerge in industries in which the local economy supplies an inter-regional, usually a national or global market. Hence, global market conditions, denoted by g(t) here, influence the development of firms in the region. The better the global market condition g(t), the more positive should the industry activity, a(t), develop. The global market situation changes during the industry life cycle (KLEPPER 1997), which will be mathematically modelled and included in the model in the next section.
Second, there are local factors that influence the development of the industry activity, a(t), in a region. Two kinds of local factors can be distinguished. On the one hand, there are local factors, such as geographic location, natural resources, cultural aspects, population size and part of the infrastructure 3 , that are (fairly) constant in time. On the other hand, there are local factors, such as human capital, local structure and institutions of interactions, spillovers, supplier and service firms and part of the infrastructure 4 , that change (relatively) quickly, mainly because of the local selfreinforcing processes discussed next. Although it is empirically diffiult to state for all factors whether they belong to the former or latter category, the theory developed here assumes that such a distinction is feasible. The local factors that are (fairly) constant in time are called fixed local conditions and are denoted by f. These factors can be assumed to influence the attractiveness of a region for firms and the possibilities of firms in the region to make profits and grow.
Thus, f has a positive impact on a(t).
The local factors that change (relatively) quickly are called changing local conditions here and are denoted by c(t). They are assumed to be influenced by the economic situation in the region. A high industry activity, a(t), implies better local conditions, c(t), for the industry. On the one hand, firms actively improve local conditions, for example by educating the labour force, supporting the set up of specific public transportation options, or lobbying for supportive policy actions. On the other hand, the industry activity in a region triggers other developments there, such as the development of service and supplier firms, the external visi-bility of the region, or an adaption of the eduction and research infrastructure. Hence, the variables a(t) and c(t) reinforce each other so that a reinforcing cycle results.
Third, the local industry activity, a(t), has a direct effect on itself. The more firms or employees in an industry are located in a region, the more attractive is this region for further firms in the industry. Furthermore, the firms might grow faster because they benefit from co-location due to the possibility to cooperate and the occurrence of spillovers. These benefits or local externalities are extensively discussed in the literature (see, e.g. BECATTINI 1990; KRUG-MAN 1991; SCOTT 1992; CAMAGNI 1995; MARKUSEN 1996; LAWSON 1997) . Spin-offs also contribute to this effect (KLEPPER 2006) . Hence, variable a(t) has a positive impact on itself. All three interactions are depicted in Fig. 1 .
Mathematical model
In reality the mechanisms described above are of a stochastic nature. For example, if local circumstances become more favourable, new firms are not automatically founded. Instead, the probability for start-ups is increased. Similarly, the growth of firms depends not only on market conditions and the impact of local circumstances. It also depends, for example, on the innovation success of firms. Innovations are again a stochastic process. The researchand-development-effort of a firm and local conditions might determine the likelihood of innovations but does not determine their occurrence. Other sources for the stochastic nature of the above mechanisms can be stated.
Nevertheless, the model that is developed here is deterministic. The model is a means to deduce some basic insights into the emergence and evolution of local industrial clusters and the possibilities of policy action. We do not aim to describe these processes exactly in mathematical terms. A deterministic model is much easier to analyse and understand. Hence, it is assumed here that a deterministic model offers a better base for understanding the processes of clustering. Nevertheless, we have, in using this model, to keep in mind that the real processes are stochastic.
The model that is developed here contains, as presented in Fig g(t) . In general, global market conditions can be assumed to change slowly, with a lower speed than a(t) and c(t). However, during the expansion phase, especially at the beginning and at the end of the expansion phase of an industry, market conditions change rapidly. Hence, there are periods of time in which g(t) changes with, at least, a similar speed as a(t) and c(t). The structural relations between the variables are described in the previous subsection. Here, a mathematical formulation is found. This means that we have to find mathematical equations that describe the dynamics of the three dynamic variables of the model: a
(t), c(t) and g(t).
In order to set up the equation for the industry activity, a(t), let us for a moment ignore the influence of a(t) on itself. According to Fig.1 , the dynamics of a(t) are then given by the impact of the global market situation and the fixed and changing local conditions. This is the traditional view before local externalities and cluster formation have entered the scientific discussion: The local conditions and the size of the potential market determine the amount of economic activity in a region. In equilibrium, we would expect:
E(a(t)) = F (g(t), f, c(t)), where F (.) is an unknown function and E(a(t))
denotes the expected value of a(t) in equilibrium. Let us assume for F (.) a linear form: In order to build a model for the dynamics of a(t), a mathematical formulation of the equilibrium is not suffcient. The most simple way to make the model dynamic is to assume that variable a(t) converges to its equilibrium and that the dynamics are the faster the more the value of a(t) deviates from its equilibrium. This can be mathematically formulated as follows:
b sa (> 0) denotes the speed of the convergence process. The parameters b ag , b af and b ac in equation (3.1) are all set to one according to the above arguments. Now we include into the model the effect that the industry activity a(t) has on itself. Here we are not able to define variable a(t) such that the impact becomes linear. Therefore, we choose a more general formulation and add a(t) on the right-hand side of equation (3.2) in a mathematically flexible form:
b a+ (> 0) and β a+ (> 0) are parameters. The added term models the positive local externalities that impact directly the industry activity without substantiating in a change in the local conditions (changes in the local conditions, c(t), are modelled below). Besides the positive local externalities, negative local externalities are present. The more firms are located at one place, the more competition will occur for space and employees. This will have a negative impact on the further development of the firm population and industry activity, a(t). Thus, a negative term has to be added on the right-hand side of equation (3.3). This negative impact is modelled in the same way the positive impact has been modelled, except with a negative sign:
b a− (> 0) and β a− (> 0) are again parameters. It is obvious that this negative impact is only relevant for huge industry activities, a(t). For modest industry activities the positive impacts should dominate. Mathematically, this implies that the exponent, β a− , is larger than the exponent, β a+ .
Let us turn to the dynamics of the changing local conditions, c(t). According to Fig. 1 , the changing local conditions are influenced by the industry activities, a(t), in the region. Again, the impact does not have to be linear and we have fixed by now the mathematical definitions of the variables. Hence, we use the mathematically flexible form as above. Again, we assume that the changing local conditions c(t) converge with a certain speed towards a value that is influenced by the industry activity a(t). Remember, however, that the same holds in the opposite direction so that both variables, a(t) and c(t), simultaneously influence each other.
Mathematically we obtain:
is a parameter that denotes the speed of the convergence process of c(t) and b ac (> 0) and β ac (> 0) are parameters that determine the mathematical form of the impact of the industry activities, a(t), on c(t).
Finally, the dynamics of g(t) have to be modelled. As defined above, g(t) is the impact of the (global) market conditions on the equilibrium industry activity, a(t). The model in this paper describes the dynamics of the economic activity in one industry and one region. Therefore, the global market conditions have also to be considered for one industry. The basis is the industry life cycle literature (KLEPPER 1997 According to the industry life cycle (KLEPPER 1997) , the market for the products of an industry is initially very small. As a consequence, g(t) is small at the beginning. After an initial phase, in which a lot of experimentation occurs, the industry reaches the expansion phase. The sales of the industry's products increases strongly, high profits are made and many firms are founded. In this phase the market conditions are very favourable and the potential for industry activity is very high.
This means that g(t)
is very large in this phase. After some time the strong increase in sales comes to an end or, at least, slows down. The industry becomes mature and many firms exit the market. The market conditions become much less favourable and converge to level that is between the initial value and the level in the expansion phase. Thus, the dynamics of g(t) look approximately as shown in Fig. 2 has to be satisfied. β gi determines, in relation to β gs , how long it takes before the expansion phase takes up. β gs determines how fast the industry passes through its expansion phase.
Characteristics of the model
Before we deduce policy implications from the model, some general characteristics of the model are discussed here. These characteristics are important to understand the dynamics during the emergence of local clusters and for the deduction of policy implications. They are taken from the analysis of a more general model (BRENNER 2001b (BRENNER , 2004 . Hence, these characteristics are presented here in short form (proofs can be found in BRENNER 2001b in BRENNER , 2004 .
Existence of local clusters
In this subsection we analyse the equilibria of the above model. 
Impact of global market conditions and fixed local conditions
In the following we focus on the case in which the model has three solutions, two of which are stable, because in the case of local clusters there are always other regions that face the same global market conditions and similar fixed local conditions but contain a much lower industry activity. For this case we can transfer from earlier publications (BRENNER 2001b (BRENNER , 2004 ) the following findings: (1) 0 <k 1 <k 2 < ∞ always holds.
(2) For g + f <k 1 the model has only one stable state with a comparably low industry activity a eq .
(3) For k 1 <g + f <k 2 the model has two stable states, one with a comparably low industry activity a eq,1 and one with a comparably high industry activity a eq,2 .
(4) For g + f >k 2 the model has only one stable state with a comparably high industry activity a eq .
In Fig. 3 An example of the dependence of the stable states on the value of (g + f ) is depicted in Fig.  3 . Statement 3 makes clear that independent of the industry characteristics and the importance of local positive externalities, for very low (g + f <k 1 ) and very high (g + f >k 2 ) market and local conditions only one stable state exists. This implies that not only the importance of local positive externalities matters for the existence of the phenomenon of local clusters, but also the market and local conditions.
Emergence of local clusters
The above analysis does not explain how certain regions are able to reach the stable state with a high industry activity instead of the stable state with a low industry activity. To this end, we have to examine the dynamics of the model in detail, including the dynamics of the global market conditions g(t). The complete set of dynamic equations, (3.4), (3.5) and (3.6), cannot be solved mathematically in closed form. They can, of course, be simulated. However, besides some simulation exercises, let us get a basic understanding of the processes that occur and lead to the emergence of local cluster. The shape of the dynamics of the global market conditions, g(t), is depicted in Fig. 2 . If we add the fixed local conditions, f , we obtain a dynamics as given in the lower part of Fig. 4 . Fig. 3 is transfered to the upper part of Fig. 4 , meaning that we use the same exemplary parameter values. Of course, the shapes of the curves in Fig. 4 look different for other parameter values. The example is used here to explain the basic characteristics of the developments.
Let us now follow the development of g(t) + f in time and examine the implication of this development for the dynamics of the industry activity a(t). At the beginning of the industry life cycle -at time t = 0 -the value of g(t) + f is very small and only one equilibrium exists for a(t).
The industry activity can be assumed to be in this equilibrium at the beginning implying that there is (almost) no industry activity. In the expansion phase of the industry life cycle the global market conditions increase tremendously. Hence, the value of g(t) + f becomes quite large. However, as long as this value remains below k 2 , the industry activity a(t) will converge to the nearest equilibrium, implying a low industry activity that increases only slightly. If the value g(t) + f exceeds k 2 the situation changes. At this critical value the lower equilibrium disappears and the equilibrium with a high industry activity becomes the only equilibrium towards which the process Source: own draft converges. This convergence process is depicted in Fig. 4 as process 1. However, we have to keep in mind that it is a process, which proceeds in time, the same time in which also the global market conditions change. Hence, while the industry activities, a(t), in the region -together with the changing local conditions, c(t) 5 -increase on their way up to the equilibrium, the global market conditions, g(t), change according their given dynamics. The two dynamics take place simultaneously and their comparative speeds decide whether one or the other of two possible outcomes result.
First, if the convergence process of a(t) and c(t) is comparably fast, the value of a(t) has already increased tremendously before the global market conditions become less favourable. In this case, the industry activities, a(t), have reached a value above the unstable equilibrium before the global market conditions converge to a low value (see process 2 in Fig. 4) . As a consequence, the local activities, a(t), will continue to converge to the equilibrium with the high activity. A local cluster has emerged.
Second, if the convergence process of a(t) and c(t) is comparably slow, the value of a(t) has only increased slightly when the global market condition become already less favourable. In this case, the industry activities, a(t), have not exceeded the value of the unstable equilibria (see process 3 in Fig. 4 ) and will converge towards the equilibrium with the low industry activity as a consequence. No local cluster emerges. In the above discussion we have to keep in mind that all the discussed processes are only possible if two conditions are given: First, the positive local externalities have to be strong enough to generate the existence of two stable equilibria for the long-run market conditions and the fixed local conditions of the region. Second, during the expansion phase of the industry -when g(t) is at its maximumthe value of (g(t) + f ) has to exceed k 2 .
Impact of policy measures
In this section we analyse what effects different policy measure can have at different times on the emergence of local clusters. Before we * parameters as in Fig. 2 
Bringing firm activity to the region
There are a number of ways in which firm activity can be brought to a region. A very common way is the payment of subsidiaries for firms who open up a new production site in the region. A different way that has become very prominent in recent years is the support of start-up activities, which is assumed to increase the overall economic activity in the region. Both policy interventions lead to an increase of the industry activities, a(t). The temporal structure of this increase might well be different between the two measures. There is extensive research on the impact of a start-ups on the employment situation in a region (see e.g. FRITSCH/MUELLER 2004). The results suggest that a long-term positive impact is generated, on average. The situation is less clear in the case of production plants that are attracted by subsideries to a region and often move out of the region after some time (see e.g. MILLER/COT´E 1985 for critical comments). A mixture of both approaches is used in the case of the establishment of technology parks, which usually try to attract existing firms to the region and promote start-up activities at the same time (see e.g. LONGHI 1999). Ignoring these differences, we assume here that policy is able to increase the industry activity a(t) at a certain point in time T by Δa. Before and after this point in time the system develops according to the mathematical model above with the dynamics given by equations (3.4), (3.5) and (3.6). We are interested in the impact of the policy measure on the question of whether a local cluster emerges or not.
For a given parameter set, the above model describes a deterministic process with a clear result. Hence, the outcome of the process considering the effect of the policy measure can be calculated. Since the model could not be solved analytically, the outcome has to be calculated numerically. Furthermore, it crucially depends on the parameter values. In total the model contains 13 parameters, for which no empirical estimates are available. Therefore, we conduct numerical calculation for many different parameter sets (details are given in the appendix) and determine for each value of Δa and T the frequency with which a local cluster occurs for the various parameter sets. The results are depicted in Fig. 5 . The frequency of the emergence of a local cluster without policy intervention (Δa = 0) is 13.9 %. Of course, the frequency of the occurrence of a local cluster increases for all points in time T in the vertical direction, with an increasing strength of policy intervention Δa.
More interesting are the differences in the horicontal direction. The highest frequency for the emergence of a local cluster is found in the middle, just after the time at which global market conditions, g(t), take their maximum value. At this time the smallest policy inference is necessary for a given increase in the probability of the emergence of a local cluster. Hence, we can state that it is most effcient for policy makers, if they attract firms to the region, to do so in the expansion phase of the industry, approximately at the time when the market conditions are best or slightly later.
After this time the effect of the policy intervention decreases quite rapidly. This means that once the industry has become mature, a policy measure that brings industry activity to a region is much less effective. For example a measure that leads to an increase of the cluster probability from 13.9 % (without policy invention) to 15 % in the mature phase would increase this probability almost to 25 % if applied at the adequate time. Applying the policy measure earlier decreases the impact tremendously. This means that promoting industry activity at a time before the industry shows some dynamics and gathers a market has very little impact. This might explain the different success of policy measures that bring large firms to a region and of the set-up of technology parks.
Improving the fixed local conditions
Above we have defined fixed local conditions as those characteristics of a region that change very slowly in time and are, in general, approximately constant within the time period in which local clusters emerge. Examples are geographic characteristics, culture, airports, universities and research institutes. Some of these local conditions, such as airports, universities and research institutes, can be easily influenced by policy makers and are often used to trigger developments in a region. In case studies such local conditions, especially universities are often seen as reason for the sucess of the regions (see e.g. ROSEGRANT/LAMPE 1992; SAXENIAN 1994; GARNSEY/SMITH 1998; ZELLER 2001; KAISER 2003) . For example, CA-MAGNI (1995) argues that an improvement of education in a region is the starting point for the development of an innovative region. However, these are measures that are not applied and withdrawn quickly. To set up an airport, a university or a research institute is a decision that has to be continued for years or decades. We model this by assuming that such a measure increases the fixed local conditions, f , at a certain time T by an amount of Δf . The value of f stays at this new level for the rest of time, meaning that the airport, university or research institute remains active in the region for the time considered. Again, the impact of such a policy measure can be numerically calculated, as stated above and defined in detail in the appendix. The results are depicted in Fig. 6 . Fig. 6 indicates that this policy measure becomes less effective with time. The decrease is quite small throughout the whole period of time that is observed here. Hence, the timing of this measure seems to matter very little. Fig.  4 helps to understand this finding. If the fixed local conditions improve, the region moves in Fig. 4 to the right. If this move is large enough, the region's value of (g(t) + f ) will even for
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Fig. 5:
Frequency of the emergence of a local cluster dependent on the amount of industry activity* * Frequency of the emergence of a local cluster dependent on the amount of industry activity, Δa, that is brought to the region and the timing T (other parameters as described in the appendix). The lines depict frequencies of 35 %, 30 %, 25 %, 20 % and 15 %, respectively. Ф denotes the time at which global market conditions, g(t), reach their maximum. Source: own draft * Frequency of the emergence of a local cluster dependent on the amount of the additional fixed local conditions, Δf , that are generated by the policy measure and the timing T (other parameters as described in the appendix). The lines depict frequencies of 35%, 30%, 25%, 20% and 15%, respectively. Ф denotes the time at which global market conditions, g(t), reach their maximum Source: own draft g(t) , be beyond the critical value k 2 so that only the equilibrium with a high industry activity exists. The result seem to imply that an increase of the fixed local conditions is a measure that can also be applied later in the industry life cycle. Thus, it seems to be a perfect measure. However, AUDRETSCH/FELDMAN (1996) provide finding that suggest a decreasing impact. They find that university research has a positive impact on the concentration of innovative activity mainly during the introductory and growth phases of an industry. The impact might also depend strongly on the industry. In some industries a research institute or an airport makes really a strong difference as modelled here, in many other industries we would expect rather smaller increases in f.
In addition, we have to take into account in the case of this measure that the government has to bear costs permanently. All other kinds of measures that we discuss here are temporary, implying costs for the policy makers for only a limited period of time. However, increasing the fixed local conditions is the only kind of policy measure that decreases in its effects very little when the industry becomes mature. It is the only measure for which the timing does not have a strong influence on its impact. The timing only has strong consequences for the costs, because earlier initiatives imply longer payments.
Improving the changing local conditions
Changing local conditions are those characteristics of the region that change or may change during the emergence of local clusters. Examples are human capital, networks and the scientific focus of existing universities and public research institutes. These conditions are influenced by the industry activity in the region, but can also be influenced by specific policy measures. For example, policy makers might support specific service firms in the region or might finance specific research in public research institutes. The influence of such policy measures is for example described by GARNSEY/SMITH (1998) for the developments in Cambridgeshire and Oxfordshire. Besides public research, policy makers try to support very frequently the institutional thickness, which is repeatedly claimed in the literature to be important for successful clusters (see e.g. KEEBLE et.al. 1999; LUTZ et.al. 2003) . Usually these measures are taken for a certain period of time and the support is withdrawn thereafter. The idea is that the support is a triggering event. We model such a measure as an increase of the changing local conditions, c(t), by an amount of Δc at time T . Before and after time T the dynamics of all variables are described by the above model. The impact of such a measure is again calculated numerically as described above and the results are given in Fig. 7 . Fig. 7 shows similar features as Fig. 5 . Again, the effect of the measure is greatest if it is applied during the expansion phase of the industry, approximately at the time at which global market conditions, g(t), are maximal. The effect decreases tremendously for an earlier application. A later application leads to a significantly smaller impact on the emergence of a local cluster. Hence, again there is an optimal time for acting on the changing local conditions. There is a window of opportunity for this policy measure to be very effective.
Supporting the activities in the region
The final policy approach that we will discuss here is the support of activities that actors in One might ask why a faster convergence to the equilibrium should be advantageous. In the long-run the equilibrium would be reached anyway. The importance of the speed of the convergence process is caused by the fact that the number of equilibria changes in time. The equilibrium with the low industry activity disappears for a certain period of time. The speed of the convergence towards the equilibrium with the high industry activity during this period of time is crucial for the emergence of a local cluster. We model such policy measures as an increase in the speed of the dynamics of a(t) and c(t): an increase of b sa and b sc , respectively. We assume that the measure lasts for a certain period of time Δt (set to Δt = 2 years in the following analysis), starts at time T and increases b sa and b sc to x times their value before and after this period. The analysis is run as described above and the results are depicted in Fig. 8 . The effect of the policy measure is found to be extremely time dependent.
There is a very small period of time during which a strong impact on the emergence of a local cluster can be reached. Considering that we assumed the measure to be active for two years, we find that the period of support should be around the time at which global market conditions, g(t), reach their maximum or slightly before this time. As in the case of bringing industry activity to the region and in the case of increasing the changing local conditions, the measure has to be taken during the expansion phase of the industry. However, in contrast to these other measures, the support of the speed of processes has almost no impact if it is taken outside this time period. Especially for points in time later than t = 10 years -in the studied time frame -no effect is found.
* Frequency of the emergence of a local cluster dependent on the increase x in the speed of a(t) and c(t) that is caused by the policy measure and the timing T (other parameters as described in the appendix). The lines depict frequencies of 30 %, 25 %, 20 % and 15 %, respectively. Ф denotes the time at which global market conditions, g(t), reach their maximum. Source: own draft Fig. 8 : Frequency of the emergence of a local cluster dependent on the increase x in the speed of a(t) and c(t)* However, the timing is supported by the fact that the ideas for the policy actions come from the region (bottom-up). In the expansion phase many ideas might come up from actors, while before the expansion phase is entered only few actors exist who might approach policy makers for support. Problematic is the phase of maturity, in which many actors exist who might ask policy makers for support in order to sustain their business in a competitive market. If policy makers react on this they might support the lock-in process that is found in the literature for local clusters (GRABHER 1993) .
Conclusions
In the literature quite different approaches are used to model the dynamics of local clusters. An overview is given in this paper. Then, an approach is chosen that allows to understand the basic abstract dynamics involved in the emergence of local clusters. Furthermore, the model is used to examine policy measures that can be used to influence the emergence of local clusters. Four different types of policy actions are distinguished according the dynamics or variables that they influence. For each of them it is studied how their impact is determined by the point in time at which they are taken. It is shown that the timing of policy measures matters strongly. Furthermore, different kinds of action have to be taken at different times.
Most of the literature on local clusters is based on empirical studies, usually case studies. This paper shows what can be done to analyse the effect of policy measures on cluster formation with the help of mathematical tools. Hopefully, it has become clear that we can develop quite an understanding of the processes behind the emergence of local clusters with the help of mathematical tools and that we can deduce from these mathematical models policy implication. However, more detailed questions, such as what kind of policy measure is most effcient, can only be answered if we have more empirical knowledge to model the processes of cluster formation in more detail. Such detailed empirical knowledge is not available so far. There is still much research to be done on the topic of local cluster and a stronger interaction between those who model the processes mathematically and those who research the processes empirically would be helpful.
A. Numeric calculation of the model
The numeric examination of the model faces the problem that the parameters of the model cannot be empirically estimated with the literature and/or data available. Hence, they have to be abitrarily fixed. Any chosen parameter set might be in conflict with reality. Furthermore, industries differ in their characteristics and, hence, the parameter set has to be chosen industry-dependent. Examining the model with one abitrarily chosen parameter set makes the result unreliable. Therefore, we conduct each analysis for 1.000 different parameter sets and present the frequency distribution of the results (the frequency of the emergence of a local cluster). A random choice without restrictions of the parameter sets for the numeric calculations would lead to no emergence of a local cluster in most cases. Only a quite small part of the parameter space fulfills the requirements, that make the emergence of a local cluster possible. This would not be a realistic representation of reality and would give us little information about the impact of policy measures. Therefore, we use a parameter set that has quite realistic characteristics: the parameter set used for illustrations throughout the paper with β gl = 60, β gh = 800, β gd = 0.4/year, β gi = 8, β gs = 2/year, b ac = 0.085, β ac =1.5, b a+ =0.05, β a+ = 2, b a− =0.01 and β a− = 4 and b sa = b sc = 10/year. The parameters that concern the industry life cycle, β gl = 60, β gh = 800, β gd = 0.4/year, β gi = 8 and β gs = 2/year, are fixed to these values for all numerical calculations. This is done in order to obtain a time frame that is the same for all calculations. As a consequence, we are able to compare the timing of policy measures to a fixed shedule of the industry life cycle.
All other parameters are generated randomly by taking from each original parameter value the logarithm, adding a normally distributed random value with standard deviation 0.2 and transfering the result back with the help of the exponential function. The transformation to the logarithms is done for two reasons: First, this guarantees that all parameters are positive. Second, the parameters do rarely change their value tremendously independent of their original value. The use of a normally distributed variation also supports the effect that most of the time the comparative sizes of the parameters stay the same. As a result, 397 of the 1.000 parameter sets allow for the emergence of local clusters, meaning that they satisfy the con-ditions discussed in statement 2. Without the policy measures for 139 of these parameter sets a local cluster emerges. This implies that for 258 parameter sets the policy measure might induce the emergence of a local cluster, which is a suffciently high number to study policy impacts. These 258 parameter sets are different so that this approach allows to identify the average impact of policy measures under different circumstances. A robustness check with a different basic parameter set and the same approach shows that the numbers of cases in which clusters might emerge and in which clusters emerge without policy measures dependent tremendously on the basic parameter set. However, the time dependence of the policy impacts -which we focus on in the analysis of the results -is very robust.
Notes
1 I want to thank Ulrich Witt, Dirk Fornahl, Guido Büs-torf, Dominic Power and two anonymous referees for their helpful comments and discussions. The usual disclaimer applies. 2 A good overview on these approaches in the context of local clusters is given in FUJITA/THISSE 2002). -There is a controversy in the field about the value of new economic geography and whether new economic geography really deals with local cluster (see e.g. MARTIN 1999; KAWKA 2003), which we do not want to reflect about here. According to the definition used here the models of in the new economic geography describe local clusters. 3 Airports, train tracks, universities and big research institutes are not set up quickly. 4 Smaller roads, the frequency of trains, public bus transportation and the scientific focus of universities and research institutes can be changed reasonably quickly. 5 The value of c(t) is not depicted in the graphs in order to keep the graphs two-dimensional and understandable.
