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Over the past one million years, atmospheric CO2 and Antarctic temperatures covaried over 
several glacial cycles, with the meridional overturning circulation (MOC) as forced by the 
climate over the Southern Ocean implicated as a causal factor. This thesis aims to improve 
our understanding of the mechanisms responsible for glacial-interglacial variations in the 
MOC and atmospheric CO2, and also the pathways and mechanisms driving the present-day, 
glacial and possible future state circulations. Both a semi-analytical ocean model and an 
idealised general circulation model (GCM) are used.  
An idealised two-basin and single-basin GCM connected by a southern circumpolar channel 
shows the MOC strength and structure is dependent on the Southern Ocean buoyancy and 
zonal wind forcing, and the ocean’s vertical diffusivity. The sensitivity of the MOC to wind 
and diffusivity perturbations is dependent on the buoyancy forcing, due to the MOC 
pathways varying with buoyancy forcing. The North Atlantic Deep Water (NADW) cell in 
the Atlantic basin is driven primarily by the Southern Ocean winds in a glacial state but by 
Pacific diffusive-driven upwelling in a future ‘warm’ state. 
The single-basin model is shown to have a number of drawbacks, and is unable to simulate a 
realistic NADW cell strength under realistic wind forcing and vertical diffusivity, regardless 
of the buoyancy forcing imposed. In contrast, the two-basin model simulates a realistic 
NADW cell, with a connection between the NADW cell in the Atlantic basin and the Pacific 
Deep Water (PDW) cell in the Pacific basin under present-day buoyancy forcings. 
A transition of the MOC to a glacial state with a weaker, shoaled NADW cell isolated from 
the Pacific basin is obtained in response to enhanced Southern Ocean sea-ice formation and 
thus a change in buoyancy forcing. However, reduced Southern Ocean wind forcing leads to 
only a slight weakening and no shoaling of the NADW cell and thus a glacial state MOC is 
not obtained. 
Changes in the buoyancy forcing between a future warm state and a cool, glacial state lead to 
a reduction in atmospheric CO2 of ~30 ppm in the two-basin model when temperature 
solubility effects are ignored. This is smaller than the ~100 ppm glacial-interglacial change in 
CO2, although the model is likely to be highly dependent on the biological parameters, and 
the effect of sea-ice on biological production and air-sea CO2 exchange. 
A semi-analytical ocean model with a coupled energy-balance model is also used to 
investigate the glacial cycles. The important role played by climate feedbacks in the MOC 
transition is apparent, with changes in Southern Ocean sea-ice formation playing a potentially 
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Over the last two and a half million years (Myrs) the Earth has undergone cyclic variations in 
its climate, from warm interglacial to cold glacial states, periods often referred to as ice ages. 
The glacial periods are associated with significantly lower atmospheric carbon dioxide (CO2) 
levels than the interglacial periods and the vast expansion of the Northern Hemisphere 
continental ice sheets and glaciers. Despite the importance of this phenomenon in the climate 
of Earth’s recent past, the mechanisms and climate feedbacks responsible for these large 
shifts in atmospheric CO2 and global climate remain uncertain, although numerous theories 
have been postulated and a great deal of progress has been made.  
The ocean is believed to play a vital role in these climatic variations through changes in 
global ocean carbon storage. The focus of this thesis is on the potential role played by ocean 
circulation changes during glacial cycles through the implementation of two ocean models. 
This thesis aims to improve our understanding of the sensitivity of the ocean’s large scale 
meridional overturning circulation (MOC) and consequently atmospheric CO2 to variations in 
model forcings and parameters. This enables the mechanisms responsible for ocean 
circulation changes to be determined and also develops our understanding of the pathways 
taken by the MOC in various climate states including both a cooler, glacial state and a future 
warmer state. 
This section provides a literature review on glacial cycles and the MOC which provides a 
broad background and motivates our study before more detailed descriptions of the previous 
literature (particularly the MOC) is provided in the Results chapters.  
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This Introduction section is structured as follows: (1.1) the proxy climate record and 
Milankovitch cycle theory for the glacial cycles, (1.2) the theory of the present-day ocean 
meridional overturning circulation (MOC) and its glacial-interglacial variation, and (1.3) the 
major hypothesised glacial cycle mechanisms and their estimated contribution to the glacial-
interglacial variation in atmospheric CO2.  
1.1. Glacial cycle evidence and the Milankovitch Cycles 
1.1.1. Proxy data 
The fluctuations in global climate during glacial-interglacial cycles have been reconstructed 
from the analysis of ocean floor sediments and trapped air bubbles in the Antarctic and 
Greenland ice-cores. Ocean floor sediment cores provide indirect records of the temperature 
and global ice volume over the last 65 million years but at lower resolution than ice-cores 
(Lisiecki and Raymo [2005]). Antarctic ice-cores provide direct, high resolution records of 
both Antarctic temperature, and atmospheric greenhouse gas concentrations (i.e. CO2, 
methane and nitrous oxide) over the past 750,000 years (the last eight glacial cycles). The 
Vostok (Petit et al. [1999]) and EPICA (European Project for Ice Coring in Antarctica) Dome 
C (EPICA community members [2004]) ice-cores provide particularly important records due 




Fig 1.1: Atmospheric CO2 and Antarctic temperature inferred from the EPICA Dome C ice core record (figure 
from British Antarctic Survey, Jouzel et al. [2007], Lüthi et al. [2008]). 
Atmospheric CO2 increased from 180 to 280-300 parts per million by volume (ppmv) (which 
we herein refer to as parts per million (ppm)) during the last four glacial-interglacial 
transitions (see Fig 1.1), while surface temperatures in the Antarctic covaried by 
approximately 12°C (Petit et al. [1999]). The global average change in surface temperature is 
uncertain although most model-based estimates of the temperature variation fall between 3°C 
and 6°C (Masson-Delmotte et al. [2006]).  
The Greenland ice-core record is far shorter than Antarctica’s, only extending over the last 
120,000 years (120-kyrs) (the last glacial cycle) (Anderson et al. [2004]). It suggests that the 
Northern Hemisphere climate prior to the Holocene (the current interglacial period which 
began approximately 11.5-kyrs before present (BP)) was highly unstable, with rapid decadal 
transitions in climate referred to as Dansgaard-Oeschger events (Bond et al. [1993], 
Dansgaard et al. [1993]). The Dansgaard-Oeschger events occur on millennial timescales, far 
shorter than the glacial cycle multiple millennial timescale with 125 Dansgaard-Oeschger 
events occurring during the last glacial cycle (Grootes et al. [1993]; Li et al. [2019]). 
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In contrast, the high correlation between Antarctic temperatures and atmospheric CO2 during 
the glacial cycles suggests the mechanism responsible for these changes originates in the 
Southern Ocean. 
1.1.2. Milankovitch Cycles 
The glacial cycle variations in Earth’s climate are believed to be triggered by variations in 
Earth’s orbital characteristics, as described by the Milankovitch theory (Milankovitch [1941], 
Imbrie and Imbrie [1980]) and calculated by Berger [1978]. The solar irradiance incident at 
the top of Earth’s atmosphere at a given latitude is primarily dependent on three orbital 
parameters: the Earth’s eccentricity, obliquity and precession. Variations in these parameters 
over long time periods, known as Milankovitch cycles (see Fig 1.2), lead to changes in the 
intensity and latitudinal distribution of solar irradiance throughout the year (McGehee and 
Lehman [2012]). These changes in solar radiation alone cannot explain the large changes in 
global climate during glacial cycles. The processes and climate feedbacks in the Earth system 
which amplify the insolation signal remain uncertain, although it is believed the growth of 
Northern Hemisphere ice-sheets (Peltier [2004]) and the greenhouse feedback (a result of a 
decrease in atmospheric concentrations of global warming inducing greenhouse gases 
including CO2 and methane) play a dominant role. One of the aims of this thesis is to improve 
our understanding of the role played by the ocean, particularly changes in ocean circulation in 




Fig 1.2: Plot of the Milankovitch Cycles over the last 800-kyrs. Variables from top to bottom are: Earth's 
obliquity, eccentricity, sine of the longitude of perihelion, the precession index, daily averaged solar insolation 
at 65°N on the day of the summer solstice, δ18O from ocean sediments and Antarctic temperature from ice cores 
(Plot created by Incredio: Wikipedia Milankovitch Cycles). 
During the late Pliocene and early Pleistocene (between 3-Myrs to 800-kyrs BP), the glacial 
cycles had a ∼40-kyr periodicity and were therefore modulated by the 41-kyr cycle in Earth’s 
obliquity (see Fig 1.2) or axial tilt (Raymo and Nisancioglu [2003]; Shackleton and Hall 
[1984]). About 800-kyrs BP, the glacial cycle periodiciy transitioned from a 40-kyr to a 100-
kyr timescale, which corresponds to the variation in the eccentricity of Earth’s orbit around 
the Sun (Pisias and Moore [1981]; Huybers [2006]). The eccentricity is important due to its 
modulation of the amplitude of the 23-kyr precession of the equinoxes (Imbrie and Imbrie 
[1980]) as shown in Fig 1.2.  
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The obliquity and (eccentricity modulated) precession are believed to control the glacial cycle 
periodicity during the early and late Pleistocene respectively since they control the intensity 
of summer insolation at high northern latitudes (see Fig 1.2). When these orbital parameters 
lead to a decrease in the summer insolation at high northern latitudes, the Northern 
Hemisphere continental ice sheets can remain throughout the year without melting. The 
presence of ice-sheets leads to a global cooling by increasing Earth’s albedo. Ice-sheets could 
thus provide the initial positive climate feedback during glacial cycles in response to 
Milankovitch Cycle changes in insolation. The variations in solar irradiance at high northern 
latitudes during the late Pleistocene have been shown to be highly correlated with global ice 
volume reconstructed from the oxygen isotope record in deep-sea sediment cores. This 
supports the Milankovitch hypothesis for the ice ages (Hays et al. [1976]) and suggests ice-
sheets play an important role. 
However, as described previously the atmospheric CO2 greenhouse feedback also played a 
crucial role in the glacial cycle climatic change as recorded in ice cores. The increase in CO2 
during the transition to an interglacial state may in fact have occurred prior to changes in sea-
ice volume and thus may have initialised the amplification of the changes in insolation on the 
climate (Broecker and Henderson, [1998]).    
While the eccentricity modulated precession cycle theory for the 100-kyr glacial cycle 
periodicity is widely accepted, several other theories have been proposed which include that 
the glacial-interglacial transitions occur every second or third obliquity cycle (Huybers and 
Wunsch [2005]) and that stochastic internal climate variability is largely responsible 
(Wunsch [2003(1)]).  
The amplitude of the glacial cycles also increased over time with far larger variations in ice 
volume during the more recent 100-kyr glacial cycles than prior to this time, as is evident in 
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the benthic δ18O stack constructed by Lisiecki and Raymo [2005]. The glacial cycles are not 
symmetric as would be expected from the Milankovitch Cycle variations in insolation but 
exhibit a saw-tooth pattern (see Fig 1.1) with long glacial periods and rapid transitions to 
short interglacial conditions (lasting 10-30 kyrs) (IPCC [2007]) over which climate feedbacks 
must be large.  
As mentioned previously, the changes in the distribution and magnitude of solar insolation 
associated with the Milankovitch cycles cannot explain the magnitude of the temperature 
variations which occur over the glacial cycles without positive climate feedbacks. The 
changes in radiation cause perturbations in the Earth’s temperature which are then amplified 
by changes in climate system processes and the associated climate feedbacks. The relative 
importance of these amplifiers remains uncertain and it is likely that some important 
feedbacks have not been identified. Atmospheric CO2 and Antarctic temperature co-vary in 
the ice-core records (with CO2 lagging temperature by a few hundred years (Monnin et al. 
[2001]), small compared to the glacial-interglacial timescale) which suggests that 
atmospheric CO2 is the key driver of the glacial cycles due to its greenhouse warming effect. 
There is significant uncertainty in the lag due to the gas-ice age difference of the ice core. 
This gas-ice age difference is a consequence of the air only being enclosed in ice at the 
bottom of the firn layer, and thus the ice is older than the trapped air (Monnin et al. [2001]). 
More recently Loulergue et al. [2007] suggest the lag in CO2 has been overestimated since 
the gas-ice age difference is in fact smaller than previously estimated, although temperature 
changes always lead changes in CO2. Parrenin et al. [2013] use the isotopic composition of 
N2 in ice cores to propose a revised age scale of the air bubbles in ice cores which suggest 
changes in CO2 and Antarctic temperature in fact vary almost simultaneously with no lag. 
While the initial feedback in response to changes in solar irradiance remains uncertain, both 
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changes in albedo due to changes in the ice sheets and changes in atmospheric CO2 
concentrations play a crucial role in the transition of the climate during the glacial cycles. 
Finding the mechanisms responsible for the glacial-interglacial changes in atmospheric CO2 
is incredibly important in advancing our understanding of the climate system, particularly 
given the current anthropogenic induced changes in climate. The main carbon-cycle 
feedbacks which have been hypothesised to act during glacial-interglacial cycles will be 
described in Section 1.3. The next section describes the theory of the ocean’s meridional 
overturning circulation (MOC). 
1.2. The Meridional Overturning Circulation (MOC) 
1.2.1. Theory of the MOC 
The large scale MOC of the ocean plays an essential role in redistributing nutrients, carbon, 
alkalinity, heat and salinity globally throughout the oceans. It also ventilates the deep ocean, 
enabling CO2 and heat to be exchanged between the deep ocean and the atmosphere, which is 
paramount in determining global climate. Thus, understanding the dynamics controlling the 
sub-thermocline ocean circulation is vital in order to understand how it has varied in the past 
and how it will change in the future under anthropogenic climate change.  
An understanding of the ocean’s MOC is essential in many of the mechanisms proposed for 
the glacial-interglacial changes in atmospheric CO2 described in Section 1.3. Investigating 
the nature of the present-day MOC and how it responds to various changes in external forcing 
along with the resulting change in atmospheric CO2 is one of the main motivations of this 
thesis.  
The global MOC is characterised by a lower Antarctic Bottom Water (AABW) circulation in 
the deep ocean, which is formed by the sinking of dense surface waters in the Southern 
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Ocean (see Fig 1.3). This dense water mass is transported northwards in every ocean basin. 
Some of this water upwells diffusively to the surface but the majority upwells to mid-depths 
before being transported adiabatically southwards, upwelling to the surface along sloping 
isopycnals in the Southern Ocean. In the Atlantic Ocean, there is also an upper NADW 
overturning cell which circulates in the reverse direction to the AABW cell and is up to 4 Km 
deep (see Fig 1.3). A brief description of the theory of how these overturning cells are formed 
and sustained is now described, before a more thorough review of the most relevant literature 
is provided in Chapter’s 3.1 and 4.1.  
 
Fig 1.3: Zonally-averaged global MOC. The overturning streamfunction (unit: Sverdrups (Sv)) is plotted, where 
positive (blue) and negative (red) values correspond to counterclockwise and clockwise overturning circulations 
respectively (Lumpkin and Speer [2007]). 
One of the main uncertainties in understanding the large scale ocean overturning circulation 
has been determining the mechanism responsible for driving the MOC, specifically the upper 
NADW cell in the Atlantic Ocean. Originally, it was proposed that the global MOC (which 
includes the NADW cell) was driven by surface density variations and it was therefore 
known as the ‘thermohaline circulation’ (THC), since the density of the ocean is dependent 
on its temperature and salinity (Sandström [1916]; Jeffreys [1925]). The sinking of NADW in 
the North Atlantic must be balanced by an upwelling over the remainder of the ocean basin in 
order to conserve mass. It was hypothesised that this balance is maintained by vertical 
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diapycnal mixing in the interior of the ocean basin which provides a heat transfer to balance 
the vertical advection of heat by the upwelling waters. However, a diapycnal diffusivity of 
about 1 x 10-4 m2s-1 (Munk [1966]) is required to balance the upwelling which is an order of 
magnitude larger than that observed (Rooth and Östlund [1972]; Ledwell et al. [1993]). This 
view of a MOC driven by diffusive upwelling was further developed by Broecker and Peng 
[1982], Gordon [1986] and Broecker [1987], who considered the MOC to be a global inter-
connected conveyor belt with a transfer of water between all ocean basins. The MOC 
schematic of Broecker [1987] is shown in Fig 1.4. 
 
Fig 1.4: The ocean conveyor belt (Broeker [1987]), where warm, less dense waters are shaded red and cooler, 
dense waters are shaded blue.  
More recently, it was proposed that the AMOC is driven by the westerly winds over the 
Southern Ocean (Toggweiler and Samuels [1993; 1995]) via the ‘Drake Passage effect’. They 
hypothesised that a large proportion of the AMOC upwells in the Southern Ocean where the 
westerly winds drive a northward surface Ekman flow and a consequent horizontal 
divergence of water. This causes water to upwell from the deep ocean in order to conserve 
mass. Thus, the observed diapycnal mixing in the ocean which is inadequate to upwell all of 
the northern sourced NADW is no longer a dilemma, since a strong NADW circulation 
persists even in the limit of no vertical mixing (Toggweiler and Samuels [1998]). It is likely 
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that a combination of both mechanisms act in reality, although this remains an area under 
debate, with some studies favouring a wind-driven NADW cell (Cessi [2019]) while others 
stress the importance of diapycnal mixing (Ferrari et al. [2017]). These processes are 
discussed in more detail later, particularly in Chapter 4. The theory of the MOC with a focus 
on the most recent literature is discussed in Chapter 3. 
Our understanding of the structure and pathways taken by the present-day MOC has since 
been advanced with the schematics of Schmitz [1995], Lumpkin and Speer [2007] and Talley 
[2013] providing useful views of the MOC as inferred from observations. The Lumpkin and 
Speer [2007] schematic is shown in Fig 1.5a, which shows the pathways taken by the MOC 
between the ocean basins and the Southern Ocean. The connection of the upper and lower 
cells is clear. Talley [2013] uses a different dataset to emphasise these findings. A schematic 
of the Southern Ocean upwelling and low latitude Pacific and Indian Ocean upwelling is 
shown in Fig 1.5b, showing the overlap of the upper and lower cells. The MOC forms one 
continuous overturning cell (Lumpkin and Speer [2007], Talley [2013], Ferrari [2017]), with 
most of the NADW which upwells in the Southern Ocean flowing south to form AABW and 
circumpolar deep water (CDW) in the Pacific and Indian Oceans. The Pacific and Indian 
Deep Water (PDW and IDW) which form as a result of the diapycnal diffusive-driven 
transformation of AABW in the respective basins, completes a ‘figure-of-eight’ circulation 
by returning to the Atlantic via the Southern Ocean.  
This three-dimensional nature of the MOC is highlighted in these studies which is not 
apparent from the two-dimensional global meridional overturning streamfunction shown in 





(a)                                                                           (b) 
 
Fig 1.5: Schematic of (a) the global MOC from Lumpkin and Speer [2007], which shows the transfer pathways 
between basins and the Southern Ocean, and (b) the overlap between the upper and lower cells of the global 
MOC from Talley [2013]. 
The remainder of this section describes the glacial structure of the MOC and some of the 
most recent studies on the transition of the MOC to a glacial state from which Chapter 3 
extends this work. 
1.2.2. The Glacial MOC 
The present-day MOC discussed above is believed to have changed significantly during 
glacial times. Reconstructions of the MOC of the Last Glacial Maximum (LGM) 
(approximately 21 kyrs BP) using 𝛿18O records suggest the NADW circulation became 
weaker, while benthic foraminifera δ13C records suggest it became shallower during the 
LGM, shoaling to a depth of about 2 km and hence it was reduced to intermediate rather than 
deep levels (Duplessy et al. [1988]; Lynch-Stieglitz et al. [1999]; McManus et al. [2004]; 
Curry and Oppo [2005]). However, some studies using 231Pa∕230Th records suggest the 
NADW shoaled but was also stronger during the LGM (Gherardi et al. [2009]), although the 
general consensus is that its strength was similar to present or it weakened.  
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The shoaled NADW became a distinct water mass, known as Glacial North Atlantic 
Intermediate Water (GNAIW) (Duplessy et al. [1988]). There was a large vertical δ13C 
gradient during the LGM, with high δ13C in the GNAIW above 2 km and low δ13C in the 
AABW below this level, contrasting with the high δ13C NADW distributed throughout the 
depth of the North Atlantic in the present-day (Curry and Oppo [2005]). This suggests the 
AABW circulation at the LGM expanded greatly, extending far further north into the deep 
North Atlantic. The AABW was also saltier than the upper cell at the LGM, according to pore 
water proxies, in contrast with present-day deviations which have lower salinity in the deep 
ocean (Adkins et al. [2002]).  
Mechanisms used to explain the glacial-interglacial CO2 variation must account for these 
paleo-proxy reconstructions of the MOC. A number of climate models are unable to simulate 
these changes in the MOC under glacial forcings. The Paleoclimate Model Intercomparison 
Project phase 1 and 2 (PMIP1 and PMIP2) investigate the ability of state of the art climate 
models to simulate LGM climates. Weber et al. [2007] evaluate nine PMIP1 coupled models 
forced by LGM conditions. The strength of the North Atlantic overturning cell (i.e. NADW 
in the present-day) increases in four models, decreases in four models and remains similar in 
one model relative to the present-day. Similar variations were exhibited among PMIP2 
models, with the depth of the North Atlantic overturning cell also unpredictable, deepening in 
some models and shoaling in others (Otto-Bliesner et al. [2007]). The cause of the deviations 
are uncertain, although Weber et al. [2007] suggest it is due to differences in the density 
contrast between NADW and AABW, whereas Otto-Bliesner et al. [2007] hypothesise it is 
due to variations in the seasonal sea-ice extent. One of the aims of this thesis is to understand 
how the glacial MOC can be obtained in GCM’s (see Chapter’s 3 and 4) and the simple semi-




1.2.3. Recent idealised modelling studies of the MOC 
Two of the main Southern Ocean mechanisms to transition the MOC to a glacial state are i) 
reduced atmosphere-ocean buoyancy fluxes (Watson and Garabato [2006], Ferrari [2014], 
Jansen and Nadeau [2016]; Nadeau et al. [2019]), or ii) a weakening or northward shift in the 
Southern Hemisphere westerly winds (Toggweiler and Samuels [1993; 1995]; Toggweiler et 
al. [2006]). The former mechanism is tested in Chapter 3 and the latter mechanism is tested in 
Chapter 4 using an idealised GCM. 
Ferrari et al. [2014], Jansen and Nadeau [2016], Jansen [2017] and Nadeau et al. [2019] argue 
that changes in Antarctic sea-ice could be a crucial cause of this transition from a geometric 
and a buoyancy argument respectively. This mechanism can be expected to be significant 
given the importance of Southern Ocean sea-ice in the water mass transformations of the 
present-day ocean (Abernathey et al. [2016]).  
Ferrari at al. [2014] hypothesise the equatorward expansion of Southern Ocean sea-ice during 
glacial times as a mechanism to shoal and isolate the NADW cell. They argue that the 
isopycnal at the summertime sea-ice boundary separates the northward and southward flows 
at the surface (and the upper and lower overturning branches) of the Southern Ocean. Their 
theory relies on diffusive-driven upwelling (and thus the PDW cell) being confined below a 
depth of ~2 Km. If the slope of isopycnals in the Southern Ocean is assumed constant, the 
depth of the sea-ice boundary isopycnal in the ocean basins north of the channel will shoal 
above the PDW cell as the sea-ice expands equatorward. Therefore, since PDW only flows 
into the Southern Ocean below ~2 Km and is therefore confined below the shoaled sea-ice 
isopycnal, PDW only upwells under sea-ice. It therefore moves polewards at the surface of 
the Southern Ocean, unable to connect to the less dense NADW cell. The NADW cell in the 
Atlantic Ocean responds by shoaling above the sea-ice boundary isopycnal. Hence, the upper 
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and lower overturning cells become isolated. The isolation of these two cells is consistent 
with the glacial ‘mid-depth age bulge’ in radiocarbon simulated by Burke et al. [2015] using 
a semi-analytical single-basin model following on from that used by Nikurashin and Vallis 
[2012]. The radiocarbon content of mid-depth waters in the South Atlantic decreases in 
response to an equatorward expansion of Southern Ocean sea-ice and consequent 
reorganisation of the MOC.  
In contrast to the Ferrari et al. [2014] glacial hypothesis, Jansen and Nadeau [2016], and 
Jansen [2017] argue that enhanced brine rejection due to sea-ice formation increases abyssal 
stratification, shoaling the NADW cell. A recent paper of Nadeau et al. [2019] studies both 
mechanisms in a multi-basin model, suggesting both mechanisms work together to shoal the 
NADW cell with additive effects. Thus, these studies provide a convincing mechanism to 
obtain the glacial shoaling of NADW via changes in Southern Ocean sea-ice. This Southern 
Ocean sea-ice induced shoaling of the MOC is investigated in Chapter 7.  
Ferrari et al. [2017] use a multi-basin model to investigate the present-day MOC using a 
multi-basin model. They suggest the ocean circulation is a combination of three limits; the 
adiabatic, diabatic and inter-basin limits. Thus, diffusive-driven upwelling in the Pacific basin 
is shown to be important in driving the AMOC in addition to the Southern Ocean westerly 
winds. The presence of inter-basin geostrophic flows is also seen in the multi-basin analytical 
model of Thompson et al. [2016] which focuses on the stratification contrasts between the 
basins.    
1.3. Glacial-interglacial processes and their contribution to changes in CO2 
1.3.1. Terrestrial contribution 
The pre-industrial terrestrial carbon reservoir (which includes vegetation, soil and detritus) 
stored between 1950 and 3050 Peta-grams of carbon (PgC) (equivalent to Giga-tonnes of 
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carbon (GtC)) (Prentice et al. [2000]; Batjes [1996]; IPCC [2013]), which is often 
approximated to be 2300 PgC (WBGU [1998]; MRS [2001]; De Fries et al. [1999]; Carter 
and Scholes [2000]; IPCC [2001], [2007]), based on estimates of global plant and soil 
reservoir sizes. The terrestrial reservoir was a source of carbon to the atmosphere-ocean 
system during the LGM, with a decrease of between 750-1350 PgC in the terrestrial carbon 
storage (Adams et al. [1990]; Crowley [1995]), equivalent to as much as a 70% decrease in 
the terrestrial carbon storage compared to the pre-industrial value. This decrease is 
hypothesised to be a consequence of the huge expansion of ice-sheets in the Northern 
Hemisphere, in addition to an expansion of deserts and arid scrub, and a decrease in tropical 
forest coverage (Adams et al. [1990]). 
1.3.2. Oceanic contribution 
Sigman and Boyle [2000] show that glacial cycle changes in atmospheric CO2 must be 
primarily due to changes in the ocean’s carbon storage, since it is the only carbon reservoir 
which could account for the rate and magnitude of the atmospheric drawdown of carbon to 
attain the glacial atmospheric CO2 concentration. The oceans also equilibrate with the 
atmosphere over thousands of years, the same timescale as glacial-interglacial changes in 
CO2 (Sigman et al. [2010]). The ocean contains about 39,000 PgC which is 13 times greater 
than the atmospheric and terrestrial carbon reservoirs combined (Sigman and Boyle [2000]). 
The ocean is a large carbon reservoir primarily as a consequence of the chemical properties 
of CO2 in seawater. The concentration of dissolved CO2 which is converted to other 
compounds depends on the chemical equilibrium between CO2 and carbonic acid (H2CO3) in 
sea water:  
CO2 (g) + H2O ↔ H2CO3 (aq) ↔ HCO3
– + H+ ↔ CO3
2– + 2H+                            (1.1) 
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When atmospheric CO2 dissolves in seawater, it is converted to bicarbonate (HCO3
-) and 
carbonate (CO3
2-) ions via the equilibrium reaction in (1.1). The ocean has a surface pH of 
∼8.1 and thus the equilibrium partitioning of these species in the ocean is such that 99% of 
the dissolved inorganic carbon (DIC) is in the form of bicarbonate or carbonate ions (see Fig 
1.6). Thus, only a small fraction of the DIC in the ocean is CO2. Since in addition to the rate 
of atmosphere-ocean exchange, the atmosphere-ocean CO2 flux is determined by the partial 
pressure of CO2 (pCO2) at the sea-surface (IPCC [2007]), the equilibrium carbon content of 
the ocean is increased significantly by the chemical properties of CO2 in sea water described 
by (1). The magnitude of the pCO2 of seawater required for the ocean to be in equilibrium 
with atmospheric CO2 (i.e. for the atmosphere-ocean CO2 flux to be zero) is dependent on the 
fugacity (effective partial pressure) of oceanic CO2, a quantity calculated from well-known 
chemical equilibria that depend on the ocean’s DIC, alkalinity, temperature and salinity 
(Zeebe and Wolf-Gladrow [2001]). Therefore, many of the mechanisms proposed to alter 
atmospheric CO2 described in this review require a change in one of these variables at the 
surface.  
 
Fig 1.6: Bjerrum plot showing the concentration of the carbonate species (which together give the DIC) as a 
function of pH (plot from Williams and Follows [2011]). 
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The vertical distribution of DIC in the ocean is controlled by the efficiency of the solubility, 
carbonate and soft-tissue pumps which alter the surface pCO2 by removing DIC from the 
surface layer. The solubility pump describes the enhanced solubility of CO2 at high latitudes 
where the sea surface temperature is lower, and the consequent sequestration of the CO2 rich 
water into the ocean interior due to deep water formation at these high latitudes in the 
Southern Ocean and North Atlantic Ocean (Raven and Falkowski [1999]). The soft-tissue 
pump describes the transfer of DIC from the surface into the ocean interior due to the sinking 
of particulate organic carbon (POC) in regions where phytoplankton photosynthesise (see Fig 
1.7). Both the solubility and soft-tissue pump act to drawdown atmospheric CO2. The 
carbonate pump describes the export of calcium carbonate (CaCO3) produced by species of 
phyto- and zoo-plankton, into the ocean interior which reduces the surface alkalinity and DIC 
in a 2:1 ratio. The net effect is an increase in surface fugacity (or partial pressure) of CO2, 
increasing atmospheric CO2. This pump therefore opposes the atmospheric CO2 sequestration 
performed by the aforementioned pumps. These processes and the mechanisms proposed to 
change the efficiency of these pumps as a means to explain the glacial-interglacial CO2 
variation are described in this section.  
 
Fig 1.7: Diagram of the soft-tissue pump (left) and solubility pump (right), which both act to maintain a sharp 
vertical CO2 gradient in the ocean. (Figure from Chisholm S.W. [2000]).  
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1.3.3. The Southern Ocean’s role 
The Southern Ocean appears to play a major role in modulating global climate, through its 
regulation of atmospheric CO2, as inferred from the strong correlation between Antarctic 
temperatures and atmospheric CO2 in the Antarctic ice core records. However, variations in 
the concentration of atmospheric methane (CH4) also increased between the LGM and pre-
industrial times increasing from 375 ppb (parts per billion) to 680 ppb (Hopcroft et al. 
[2017]) with a lag of ~1100 years relative to Antarctic temperatures over the last four glacial 
cycles (Delmotte et al. [2004]). Hence changes in the tropics and Northern Hemisphere also 
appear to be significant during glacial cycles due to their modulation of CH4 (Monnin et al. 
[2001]), which provides an additional greenhouse climate feedback. As previously described, 
deep waters upwell to the surface at high latitudes, where the isopycnals outcrop due to the 
cold surface temperatures. Therefore, polar regions have a larger impact on atmospheric CO2 
than lower latitudes. The Southern Ocean ventilates large volumes of the ocean since both 
NADW and AABW circulations upwell to the surface in this region. Many of the 
mechanisms responsible for varying CO2 are therefore driven by changes in the Southern 
Ocean carbon cycle. 
1.3.4. Oceanic mechanisms: Physical processes 
Several physical mechanisms for the glacial-interglacial CO2 variation have been proposed 
including a change in sea-surface temperature (SST), changes in the ocean’s MOC and 
stratification, and reduced air-sea CO2 fluxes as a result of sea-ice expansion around 





1.3.4.1. SST and salinity 
The glacial-interglacial change in SST and salinity have opposing effects on atmospheric CO2 
due to the solubility of CO2 decreasing in a warmer ocean but increasing in a fresher ocean. 
The net increase in atmospheric CO2 from solubility effects is about 20 ppm (Sigman and 
Boyle [2000]). The SST in glacial times inferred from CLIMAP [1981] glacial SST 
reconstructions estimate that the subtropical and tropical SST was up to 3ᵒC cooler during the 
LGM. Thus, the warming (SST effect) during glacial-interglacial transitions leads to an 
increase in atmospheric CO2 of 26 ppm, with a range of 21-30 ppm predicted by intermediate 
complexity and GCM models (Bopp et al. [2003]; Marchal et al. [1998]). In contrast, the 
decrease in oceanic salinity during glacial-interglacial transitions is estimated to cause a 
decrease in CO2 of 6 ppm (Zeebe and Wolf-Gladrow [2001]), based on a decrease in salinity 
of 3 parts per thousand (ppt) throughout the ocean, in response to the melting of the Northern 
Hemisphere ice sheets and consequent increase in sea-level of ~120 m since the LGM. 
1.3.4.2 Ocean Circulation  
Variations in the ocean’s MOC are likely to be vital in causing the glacial-interglacial CO2 
variation as described in Section 2. The effect of changes in circulation on atmospheric CO2 
in a multi-basin model GCM is described in Chapter 6. Circulation changes are required by 
several of the mechanisms described later. However, changes in the ocean circulation alone 
(i.e. neglecting the CaCO3 compensation and changes in biological production) have been 
hypothesised to lead to significant changes in atmospheric CO2 through the redistribution of 
carbon with an increase in the deep ocean carbon storage during glacial periods (IPCC 
[2013]). A central estimate of the impact of ocean circulation changes alone on atmospheric 
CO2 is that they caused an increase of 27 ppm (Schmittner et al. [2007]) between the LGM 
and the Holocene, although model predictions range from 3 to 57 ppm (Kohfeld and 
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Ridgwell [2009]). Changes in the ventilation of the Southern Ocean is one of the major 
causes of this CO2 variation (first proposed by Toggweiler [1999]) and two mechanisms 
explaining this change are now described, with additional mechanisms described later. 
The main theories proposed for the shoaling of the North Atlantic overturning circulation and 
reduced upwelling in the Southern Ocean during glacial periods (see Section 2) are i) a 
weakening or northward shift in the Southern Hemisphere westerly winds (Toggweiler and 
Samuels [1993]; [1995]; Toggweiler et al. [2006]) or ii) reduced atmosphere-ocean buoyancy 
fluxes (Watson and Garabato [2006]). However, while the impact of changes in the Southern 
Hemisphere westerly winds have been shown to be significant in numerous ocean model 
studies (Wunsch [2003]; Oka et al. [2012]), other studies suggest the AMOC’s response to 
wind forcing is eddy compensated (Downes and Hogg [2013]), although this has recently 
been contradicted by Bishop et al. [2016]. Eddy compensation implies that changes in the 
wind–induced Deacon circulation are compensated by changes in the competing effect of the 
eddy-induced circulation (Marshall and Radko [2003]). Also, paleo-proxy data used to infer 
changes in the Southern Hemisphere westerly winds at the LGM are inconclusive (Kohfeld et 
al. [2013]) and simulations using GCM’s also produce differing changes ( i.e. weaker and 
equatorwards winds (Kim et al. [2003]; Rojas et al. [2009]) to poleward and stronger 
winds (Wyrwoll et al. [2000];  Otto-Bliesner et al. [2006]). My main focus in this literature 
review is on the latter buoyancy driven mechanism, since the emphasis of my PhD project is 
on the effects of changes in the surface buoyancy fluxes on the MOC. This mechanism is 
described in more detail in Section 4. 
1.3.4.3. Ocean stratification 
Paleo-proxy evidence suggests that the deep Southern Ocean was more saline at the LGM 
and thus had a greater stratification (Adkins et al. [2002]), increasing the isolation of deep 
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waters from the surface. Kohler et al. [2005] estimated from an ocean box model that the 
enhanced stratification is associated with a 35 ppm decline in atmospheric CO2. Kobayashi et 
al. [2015] used a three dimensional ocean general circulation model (OGCM) to investigate 
the importance of the Southern Ocean stratification on atmospheric CO2. They used a weaker 
vertical diffusivity to represent the stronger stratification in the glacial simulation. The 
increase in stratification only reduced atmospheric CO2 by 12 ppm in this study. This 
contrasts with the 40 ppm decrease in CO2 resulting from the sinking of brine released during 
sea-ice formation and the consequent decrease in vertical mixing in the Southern Ocean 
obtained by Bouttes et al. [2011] in simulations using an intermediate complexity model. The 
large difference in these estimates is primarily due to the AABW circulation strengthening in 
Kobayashi et al. [2015], whereas it weakens in Bouttes et al. [2011], in response to enhanced 
Southern Ocean stratification.  
1.3.4.4. Sea-ice cover variations 
The importance of variations in sea-ice extent on global climate was first studied by Stephens 
and Keeling [2000]. They showed that changes in the extent of either the annual Antarctic 
sea-ice coverage, or the wintertime sea-ice extent combined with summer sea-ice melt 
induced stratification is an important mechanism in the glacial-interglacial CO2 variations. 
They hypothesise that the increase in Antarctic sea-ice and summer stratification during 
glacial periods reduces the deep-ocean ventilation and isolates the Southern Ocean from the 
atmosphere reducing the air-sea exchange of CO2. Changes in sea-ice in the Southern Ocean 
are particularly important given that it ventilates a large volume of the global ocean. In 
contrast to Stephens and Keeling [2000], Kohler et al. [2005] use an atmosphere-ocean-
biosphere box model to show that changes in global sea-ice extent alter atmospheric CO2 in 
the opposite direction, with a decrease of approximately 10 ppm occurring during the glacial-
interglacial transition. The difference is believed to be partly due to the unrealistically large 
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increase in sea-ice used by Stephens and Keeling [2000], which is above a threshold at which 
models become very sensitive to the Southern Ocean sea-ice extent. The main reason for the 
decrease in Kohler et al. [2005] is the inclusion of changes in sea-ice in the North Atlantic 
which is a sink for CO2 and thus sea-ice reduces the air-sea CO2 flux in this region. GCM 
simulations also suggest that sea-ice changes lead to a decrease in atmospheric CO2 during 
glacial terminations, with the best estimate suggesting a decrease of 5 ppm with an estimated 
range between 0 and 14 ppm (Kohfeld and Ridgwell [2009]). However, Antarctic sea-ice 
changes have also been hypothesised to alter the ocean’s MOC which could be fundamental 
in causing the glacial cycle variation in atmospheric CO2 (Ferrari et al. [2014]). This 
mechanism will be described in detail in Section 1.4.  
Several physical mechanisms have been proposed above to explain the glacial-interglacial 
variation in CO2 with some being required to instigate the biological mechanisms which are 
described in Section 1.4.3. 
1.3.5. Oceanic mechanisms: Chemical processes 
1.3.5.1. Calcium Carbonate (CaCO3) compensation 
One of the major theories for the glacial-interglacial CO2 variation involves changes in the 
rate of burial or dissolution of sea-floor CaCO3 which leads to an imbalance between the rate 
of weathering input to the ocean and deep-sea burial of CaCO3. The subsequent adjustment 
process known as ‘CaCO3 compensation’ is believed to play a major role in controlling the 
variation of CO2 during glacial cycles due to the consequent changes in surface (and whole 
ocean) alkalinity. During the last glacial period and other cold periods, the carbon isotopic 
composition (δ13C) of benthic foraminifera implies that there was a net export of CO2 from 
the upper to the abyssal ocean, which could be caused by physical or biological mechanisms 
(Boyle and Keigwin [1987]; Oppo and Lehman [1993]; Kumar et al. [1995]). The ‘CaCO3 
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compensation’ hypothesis proposes that this increase in CO2 at depth would cause the 
dissolution of CaCO3 at the seabed until a steady state was re-established. This would lead to 
an increase in the total ocean and surface alkalinity, reducing the ocean surface CO2 fugacity 
and consequently atmospheric CO2 (Broeker [1982]; Broeker and Peng [1987]; Marchitto et 
al. [2005]). In addition to an oceanic rearrangement of CO2, ‘CaCO3 compensation’ can also 
be caused by a rearrangement of CO3
2-, or a direct change in the whole ocean carbon and 
alkalinity inventories, since these changes alter the balance between the ocean’s sources and 
sinks of CaCO3. This mechanism cannot explain the cause of the initial change in 
atmospheric CO2 but it is an important carbon cycle feedback, potentially explaining a large 
proportion of the subsequent change in CO2 over glacial cycles. The CaCO3 compensation 
mechanism could account for over a third of the atmospheric CO2 change during glacial 
cycles, as shown by the 36 ppm oceanic drawdown of CO2 in glacial periods in the box 
model of Toggweiler [1999].    
1.3.6. Oceanic mechanisms: Biological processes - Soft-tissue pump 
The soft-tissue carbon pump describes the export of organic matter, known as particulate 
organic carbon (POC) from the surface ocean into the deeper ocean due to biological 
production as previously described (see Fig 1.7). This is an important process in the ocean 
carbon cycle since it leads to an increase in DIC at depth, reducing the surface ocean pCO2 
and thus increasing the amount of carbon the ocean can hold. Changes in the magnitude of 
this process will therefore lead to changes in atmospheric CO2, a hypothesis first proposed by 
Broeker [1982]. This could be instigated by changes in the ocean’s circulation, surface 
temperature or sea-ice, and also changes in nutrient concentrations and sunlight availability 
(Kohfeld and Ridgwell [2009]). 
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At low- and mid-latitudes, photosynthesis by phytoplankton at the surface of the ocean is 
limited by the availability of macro-nutrients, whereas at high-latitudes there is an excess of 
nutrients and thus photosynthesis is limited by the rate of utilisation of these nutrients. 
Therefore, different mechanisms have been proposed at low and high latitudes to account for 
the glacial-interglacial CO2 variation.  
1.3.6.1. Low-latitude mechanisms 
The organic matter exported by the soft-tissue pump is composed of inorganic carbon, nitrate 
and phosphate in a 106:16:1 ratio, referred to as the Redfield ratio (Redfield et al. [1934], 
[1963]), which is the average uptake ratio of these species by phytoplankton during 
photosynthesis. Thus, in order for biological production to increase the export of DIC from 
the ocean surface at low- and mid-latitudes and therefore reduce atmospheric CO2, either the 
nutrient supply must increase or the Redfield ratio must change at these latitudes. 
An increase in the nutrient supply at the surface of the ocean of 30% has been shown to lower 
atmospheric CO2 by 30-45 ppm in box-model calculations and could be as high as 50 ppm if 
the CaCO3 production and therefore the carbonate pump remained constant (Sigman et al. 
[1998]). Changes in the concentration of phosphate are not believed to be important in 
causing the glacial cycle CO2 variations at low latitudes since phosphate has a residence time 
of 16-kyrs (Ruttenberg [1993]). However, changes in nitrate could play a significant role in 
controlling the glacial-interglacial variability of atmospheric CO2, given the dynamic nature 
of the nitrogen cycle (Gruber and Sarmiento [1997]) and its relatively short residence time of 
3-10 kyrs (Codispoti [1995]). Nitrogen proxy data and ocean nitrogen cycle models indicate 
there was indeed a higher inventory of nitrate during glacial periods (Altabet and Curry 
[1989]; Altabet and Francois [1994]; Pride et al. [1999]), which could lead to a higher 
biological production at low latitudes. However, there are major uncertainties regarding the 
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impact of changes in the availability of nitrate on the soft-tissue pump, since if the Redfield 
ratio remains constant, phosphate will be the major limiting nutrient during glacial cycles. 
This would prevent changes in nitrate from altering the rate of export production and 
consequently atmospheric CO2 (Broeker and Peng [1982]). Thus, changes in the nutrient 
supply at low latitudes is not expected to have been a major mechanism due to phosphate 
limitation and other caveats (Tyrrel [1999]; Farrell et al. [1995]).  
An alternative hypothesis for the oceanic drawdown of atmospheric CO2 during glacial 
periods is the Redfield ratio changed leading to enhanced biological production (Broeker and 
Henderson [1998]). They argue an increase in the N:P ratio of organic matter could increase 
biological production since this ratio determines the transition between nitrate and phosphate 
limitation (Tyrell [1999]).  
1.3.6.2. High-Latitude mechanisms 
At high latitudes, nutrients are not fully utilised by phytoplankton at the surface and therefore 
there is a high surface concentration of preformed nutrients and DIC in these regions. Since 
the pycnocline (i.e. the layer across which the density increases rapidly) outcrops in cold 
polar regions, the high latitudes provide a connection between the atmosphere and the deep 
ocean. In the Southern Ocean, deep water high in CO2 upwells to the surface and hence a 
reduction in nutrient utilisation in this region is hypothesised to increase the outgassing of 
CO2 to the atmosphere, often referred to as the ‘CO2 leak’. Changes in the efficiency of 
biological production (or nutrient utilisation) at high latitudes was first proposed as a 
mechanism for the glacial-interglacial atmospheric CO2 variation by several researchers 
independently in 1984 (Knox and McElroy [1984]; Sarmiento and Toggweiler [1984]; 
Siegenthaler and Wenk [1984]). They each used an ocean box model to show that enhanced 
nutrient utilisation by phytoplankton at high latitudes leads to a reduction in atmospheric 
27 
 
CO2. These studies revealed the importance of the ‘CO2 leak’ in the Southern Ocean and 
numerous studies investigating processes in this region followed. The importance of high 
latitude relative to low latitude regions in controlling atmospheric CO2, despite their small 
surface area can be explained by the large proportion of the ocean interior they ventilate.  
The mechanism responsible for the increase in Southern Ocean nutrient utilisation during 
glacial periods could be a result of biological or physical mechanisms. The biological 
mechanisms include a change in the availability of light and micro-nutrients, particularly 
iron, which are in short supply and may be limiting biological productivity in this region 
(Chisholm and Morel [1991]). Both Knox and McElroy [1984], and Sarmiento and 
Toggweiler [1984] assumed changes in the availability of light alters the utilisation. 
However, insolation at these latitudes increased by only 10-15% during glacial periods and 
hence it is unlikely to account for the 500% increase in high latitude productivity (Toggweiler 
and Sarmiento [1985]). It is now believed that the increase in productivity could be due to an 
increase in the supply of iron-rich dust at high latitudes during glacial periods (Martin 
[1990]). This hypothesis requires biological production in this region to be limited by iron 
deficiency which is supported by iron release experiments (Martin et al. [1991]; Watson et al. 
[2000]). Thus, if the availability of iron increased, phytoplankton would be able to utilise a 
greater proportion of the available nutrients, increasing the sequestration of carbon into the 
deep ocean via the soft-tissue pump. Paleoceanographic reconstructions suggest dust fluxes 
and therefore the supply of iron to the ocean was two to five times greater during glacial 
periods relative to interglacial periods (Rea [1994]; Kohfeld and Tegen [2007]) with an 
increase of 20-fold possible in polar regions (Kohfeld and Ridgwell [2009]). Model studies 
estimate the ‘iron hypothesis’ accounts for 15 ppm (central estimate) of the change in 
atmospheric CO2, although the range of values varies from 5 ppm (Archer et al. [2000]) to an 
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observational estimate (using ice core data in which the non-sea-salt calcium flux is used as a 
proxy for iron) of 28 ppm (Röthlisberger et al. [2004]).  
An alternative hypothesis for the increase in nutrient utilisation (as inferred from the higher 
δ15N in sediment cores in glacial times (Francois et al. [1997])) invokes a decrease in the 
transport of nutrients and carbon to the ocean surface which could be instigated by an 
increase in salinity-driven stratification of the Southern Ocean (Sigman and Boyle [2000]), a 
decrease in wind-driven upwelling, caused by a decrease in the strength or an equatorward 
shift of the Southern Ocean winds (Toggweiler and Samuels [1993], [1995]), or changes in 
the surface buoyancy distribution (Watson and Garabato [2006]; Watson et al. [2015]). In 
order to model the impact of these mechanisms on the ocean’s carbon cycle, Ito and Follows 
[2005] showed that the fraction of phosphate which is preformed (i.e. not utilised) in the 
ocean interior can be used to quantify the efficiency of the biological pump and therefore 
atmospheric CO2, since it is independent of the model formulation. Watson et al. [2015] used 
a basic ocean-carbon cycle model, the Nikurashin and Vallis [2012] model with an added 
carbon cycle which is described in more detail, modified and used in Chapter 7. Watson et al. 
[2015] use the Ito and Follows [2005] representation of the biological pump to hypothesise 
that the upwelling of deep waters in the Southern Ocean shifts northwards during glacial 
periods in response to changes in Southern Ocean buoyancy fluxes. This increases the time 
phytoplankton at the surface have to utilise the available nutrients through photosynthesis 
before they return to the abyssal ocean further south via the AABW cell. Since, there is an 
excess of nutrients available for photosynthesis in this region, the change in circulation 
increases the uptake of CO2 by biological activity, increasing the efficiency of the soft-tissue 
pump. The changes in ocean circulation and biological production in their model can account 





The glacial-interglacial hypothesis discussed here cannot realistically account for the change 
in atmospheric CO2 during the glacial cycles when taken in isolation. Instead it is believed 
that several of these processes act together, although the exact mechanisms by which this 
change occurs remains uncertain. However, changes in the ocean’s circulation and the 
consequent changes in biological production are likely to play a major role. Thus, ocean 

















Chapter 2  
MITgcm ocean-sea-ice-biogeochemistry 
model configuration  
The Massachusetts Institute of Technology general circulation model (MITgcm) (Marshall et 
al. [1997a,b]) is used in the following chapters to simulate the MOC, sea-ice and the ocean 
carbon cycle under varying forcings and geometrical setups. This will enable us to improve 
our understanding of the MOC and the mechanisms responsible for the glacial cycles. This 
complex three dimensional model can provide more realistic simulations than the semi-
analytical model used in Chapter 7 since many processes are included and it solves the 
dynamical equations over the whole domain. Both a single-basin and a two-basin model is 
used to determine whether multi-basin models are required to attain realistic simulations of 
the MOC and atmospheric CO2 variations during glacial-interglacial transitions, and to 
improve our understanding of the mechanisms driving these changes.  
The chapter is organised as follows: firstly the model structure and primitive equations solved 
by the model are described, followed by a description of the model grid and a more detailed 
description of the terms and boundary conditions used in the equations. The model setups 
implemented in subsequent chapters is then described including the forcings, parameters and 





2.1. Equations solved 
The MITgcm is a three dimensional, primitive equation general circulation model used to 
study atmospheres, oceans and climate. The MITgcm is a flexible model which can be 
adapted to perform various experiments by changing the packages used, the parameters and 
the geometrical setup. The packages enable various model options and numerical methods to 
be selected before building the model. For example, packages responsible for simulating the 
biogeochemistry, sea-ice and ocean interior and boundary layer processes can be enabled 
with settings chosen in each package. 
The equations used for both the atmosphere and ocean are the Boussinesq Navier-Stokes (N-
S) equations, all be it with different quantities represented by the variables in the atmosphere 
and ocean. The vertical coordinate, r, in the ocean model is depth (in metres). In the setup 
used in this study, the equations solved are the incompressible Boussinesq, and hydrostatic 
N-S equations for the ocean (see equations (2.1), (2.3), (2.4), (2.6) and (2.7)), where here we 
consider the N-S equations to be all of the conservation equations (i.e. momentum, mass and 
energy). The incompressibility approximation enables the filtering of the insignificant sound 
waves, while the Boussinesq approximation which assumes ρ’= (ρ-ρ0) << ρ0 (where ρ is the 
in-situ density and ρ0 is the reference density) allows the density to be treated as a constant in 
all terms except the gravitational acceleration term where the density variations are 
significant. This increases the linearity of the equations. 








′ = ?⃗?  (2.1) 
   
32 
 
where ?⃗?  is the forcing term containing the viscous effects which are dissipating terms, and 
also the wind forcing in the surface layer (see Section 2.6), and where the Coriolis parameter, 
f, is: 
 𝑓 = 2𝛀 (2.2) 
   
where Ω is the Earth’s angular velocity vector.  
The horizontal Coriolis acceleration terms and forcing terms in (2.1) are specified in 
expanded versions of the zonal and meridional momentum equations in (2.10) and (2.11) 
respectively. The vertical momentum equation reduces to the hydrostatic balance equation 




=  −𝜌𝑔 (2.3) 
 
The incompressible continuity equation in (2.4) is used to diagnostically calculate the vertical 
velocity, w, from the gradients in the zonal and meridional velocities, u and v respectively. 









= 0 (2.4) 
 
The equation of state for the ocean depends on potential temperature, 𝜃, salinity, S and 
pressure, P: 
 𝜌′ =  𝜌(𝜃, 𝑆, 𝑃0(𝑧)) − 𝜌0  (2.5) 
 
















= 𝑄𝑆 (2.7) 
   
where Qϑ and Qs are the heat and salinity forcing terms containing the disspating terms due to 
diffusion, and in the surface layer they also include the surface heat and freshwater fluxes 
respectively. These are described in the Section 2.5. 
The Langrangian rates of change (i.e. following a tracer, 𝑥, as it moves) in (2.1), (2.6) and 







+ ?⃗? ⋅ ∇(𝑥) (2.8) 
 
These are the primitive equations (hydrostatic form) used by the model. Hydrostatic balance 
is a good assumption in general in the model setup used here since the depth of the model is 
far smaller than the horizontal dimensions of the model. Also, the vertical resolution is far 
smaller than the horizontal resolution of the model and thus the dominant balance in the 
vertical will be between the vertical pressure gradient and the gravitational acceleration, 
while the inertial terms (local vertical acceleration, 
𝜕𝑤
𝜕𝑡
, and the advection of vertical velocity, 
?⃗? ⋅ ∇(𝑤) are negligible. However, this assumption may break down in unstratified, 
convective regions where these inertial terms can be large. The convection in this hydrostatic 
model setup must be paramaterised (see Section 2.11.1).  
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2.2. Model Grid 
The model is spatially discretised using the finite volume method which makes use of the 
divergence theorem, such that volume integrals of a divergence term are rewritten as surface 
integrals of a flux. This method is approximately equivalent to using a second order, centred 
finite difference method over the interior while at the domain boundaries, the method is used 
to represent ‘lopped’ cells (i.e. cells with a reduced grid length due to topography) in cases 
where a boundary is not positioned on a regular or smoothly varying grid (Adcroft et al., 
[1997]. However, in the experimental setup used here, there are no lopped cells since the 
bottom topography is flat and at the same level as that dictated by the vertical resolution. 
The model implements the Arakawa-C staggered horizontal grid (Arakawa [1966]; Arakawa 
and Lamb [1977]) in which the horizontal velocities, and the tracer (e.g. potential temperature 
or salinity) variables are all staggered (see Fig 2.1). The pressure is also co-located with the 
tracer variables. The zonal and meridional velocity points are staggered half a grid space west 
and south respectively of the tracer points. The vertical velocity points are also staggered half 
a vertical grid length below the tracer points using a Lorenz grid (Lorenz [1960]), although 
the vertical grid spacing is non-uniform since the upper ocean has the greatest vertical 
variation in the variables and thus needs the highest resolution. The tracer points are located 
at the centre of each finite volume cell (see Table 2.1). This is advantageous since the 
divergence within each grid box can easily be determined and must be zero in this non-
divergent, incompressible ocean setup. The spherical-polar co-ordinates grid is used in this 
thesis since this is the most applicable to the spherical Earth without the added complexities 





(a)                                                                            (b) 
 
Fig 2.1: a) Arakawa-C horizontal grid with u, v velocities staggered around tracer points, b) Finite volume grid 
cell showing Arakawa-C staggering of velocities around the cell-centred tracer grid point, with a Lorenz grid in 
the vertical. ((a) http://www.soest.hawaii.edu/oceanography/courses/OCN681/hw6.html and (b) 
https://palm.muk.uni-hannover.de/trac/wiki/doc/tec/discret) 
The grid in the model setup has an approximate 2.8 degree horizontal resolution and a 
varying vertical resolution (see Table 2.1). The model has 20 vertical levels in a 4000 m deep 
ocean. The specified vertical grid (i.e. bottom depth of finite-volume cells) ranges from 50 m 
deep in the surface layer, to a depth of 4000 m at the bottom of the ocean. The vertical 
velocity grid points are located at the depths of these specified model grid points, while the 
tracer points and horizontal (u,v) velocities are staggered above the vertical velocity grid 











Table 2.1: Vertical grid spacing showing the bottom and mid-depths of each cell and their corresponding level 




Level Bottom depth of cell 
(m) 
Mid-depth of cell (m) Thickness of cell (m) 
1 50 25 50 
2 120 85 70 
3 210 165 90 
4 310 260 100 
5 430 370 120 
8 590 510 160 
6 780 685 190 
7 1000 890 220 
9 1250 1125 250 
10 1500 1375 250 
11 1750 1625 250 
12 2000 1875 250 
13 2250 2125 250 
14 2500 2375 250 
15 2750 2625 250 
16 3000 2875 250 
17 3250 3125 250 
18 3500 3375 250 
19 3750 3625 250 
20 4000 3875 250 
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2.3. Momentum Equations 
The model solves the momentum equations, tracer equations and equation of state to 
determine the model variables. Additional equations are solved in the various packages, for 
example to simulate sea-ice. 
The horizontal momentum equations used to determine the evolution of the horizontal 















= 𝐹𝑢 (2.9) 















= 𝐹𝑣 (2.10) 
   
These terms are the same as in (2.1) except now the zonal and meridional components of the 
velocity are written separately, and the horizontal and vertical dissipation terms due to the 
horizontal viscosity, Ah and vertical viscosity, Az are made explicit (the last two terms on the 
left handside (LHS) of (2.9) and (2.10)). The surface wind forcing terms on the right handside 
(RHS) are decribed in Section 2.6, and only apply in the surface layer of the model. 
2.4. Free surface boundary condition 
The hydrostatic approximation leads to the vertical momentum equation becoming the 
hydrostatic balance equation, (2.3). (2.3) can be rewritten as a vertical integral over the water 
column: 
 𝑃′(𝑧) =  ∫𝜌′𝑔 𝑑𝑧 (2.11) 
 




The choice of boundary condition on the vertical velocity at the surface of the model domain 
determines how the pressure is solved for to satisfy the continuity equation. In the setup used 
here, the implicit linear free surface approxmation is implemented. 
The vertical velocity, w, is not set to zero since the surface elevation, 𝜂, is time dependent in 
this case, with shallow water waves allowed, although a fixed geometry is still used. Thus, 
there is an additional contribution to the hydrostatic balance equation due to variations in 
surface elevation. Thus, (2.11) is rewritten as: 
 𝑃′(𝑧) =  ∫ 𝜌′𝑔 𝑑𝑧 +
𝒛=𝟎
𝒛=−𝑯
 𝜌0𝑔𝜂  (2.12) 
 
where z = -H is the bottom depth of the ocean and z = 0 is the surface. (2.13) enables the 
conversion between surface elevation and pressure. 
Taking the vertical integral of the continuity equation, (2.4), over the full depth of the water 









where the linear free surface approximation is used (and thus small terms from using z=0 
rather than z=η are neglected). 
The time variation in surface elevation, 
𝜕𝜂
𝜕𝑡
, is equal to the vertical velocity at the surface. 
There is no change in the surface elevation due to the net freshwater flux, P-E, in (2.13) since 
virtual salinity fluxes are used to account for the freshwater flux in our setup, rather than the 
P-E flux directly changing the surface elevation. 
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The pressure is solved for by forming an elliptic equation for the surface elevation (which is 
easily converted to pressure) by substituting the divergence of the horizontal momentum 
equations into the depth integrated continuity equation, with the pressure in the pressure 
gradient terms substituted for surface elevation using hydrostatic balance (i.e. P(z=0) 
= 𝜌0𝑔𝜂 where the surface depth is zero rather than the free surface elevation) (see Marshall et 
al. [1997a] for the full equations). The pressure variations due to the free surface 
perturbations can then be accounted for in the momentum equations which ensures the depth-
integrated flow is non-divergent. 
The linear free surface approximation does not on its own conserve tracers since the upper 
level finite volumes (or geometry) are fixed despite the free surface height varying in time to 
allow for a horizontally divergent depth-integrated flow. Thus, the tracers are not conserved 
without using a ‘surface correction’ term which accounts for the surface divergence which 
now enables both local and global tracer conservation (Campin et al. [2004]; Griffies et al. 
[2000]) for both the active and passive tracers.  
2.5. Active tracer equations 
The heat and salinity equations used to determine the evolution of potential temperature, θ, 










= 𝐹𝜃 (2.14) 










= 𝐹𝑆 (2.15) 
   




The horizontal and vertical dissipative diffusion terms resulting from a horizontal diffusivity, 
Kh, and a vertical diffusivity, Kz, respectively are written explicitly on the LHS of (2.14) and 
(2.15). The heat and salinity forcings, Fθ and Fs respectively on the RHS of the equations are 
zero except in the surface layer. These are decribed in Section 2.6. 
2.5.1. Diffusivity profile  
The diffusion of heat and salinity smooths out and reduces the spatial gradients in these 
variables. The horizontal diffusivity is constant throughout the ocean (see Table 2.2). 
However, the vertical diffusivity varies with depth due to the topographical enhancement of 
mixing at depth caused by internal wave breaking generating turbulence (Wunsch and Ferrari 
[2004]), represented using the Bryan and Lewis [1979] background diffusion scheme (BL79) 
which has a surface vertical diffusivity of approximately 10-5 m2 s-1 increasing to 
approximately 2x10-4 m2 s-1 at the ocean floor (see Fig 2.2). There is a large increase in 
vertical diffusivity at about 2 km as observed in the real ocean. The variation in vertical 
diffusivity with depth using this scheme is calculated as follows: 






+ 0.5) (2.16) 
 
where the tan-1(x) is the inverse tangent function of x, z is the depth taken to be the cell 
interfaces from the surface to the bottom of the ocean (see Table 2.1), and the remaining 






Parameter Value Units 
Kzsurf 10
-5 m2 s-1 
Kzdeep 2 x 10
-4 m2 s-1 
zsc (the depth scale for the 
inverse tangent function) 
150 m 
zoff  (the depth offset for the 
inverse tangent function) 
-2000 m 
 
Table 2.2: Parameters used in the vertical diffusivity profile equation (2.16).  
 
Fig 2.2: The control profile of the Bryan and Lewis [1979] (BL79) vertical diffusivity. 
 
There is also a contribution to the diffusivity from isopycnal diffusion calculated using the 








2.6. Surface Forcings  
The surface layer of the model is forced by a wind stress (in the momentum equations, (2.9) 
and (2.10)) and the surface heat and freshwater fluxes (in the heat and salinity equations, 






















   





   




 (𝐸 − 𝑃) (2.20) 
   
Each of these forcing terms are functions of time (i.e. seasonal variation) and space which 
lead to positive or negative time tendencies in the local velocity (m s-1), potential temperature 
(°C s-1) and salinity ((g/kg) s-1). 
The zonal and meridional wind stress (N m-2), τx and τy respectively, mechanically force the 
ocean at the sea surface, ρ0 is the reference density and Δzs is the depth of the surface layer 
(50 m in the model setup used here) which represents the depth of the Ekman layer over 
which the turbulent wind-driven mixing occurs. Thus, the temperature and salinity are 
assumed to be well mixed in this surface layer and hence the surface heat and salinity 
forcings act throughout the surface layer. 
The surface heat and salinity surface forcings are mixed boundary conditions (Haney [1971] 
and Mikolajewicz and Maier-Reimer [1994]) with a heat and freshwater flux respectively 
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(calculated from bulk formulas or prescribed) and a relaxation to a monthly climatological 
sea surface temperature and salinity respectively. The net heat and salinity fluxes force the 
ocean by setting the surface buoyancy fluxes. The first terms in (2.19) and (2.20) are the 
relaxation fluxes to a climatological surface temperature field (ϑ*) and salinity field (S*) 
respectively, with relaxation timescales, τϑ and τs. The reciprocal of these relaxation 
timescales, λ (i.e. λ = 1/τ) for sea surface temperature and salinity are 𝜆𝜃 and 𝜆𝑆 respectively. 
The second terms are the temperature and salinity tendencies due to the heat flux, Q (W m-2), 
and the freshwater flux, E-P (m s-1).  
The heat flux, Q, is converted to a temperature time tendency, 
𝜕𝜃
𝜕𝑡
, by dividing it by the 
specific heat capacity of seawater, cp, the reference density of the ocean, ρ0, and the surface 
layer depth, Δzs. The denominator in (2.19), cp ρ0 Δzs is therefore the quantity of heat energy 
required to increase a unit area of the surface layer by one degree Celsius.  
The freshwater flux, E-P, is the net effect of evaporation and precipitation, and also sea-ice 
effects including brine rejection and freshwater release by the formation and melt of sea-ice 




by multiplying it by the reference salinity, S0, and dividing by the surface layer depth, Δzs. 
The reference salinity represents the salinity of the surface layer (i.e. rather than the local 




 . Thus, if E-P > 0, the salinity flux is positive. The reference salinity rather than 
the local salinity is used in (2.20) since the virtual salinity flux due to a given air-sea 
freshwater flux, E-P, will then stay constant even if the local salinity of the surface layer 
changes which allows us to better ascertain why the circulation changes. The effects of sea-
ice can thus be more easily attained since even though the local salinity may change, the air-
sea freshwater flux due to evaporation and precipitation will remain the same, except where 
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sea-ice modifies this flux by reducing the atmosphere-ocean interaction. The virtual salinity 
flux represents the effects of the freshwater flux on the salinity, rather than the salinity being 
altered by the direct addition or removal of freshwater which would require the non-linear 
free surface approximation to be implemented.  
The climatological sea surface relaxation temperature, θ* and salinity, S*, and the air-sea 
heat and freshwater fluxes are model inputs, described in more detail in the Section 2.12. The 
experiments used in Chapter 3, 4 and 5 are slightly different to those in Chapter 6 in which 
the ocean carbon cycle is simulated. In Chapter 6, the freshwater fluxes (after sea-ice is 
accounted for) and the relaxation salinity flux are both balanced globally which ensures the 
salinity is globally conserved, rather than relying on the relaxation flux to prevent the salinity 
drifting. Although, the change in fluxes using global conservation are likely to be less 
realistic, it is essential for the virtual salinity flux to be globally balanced when simulating the 
carbon cycle since it is also used to determine the effects of freshwater fluxes on other 
passive tracers (McKinley et al. [2004]) as described in Section 2.14. The other difference is 
the use of a small temperature relaxation timescale such that the model surface temperature is 
equal to the relaxation temperature field. The relaxation temperature is set to the monthly 
output from the control experiment to cause similar changes in sea-ice and a realistic present-
day circulation. This new approach is made so that there are no temperature induced 
solubility effects on atmospheric CO2 since the surface temperature is unchanged between 
experiments. This allows the effects of changes in sea-ice (and consequent circulation 
changes) on atmospheric CO2 to be isolated.  
The density and thus buoyancy of the ocean is dependent on its temperature, salinity and 
pressure. The non-linear Jacket and McDougall [1995] equation of state (JMD95z) is 
implemented in the model, which calculates the density using the potential temperature, 
salinity and a horizontally homogenous pressure, P, which depends only on depth (i.e.     
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P=ρ0 gΔz). The equation accounts for the non-linear change of density with temperature, 
salinity and pressure using a high order polynomial. The potential density (i.e. the density a 
water parcel at a given depth would have at the surface) is used throughout this thesis. 
The horizontal velocity components, u and v, potential temperature, ϑ and salinity, S are 
calculated prognostically using equations (2.9), (2.10), (2.14) and (2.15) while the vertical 
velocity, w, pressure, P, and density, ρ, is calculated diagnostically (Marshall et al. [1997a]). 
The vertical velocity is calculated using the continuity equation, (2.4). 
The conservation of volume is enforced by the continuity equation, (2.4), and in this case, 
updating the pressure using the horizontal velocity divergence, accounting for changes in 
surface elevation, to ensure the flow is non divergent (since the ocean is incompressible).  
2.7. Model geometry 
As described previously, two geometrical setups are used to simulate the MOC and ocean 
carbon cycle in this thesis. These are a single-basin and a two-basin model, with a southern 
circumpolar channel in each model. The model characteristics are described in Table 2.3. 
The single-basin model has a basin representative of the Atlantic Ocean with a zonally 
periodic circumpolar channel in the south between 70°S and 50°S. The basin is confined in 
the north and south by a zonal boundary. There is a meridional land strip on the western 
boundary of the basin north of 50°S which closes the basin zonally north of the channel due 










Grid Size of domain(Nx x Ny x Nz) 24 x 52 x 20 68 x 52 x 20 
Ocean Depth (m) 4000 4000 
Domain Width (degrees) 65° 188° 
Single-basin/Atlantic width (degrees) 65° 65° 
Pacific width (degrees) ----------- 124° 
Single-basin/Atlantic latitude range (degrees) 70°S - 73°N 70°S - 73°N 
Pacific latitude range (degrees) ----------- 70°S - 59°N 
Channel latitude range (degrees) 70°S - 50°S 70°S - 50°S 
Single-basin/Atlantic area (north of channel) 
(Km2) 
79 million 79 million 
Pacific area (north of channel) (Km2) ----------- 143 million 
Table 2.3: Model domain characteristics of the single and two-basin models. All values are given to zero 
decimal places.  
The two-basin model has an Atlantic basin, the same size as that of the single-basin model 
but with an additional wider Pacific basin and a wider southern channel. The basins are 
connected by a circumpolar channel which has the same latitudinal extent as in the single-
basin model. Both model domains have a meridional land strip with a southernmost latitude 
of ~50°S, representative of the southern extent of South America, while the two-basin model 
has an additional meridional land strip, with a southernmost latitude of ~36°S representative 
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of South Africa. These land strips are referred to herein as the ‘South America’ and ‘South 
Africa’ landstrips respectively, zonally separating the Atlantic and Pacific basins resulting in 
the same width Atlantic basin of 65 degrees as in the single-basin model, and a wider 124 
degrees Pacific basin. The Pacific and Atlantic basin areas are defined as the areas of the 
ocean north of the circumpolar channel within the Atlantic and Pacific sectors respectively. 
The basin areas are smaller than reality but a good approximation, with an Atlantic basin area 
of about 79 million Km2 and a Pacific basin area of about 143 million Km
2, with average 
basin widths (since the longitudinal width decreases polewards of the equator) of          
~11,770 Km and ~5800 Km. The Atlantic basin has an area about 55% the size of the Pacific 
basin (i.e. the Pacific is 1.8 times larger). In reality, this percentage is about 66% (i.e. the 
Pacific is only 1.46 times larger than the Atlantic). Thus, the Pacific is larger relative to the 
Atlantic than in the real world but the model provides a good approximation and is thus 
applicable to the present-day and glacial ocean (all be it with many geometric 
simplifications).  
2.8. Meridional overturning streamfunction 
Both the Eulerian-mean and eddy-induced meridional overturning streamfunctions must be 
calculated offline since they are not model outputs. These streamfunctions represent the 
zonally integrated meridional-vertical transport over the whole domain or a basin by the time-
mean flow and eddies respectively. The Eulerian-mean streamfunction is calculated in this 
thesis by integrating the meridional velocity zonally over the domain or a basin, and 
vertically from the ocean floor to the surface. The streamfunction is set to zero at the northern 
and southern boundaries, since there is no flow through the boundaries and thus the 




2.8.1. Eulerian-mean overturning streamfunction 
The Eulerian mean streamfunction, ψ, is thus calculated at each latitude, φ, defined on the 
meridional velocity grid as, 





where ?̅? is the zonally-integrated meridional velocity over the width of the domain or basin, 
L, at latitude, φ, 





The zonal grid spacing, Δx, is required to calculate the zonal integral of 𝑣 in (2.22). The 
zonal grid spacing, Δx, at latitude, φ is: 
 
 







where R = 6.4x106 m is the radius of the Earth,  
and nx = 128, the number of zonal grid points required for the model to be global in 
longitude, given the approximate 2.8° horizontal model resolution.  
2.8.2. Eddy-induced overturning streamfunction 
The coarse ~2.8° horizontal resolution used in this model setup does not allow mesoscale 




The Gent-McWilliams (GM) eddy parameterisation (Gent and McWilliams [1990]; Gent 
et al. [1995]) is used to determine the ‘bolus’ or eddy-induced velocity which represents the 
advective effect of geostrophic eddies in the flow. This eddy-induced circulation acts to 
flatten the isopycnals due to baroclinic instability, converting available potential energy to 
eddy kinetic energy. The Redi scheme (Redi [1982]) is used to diffuse tracers along 
isopycnals to represent the isopycnal mixing effects of eddies. The Griffie’s skew flux 
(Griffies [1998]) form is applied in the model used here which enables the GM and Redi 
parameterisations to be combined by rewriting the GM parameterisation as a non-divergent 
flux (which has no effect on tracers) and a skew-flux. The result is a single tensor, the GM-
Redi tensor, which represents the effects of eddies on tracers. This tensor is simplified if the 
diffusivities used in the GM and Redi mixing schemes are equal which is the case in the 
model setup used here. The small slope approximation is used to simplify the Redi scheme 
tensor. Thus, the GM-Redi mixing tensor, KGM-REDI is a simple tensor containing the 
thickness diffusivity, κ, (horizontally constant in this model) and the isopycnal slope, S, along 
with its components in the zonal and meridional planes (Sx and Sy respectively). The 
parameters used in the GM-Redi parametrisation in the model are described in Section 2.11.2. 
The GM-Redi tensor is: 
 







The GM-Redi tensor components, KGM-REDI (3, 1) and KGM-REDI (3, 2) (where KGM-REDI (i, j) is 
the ith row and jth column of the tensor) in (2.24) are model outputs used to determine the 
bolus velocity components in the horizontal and vertical. These components are: 
 𝐾𝐺𝑀−𝑅𝐸𝐷𝐼(3, 1) = 2𝜅𝐺𝑀S𝑥 (2.25) 
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 𝐾𝐺𝑀−𝑅𝐸𝐷𝐼(3, 2) = 2𝜅𝐺𝑀S𝑦 (2.26) 
   
The bolus velocity vector, V*, is defined as: 




) = 𝜅𝐺𝑀 (
−𝜕𝑧(𝜅𝐺𝑀 𝑆𝑥)
−𝜕𝑧(𝜅𝐺𝑀 𝑆𝑦)
𝜕𝑥(𝜅𝐺𝑀 𝑆𝑥) + 𝜕𝑦(𝜅𝐺𝑀 𝑆𝑦)
) (2.27) 
 
Thus, using (2.26) and (2.27), the meridional bolus velocity, v*, is: 










The KGM-REDI (3, 2) component model output is divided by two in (2.28) since we only want 
the GM skew-diffusive flux, not the Redi-diffusive flux to calculate the eddy-induced 
velocity and streamfunction.   
The eddy-induced streamfunction is calculated in the same way as the Eulerian-mean 
streamfunction in (2.21) above but now using the bolus meridional velocity, v*, instead of the 
time-mean meridional velocity, v.  
2.9. Gridding and interpolation for plotting variables 
Using the correct grid (i.e. the correct vertical and horizontal co-ordinates of variables) is 
essential when calculating the streamfunction since using an incorrect grid not only leads to 
an error in the position of the streamfunction, but also an error in its magnitude since grid 
spacing varies with depth. For example, if the meridional velocity is large at two adjacent 
vertical grid points, the streamfunction will vary significantly over this depth if the grid 
spacing between them is large, whereas it will only change slightly if the grid spacing is 
small. The inaccuracy in the depth rate of change of the streamfunction when using an 
inaccurate vertical grid is most notable near the bottom of the ocean where the vertical grid 
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spacing is greatest and also in the region where the meridional velocity has its highest 
magnitude.  
The GM-Redi meridional tensor component (KGM-REDI (3, 2)) described in Section 2.8.2, is 
defined on the same grid as the vertical velocity points. Thus the eddy-induced velocity (the 
vertical derivatives of this GM-Redi tensor component) grid points are at the same depth as 
the time-mean meridional velocitiy points. However, the mean meridional velocity is 
staggered horizontally by half a grid space to the south of the eddy-induced meridional 
velocity. The southernmost meridional velocity grid point is half a grid space to the south of 
the southern boundary of the model. The meridional velocity is therefore always zero at the 
two southernmost grid points due to the southernmost point within the ocean domain also 
being zero to prevent a flow through the boundary, whereas only the northernmost point has a 
value of zero in the north. The eddy-induced meridional velocity is only zero at the southern 
and northernmost points since these are at the zonal boundaries. The grid used to plot the 
streamfunction is the meridional velocity grid with the southernmost grid point ignored since 
it is outside the ocean basin domain. Thus, this grid ranges in latitude from ~68.59°S to 
~72.03°N.  
The eddy-induced velocity is on the tracer grid, ranging in latitude from 70°S to ~73.44°N. 
Thus, in order to plot the residual streamfunction, we must know the mean and eddy-induced 
meridional velocities and their streamfunctions at the same latitudes. In this thesis, this is 
attained by linearly interpolating (or averaging) both the mean and eddy-induced meridional 
velocities to the adjacent grid (i.e. half a model grid space meridionally). Therefore, these 
velocities have interpolated values at a meridional resolution of ~1.4 degrees. The advantage 
of this approach is that the interpolation does not lead to a reduction in the magnitudes of 
either of the velocity components or their streamfunctions (the maxima’s are maintained). 
This is significant since the eddy-induced streamfunction was found to vary on the order of a 
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few Sverdrups when only the values on the meridional velocity grid (i.e. only the interpolated 
eddy-induced velocities) are used to plot the streamfunction.  
The new plotting grid for both the mean and eddy-induced velocities has a latitude range 
from ~68.59°S to ~72.03°N (i.e. the meridional velocity grid when the southernmost grid 
point is ignored), but the grid spacing is now ~1.4 degrees. The northern and southern grid 
points of the original eddy-induced velocity grid are zero since they are located at the ocean 
basin boundaries. However, the plotting grid ends half a grid point equatorward of these 
points. Thus, in order to have a zero eddy-induced meridional velocity and streamfunction at 
the northern and southern boundaries of the interpolated grid, the northern and southernmost 
eddy-induced meridional velocity values on this grid are also set to zero which closes the 
eddy-induced streamfunction on this new grid. This also makes physical sense since the time-
mean meridional velocity and thus streamfunction are zero at these points. 
Both the mean and eddy-induced meridional velocities are interpolated linearly in the vertical 
to a new grid between depths of 0 and 4000 m with a vertical grid spacing of 10 m. This 
vertical interpolation smooths the velocities which leads to a more accurate streamfunction 
being calculated since the velocities vary gradually with depth rather than having sudden 
jumps, which would be the case if only the model output velocities were used with no 
interpolation. The vertical rates of change in the streamfunction in particular will be more 
accurate when using this high resolution vertical interpolation grid and the streamfunction 
varies smoothly. The vertical grid resolution of the interpolation was chosen to be 10 m since 
in addition to giving more accurate streamfunction rates of change, the local velocity extrema 
and hence streamfunction extrema at the grid points are not reduced through the interpolation 
due to the high resolution relative to the original model grid. 
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The zonal-average potential density which is imposed on the streamfunction plots is 
calculated from the potential temperature and salinity using the equation of state described in 
Section 2.6. It is defined on the tracer grid which is therefore the same grid as the eddy-
induced meridional velocity grid prior to interpolation. The same linear vertical interpolation 
of the zonal average potential density is used as for the meridional velocities with a 10 m 
vertical resolution. However, it cannot be interpolated to the surface or to the bottom since 
the values are only output at grid points ranging in depth from 25 m to 3875 m and there is no 
lower boundary condition in contrast to the meridional velocities (these are zero at the bottom 
due to a no-slip boundary condition being imposed). The potential density is undefined at the 
northern and southern boundaries (i.e. where there is no land) and therefore the potential 
density is only plotted half a grid point equatorward of the northern and southern boundaries 













2.10. Physical model parameters  
The physical parameter values used in the model are listed in Table 2.4. 
Parameter Value Units Symbol 
Time step of momentum 
equations 
900 s Δtmom 
Time step of tracer 43200 s Δttracer 
Vertical diffusivity 
BL79 distribution (Surf:10-5 
m2 s-1, Base: 2x10-4 m2 s-1) 
m2 s-1 κz 
Horizontal eddy viscocity 2 X 105 m
2 s-1 κh 
Vertical eddy viscocity 1 x 10-3 m2 s-1 Az 
Implicit vertical diffusivity for 
convection 
100 m2 s-1 κconv 
Reference density of seawater 1035 kg m-3 ρ0 
Density of fresh water 1000 kg m-3 ρfresh 
Reference salinity 35 g/Kg S0 
Specific heat capacity of water 3994 J kg-1 K-1 cp 
Acceleration due to gravity 9.81 ms-2 g 
Temperature relaxation 
timescale 
5184000 (3 months) s τθ (=1/λθ) 
Salinity relaxation timescale 62208000 (2 years) s τS (=1/λS) 
Table 2.4: Physical model parameter values 
55 
 
2.11. Model Parameterisations 
2.11.1. Convection 
The convection is parameterised by adding a convective diffusivity (the implicit vertical 
diffusivity for convection, κconv) to the background vertical diffusivity (i.e. (2.16)) at a 
particular depth if the density in the two vertically adjacent layers is greater in the upper layer 
(i.e. if the density decreases with depth). Thus, the enhanced mixing of properties in these 
convective regions is parameterised in the model. 
2.11.2. Eddy parameterisation 
The model implementation of the GM-Redi parameterisation which is used to represent eddy 
effects as described in Section 2.8.2 is now described including the parameters used in the 
scheme and how eddies are treated in regions of low stratification.   
The GM-Redi scheme parameters used in the model are described in Table 2.5.  
Parameter Value 
GM ‘background’ (thickness) diffusivity  (κGM) 1 x 10
3 m2 s-1 
Maximum isopycnal slope (Smax) 1 x 10
-2 
Minimum horizontal diffusivity 100 m2 s-1 
GM Taper scheme Gerdes et al. [1991] 
Table 2.5: GM-Redi scheme parameters  
A maximum isopycnal slope, Smax, can be set to prevent the vertical GM-Redi isopycnal 
mixing fluxes becoming unphysically large or infinite in unstratified regions which causes 
numerical instability. However, even when the magnitude of isopycnal slopes are limited 
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below a specified maximum slope, the vertical GM-Redi flux can still be very large and lead 
to unrealistically fast re-stratification, and this also introduces diabatic fluxes (in contrast to 
the adiabatic nature of the GM-Redi parameterisation). Thus, in the model setup used here the 
Gerdes et al. [1991] tapering scheme is used in which the whole GM-Redi tensor, (2.24), is 
scaled down by a tapering function, 𝑓(𝑆), if the isopycnal slope, S, is greater than the 
maximum slope, Smax. The direction of the GM-Redi flux is unchanged with only the 
magnitude reduced to prevent unrealistically large vertical fluxes.  
The tapering function, 𝑓(𝑆) is: 







where Smax is the maximum isopycnal slope and |𝑆| is absolute value of the actual isopycnal 
slope. 
Thus, 𝑓(𝑆) = 1 if S < Smax,  





 if S ≥ Smax 
The GM-Redi tensor used to determine the GM-Redi diffusive fluxes and the ‘bolus’ eddy-
induced velocity, is scaled by 𝑓(𝑆) such that the tensor, KGM-REDI, becomes 𝑓(𝑆) KGM-REDI. 
2.12. Model Data Inputs 
2.12.1. Model datasets 
The model is forced at the surface by a wind stress (Fig 3.1b), and heat and freshwater fluxes 
(Fig 3.6b), as described in Section 2.6. In the model setup used here, atmospheric quantities 
must be provided as inputs at the ocean surface to calculate these forcings. The inputs used in 
the proceeding chapters are zonal-averages (over the real world Atlantic and Pacific basins) 
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of the climatological monthly averaged National Centers for Environmental Prediction–
National Center for Atmospheric Research (NCEP–NCAR) reanalysis data over the period 
1981-2010 (Kalnay et al. [1996]), or perturations to these forcings (for the wind and 
diffusivity experiments in Chapter 4), and the surface temperature and salinity are also 
relaxed to observed distributions (Levitus and T.P.Boyer [1994a,b]). The NCEP forcings 
used are the downward shortwave and longwave radiation at the surface, the precipitation and 
evaporation rate, atmospheric temperature and specific humidity at 2 m, the wind speed and 
the zonal and meridional wind speed components at 10 m. The NCEP surface heat and 
freshwater fluxes and relaxation fluxes are combined to form mixed boundary conditions as 
described by Haney [1971] and Mikolajewicz and Maier-Reimer [1994] (i.e. (2.19) and 
(2.20)).  
2.12.2. Conversion to model grid inputs 
The NCEP data has a 2.5° resolution and is therefore interpolated to a 2.8° latitude-longitude 
grid.  
As described above, the inputs are zonal-averages of the NCEP reanalysis data with the zonal 
averages applied separately over the Atlantic and Pacific sectors of the dataset (the single-
basin model uses the same inputs as the Atlantic sector of the two-basin model). The Atlantic 
and Pacific sector inputs are obtained by zonally-averaging the global data sets over the 
following areas. For the Atlantic sector inputs, the southern circumpolar channel is closed off 
in the east at a longitude of 22.5°E corresponding to the southern tip of South Africa, and in 
the west at 70°W (290°E), corresponding to the southern tip of South America. In the Pacific, 
the re-entrant channel is closed off at 152.5°E in the west and 70°W (290°E) in the east. The 
Pacific sector inputs also have to be closed off at the Indonesian throughflow (between 
Australia and Indonesia) which is closed off at 113°E, north-west of Australia. These land 
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masks are used to determine the inputs in the Atlantic and Pacific sectors by zonally-
averaging the global inputs over the area these masks define. However, only the values 
between 70°S and 73°N (the latitude range of the models) are used.  
Model runs were also performed using inputs covering the full latitude range of the global 
ocean (e.g. 80°S to 80°N in the Atlantic Ocean) in the model domains described by 
interpolating and squeezing these global inputs to create new inputs with a reduced number of 
grid points (appropriate for the model) which are applied over the latitude range of the model 
(i.e. 70°S to 73°N). The main consequence of this change is the convection in the northern 
latitudes of the single-basin model and Atlantic sector of the two-basin model occur over 
several of the most northern grid points, rather than being confined to the northern boundary. 
This is likely due to the surface being denser at these northern latitudes under these forcing 
inputs. Since open sea convection is rarely observed in the North Atlantic, convection 
confined to the northern boundary is more realistic.  
2.12.3. Bulk Formulae 
The surface wind stress and the various components of the heat flux are calculated using bulk 
formulae. The freshwater flux is imposed as a virtual salinity flux. The salinity relaxation 
timescale is set to enable changes in sea-ice brine fluxes to have a realistic effect on the ocean 
buoyancy, rather than relaxation fluxes dominating the freshwater flux. The bulk formulae 
and virtual salinity flux are described below. 
The wind stress is calculated from the 10 m wind speed and the zonal and meridional wind 
speed components, rather than being provided as an input since the sea-ice model requires the 
wind speed. The wind stress is calculated as follows: 
 𝑢𝑠𝑡𝑟𝑒𝑠𝑠 = ρ𝑎 c𝑑 |?⃗? | 𝑢𝑤𝑖𝑛𝑑  (2.30) 
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 𝑣𝑠𝑡𝑟𝑒𝑠𝑠 = ρ𝑎  c𝑑 |?⃗? | 𝑣𝑤𝑖𝑛𝑑  (2.31) 
 
where ρ𝑎 is the mean atmospheric density (1.2 Kg m
-3), c𝑑 is the neutral drag coefficient 
which is itself a function of the wind speed and the drag coefficients, and |?⃗? |, 𝑢𝑤𝑖𝑛𝑑 and 
𝑣𝑤𝑖𝑛𝑑 are the 10 m wind speed, and the zonal and meridional wind speed components 
respectively which are all model inputs. 
The net surface heat flux is determined by combining the various atmosphere-ocean heat 
exchange processes, these are the radiative transfers (net longwave and shortwave radiation) 
and the latent and sensible heat fluxes.  
The net longwave radiation is calculated by combining the downward longwave radiation, 
LWdown, a model input, and the upward longwave radiation, LWup. LWup is calculated using 
the surface temperature and the surface emissivity as follows: 
 LW𝑢𝑝 =  εσT
4 +  𝛽 LW𝑑𝑜𝑤𝑛 (2.32) 
 
where ε is the emissivity of the surface, and β is the reflectivity of the surface to longwave 
radiation. The transmissivity of the surface layer is set to zero (i.e. longwave radiation does 
not penetrate the surface) and thus ε = 1 - β to conserve energy.     
The net shortwave (or solar) radiation, SWnet, absorbed by the surface is more complex to 
calculate since some of the incoming shortwave radiation is transmitted through the surface 
to lower layers in the model. The surface albedo is accounted for to determine the amount of 
solar radiation that is either absorbed by or transmitted through the surface as follows: 
 SW𝑛𝑒𝑡 = −SW𝑑𝑜𝑤𝑛(1 − 𝛼) (2.33) 
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where SWdown is the downward shortwave radiation at the surface, a model input, and α is the 
albedo of the ocean (set to 0.066), although it increases in sea-ice regions as described in 
Section 2.13.   
The solar radiation transmitted to depth, z, I(z), is calculated using the model of Paulson and 
Simpson [1977] which predicts the variation of solar radiation with depth using (2.34), an 
equation guided by observations which shows the solar radiation has an exponential decay 
with depth below 10 m depth (Jerlov [1968]). The equation used in the model assumes the 
surface water type IA (relatively clear) derived by Jerlov [1968] which is characteristic of 












where I0 is the solar radiation absorbed by or penetrating the surface (i.e. not reflected) which 
is equal to SWnet in (2.33), R=0.62, and the attenuation lengths are 
ζ
1 = 0.6 m and 
ζ
2 = 20 m. It 
is assumed that no shortwave radiation penetrates below a depth of 200 m. The fraction of 
shortwave radiation penetrating the 50 m deep surface layer is therefore ~0.03. 
The net surface heat flux, Q, is then calculated by adding the latent and sensible heat flux, LH 
and SH respectively, to the net radiative flux. Thus:  
 𝑄 = 𝑆𝑊𝑛𝑒𝑡 + 𝐿𝑊𝑛𝑒𝑡 − 𝑆𝐻 − 𝐿𝐻 (2.35) 
 
where the following convention is used: SWnet > 0 if there is a net downward shortwave flux,  
                                                                 LWnet > 0 if there is a net downward longwave flux,  
In this case SWnet is the net shortwave radiation after removing the radiation transmitted 
through the base of the surface layer. The effects of sea-ice on each of these fluxes is 
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calculated by the sea-ice package (i.e. reducing the exchange between the atmosphere and 
ocean in sea-ice regions in addition to heat transfer from se-ice growth and melt). 
The salinity and temperature flux (both the actual fluxes and the relaxation fluxes described 
in Section 2.6) are converted to a buoyancy flux, 
𝜕𝑏
𝜕𝑡





















 (𝑄 + 𝑇𝑟𝑒𝑙𝑎𝑥) − 
𝑔𝛽
𝜌0Δ𝑧
 ((𝐸 − 𝑃)𝑓𝑙𝑢𝑥 + 𝑆𝑟𝑒𝑙𝑎𝑥)                     
 
(2.37) 
where Q (W m-2) and TRELAX (W m-2) are the net heat flux calculated by the model and the 
climatological temperature relaxation flux respectively, and (E-P)flux and SRELAX are the 
salinity flux due to the freshwater flux, E-P, and the climatological salinity relaxation flux 
respectively (both with units [g m-2 s-1]). 
The net freshwater flux, E-P, is imposed in the model as a virtual salinity flux with the 
(𝐸 − 𝑃)𝑓𝑙𝑢𝑥 (i.e. the virtual salinity flux [g m
-2 s-1] due to E-P) in (2.37) calculated from the 
net freshwater flux [m s-1] as follows: 
  (𝐸 − 𝑃)𝑓𝑙𝑢𝑥 = 𝑆0𝜌0(𝐸 − 𝑃) (2.38) 
 
where S0 and ρ0 are the reference salinity and density of seawater listed in Table 2.4. 
2.13. Sea-ice model 
A sea-ice model is coupled to the ocean model described previously and the biogeochemistry 
model described later (Section 2.14) enabling the effects of changes in sea-ice on the MOC 
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and carbon cycle to be studied. Sea-ice is simulated using a fully coupled dynamic-
thermodynamic model which accounts for the effects of sea-ice on the buoyancy fluxes. It is 
based on the non-linear dynamic-thermodynamic sea-ice model with viscous-plastic rheology 
first employed by Hibler [1979] and modified for efficiency by Zhang and Hibler [1997], and 
more recently by Losch et al. [2010] for use in coupled ice-ocean models. The ice dynamics 
assumes a viscous-plastic rheology with the nonlinear momentum equations solved using the 
Line Successive (over) Relaxation (LSR) algorithm (Zhang and Hibler [1997]), an iterative 
Picard solver. The zero-layer thermodynamics of Hibler [1980] is used for the sea-ice 
thermodynamics which assumes a zero heat capacity layer, thus leading to an exaggerated 
seasonal cycle in sea-ice thickness, since all of the absorbed radiation is used to melt sea-ice. 
The sea-ice model alters the surface wind stress, heat and freshwater fluxes in sea-ice regions 
and hence changes the surface wind and buoyancy forcing.  
The net shortwave radiation is calculated from the downward shortwave radiation using 
(2.33) where the surface albedo determines the magnitude of shortwave radiation reflected at 
the surface. The albedo is 0.066 over open ocean, whereas in regions of sea-ice the albedo 
increases, varying from 0.66 for wet ice to 0.84 for dry snow.  








Parameter Value Units 
Sea-ice freezing point -1.96 °C 
Sea-ice salinity 4 ppt 
Number of ice categories 
(levels) for thermodynamics 
7 ------- 
Wet ice albedo temperature 0 °C 
Table 2.6: Parameter values used in the sea-ice model. 
The brine and freshwater fluxes from sea-ice formation and melt respectively are determined 
from the change in the area-averaged thickness of sea-ice, h, a model variable calculated for 
each grid point at the surface. 
The salinity flux due to sea-ice formation and melt assumes a constant sea-ice salinity, Sice, of 
4 ppt and also uses the reference ocean salinity, S0, of 35 ppt rather than the local salinity 
when calculating the virtual salinity flux (as was also the case in (2.38)). The change in sea-
ice thickness, h, (or sea-ice growth) due to various thermodynamic and dynamic processes 
including sea-ice advection is calculated. The equivalent flux of E-P [m s-1] due to sea-ice 
growth is then calculated using (2.39) by converting changes in sea-ice thickness, h, to the 
equivalent change in ocean column depth:  








where the density of sea-ice, ρice = 0.91 x 10
3 Kg m-3 and the density of freshwater,    
ρfresh=10
3 Kg m-3.    
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Thus, the equivalent E-P flux from sea-ice growth will be positive if sea-ice grows and 
negative if sea-ice melts. This equivalent E-P flux can be converted to a virtual salinity flux 




= (𝐸 − 𝑃)(𝑆0 − 𝑆𝑖𝑐𝑒)𝜌0 (2.40) 
 
where Sice is the salinity of sea-ice and ρ0 is the reference density of seawater. This 
conversion is the same as that used in (2.38) to determine the virtual salinity flux from the 
actual evaporation and precipitation, except in (2.40) this flux is reduced due to sea-ice being 
slightly saline in contrast to the precipitated and evaporated freshwater.  
2.14. Ocean biogeochemistry model  
The physical model described thus far is coupled to a biogeochemistry model (Dutkiewicz et 
al. [2005]; Parekh et al. [2005]) enabling the advective and diffusive transport of passive 
tracers to be simulated. The biogeochemistry model used here is based on the setup of 
Lauderdale et al. [2012] which follows on from the MITgcm biogeochemistry tutorial. It 
enables the carbon cycle to be represented and thus atmospheric CO2 concentrations can be 
calculated. 
2.14.1. Passive tracer equations 
The biogeochemistry model simulates the distribution of 5 passive tracers, these are the dissolved 
inorganic carbon (DIC), inorganic phosphate (PO4), dissolved organic phosphate (DOP), 
oxygen (O2) and total alkalinity (A
T or TA).  
The equation governing the evolution of these passive tracers is similar to the heat and 
salinity equations ((2.14) and (2.15)), except the source and sink terms are different for each 

















 is the local time rate of change in tracer A,  
−?⃗? ⋅ ∇A is the advection of A by the residual velocity, ?⃗? ,  






 are the horizontal and vertical diffusive transport components of A 
respectively where the horizontal and vertical components of diffusivity, 𝐾ℎ and 𝐾𝑧, have the 
same value as in the heat and salinity equations (see Table 2.4),  
SA are the sources and sinks of tracer, A, due to biological and chemical processes. 
The key parameters set in the biogeochemistry model used in this thesis are listed in       













Parameter Name Value Unit Symbol 
Reciprocal timescale for biological 
activity 
6.43 x 10-11 s-1 τbio 
Remineralisation power law 
coefficient 
0.9  Kremin 
Minimum depth of biological 
activity 
500 m zcrit 
New production converted to DOP 67 % fDOP 
Remineralisation rate of DOP 6.43 x 10-8 s-1 λremin 
Rain ratio of inorganic to organic C 0.07  RR 
Redfield ratio (C:N:P:O) 117:16:1:-170  R 
Half saturation constant of PO4 5 x 10
-4 mol/m3 KPO4 
Fraction of light that is PAR 0.4  IPAR 
Light Attenuation coefficient 0.02 m-1 cI 
Half Saturation constant of Light 30 W m-2 KI 
Critical O2 concentration 4 x 10
-3 mol/m3 O2crit 
Scale depth of CaCO3 
remineralisation 
3500 m dCaCO3 




2.14.2. Parameterisation of biological production 
The biological productivity is parameterised in the model as follows: 
 𝐽𝑝𝑟𝑜𝑑 = 𝛼( 𝑙𝑖𝑔ℎ𝑡𝑙𝑖𝑚 ∗ 𝑛𝑢𝑡𝑙𝑖𝑚) (2.42) 
 
where α is the maximum community production or it can be thought of as the reciprocal of 
the timescale for biological activity which is how it is referred to throughout this thesis, and 
lightlim and nutlim are the limitations due to light and nutrient availability respectively. 






where IPAR is the photosynthetically active radiation (PAR), (i.e. the fraction of Qsw that is 
PAR) accounting for sea-ice (computed within the sea-ice model with the option to provide 
the fraction of sea-ice, fI, as an input rather than using the sea-ice model), and KI is the half 
saturation constant of light. 






where [PO4] is the concentration of PO4 and KPO4 is the half saturation constant of PO4. 
The nutrient limit is only dependent on PO4 in this setup since iron is not simulated. 
Photosynthesis by phytoplankton and other species during biological production uses carbon, 
nitrogen and inorganic phosphate in the process and releases oxygen. These elements are 
assumed to be used at a constant ratio, the Redfield ratio (first proposed by Redfield et al. 
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[1963] with several studies suggesting modifications to this ratio (e.g. Takahashi et al. 
[1985]; Broecker et al. [1985]; Peng and Broecker [1987]; Martin et al. [1989]; Anderson and 
Sarmiento [1994])), set at 117:16:1:-170 which is the ratio of Carbon: Nitrogen: Phosphate: 
Oxygen (C:N:P:O). Thus, the change in PO4 due to biological production can be used to 
attain the change in these other elements. The PO4 used during biological production is 
exported either as dissolved organic phosphorus (DOP) or as particulate organic phosphorus 
(POP), which are remineralised at varying rates as described below.  
2.14.3. Sources and Sinks of Passive tracers 
The sources and sinks for each of the passive tracers in the biogeochemistry model will now 
be described in turn. The notation used in the following equations to represent the 
concentration of a tracer, x, is [x].  
2.14.3.1. Dissolved Organic Phosphorus (DOP) and Inorganic Phosphate (PO4) 
Firstly, the sources and sinks of DOP, SDOP are: 
 𝑆𝐷𝑂𝑃 = 𝑓𝐷𝑂𝑃𝐽𝑝𝑟𝑜𝑑 − 𝜆𝑟𝑒𝑚𝑖𝑛[𝐷𝑂𝑃] (2.45) 
 
where 𝑓𝐷𝑂𝑃 is the fraction of productivity that remains suspended in the water column as 
DOP, 𝐽𝑝𝑟𝑜𝑑 is the biological productivity, λremin is the remineralisation rate of DOP to PO4. 
Thus, 𝑓𝐷𝑂𝑃𝐽𝑝𝑟𝑜𝑑 is the source of DOP due to biological productivity and – λremin[DOP] is the 
sink of DOP due to the remineralisation of DOP to PO4. 
Inorganic phosphate, PO4, is removed during biological production with a proportion being 
converted to DOP, 𝑓𝐷𝑂𝑃𝐽𝑝𝑟𝑜𝑑 as in (2.45) above. The remaining PO4 used during biological 
production is converted to POP, which sinks through the water column and is instantaneously 
remineralised in this model, accumulating at different depths. The vertical flux of POP, Fp, is 
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parameterised using a power law relationship (see (2.49)) set so that the flux decreases with 
depth due to remineralisation. This instantaneous remineralisation of POP is a reasonable 
assumption given that the particulate sinking time (about 1 month) is far shorter than the      
1-100 year advective timescales over the basin (Najjar and Orr [1998]). The remineralisation 
of DOP, λremin[DOP], is a source of PO4, again the opposite sign to the same term in (2.45). 
The sources and sinks of PO4 are: 
 𝑆𝑃𝑂4 = −𝑓𝐷𝑂𝑃𝐽𝑝𝑟𝑜𝑑 −
𝜕𝐹𝑃
𝜕𝑧





 is the sum of the accumulation of remineralised POP with depth and the POP flux 
due to production if the layer is biologically productive, with the net loss or accumulation due 
to the flux of POP, Fp, from the bottom of a given layer being defined in (2.51). 
The PO4 flux from a given layer due to the flux of POP during biological production, Fpprod, is 
 𝐹𝑝𝑝𝑟𝑜𝑑 = (1 − 𝑓𝐷𝑂𝑃)𝐽𝑝𝑟𝑜𝑑Δ𝑧 (2.47) 
 
where ∆z is the depth of the biologically productive layer. 
The loss of PO4 due to the sinking of POP produced in a given layer is determined by 
assuming a zero flux at the top of the layer since only the production in this layer is being 





(0 − (1 − 𝑓𝐷𝑂𝑃)𝐽𝑝𝑟𝑜𝑑Δ𝑧)
Δ𝑧
= −(1 − 𝑓𝐷𝑂𝑃)𝐽𝑝𝑟𝑜𝑑 (2.48) 
 




, is now described, where Fptransfer is the POP flux into a given 
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layer due to production in the biologically productive layer. In the specified biologically 
productive layer (and all layers above), Fptransfer is assumed to be zero.  
In the layers below each biologically productive layer (with bottom depth, zc, and thickness, 
∆z) from which the accumulation of remineralised POP is being calculated (Dutkiewicz et al. 
[2005]), the flux of POP into the layer directly below is equal to Fpprod (i.e. Fptransfer = Fpprod). 
In all deeper layers, the flux through the upper boundary of the given layer at depth, z, is 







where the power law coefficient, αremin = 0.9, a value giving remineralisation length scales of 
a few hundred metres, determined using sediment trap data (Martin et al. [1987]) and 
modelled phosphate distributions (Yamanaka and Tajika [1997]).  
Thus adding up the flux of POP into each layer from all biologically productive layers gives: 
 𝐹𝑝𝑡𝑟𝑎𝑛𝑡𝑜𝑡 = ∑𝐹𝑝𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟 (2.50) 
 















 is the sink of PO4 due to the production and consequent export of POP from 
a layer and −
𝜕𝐹𝑃𝑡𝑟𝑎𝑛𝑡𝑜𝑡
𝜕𝑧
 is the source of PO4 due to the accumulation of POP in a layer. 
Substituting the equation for −
𝜕𝐹𝑃
𝜕𝑧




terms of 𝐽𝑝𝑟𝑜𝑑, (2.46) can be rewritten as 
 𝑆𝑃𝑂4 = −𝐽𝑝𝑟𝑜𝑑 −
𝜕𝐹𝑃𝑡𝑟𝑎𝑛𝑡𝑜𝑡
𝜕𝑧




where the first term, −𝐽𝑝𝑟𝑜𝑑 is the net biological production of both DOP and POP. 
2.14.3.2. Dissolved Inorganic Carbon (DIC) and Total Alkalinity (TA) 
The DIC and TA source/sink have several related terms as seen by comparing (2.53) and 
(2.54): 
 𝑆𝐷𝐼𝐶 = 𝑟𝐶:𝑃 𝑆𝑃𝑂4 + 𝐽𝐶𝑎𝐶𝑂3 + 𝑉𝐶𝑂2 + 𝐹𝐶𝑂2  (2.53) 
   




where VCO2, VTA and FCO2 are boundary conditions which are only applied in the surface 
layer as described below. 
Both DIC and TA have source/sink terms related to the cycling of PO4 during biological 
production via the Redfield ratios (the first term in (2.53) and (2.54)) since the elements 
Carbon, Nitrogen and Phosphate are assumed to be cycled in a constant ratio during 
photosynthesis. The source term of alkalinity due to biological production has the opposite 
sign to the source of PO4,  𝑆𝑃𝑂4, since Nitrogen removed in the form of Nitrate (NO3
-) during 
photosynthesis decreases TA. The Redfield ratio for Nitrogen, 𝑟𝑁:𝑃, has been modified to a 
16:1 ratio (Anderson and Sarmiento [1994]). Thus, the effects of biology on DIC and TA are 
determined from the source/sink of PO4 (i.e. (2.52)) using a simple relation between the 
elements during photosynthesis.    
The formation and subsequent dissolution of CaCO3 shells alters both TA (due to changes in 
Ca2+) and DIC (due to changes in CO3
2-) in a 2:1 ratio of the change in CaCO3, with the 
source/sink of CaCO3, 𝐽𝐶𝑎𝐶𝑂3, calculated as follows:  
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The rate of CaCO3 formation and thus removal of DIC and TA as it sinks is related to the 
production rate of POP by the rain ratio, RR (the ratio of the soft tissue to the CO3 pumps). 
This is the first term in (2.55). The second term, −
𝜕𝐹𝐶𝑎𝐶𝑂3
𝜕𝑧
, is the accumulation of Ca2+ and 
CO3
2- ions by the dissolution of CaCO3 which is a source of DIC and TA. The flux of CaCO3, 
𝐹𝐶𝑎𝐶𝑂3, in (2.55) is:    





Thus, the flux of CaCO3 is assumed to decrease exponentially with depth due to dissolution 
with a scale depth, 𝑑𝐶𝑎𝐶𝑂3. A similar method is used to determine the dissolution of CaCO3 
as was used to determine the remineralisation of POP at a given depth in (2.49), with each 




at a rate determined by the change in 𝐹𝐶𝑎𝐶𝑂3 with depth. This is simpler than accounting for 
the saturation horizon of CO3
2- (the depth below which CaCO3 is undersaturated and 
dissolves) since CaCO3 can dissolve at any depth. 
Both the DIC and TA have a virtual flux at the surface due to the dilution or concentration of 
these tracers by freshwater fluxes denoted as VDIC and VTA. These virtual fluxes can be 
neglected for the other passive tracers used in this model but the effects on DIC and TA are 
significant due to their global-average concentrations being much greater than their 




, which is the change in the salinity of the surface layer of thickness, ∆z, 
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due to (negative) freshwater fluxes, E-P (which includes the contributions from the E-P flux, 





𝑆0(E − P) 
Δ𝑧
 (2.57) 





𝑆0(E − P) 
Δ𝑧
 (2.58) 
   
where 𝐷𝐼𝐶̅̅ ̅̅ ?̅?, 𝑇𝐴̅̅ ̅̅ 𝑠 and 𝑆?̅? are the global mean surface values of DIC, TA and salinity 
respectively. 
The DIC and TA will not be conserved in the model if the global mean virtual salinity flux is 
not always zero. This will happen when the model has not reached a steady state which will 
lead to small variations in the total salinity in the setup described previously. However, to 
ensure the total salinity of the ocean is conserved, the net freshwater fluxes (including sea-ice 
effects) and salinity relaxation are balanced by removing the global mean salinity flux at 
every timestep in the biogeochemistry simulations of Chapter 6, ensuring the global-average 
DIC and TA virtual fluxes are also zero (Lauderdale at al. [2013]). This ensures the passive 
tracers including carbon are conserved in the model.  
There is an additional contribution to the DIC in the surface layer due to atmosphere-ocean 
CO2 exchange,  
 𝐹𝐶𝑂2 = 𝑘𝑤([CO2
∗] − [CO2𝑠𝑎𝑡]) (2.59) 
   
   
where 𝑘𝑤  is the gas exchange coefficient for CO2, and [CO2
*] and [CO2sat] are the actual and 
saturated concentrations of CO2 at the ocean surface respectively. The saturated concentration 
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of CO2 is the concentration required for the ocean surface to be in equilibrium with the 
overlying atmosphere given its specified concentration, [CO2atm]. 
The gas exchange coefficient, 𝑘𝑤 in (2.59) uses the following parameterisation of 
Wanninkhof [1992]: 










Where 𝑘𝑤 is dependent on the sea-ice fraction, f𝐼, the square of the wind speed at 10 m, U, (a 
climatologically averaged model forcing as described in Section 2.12), the square root of the 
Schmidt number for CO2, Sc (which is a function of sea surface temperature, 𝜃), with a 
proportionality constant, a = 0.337. This constant is computed by determining the gas transfer 
coefficient required to obtain the natural and bomb radiocarbon distributions (Najjar and Orr 
[1998]). The effect of sea-ice in (2.60) assumes sea-ice is impermeable to CO2 and thus the 
air-sea CO2 flux is zero under sea-ice.  
The sea-ice fractional area is calculated by the sea-ice model, varying in time and with a 
dependence on the model inputs. It can also be set to a constant distribution enabling the 
effects of sea-ice on the CO2 flux to be neglected or held constant, while the physical 
circulation is still altered in the same way by the sea-ice model. 
The concentration of CO2 and CO2sat at the ocean surface are determined from the actual 
surface partial pressure of CO2, pCO2, and the saturated value, pCO2sat respectively: 
 [CO2
∗] = 𝑘0 𝑝𝐶𝑂2 (2.61) 
   
 [CO2𝑠𝑎𝑡] = 𝑘0 𝑝𝐶𝑂2𝑠𝑎𝑡 (2.62) 
   
where 𝑘0 is the solubility of CO2 in the ocean. 
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The actual surface partial pressure, pCO2, is solved for using the TA, DIC, PO4 and inorganic 
Silicate (defined as an input) distributions following the efficient method of Follows et al. 
[2006] which is an alternative to iterative methods. This method calculates the pCO2 using 
the DIC and [H+] (or pH), where [H+] is approximated using the positive root of a quadratic 
equation for [H+] formed by using the carbonate alkalinity, A𝐶, and DIC equations,  
 A𝐶 = [HCO3]
− + 2[CO3]
2− (2.63) 
   




   
and the equilibrium coefficients K1 and K2, controlling the partitioning of DIC. The solution 
for [H+] is dependent on Ac and DIC. Thus, assuming AC~AT (or TA) allows an estimate of 
[H+] to be made which can be used with TA to obtain an improved estimate of AC and hence 
[H+]. The PO4 and inorganic Silicate are also used to modify the calculated AC and thus 
improve the estimate of [H+] (see Follows et al. [2006] for more detail). The pCO2 is 
determined using the DIC concentration and the estimated [H+] as follows: 























The saturated pCO2 is related to the atmospheric CO2, [CO2atm], by adjusting its value for the 
surface pressure, 𝑃0𝑎𝑡𝑚: 
 pCO2𝑠𝑎𝑡 = 𝑃0𝑎𝑡𝑚 [𝐶𝑂2𝑎𝑡𝑚] (2.66) 
 
where 𝑃0𝑎𝑡𝑚 = 1 atm (1013 hPa). 
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2.14.3.3. Oxygen  
The sources/sinks of oxygen (O2) include the biological productivity (a sink) and subsequent 
remineralisation of the organic matter (a source), represented using the source/sink of PO4, 
SPO4, from (2.46), and the Redfield ratio of O2 to PO4, 𝑟𝑂2:𝑃, to convert this to a change in O2. 
 
S𝑂2 = 𝑟𝑂2:𝑃S𝑃𝑂4    𝑖𝑓 [𝑂2] > [𝑂2𝑐𝑟𝑖𝑡] 
S𝑂2 = 0                   𝑖𝑓 [𝑂2] < [𝑂2𝑐𝑟𝑖𝑡] 
 
(2.67) 
The remineralisation of organic matter only has an effect on the concentration of O2 if the 
concentration is greater than the critical level, [O2crit]. Below this critical level set at a 
concentration of 4µmol Kg-1, anoxic respiration occurs since there is a large decrease in the 
abundance of zooplankton (Saltzman and Wishner [1997]). The change in O2 due to 
biological productivity and remineralisation of organic matter is inversely related to that of 
PO4 since biological production uses PO4 and expels O2 (hence 𝑟𝑂2:𝑃 is negative with a value 
of -170 (Anderson and Sarmiento [1994]). 
There is an additional source term at the surface due to air-sea exchange of O2, FO2. This is a 
surface boundary condition and thus is only applied in the surface layer akin to the CO2 air-
sea exchange, FCO2 in (2.59),  
 𝐹𝑂2 = 𝑘𝑤([O2
∗] − [O2𝑠𝑎𝑡]) (2.68) 
 
The formula for the exchange coefficient, 𝑘𝑤, is similar to that of CO2, with the same 
constant, relation to wind speed and Schmidt number as in (2.59). However, the Schmidt 
number for O2 differs from that of CO2 since different Schmidt number coefficients are used. 
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The saturated oxygen concentration, [O2sat] is calculated using the formulae of Garcia and 
Gordon [1992] and the actual surface concentration, [O2
*], is a model variable. 
2.14.4. Atmospheric box 
A well-mixed atmospheric box which exchanges CO2 with the ocean through air-sea CO2 
exchange, FCO2 in (2.59), is used to simulate the evolution of atmospheric CO2 as the 
buoyancy flux and consequently the ocean circulation is varied (see Chapter 6). The sum of 
the atmospheric and oceanic carbon is conserved. The volume of the atmospheric box is 
reduced from that of the real atmosphere of Earth by the factor of reduction in ocean volume 
in the model relative to the real world. The volume of the real world ocean is taken as 1.332 x 
109 km3 (Charette and Smith [2010]). The volume of the single- and two-basin models (see 
Table 2.3) used in this thesis have volumes of ~349.2 and ~982.8 billion km3 respectively, 
which equates to a fractional volume of 0.262 and 0.738 relative to the real world ocean. 
Therefore, the total number of atmospheric moles in the Earth’s real (dry) atmosphere 
(assuming an atmospheric mass of 5.1352 x 1018 kg (Trenberth & Smith [2005]) is changed 
by this fractional factor giving 4.74 x1019 moles and 1.34x1020 moles in the single and two-
basin models respectively. 
Reducing the atmospheric box by the surface area of the ocean gives slightly smaller 
atmospheric boxes in both model configurations and thus the results would be very similar if 
this was used instead of volume. The changes in CO2 in these models should therefore be 
comparable since the atmospheric boxes are scaled according to their ocean volumes, with 
differences between the models being due to differences in the variation in ocean circulation 
when there is an additional basin.   
The number of moles of CO2 required for an atmospheric concentration of 278 ppm (parts per 
million) in the single- and two-basin models would be 1.32 x1016 and 3.71x1016 moles 
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respectively. However, it has proved difficult to obtain this exact atmospheric CO2 
concentration and thus the control experiments described in Chapter 6 have some variation 
from this pre-industrial concentration. 
2.15. Passive dye tracer model setup 
The model has also been setup with a single passive tracer simulated rather than using the 
biogeochemistry model. This passive tracer can be initialised with a specified distribution and 
concentration but with no sources or sinks i.e. a dye tracer release experiment. The advection 
and diffusion schemes implemented are the same as that of temperature and salinity. This 
model setup is used for visualisation of the overturning circulation to aid our understanding 

















MOC in a multi-basin model Part I: 
Dependence on Southern Ocean 
buoyancy forcing 
This chapter contains the original draft of a paper which has been accepted (since the initial 
submission of this thesis) in the Journal of Physical Oceanography: Baker J. A., A. J. Watson 
and G. K. Vallis, 2020: Meridional Overturning Circulation in a multi-basin model Part I: 
Dependence on Southern Ocean buoyancy forcing. https://doi.org/10.1175/JPO-D-19-0135.1 
(Accepted, awaiting publication). 
The focus of this chapter and the following chapter (which contains a second paper, Part II of 
this two paper study) is on the physical processes controlling the MOC strength and structure, 
and thus how changes in the model forcings lead to changes in the overturning. The study 
helps improve our understanding of the pathways taken by the MOC under varying forcings 
and its driving mechanisms in the multi-basin model as described further in Chapter 4. It 
improves our understanding of the cause of transitions in the MOC between present-day, 
glacial and potential future states. The effect of these circulation changes on atmospheric CO2 
is then later analysed in Chapter 6. 
This chapter was motivated in part by the results described in Chapter 5 in which the single-
basin model is shown to have a similar residual overturning structure to the multi-basin 
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model’s global-average circulation but with a far weaker NADW cell, despite the same model 
forcings being used as in the Atlantic sector of the multi-basin model. The circulations in the 
individual Atlantic and Pacific basins of the multi-basin model vary significantly in structure 
from the global-average circulation. Thus, the importance of using a multi-basin model to 
realistically simulate the overturning circulation is described in Chapter 5. These differences 
between the individual basin and global-average overturning circulations of the multi-basin 
model enable a method to be proposed in this chapter to separate the MOC pathways in the 
model.  
As shall be discussed in this chapter, the studies of Ferrari et al. [2014] and Jansen and 
Nadeau [2016] address a similar area to our research, improving our understanding of the 
transition of the MOC to a glacial state. However, our study differs in a number of ways from 
these previous studies. Firstly, we do not distinguish between the mechanisms of Ferrari et al. 
[2014] and Jansen and Nadeau [2016] to shoal the NADW cell. Instead, we vary the sea-ice 
freezing point which alters both the Southern Ocean sea-ice formation rate and sea-ice extent, 
with both of these mechanisms therefore being possible. Ferrari et al. [2014] was a theoretical 
study with no model simulations to support their theory. Jansen and Nadeau [2016] use a 
single-basin model to show the importance of sea-ice induced changes in abyssal 
stratification on the MOC. Our approach differs in that we use a multi-basin model which has 
important consequences on the structure and pathways taken by the MOC as discussed in 
these chapters and later in Chapter 5. In particular, we propose a method to separate the wind 
and diffusive-driven pathways of the MOC, enabling a deeper understanding of the changes 
in the strength and structure of the MOC with changes in buoyancy and wind forcing, and 
vertical diffusivity. Our method to vary the Southern Ocean sea-ice through changes in the 
sea-ice freezing point enables the gradual transition of the MOC to a glacial state in response 
to buoyancy perturbations to be analysed, in addition to changes to a warmer than present-
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day low-ice state. A recent study of Nadeau et al. [2019] uses a multi-basin model to 
investigate the Ferrari et al. [2014] and Jansen and Nadeau [2016] sea-ice mechanisms in 
causing the transition of the MOC to a glacial state. They find both these mechanisms act 
together with additive effects. The work presented in this chapter was carried out 
independently of this study, although there is unsurprisingly some overlap since both studies 
investigate the effect of Southern Ocean sea-ice on the MOC in a multi-basin model. The 
major differences of our work compared to this study are highlighted in Section 3.5. 
The final accepted version of this paper has some significant changes and additions from the 
version in this thesis. However, the main results and conclusions remain unchanged. This is 
not the original submitted manuscript with some of the changes made in the revision process 













The variation in the strength and structure of the overturning circulation under varying 
Southern Ocean buoyancy forcing, corresponding to present day, a cooler (glacial) state, and 
a possible future warmer state is analysed in an idealised two-basin general circulation model 
connected by a southern circumpolar channel. 
A connection between the North Atlantic Deep Water (NADW) cell in the Atlantic basin and 
the Pacific Deep Water (PDW) cell in the Pacific basin is proposed to occur via a direct flow 
of NADW into the channel’s lower cell, while PDW upwelled in the Pacific basin can flow 
directly into the upper wind-driven cell in the channel. The intersection of these cells along 
with direct zonal flows between the basins completes the inter-basin circulation. 
The present-day Atlantic Meridional Overturning Circulation (AMOC) in the model is driven 
both by wind-driven upwelling in the Southern Ocean and by diffusion in the Pacific and 
Atlantic. In a cooler climate with enhanced sea ice and Antarctic Bottom Water (AABW) 
formation, the NADW cell shoals which can then no longer flow directly into the channel’s 
lower cell, reducing the Pacific diffusively-driven pathway of NADW. This leads to a 
substantial weakening of the AMOC, suggesting buoyancy forcing changes can play a 
substantial role in the transition of the AMOC to a glacial state. In contrast, in a future 
warmer climate with reduced AABW formation, the NADW cell strengthens and deepens, 
becoming increasingly driven by diffusive upwelling in the Pacific basin, with a smaller role 







Over the past 20 years a great deal of progress has been made in our understanding of the 
processes responsible for driving the Meridional Overturning Circulation (MOC), and the 
corresponding structure of and pathways taken in the ocean. Numerous studies have 
contributed to this endeavour, including Toggweiler and Samuels [1995], Gnanadesikan 
[1999], Vallis [2000], Ito and Marshall [2008], Wolfe and Cessi [2009; 2011], Nikurashin 
and Vallis [2011; 2012], Shakespeare and Hogg [2012], Jansen and Nadeau [2016], 
Thompson et al [2016] and Ferrari et al. [2017]. Reviews and syntheses of many of these 
ideas are given by Vallis [2017] and Cessi [2019].   
To a large degree the global-average MOC is composed of two separate overturning cells. In 
a latitude-depth cross section with south to the left (this orientation is used throughout the 
paper), a clockwise upper North Atlantic Deep Water (NADW) cell, stemming from deep 
water formation in the North Atlantic Ocean, overlies an anti-clockwise Antarctic Bottom 
Water (AABW) cell in the abyssal ocean that is associated with a sinking of dense surface 
waters in the Southern Ocean. A large volume of the water in these cells upwells 
adiabatically to the surface along sloping isopycnals in the Southern Ocean.  
The ocean circulation was perhaps first considered to be a global inter-connected conveyor 
belt by Broecker and Peng [1982], Gordon [1986] and Broecker [1987], who all provided 
schematics of the MOC with a transfer of water between all ocean basins, with diffusive 
upwelling generally imagined to be the main driver. (Numerous such schematics followed, as 
reviewed by Richardson [2008].) An alternative notation, that the MOC is largely driven by 
westerly winds in the Southern Ocean, predates these ideas – it was discussed by Eady [1957] 
– but the idea languished until Toggweiler and Samuels [1995] and Doos and Coward [1997] 
independently suggested the Southern winds as a mechanism to upwell NADW to the surface 
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and thus drive the MOC. Most subsequent theoretical studies considered the MOC in the 
global average, ignoring inter basin flows, although observations suggest that the present-day 
MOC forms one continuous overturning cell, as anticipated in the Broecker and Gordon 
references above and better quantified by Schmitz [1995], Lumpkin and Speer [2007] and 
Talley [2013], rather than two separate cells as might be inferred from the global-average 
streamfunction. In these later descriptions, much of the NADW which upwells adiabatically 
in the Southern Ocean is believed to flow south at the surface to form AABW and 
Circumpolar Deep Water (CDW) before flowing into the Pacific and Indian Oceans. The 
Pacific and Indian Deep Water (PDW and IDW) which form as a result of the diffusive 
upwelling of AABW in these basins, complete the inter-basin circulation by flowing into the 
Atlantic Ocean via the Southern Ocean or Indian Ocean.  
These pathways may have been different in the past. Proxy data suggest the AMOC became 
weaker during the Last Glacial Maximum (LGM), with NADW becoming shallower, perhaps 
no deeper than about 2 km (Lynch-Stieglitz et al. [1999]; McManus et al. [2004]; Curry and 
Oppo [2005]). The glacial shoaled NADW is sometimes referred to as Glacial North Atlantic 
Intermediate Water (GNAIW) (Duplessy et al. [1988]) since it is no longer ‘deep’.  
Consistent with this picture, the AABW cell during the LGM expanded greatly, as suggested 
by a large vertical δ13C gradient in the Atlantic Ocean during the LGM, with low δ13C in the 
older, CO2-rich waters below about 2 km. The AABW was also saltier than the upper cell 
during the LGM, according to sediment pore waters, in contrast with the present day salinity 
distribution (Adkins et al. [2002]). The change in circulation has been linked to the decrease 
in atmospheric CO2 observed from ice core records in glacial time (Watson et al. [2015]) and 
the ageing of deep water masses (Burke et al. [2015]). 
Two of the main mechanisms proposed to cause the glacial shoaling and weakening of the 
NADW cell during glacial periods are: i) reduced atmosphere-ocean buoyancy fluxes 
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(Watson and Garabato [2006], Ferrari [2014], Jansen and Nadeau [2016]), or ii) a weakening 
or northward shift in the Southern Hemisphere westerly winds (Toggweiler and Samuels 
[1993, 1995]; Toggweiler et al. [2006]). In this paper we further investigate the first 
mechanism; more specifically, we perturb the Southern Ocean buoyancy forcing in a two-
basin model. Overturning schematics of the present-day, glacial and a warmer state MOC are 
used to depict how the MOC pathways change with variations in Southern Ocean buoyancy 
loss. A follow-up paper (Part II or Chapter 4) will investigate the sensitivity of the MOC to 
changes in Southern Ocean wind and vertical diffusivity under varying buoyancy forcings.  
We choose only to vary the Southern Ocean boundary conditions in part for simplicity and in 
part because such changes are believed important in the transition to glacial climates (e.g., 
Shin et al. [2003], Liu et al. [2005], Ferrari et al. [2014], Sun et al. [2016], Jansen and Nadeau 
[2016], and Jansen [2017]). The mechanism can be expected to be significant given the 
importance of Southern Ocean sea-ice in the water mass transformations of the present-day 
ocean (Abernathey et al. [2016]). However, it should be understood that the MOC is not 
driven solely by the value of the surface boundary conditions in the Southern Ocean. Rather, 
it depends on the difference in density between the high latitude surface waters in the 
Northern and Southern Hemispheres. Thus, Vallis [2000] explicitly showed that the depth of 
the NADW cell depends on the density of the northern-sourced water relative to that 
produced in the south (and so on the surface buoyancy forcings, among other things), as is 
implicit in the theory of Nikurashin and Vallis [2012]. 
The exact mechanisms whereby changes in Southern Ocean boundary conditions affect the 
MOC are not wholly clear.  At a basic level, Shakespeare and Hogg [2012] find an enhanced 
abyssal cell as the Southern Ocean buoyancy flux becomes more negative.  Relatedly, Jansen 
and Nadeau [2016] and Jansen [2017] argue that enhanced brine rejection due to sea-ice 
formation effectively acts as a negative buoyancy flux and indeed find an enhanced lower cell 
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as sea-ice expands in the Southern Ocean. In some contrast, Ferrari at al. [2014] hypothesise 
the equatorward expansion of Southern Ocean sea-ice during glacial times as a mechanism to 
shoal and isolate the NADW cell, using a geometric argument building from Nikurashin and 
Vallis [2012]. Nadeau et al. [2019] use a multi-basin model to propose both mechanisms can 
work together by varying the Southern Ocean buoyancy fluxes, both in magnitude and in 
latitude, to represent enhanced buoyancy fluxes and extended sea-ice. The study confirms the 
Jansen and Nadeau [2016] enhanced stratification mechanism in a two-basin model, 
extending the theory of the original study, and also validates the Ferrari et al. [2014] 
hypothesis. In any case, it is clear that changes in Southern Ocean sea-ice can have a large 
impact on the MOC and potentially lead to shoaling of NADW in cold climates, as observed.  
In this paper our main focus is on the change in the pathways taken by the MOC in response 
to Southern Ocean buoyancy flux changes, rather than on the exact process and mechanisms 
which act to shoal the NADW cell.  We use a model with two basins because of the potential 
importance of diffusive upwelling in the Indo-Pacific Oceans, and because of the evident 
inter-hemispheric nature of the overturning circulation, which as noted may have been 
different in glacial climates. For example, in the present climate diffusive upwelling in the 
Pacific basin drives the AMOC in addition to the Southern Ocean winds, but whether that 
was so in the LGM is less clear. In Section 3.2 we describe the model that we use (an ocean 
model coupled to sea ice), in Section 3.3 we describe the control simulation and the 
methodology we use to analyse the results. In Section 3.4 we describe the results of the 






3.2. Model Setup and Experiments 
The Massachusetts Institute of Technology general circulation model (MITgcm) (Marshall et 
al. [1997a,b]) is used with a 2.8 degree horizontal resolution and 20 vertical levels in a 4000 
m deep ocean, with decreasing resolution with depth. An idealised domain (Fig 3.1a) is used 
with two basins connected by a circumpolar channel in the south. The basins have an area 
representative of the Atlantic and Pacific Oceans, and for brevity we refer to them as 
“Atlantic” and “Pacific”. The domain extends from 70°S to 73°N in the Atlantic basin and 
65°N in the Pacific basin. The model has a longitudinal extent of 188 degrees, with an 
Atlantic basin of 63.5 degrees and a Pacific basin of 123.5 degrees. There are two meridional 
land strips extending from the north of the model which represent and are referred to herein 
as the South American and South African land strips, extending to a latitude of 53°S and 
36°S respectively. The Southern Ocean south of the South Africa land strip is herein referred 
to as the channel. The full non-linear equation of state for seawater is used to calculate 
density. 
The model is forced at the surface by a wind stress (Fig 3.1b), and heat and freshwater fluxes. 
The inputs used in all of the model buoyancy flux experiments to calculate these forcings are 
zonal-averages (over the real world Atlantic and Pacific basins) of the climatological monthly 
averaged National Centers for Environmental Prediction–National Center for Atmospheric 
Research (NCEP–NCAR) reanalysis data over the period 1981-2010 (Kalnay et al. [1996]) 
and the surface temperature and salinity are also relaxed to observed distributions (Levitus 
and T.P.Boyer [1994a,b]). The NCEP forcings used are the downward shortwave and 
longwave radiation at the surface, the precipitation and evaporation rate, atmospheric 
temperature and specific humidity at 2 m, the wind speed and the zonal and meridional wind 
speed components at 10 m. The NCEP surface heat and freshwater fluxes and relaxation 
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fluxes are combined to form mixed boundary conditions as described by Haney [1971] and 
Mikolajewicz and Maier-Reimer [1994].  
The inputs used to determine the heat and freshwater fluxes and the relaxation fluxes are 
zonal averages of the NCEP reanalysis data described above but with the zonal averages 
applied separately over the Atlantic and Pacific sectors of the dataset. This results in zonal 
contrasts in the temperature and salinity forcings between the Atlantic and Pacific sectors of 
the model as in the real ocean (see Fig 3.1c). Thus, the sea-ice expands further north in the 
cooler Atlantic sector of the Southern Ocean than in the Pacific sector.  The surface wind 
stress and the various components of the heat flux are calculated using bulk formulae. The 
freshwater flux is imposed as a virtual salinity flux. The salinity relaxation timescale is set to 
enable changes in sea-ice brine fluxes to have a realistic effect on the ocean buoyancy.  
The vertical ocean diffusivity is set using the Bryan and Lewis [1979] diffusion scheme 
(BL79) with a surface diffusivity of approximately 10-5 m2 s-1 increasing to approximately 
2x10-4 m2 s-1 at depth and it is horizontally uniform (Fig 3.1d). There is a large increase in 
vertical diffusivity at about 2 km to represent the topographical enhancement of mixing at 
depth caused by the generation of turbulence by internal wave breaking (Wunsch and Ferrari 
[2004]). Convection is parameterised by adding a convective diffusivity of 100 m2s-1 to the 
vertical diffusivity coefficient if the ocean is statically unstable due to a decrease in density 
with depth. 
The Gent-McWilliams (GM) eddy parameterisation (Gent and McWilliams [1990]; Gent 
et al. [1995]) is used to determine the ‘bolus’ or eddy-induced velocity which represents the 
advective effect of geostrophic eddies in the flow. This eddy-induced circulation acts to 
flatten the isopycnals due to baroclinic instability, converting available potential energy to 
eddy kinetic energy. The Redi scheme (Redi [1982]) is used to diffuse tracers along 
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isopycnals to represent the isopycnal mixing effects of eddies. The eddy transfer coefficient is 
set to 1000 m2 s-1. 
Sea-ice is simulated using a fully coupled dynamic-thermodynamic model which accounts for 
the effects of sea-ice on the buoyancy fluxes. It is based on the non-linear dynamic-
thermodynamic sea-ice model with viscous-plastic rheology first employed by Hibler [1979] 
and modified for efficiency by Zhang and Hibler [1997], and more recently by Losch et al. 
[2010] for use in coupled ice-ocean models. The zero-layer thermodynamics of Hibler [1980] 
is used for the sea-ice thermodynamics which assumes a zero heat capacity layer. 
We effect changes in the Southern Ocean buoyancy flux by changing the sea-ice freezing 
point globally according as to whether we seek to simulate present-day conditions, a glacial 
state or a future warm state. Specifically, a constant sea-ice freezing point is set in each 
experiment, with values ranging from -1.96°C to 1°C to represent increases in Southern 
Ocean sea-ice formation and thus changes in the surface buoyancy flux mediated through the 
sea ice formation rate. In the descriptions below we refer to experiments with freezing points 
of -1.96°C, 0°C and 1°C as ‘warm’, ‘present day’ and ‘glacial’ climates respectively, noting 
that the experiments with high freezing point produce more sea ice, resembling a glacial 
climate.  The heat flux and relaxation temperature field remain unchanged. Therefore, surface 
temperature and heat flux changes are a result only of changes in ocean circulation and sea-
ice cover, so enabling the effect of changes in sea-ice formation on the MOC to be isolated. 
Another advantage of this technique is that small perturbations to the sea-ice formation rate 
can be made by slowly changing the sea-ice freezing point. Thus, the gradual transition of the 
MOC in response to sea-ice formation can be obtained. The surface temperature would have 
to be perturbed gradually to obtain a similar transition in the MOC. The effect of sea-ice 
changes on the circulation would no longer be isolated since there would also be effects due 
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to the surface temperature perturbations. The Southern Ocean buoyancy flux perturbation 
experiments are performed in Section 3.4. 
The model is spun up over about twenty thousand years to a steady state for the control state. 
Perturbation experiments are integrated for a further 10,000 years to ensure a steady state is 
reached. 
 
3.3. General Methodology and Basic Simulation 
In this section we first describe the overturning circulation obtained from the control 
experiment. Then, in Section 3.3b, we describe how a connection between the upper and 
lower cells of the MOC is enabled. We do this first in a somewhat qualitative way and then, 
in 3.3b.(II) describe a method to quantitatively separate the wind and diffusive-driven 
pathways and the various components of the MOC.    
a. Control experiment and MOC upwelling  
The control experiment uses the forcings described in Section 3.2, with a sea-ice freezing 
point of 0°C. This produces a MOC which is most comparable with the present-day 
circulation. Although this is not the true sea-ice freezing point, the model has an idealised 
bathymetry and forcings and so some adjustment to these to obtain a good fit is not 
unexpected. The control experiment residual circulation is shown for each basin and for the 
global-average in Fig 3.2. The residual circulation shown is the sum of the time-averaged 
Eulerian-mean and the ‘eddy-induced’ circulations produced by the GM parameterization, 
and it is this flow that is responsible for the net advective transport of tracers.  
In the Atlantic basin there is a clockwise upper NADW cell of about 13 Sverdrups (Sv , or  
106 m3 s-1) with deep water formation at the northern boundary, and an anti-clockwise lower 
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AABW cell at depth. In the Pacific basin, the MOC is dominated by the AABW cell, which 
upwells diffusively to form PDW. The global-average circulation is similar to the Atlantic 
basin overturning, but with a stronger and slightly expanded lower AABW cell. The 
expansion is due to the PDW cell in the Pacific basin upwelling to shallower depths than the 
lower cell in the Atlantic basin. This difference in the MOC structure in the global-average 
compared to in the individual basins shows the importance of analysing each basin separately 
to determine the ocean pathways.  The global-average circulation in the channel is primarily 
controlled by the Southern Ocean westerly winds. They drive a clockwise Eulerian-mean 
Deacon cell and indirectly an anti-clockwise eddy-induced cell.  
The AMOC, specifically the circulation associated with NADW, is associated with 
convection in the North Atlantic basin where deep water formation occurs. For a given North 
Atlantic surface density distribution, the two-basin model experiments performed here 
suggest the volume of NADW which can be upwelled to near the surface (and thus drive the 
NADW cell) depends on both Southern Ocean winds and diffusion, as discussed more below. 
And although the NADW cell in the control experiment is likely weaker than the present-day 
overturning, this is not surprising given there is no Indian Ocean diffusive upwelling and the 
model circumpolar channel is about half the longitudinal width of the global ocean.  
In the experiments performed in this paper, the wind and diffusivity profile are not altered 
from the control setup described in Section 3.2 (the effects of wind and diffusivity variations 
are discussed in Part II.) The remainder of this section introduces the methods used to 






b. Connections between the upper and lower cells of the MOC 
b. I.  Qualitative considerations 
We propose the upper (lower) cell in each basin is able to flow into the lower (upper) cell in 
the channel (i.e. all latitudes south of the South Africa meridional land strip), depending on 
the forcings.  We can see this from an inspection of Fig 3.3, which shows the MOC in the 
Atlantic and Pacific basins with the global-average streamfunction added to the channel, for 
the experiment with a sea-ice freezing point of -1.96°C. This freezing point is chosen to 
highlight the intersection of the overturning cells, since it leads to a deep NADW cell (with 
almost no AABW cell in the Atlantic basin), and thus the overlap between the upper and 
lower cells at the channel-basin boundary is particularly clear.  
In the channel, the zonal circumpolar current flows rapidly over the whole depth of the water 
column, with a speed that greatly exceeds that of the meridional overturning flows, so that the 
density structure is more-or-less uniform over all longitudes. Similarly, the overturning 
circulation is driven by the wind-induced Eulerian-mean and eddy-induced circulations in the 
channel and these are similar in structure and strength per unit longitude in each sector. The 
global-average channel residual overturning circulation is thus, to a first approximation, 
representative of the flow in both the Atlantic and Pacific sectors.  
The global-average residual circulation’s cell interface (i.e. the interface between the upper 
and lower cells) at the channel-basin boundary (labelled as ‘z_interface’ in Fig 3.3) may then 
be used in a calculation of the MOC components: flows coming from the northern basins 
which enter the channel join the upper cell if they enter above this depth, and the lower cell if 
they are below it. The cell interface depth (‘z_interface’) can be altered by changes in the 
depth of NADW flowing into the channel, since (for example) the shoaling of the NADW 
cell can in turn shoal the cell interface depth. However, the shoaling of the cell interface 
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depth as the NADW cell shoals and AABW cell expands in the Atlantic basin is limited by 
the presence of the clockwise upper wind-driven cell in the channel and also by changes in 
the flow of PDW out of the Pacific basin, since in the glacial state this anti-clockwise cell 
only returns to the channel at mid depths rather than all the way to the surface. 
b. II . Quantitative determination of MOC pathways and overturning components 
The NADW cell in the Atlantic basin and the PDW cell in the Pacific basin of a multi-basin 
model can flow into the global-average lower and upper cells of the channel respectively at 
the channel-basin boundary (i.e. the upper and lower cells intersect). Thus, NADW in the 
upper cell, flowing into the channel from the Atlantic basin (referred to in this paper as 
NADW_channel and labelled (2) in Fig 3.3) remains in the upper cell of the channel if it is 
above the interface depth, or flows directly into the lower cell of the channel if it is dense 
enough to be below that depth: we refer to these components as NADW_wind and 
NADW_pac_lower respectively, where the suffixes refer to the return pathways they take 
(see below). They are labelled (3) and (4) in Fig 3.3. 
The NADW flowing into the channel must upwell to a shallower depth before it can flow 
north in the Atlantic basin as less dense intermediate waters. The two components described 
above follow different pathways to upwell, either (1) the direct wind-driven pathway in the 
channel, or (2) the diffusive-driven pathway via upwelling in the Pacific basin.  
The NADW_wind, entering above the channel’s cell interface at the channel-basin boundary, 
flows into the channel’s upper wind-driven cell. It is consequently upwelled adiabatically in 
the Southern Ocean, where it is lightened at the surface by positive buoyancy fluxes and 
flows northwards back into the Atlantic basin.  
The remaining component, NADW_pac_lower, entering below the channel cell interface, 
also upwells adiabatically in the Southern Ocean, before downwelling further south. The 
94 
 
water upwells towards the surface where it densifies by negative buoyancy fluxes, flows 
southwards and sinks forming AABW. This is believed to occur in the present-day ocean 
(Cessi [2019]). The AABW formed in the far south of the model domain flows north into the 
Pacific basin at depth (in the present day ocean some also flows into the Atlantic basin, but in 
the circulation of Fig 3.3 this is negligible). The AABW upwells diffusively in the Pacific 
basin to form PDW before returning to the channel at shallower depths.  
There is also a direct zonal pathway for NADW to enter the Pacific basin via the circumpolar 
channel, as discussed by Ferrari et al. [2017]. Any direct zonal flow of NADW below the 
‘z_interface’ will already be included in the NADW_pac_lower component. However, if 
there is a zonal flow of NADW into the Pacific basin above the ‘z_interface’, a proportion of 
the NADW_wind component defined above is instead upwelling in the Pacific basin. 
Therefore, a slight modification is made to NADW_wind to account for this zonal flow (if 
present). The zonal flow is equal to the northward flow into the Pacific basin above the 
‘z_interface’, and is referred to as NADW_pac_upper. If the streamfunction has two maxima 
in the south of the Pacific basin, any NADW which flows north above the lower maxima in 
the Pacific is included in NADW_pac_upper. Thus, NADW_pac_upper and 
NADW_pac_lower separate the upper and lower pathways of NADW origin waters into the 
Pacific basin. Combining these components gives the total Pacific diffusive-driven pathway, 
referred to herein as NADW_pac.  
The sum of the direct wind and Pacific diffusive-driven components of NADW 
(NADW_wind and NADW_pac respectively) is equal to the flow of NADW into the channel 
(NADW_channel). 
There is a third component to the NADW in our model, which does not however enter the 
channel. A significant volume of NADW formed in the north Atlantic in Fig 3.3 upwells 
95 
 
within the Atlantic basin due to the clockwise eddy-induced circulation in the north where 
isopycnals outcrop and also due to diffusive upwelling in this basin. The NADW upwelling 
in the Atlantic basin is smaller in the present-day state (Fig 3.4b) than in the ‘warm’ state (Fig 
3.3) but remains significant with a similar Atlantic upwelling as observed in the present-day 
overturning (Lumpkin and Speer [2007]; Cessi [2019]). However, in the model’s present-day 
state Atlantic residual circulation, the eddy-induced component is weak as in these 
observations. 
The PDW flowing into the channel from the Pacific basin can flow along three possible 
routes with all three likely to be important in the present-day ocean. PDW can flow into the 
channel below the channel-basin cell interface and thus flow into the channel’s lower cell. 
This water is completely isolated from the Atlantic basin’s NADW cell and thus does not 
contribute to the NADW cell strength (the Atlantic basin lower AABW cell is also 
completely isolated in this way). It is herein referred to as PDW_sep (component (5) in Fig 
3.3). The remainder of the PDW, entering above the channel cell interface, is either upwelled 
further in the channel by the upper wind-induced circulation before flowing northwards into 
the Atlantic basin, or it flows directly into the Atlantic basin without further upwelling via the 
direct zonal pathway. These latter pathways of PDW into the Atlantic basin are referred to 
here as PDW_at (component (6) in Fig 3.3). This component is not displayed in later figures 
since by continuity, it should equal the NADW_pac component. This is found to be 
approximately (within 0.4 Sv) the case in all experiments, providing a check on the method 
proposed.  
Using the approach outlined above to separate the direct wind-driven and Pacific diffusively-
driven components of the AMOC, the variation in the MOC with varying Southern Ocean 
buoyancy forcing will now be described. 
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3.4. Analysis of Buoyancy Flux Experiments 
In this section we describe various experiments that transition the circulation from a potential 
future “warm” low-ice state, to a “present-day” state, and finally a “glacial” state. In all cases 
we change the buoyancy fluxes in the Southern Ocean. As mentioned earlier, these fluxes are 
varied by altering the sea-ice freezing point to bring about changes in sea-ice formation and 
brine rejection. All other forcings remain unchanged. The expansion of sea-ice with an 
increased freezing point leads to brine rejection in regions of sea-ice formation, and 
freshwater release further north where the sea-ice melts. Thus, the buoyancy fluxes in the far 
south become more negative while just to the north they become more positive. The 
experiments performed enable the effects of changes in sea-ice formation to be analysed with 
any temperature changes being only a result of the effect of sea-ice on the circulation. The 
atmospheric temperature and incoming radiative fluxes are not changed (although sea-ice 
reduces the atmosphere-ocean heat transfer).  
Fig 3.4 shows the overturning circulation simulated in the model with sea-ice freezing points 
of -1.96°C, 0°C and 1°C. The distribution of sea-ice in the Southern Ocean and the zonal 
average buoyancy fluxes in these experiments are shown in Figs 3.5 and 3.6 respectively. The 
variation of the MOC components under varying Southern Ocean sea-ice freezing rates (and 
also varying Southern Ocean buoyancy fluxes) are shown in Fig 3.7, while Fig 3.8 displays 
the variation of the Atlantic NADW cell and global-average cell interfaces at the channel-
basin boundary. Fig 3.9 shows schematics of the major pathways in the three simulations 
shown in Fig 3.4.                                           
3.4.a. Future Circulation 
Using a sea-ice freezing point of -1.96°C generates a circulation which has no AABW cell in 
the Atlantic basin in contrast to the present-day control circulation (see Section 3.3a). This 
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simulation could be indicative of a future circulation in a warmer climate in which there is 
much reduced sea-ice formation, and reduced AABW formation, in the Southern Ocean.  
Fig 3.4a shows the overturning streamfunction in this -1.96°C freezing point experiment (the 
same as Fig 3.3) and Fig 3.9a depicts the primary overturning circulation pathways. 
The buoyancy flux is slightly positive in the far south of the domain (Fig 3.6a), and thus 
AABW formation is non-existent resulting in a weakly stratified abyssal ocean. The lower 
anti-clockwise eddy-induced cell in the channel therefore does not upwell to the surface in 
the far south of the domain (in contrast to the control), since a negative buoyancy flux is 
required for a poleward surface flow. The water mass flowing into the Pacific basin therefore 
has approximately the same density as the NADW flowing into the channel’s lower cell. The 
NADW cell strengthens to 19.5 Sv, flowing into the channel almost all the way to the ocean 
floor, with no AABW cell. Therefore, there is a significant difference between the depths of 
the Atlantic NADW cell (~3650 m) (which is the cell interface between the upper and lower 
cells in the Atlantic basin) and the global-average cell interface, ‘z_interface’ (~2250 m), at 
the channel-basin boundary (see Fig 3.8), and thus a large ~1400 m overlap between the 
NADW cell and the channel’s lower cell.  
Most of the ~11 Sv of NADW flowing into the channel is below the ‘z_interface’ and thus 
the primary pathway followed by ~7 Sv of ‘NADW_channel’ is along the lower route of the 
Pacific diffusive-driven pathway (‘NADW_pac_lower’, which is equal to ‘NADW_pac’ in 
this case). Only a small volume (4.1 Sv) of NADW flows along the direct wind-driven 
pathway (‘NADW_wind’) (see Figs 3.7 and 3.9a). The main cause of the increase in the 
strength of the AMOC relative to the more present-day like control circulation (described in 
Section 3.3a) is the ~5 Sv increase in upwelling of NADW in the Atlantic basin to 8.4 Sv (see 
Fig 3.7). This is due in an equal part to enhanced diffusive upwelling as the NADW cell 
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deepens into a region of higher diffusivity, and an increase in the clockwise eddy-induced 
cell in the convective region of the north Atlantic. This increase in the eddy-induced 
circulation is due to the north Atlantic surface density being equal to the surface density at a 
more southern latitude in the Southern Ocean in this state leading to a deepening and 
steepening of the isopycnals which outcrop in the north Atlantic. 
Despite the lack of AABW formation, the anti-clockwise PDW cell in the Pacific basin 
maintains its strength and expands over the full depth of the Pacific basin below the wind-
driven gyres. Since isopycnals do not outcrop in the north of the fresher Pacific basin, in 
contrast to the Atlantic basin, there is no upper cell to contract the anti-clockwise lower cell. 
The connection between the upper NADW cell in the Atlantic basin and the lower cell in the 
Pacific basin provides most of the source water for the PDW cell and this must return to the 
Atlantic basin to conserve volume in each basin. The upwelled PDW which flows into the 
channel is almost entirely connected to the channel’s upper cell (i.e. above the ‘z_interface’) 
at the channel-basin boundary. Thus, it is connected to the NADW cell in the Atlantic basin, 
rather than being an isolated cell (‘PDW_sep’ is zero). The PDW returns to the Atlantic basin 
either directly via the zonal flows or after further upwelling by the wind-driven upper cell in 
the channel (the latter pathway increases in this case).  
3.4.b  Present-day Circulation 
The sea-ice formation rate increases (non-linearly) with an increased sea-ice freezing point, 
reducing the buoyancy fluxes in the far south of the domain (see Fig 3.6b) to negative values. 
This increases the density in the south of the model and increases the formation of AABW 
altering the abyssal stratification. Thus, the lower AABW cell expands in the Atlantic basin 
while the NADW cell shoals. The NADW cell weakens as it is shoaled, with the greatest 
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sensitivity to the sea-ice formation rate (and buoyancy flux) between freezing points of -1°C 
and 0.5°C (Fig 3.7).  
The control experiment (described in Section 3.3a) with a freezing point of 0°C looks most 
representative of the present-day circulation in this study (Fig 3.4b). The NADW cell 
weakens by 6.6 Sv relative to the future -1.96°C freezing point experiment, to ~13 Sv, 
somewhat weaker than the real ocean, while the AABW cell probably upwells to shallower 
depths than in the present-day ocean, but the pathways taken by the present-day MOC are 
therefore likely to be similar to this case, with the pathways depicted in Fig 3.9b.  
The depths of the NADW cell interface and the ‘z_interface’ in this experiment decrease to 
~2000 m and ~1700 m respectively (see Fig 3.8), and thus the ~300 m overlap between the 
Atlantic NADW cell and the channel’s lower cell is far smaller than in the ‘warmer’ climate 
MOC. Therefore, the main change in the pathways taken in this present-day case relative to 
the ‘warmer’ climate MOC is that a greater proportion of the NADW flows into the upper 
wind-driven cell rather than the lower cell at the channel-basin boundary due to the shoaling 
of the NADW cell (see Fig 3.4b). This leads to an increase in the volume of NADW flowing 
into the channel that is directly wind-driven (‘NADW_wind’), which partially compensates 
for the decrease in the volume of NADW diffusively-driven by Pacific upwelling 
(‘NADW_pac’) (see Fig 3.7). The relative importance of these pathways in the present-day 
MOC is particularly sensitive to changes in Southern Ocean buoyancy forcing. There is now 
a direct zonal flow of NADW from the Atlantic to the Pacific basin above the ‘z_interface’ 
(‘NADW_pac_upper’) which also compensates for the large decrease in 
‘NADW_pac_lower’. The ‘NADW_pac_lower’ pathway now involves NADW upwelling 
adiabatically to the surface in the channel’s lower cell before being transformed to denser 
AABW. The volume of NADW flowing into the channel (‘NADW_channel’) only decreases 
by 1.7 Sv, with most of the NADW cell weakening due to reduced Atlantic upwelling.  
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The PDW cell responds to these changes in NADW pathways to conserve volume in each 
basin. There is an increase in the PDW flowing into the channel’s lower cell (‘PDW_sep’), 
which is therefore isolated from the Atlantic basin. The volume of PDW which is upwelled 
further by the channel’s upper wind-driven cell must decrease significantly regardless of 
changes in PDW cell strength and structure, since the ‘NADW_wind’ component increases 
and there is also a slight decrease in the global-average upper cell flow at the channel-basin 
boundary. Thus, a greater proportion of the PDW returning to the Atlantic must be via the 
direct zonal pathway. The PDW cell still upwells over the full depth of the Pacific basin (Fig 
3.4b).  
3.4.c  Glacial Circulation 
As the sea-ice freezing rate is increased further, the NADW cell is shoaled further and the 
AABW cell in the Atlantic basin expands, until the NADW cell is more or less completely 
isolated from the channel’s lower cell and the Pacific basin (see Fig 3.4c). The negative 
buoyancy flux in the south of the domain has increased significantly (Fig 3.6c).  
The NADW cell weakens by 4.4 Sv in the 1°C freezing point experiment relative to the 
control, to 8.5 Sv (see Fig 3.7). The mechanism responsible for the weakening and the change 
in pathways may well reflect the real world glacial circulation changes. The pathways taken 
in the glacial state are depicted in Fig 3.9c. The overlap between the Atlantic NADW cell 
interface and the channel’s lower cell is now only ~50 m (see Fig 3.8). The flow of NADW 
into the channel (‘NADW_channel’) decreases by 3.1 Sv, explaining over two-thirds of the 
decrease in cell strength. Of this reduced flow, the lower Pacific diffusive pathway 
(‘NADW_pac_lower’) decreases by 2.5 Sv to approximately zero due to the shoaling of the 
NADW cell. Thus, the AABW and NADW cells are virtually isolated (see Fig 3.9c) with 
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almost all of the upwelled PDW now flowing into the channel’s lower cell (‘PDW_sep’ 
increases).  
The Atlantic AABW cell expansion appears to be the primary cause of a 1.1 Sv reduction in 
the direct wind driven pathway (‘NADW_wind’) to 4.6 Sv due to the ‘z_interface’ being 
shoaled (all be it less so than the Atlantic NADW cell at the channel-basin interface). The 
NADW flowing into the channel is now almost all upwelled along the direct wind-driven 
pathway (i.e. ‘NADW_wind’ is approximately equal to ‘NADW_channel’). There is also a 
weak 1.4 Sv direct zonal flow of NADW into an isolated PDW cell in the upper ocean 
(NADW_pac_upper’), which maintains a small ‘NADW_pac’ component. The volume of 
NADW upwelling in the Atlantic basin also decreases by 1.3 Sv. Thus, changes in Atlantic 
basin upwelling play only a secondary role in the weakening between the present-day and 
glacial states. The shoaling of the NADW cell by enhanced sea-ice formation provides a 
mechanism to both isolate the upper and lower cells and to weaken the NADW cell during 
glacial times. 
3.5. Summary and Conclusions 
In this paper we have explored the dependence of the MOC strength and structure on 
variations in Southern Ocean buoyancy forcing, which is known from general theoretical 
considerations to play a major role in determining the relative sizes of the two main 
overturning cells in the ocean (Nikurashin and Vallis [2012]).  Specifically, we have used a 
two-basin ocean model with idealised topography to analyse the sensitivity of the MOC to 
varying Southern Ocean sea ice formation, one of the main mechanisms proposed to cause 
the transition of the ocean circulation to a glacial state (Watson and Garabato [2006], Ferrari 
et al. [2014], Jansen and Nadeau [2016]). 
102 
 
We find that enhanced sea-ice formation in the Southern Ocean, and thus more negative 
Southern Ocean buoyancy fluxes, can explain the transition of the MOC from a present-day 
to a glacial state (in agreement with the aforementioned studies) with an expanded AABW 
cell and weakened, shallow, NADW cell. In this glacial state the upper and lower cells are 
effectively isolated from each other and, in particular, the NADW is largely wind-driven, 
with little influence of diffusive upwelling in the Pacific. In contrast, in a potential future 
climate, with more positive Sothern Ocean buoyancy fluxes, the ocean is characterized by a 
weaker or non-existent AABW cell in the Atlantic and a deeper and stronger NADW cell (in 
agreement with the Jansen [2018] warming-induced response of the steady state MOC). The 
NADW (in the Atlantic) and the abyssal water mass in the Pacific (analogous to AABW) 
then have similar densities, with the deep ocean being only very weakly stratified.  
A shoaling of the depth of the isopycnal defining the northern boundary of summertime 
Southern Ocean sea-ice due to the equatorward expansion of sea-ice (Ferrari et al. [2014]), 
and enhanced abyssal stratification as Southern Ocean sea-ice formation increases (Jansen 
and Nadeau [2016]) are likely to both play an important role in causing the NADW cell to 
shoal (Nadeau et al. [2019]). The change in the MOC pathways described here is a 
consequence of the sea-ice induced shoaling of the NADW cell (whatever the cause of the 
shoaling may be). 
We have argued that the pathways taken by the MOC and the mechanisms driving the 
NADW cell in these aforementioned regimes may be determined from the volume flow rates 
between the residual circulations in each basin and the global-average residual circulation in 
the channel. The diffusive and wind-driven components of the MOC can thus be separated. 
The direct wind-driven component of the NADW cell is equal to the volume of NADW 
flowing into the channel above the interface between the channel’s upper and lower cells at 
the channel-basin boundary (i.e. into the channel’s upper cell). Conversely, the volume of 
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NADW which sinks in the Southern Ocean and ultimately upwells diffusively in the Pacific 
basin is equal to the volume of NADW flowing into the channel below the cell interface (i.e. 
into the channel’s lower cell). An additional pathway of NADW directly into the Pacific 
basin via zonal flows as discussed by Ferrari et al. [2017] is also accounted for. The role 
played by both wind and diffusive upwelling in driving the present-day AMOC then becomes 
apparent, and will be further quantified in Part II. In the present-day climate, wind driven 
upwelling in the Southern Ocean has about the same importance as diffusive upwelling in the 
Pacific and, secondarily, the Atlantic basin, although this result of course depends on the 
precise values of the parameters chosen.  
As the Southern Ocean sea-ice formation rate is increased (leading to enhanced negative 
buoyancy fluxes in regions of sea-ice growth because of seasonal brine rejection), the 
proportion of NADW driven directly by the winds relative to that driven by Pacific basin 
upwelling increases. For small changes in sea-ice formation the direct wind-driven pathway 
increase partially compensates for the decrease in the Pacific diffusive-driven pathway. As 
the sea-ice formation rate continues to increase, the connection between the upper and lower 
cells, and thus between the Atlantic and Pacific basins is reduced further. Eventually the cells 
are completely isolated with the Pacific diffusive-driven upwelling by the dominant PDW 
cell no longer contributing to the NADW cell strength. This is our glacial state.  
The changes in these pathways are caused by the shoaling of the NADW cell as the Southern 
Ocean sea-ice formation rate is increased, causing the NADW flowing into the channel to be 
confined to shallower regions. In the modern ocean, NADW can in principle either flow 
directly into the channel’s wind-driven upper cell, or into the lower cell which ultimately 
upwells diffusively in the Pacific basin. But as the NADW cell is shoaled, the volume of 
NADW flowing into the channel’s lower cell decreases and the cell therefore becomes 
increasingly wind-driven as the Southern Ocean buoyancy flux becomes more negative. The 
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relative size of the aforementioned pathways under a given Southern Ocean buoyancy forcing 
depends on the strength of the Southern Ocean winds and the vertical diffusivity profile 
within the basins, as will be further explored in Part II of this study.  
In the present-day MOC both the direct wind-driven and the Pacific diffusive-driven 
pathways of NADW are important, and the relative size of these pathways is very sensitive to 
perturbations in the Southern Ocean buoyancy forcing. There is also a weak direct zonal flow 
of NADW into the upper Pacific. A proportion of the upwelled PDW flows into the Atlantic 
basin via zonal flows and the channel’s upper wind-driven cell, in order to conserve volume 
in each basin. The remainder flows into the channel’s lower cell which is isolated from the 
Atlantic basin’s NADW cell. The upwelling of PDW to shallow depths is possible despite a 
far lower diffusivity in the upper ocean. 
The potential future warmer climate MOC, in which Southern Ocean sea-ice formation 
almost ceases leads to a deepening and slight strengthening of the NADW cell relative to the 
present-day, predominately due to enhanced Atlantic basin upwelling. The circulation is 
primarily diffusively-driven under these forcings with most NADW flowing directly into the 
channel’s lower cell and thence into the Pacific basin. The PDW cell responds by returning 
all of the upwelled PDW to the Atlantic basin via the same pathways as in the present-day 
MOC.   
In the glacial state MOC, the NADW cell weakens and is shoaled significantly. Thus, it can 
only flow into the channel’s upper wind-driven cell (and the upper Pacific). There is no 
longer any flow into the channel’s lower cell and hence the lower Pacific diffusive-driven 
pathway of NADW reduces to zero. The direct wind-driven flow also decreases slightly due 
to the shoaling of the global-average cell interface at the channel-basin boundary as the 
AABW cell expands. The NADW cell is therefore primarily weakened by a reduced flow 
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into the channel. The AABW cell in the Pacific basin responds by shoaling to the deep ocean 
rather than upwelling to the surface, with all of the upwelled PDW in the deep ocean flowing 
into the channel’s lower cell. This again conserves volume in each basin. The NADW and 
AABW cells are therefore completely isolated. 
This study extends our understanding of the pathways taken by the MOC under varying 
buoyancy forcings, following on from the study of Ferrari et al. [2014] and Nadeau et al. 
[2019]. It improves our understanding of the transition of the MOC between varying 
buoyancy states through eight varying Southern Ocean sea-ice formation simulations 
including a warmer than present-day state. Most previous studies only show a present-day 
and glacial state MOC. In particular, the pathways taken by PDW in addition to NADW are 
made explicit (Nadeau et al. [2019] focused on the NADW pathways), including the response 
of the PDW cell to changes in the NADW pathways. Our calculation of the NADW and 
PDW pathways by analysing the volume flow rates of these water masses into the channel’s 
upper and lower cells is first considered in this study. Our analysis of these pathways helps us 
to explain the buoyancy induced changes in the strength and structure of the MOC. The 
meridional overturning streamfunction is shown to be a very useful tool to quantitatively 
evaluate the MOC pathways. 
We end with a general remark. The transition to an ocean circulation resembling the one at 
the last glacial maximum, with a larger bottom cell (at least in the Atlantic) and weaker 
NADW cell, is undoubtedly influenced by many factors, including ice formation in the 
Northern Hemisphere and, possibly, an overall reduction in temperature changing the relative 
importance of buoyancy and salinity terms in the equation of state. Here we have shown that 
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3.6. APPENDIX 
Methods: Calculation of the overturning components 
The streamfunction components described below are analysed at the latitude bounding the 
north of the channel (36°S). 𝜓𝑐ℎ𝑎𝑛 is the global-average streamfunction at 36°S while  
𝜓𝑁𝐴𝐷𝑊 and  𝜓𝑃𝐷𝑊 are the absolute values of the NADW and PDW streamfunctions at the 
south of the Atlantic and Pacific basins respectively (i.e. at 36°S). The subscript ‘max’ is the 
maximum value at 36°S. The ocean depth, z increases below the surface (z=0). The following 
formulas are used to determine the MOC components labelled in Fig 3.3 and used throughout 
this study. It should however be noted that the upper maxima of PDW (present in some cases) 
is only accounted for in these equations if the upper maxima is isolated above ‘z_interface’, 
otherwise a slight modification to (3.3), (3.4), (3.6) and (3.7) is required. 
Z_interface = 𝑧|𝜓𝑐ℎ𝑎𝑛  = 0                                                                                                    (3.1) 
NADW_channel = 𝑇𝑁𝐴𝐷𝑊_𝑐ℎ𝑎𝑛𝑛𝑒𝑙 = 𝜓𝑁𝐴𝐷𝑊_𝑚𝑎𝑥|𝑦=36°𝑆                                                   (3.2) 
NADW_pac_lower = 𝑇𝑁𝐴𝐷𝑊_𝑝𝑎𝑐_𝑙𝑜𝑤𝑒𝑟 =  𝜓𝑁𝐴𝐷𝑊|𝑧=𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒                                          (3.3) 
NADW_pac_upper = 𝑇𝑁𝐴𝐷𝑊_𝑝𝑎𝑐_𝑢𝑝𝑝𝑒𝑟 = 𝜓𝑃𝐷𝑊_𝑚𝑎𝑥|𝑧 ≤ 𝑧_𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒
−  𝑇𝑁𝐴𝐷𝑊_𝑝𝑎𝑐_𝑙𝑜𝑤𝑒𝑟    (3.4) 
NADW_pac = 𝑇𝑁𝐴𝐷𝑊_𝑝𝑎𝑐 =  𝑇𝑁𝐴𝐷𝑊_𝑝𝑎𝑐_𝑙𝑜𝑤𝑒𝑟 +  𝑇𝑁𝐴𝐷𝑊_𝑝𝑎𝑐_𝑢𝑝𝑝𝑒𝑟                                   (3.5) 
NADW_wind = 𝑇𝑁𝐴𝐷𝑊_𝑤𝑖𝑛𝑑  =  𝑇𝑁𝐴𝐷𝑊_𝑐ℎ𝑎𝑛𝑛𝑒𝑙 − 𝑇𝑁𝐴𝐷𝑊_𝑝𝑎𝑐                                          (3.6) 
PDW_sep = 𝑇𝑃𝐷𝑊_𝑠𝑒𝑝 =  𝜓𝑃𝐷𝑊_𝑚𝑎𝑥|𝑦=36°𝑆 −  𝜓𝑃𝐷𝑊
|𝑧=𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒                                      (3.7)                               
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PDW_at = 𝑇𝑃𝐷𝑊_𝑎𝑡 =  𝜓𝑃𝐷𝑊_𝑚𝑎𝑥|𝑦=36°𝑆 − 𝑇𝑃𝐷𝑊_𝑠𝑒𝑝 +  𝑇𝑁𝐴𝐷𝑊_𝑝𝑎𝑐_𝑢𝑝𝑝𝑒𝑟                       (3.8) 
Theoretically, 𝑇𝑁𝐴𝐷𝑊_𝑝𝑎𝑐 = 𝑇𝑃𝐷𝑊_𝑎𝑡                                                                                   (3.9) 
in order to satisfy the conservation of volume, since the flow of PDW which returns to the 
Atlantic basin to form NADW, 𝑇𝑃𝐷𝑊_𝑎𝑡, should be equal to the volume of NADW which 
ultimately flows into the Pacific basin, 𝑇𝑁𝐴𝐷𝑊_𝑝𝑎𝑐. This formula is based on the assumption 
that the global-average circulation is applicable throughout the channel.   
Substituting (3.5) and (3.8) into (3.9), and rearranging gives:  
𝜓𝑃𝐷𝑊_𝑚𝑎𝑥|𝑦=36°𝑆 = 𝑇𝑁𝐴𝐷𝑊_𝑝𝑎𝑐_𝑙𝑜𝑤𝑒𝑟 + 𝑇𝑃𝐷𝑊_𝑠𝑒𝑝                                                             (3.10) 
The sum of 𝑇𝑁𝐴𝐷𝑊_𝑝𝑎𝑐_𝑙𝑜𝑤𝑒𝑟 and 𝑇𝑃𝐷𝑊_𝑠𝑒𝑝 is compared to the magnitude of the PDW cell 
maxima at the channel-basin boundary, 𝜓𝑃𝐷𝑊_𝑚𝑎𝑥|𝑦=36°𝑆 to test the method. These should be 
equal if (3.8) is satisfied.  
The sum of the components on the RHS of (3.10) are consistently greater than the maxima of 
the PDW cell, although only by about 0.3-0.4 Sv, decreasing to 0.1 Sv at the highest sea-ice 
freezing points. This is a small difference considering the size of the transports involved in 
this calculation and is always in the same direction. This is despite large changes in the 
transport components between experiments. This difference could either be due to the 
NADW_wind component being larger in reality and thus NADW_pac would be smaller, or it 
could be due to the PDW_sep component being smaller, perhaps a combination of these. This 
could be due to slight zonal differences in the channel residual circulation. It could also be in 
part due to error from vertical interpolation of the streamfunction. However, since the 
discrepancy is small and always in the same direction, it does not alter the conclusions drawn 
in this paper.  
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(a)                                                        (b) 
 
      (c)                                                        (d) 
   
Fig 3.1: (a) Bathymetry of the multi-basin model. The ocean, shaded in white, has a depth of 4000 m, while land 
is shaded black. The basin on the left and right represent the Pacific and Atlantic Ocean’s respectively. The 
meridional land strips in the west and centre of the domain represent the South Africa and South America land 
strips respectively. (b) Zonal average zonal wind stress (N m-2). (c) Potential density (Kg m-3) of surface waters 
in the control experiment, zonally-averaged over the Atlantic sector (blue), Pacific sector (red) and over the 
whole domain, referred to as global (orange). (d) Vertical profie of the vertical ocean diffusivity (m2 s-1) used in 





               Atlantic                              Pacific                               Global 
Fig 3.2: Zonal-average residual overturning streamfunction (Sverdrups) in the control experiment. A sea-ice 
freezing point of 0°C is imposed generating a MOC with a structure closest to the present-day. Plots from left to 
right are the Atlantic, Pacific and global-average circulations respectively. The red (positive) and blue (negative) 
streamfunctions are clockwise and anti-clockwise circulations respectively. The streamline contour intervals are 
1 Sv. The thick solid black contour bordering the blue-shaded, anti-clockwise cell is the 0 Sv streamline, 
separating the clockwise and anti-clockwise cells. Potential density contours are represented by thin dash-dot 
black lines. The vertical dashed lines in the south of the domain are from left to right, the southernmost latitudes 
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Fig 3.3: Zonal-average residual overturning streamfunction in the Atlantic (left) and Pacific (right) sectors when 
using the control forcings but with a sea-ice freezing point of -1.96°C. The global-average streamfunction is 
used in the channel. Colours and contours are as in Fig 3.2. The components of the overturning circulation 
(described in Section 3.3c) are labelled and represented by a vertical coloured line at the channel-basin 
boundary. Each component is equal to the net flow into the channel from the applicable basin to the north over 
the depth of the vertical line. The components labelled are (1) NADW cell strength, (2) NADW_channel, (3) 
NADW_wind, (4) NADW_pac_lower, (5) PDW_sep and (6) PDW_at. The depth of the interface between the 
upper and lower cells (i.e. the depth of the 0 Sv contour) of the global-average circulation at the channel-basin 
boundary, labelled ‘z_interface’ is represented by the horizontal line at mid-depth. Component (3) is modified 









                         Atlantic                          Pacific                             Global 
Fig 3.4: Zonal-average residual overturning streamfunction (1 Sv contour intervals) for varying sea-ice freezing 
points (and MOC states) from top to bottom of (a) -1.96°C (future ‘warmer’ state), (b) 0°C (present-day state) 
and (c) 1°C (glacial state) respectively. Plots from left to right are the Atlantic, Pacific and global-average 
circulations respectively. The global-average streamfunction is plotted in the channel in all plots. Colours and 
contours are as in Figs 3.2 and 3.3. Potential density contours are represented by thin dash-dot black lines (note 
the contour intervals above a potential density of 28.6 Kg m-3 are greater in (c) than in (a) and (b)). The vertical 












































(a)                                                        (b) 
 
    (c) 
 
Fig 3.5: Southern Ocean annual-average sea-ice concentration for experiments with sea-ice freezing points of     
(a) -1.96°C (future ‘warmer’ state), (b) 0°C (present-day state) and (c) 1°C (glacial state). The sea-ice 
concentration northern boundaries displayed are 0.1 (red) and 0.8 (blue) implying an ocean surface coverage by 









(a)                                                          (b) 
  
     (c) 
 
Fig 3.6: Zonal-average surface buoyancy flux (m2 s-3) against latitude over the whole model domain; plotted is 
the net buoyancy flux (blue), and the heat (red) and freshwater (orange) flux contributions to the net buoyancy 
flux. The plots correspond to the experiments with a sea-ice freezing point of (a) -1.96°C (future ‘warmer’ 
state), (b) 0°C (present-day state) and (c) 1°C (glacial state). The most notable changes are in the north Atlantic 
and in the Southern Ocean; in the north Atlantic the large negative buoyancy flux becomes more positive as the 
glacial state is approached. This is due to the net heat flux becoming less negative due to a reduced northerly 
flow speed as the NADW cell weakens. In the Southern Ocean, the buoyancy flux changes from positive in the 
far south to an increasingly negative buoyancy flux as the sea-ice formation rate and thus salinity flux increases 
towards a glacial state. In contrast, just to the north of these large salinity fluxes is a region with large freshwater 
fluxes from the melting of sea-ice formed further south, as it is forced northwards by the surface Ekman flow.  
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(a)                                                               (b)  
       
Fig 3.7: Zonal-average residual MOC overturning transport components as a function of (a) the total sea-ice 
freezing rate in the Southern Ocean and (b) the area integrated buoyancy flux in the southernmost latitudes 
where the zonal-average buoyancy flux becomes negative as the sea-ice formation rate increases. The dots on 
each component represent experiments with varying freezing points (see Methods) increasing from -1.96°C to 
1.5°C (corresponding to the lowest and highest freezing rates respectively) with 0.5°C perturbations above         
-1.5°C. The colours and bracketed numbers next to the components plotted correspond to the components 
labelled in Fig 3.3. The components plotted are as follows: (i) NADW cell strength (dark blue (1)), (ii) NADW 
flow into the channel from the Atlantic basin (red (2)), (iii) NADW directly upwelled by the Southern Ocean 
winds (yellow ((3) after removing any zonal flow into the Pacific basin above ‘z_interface’)), (iv) NADW 
upwelled diffusively in the Pacific basin (purple (~6)), (v) the proportion of ‘NADW_pac’ flowing into 
channel’s lower cell which subsequently upwells diffusively in the Pacific basin (light blue ((4) after removing 
any direct zonal flows into the Pacific below ‘z_interface’ due to the Pacific’s upper ocean streamfunction 
maxima, if present)) and vi) the PDW flowing out of the Pacific basin which is isolated from the upper NADW 
cell and thus returns to the Pacific basin after densification in the Southern Ocean (green (5)). The difference 
between the NADW cell strength (dark blue) and NADW_channel (red) is the volume of NADW upwelling in 
the Atlantic basin and flowing back to the north before reaching the channel. The difference between 
‘NADW_pac’ (purple) and ‘NADW_pac_lower’ (light blue) is equal to ‘NADW_pac_upper’, the proportion of 
‘NADW_pac’ which is due to zonal flows into the Pacific basin above the ‘z_interface’ (and below it if a 














Fig 3.8: Interface depth of the global-average circulation (blue) referred to as ‘z_interface’ in this paper and the 
NADW cell (red) at the channel-basin boundary against the area integrated buoyancy flux in the southernmost 
latitudes where the zonal-average buoyancy flux becomes negative as the sea-ice formation rate increases. Each 
























Fig 3.9: Schematics of MOC pathways in (a) the future ‘warmer’, (b) ‘present-day’ and (c) ‘glacial’ states of the 
two-basin model. Colours represent increasing density of flows from yellow (least dense) through lightest green 
to darkest green (most dense). Diffusive upwelling is indicated by small vertical wavy arrows. In (a) there is 
almost no Southern Ocean sea-ice formation, which however increases progressively in (b) and then (c). The 
meridional pathways represent the zonal-average flow in each basin and over the channel. The figures illustrate 
the shoaling of the NADW cell in the Atlantic in response to progressively greater buoyancy forcing in the 
south. For detailed explanation, see the text. The dashed line pathway (in (a)) of less dense NADW in the 
Atlantic basin flowing into the upper wind-driven cell in the channel represents the fact that the flow along this 






3.7. Further analysis of MOC variations 
In this section we perform an analysis of the changes in deep stratification and north-south 
(N-S) density differences in the southern buoyancy forcing perturbation experiments 
performed previously in this chapter. The aim of this additional analysis is to improve our 
understanding of the cause of the MOC changes in response to buoyancy forcing 
perturbations. In particular, we are interested in how the change in the MOC pathways and 
cell interface depths vary with deep stratification and density differences. We do not attempt 
to separate the effects of the sea-ice mechanisms of Ferrari et al. [2014] (i.e. a geometric 
argument), and Jansen and Nadeau [2016] (i.e. a buoyancy flux argument) as this has already 
been analysed in the multi-basin model study of Nadeau et al. [2019] as described in Section 
3.1.  
3.7.1. Deep stratification and surface density 
The stratification averaged over the Atlantic sector of the model is shown against depth in  
Fig 3.10 for each of the buoyancy states in the buoyancy perturbation experiments performed 
previously. The stratification in the ‘warm’ and present-day states is very similar. However, 
the stratification in the glacial state increases significantly between a depth of about 800 m 
and 2000 m, with a local maxima in stratification at about 1250 m. The stratification profile 
therefore changes greatly in the glacial state at these depths. The NADW cell in the glacial 
state (Fig 3.4c) has shoaled to approximately the depth of this local maxima in stratification 
suggesting an important role for stratification in causing the shoaling as in Jansen and Nadeau 
[2016]. However, the change in the stratification profile in a glacial state differs from that 
shown in the single-basin model experiments performed by Jansen and Nadeau [2016]. In the 
former study, the stratification increases significantly over the full depth below 2000 m 
whereas the changes below 2000 m in Fig 3.10 appear fairly small. On closer inspection, the 
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stratification below 2000 m does increase by about 10-6 s-1 on average (Fig 3.11a), about five 
times smaller than the increase in Jansen and Nadeau [2016], all be it with a different 
variation in buoyancy forcing and also a vertically varying rather than a constant vertical 
diffusivity. The very large increase in stratification at 1250 m (~10-5 s-1) in our model is not 
present in Jansen and Nadeau [2016]. The reason for these differences is beyond the scope of 
our study although this enhancement in stratification at 1250 m is a particularly interesting 
feature in our model. It raises more questions about the differences between single and multi-
basin models, some of which we will discuss in Chapter 5.   
 
Fig 3.10: Atlantic sector averaged stratification (s-2) against ocean depth for varying sea-ice freezing points (and 
buoyancy states) of -1.96°C (red), 0°C (green) and 1°C (blue) corresponding to the ‘warm’, present-day and 
glacial states respectively. 
The deep stratification, N-S surface density contrast and depth of the most northerly and 
southerly outcropping isopycnals at the channel-basin boundary are plotted against the 
integrated buoyancy flux over the south of the domain in Fig 3.11. The deep stratification 
increases as the integrated buoyancy flux becomes more negative (Fig 3.11a) and thus with 
an enhanced Southern Ocean sea-ice formation rate. The change is relatively linear when 
averaged over all depths below 2 km, whereas the increase in stratification at 2 km is less 
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linear with a far larger increase. This is not unexpected since the stratification in Fig 3.10 
increases towards the surface with a significant enhancement at a depth of around 1250 m in 
the glacial state. However, it is the change in the ocean’s deep stratification that is believed to 
be most important for the changes in the MOC (Jansen and Nadeau [2016]) and thus we focus 
on depths below 2000 m. 




Fig 3.11: Plots of (a) Atlantic sector stratification (at various depths), (b) surface density difference between the 
North Atlantic and south of model (Atlantic sector average (red) and global-average (blue)) and (c) depth of 
northern and southernmost outcropping isopycnals at the channel-basin boundary against the integrated 
buoyancy flux in the far south of the domain. 
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The annual-average surface density in the south of the domain relative to the North Atlantic 
increases linearly as the integrated buoyancy flux in the south of the domain becomes more 
negative and a glacial state is approached (Fig 3.11b). In the ‘warm’ state, the North Atlantic 
is slightly denser than the Southern Ocean, whereas the Southern Ocean is denser than the 
North Atlantic in the present-day state. These density changes are expected since enhanced 
Southern Ocean sea-ice brine rejection leads to a more negative southern buoyancy flux, 
increasing the surface density in the south of the domain. This north-south density difference 
is likely important in the shoaling of the NADW cell, and expansion of the AABW cell 
between the ‘warm’ and glacial states.  
The depth at the channel-basin boundary of the most northerly isopycnal outcropping in the 
North Atlantic (Fig 3.11c) is far shallower than the depth of the NADW cell in all buoyancy 
states, with the greatest discrepancy in the ‘warm’ state. Thus, the annual-average surface 
density in the North Atlantic is lower (i.e. buoyancy is higher) than the densest NADW 
formed. This suggests seasonal variations in NADW formation lead to this difference with 
significant NADW in the Northern Hemisphere winter when the North Atlantic surface 
density is lower. The depth of the globally-averaged southernmost outcropping isopycnal, at 
the channel-basin boundary, deepens significantly with a more negative southern buoyancy 
flux, increasing from ~500 m in the ‘warm’ state to ~2400 m in the glacial state (Fig 3.11c). 
This is a significant deepening coinciding with the increase in the deep stratification (Fig 
3.11a) and is most likely due to the increase in southern sea-ice brine rejection which 






3.7.2. MOC components and cell interface depths 
We now plot the MOC components and cell interface depths against the deep stratification 
and N-S density contrast to determine the relationship between the MOC variations and these 
variables.  
The MOC components vary in a similar way with changes in the N-S density difference (Fig 
3.12b) and deep stratification (Fig 3.12c and d) to changes in the southern buoyancy flux (Fig 
3.12a) between the ‘warm’ and glacial states. However, the initial large decrease in NADW 
cell strength between the ‘warm’ and present-day states occurs for only a small increase in 
deep stratification and thus there is a far more rapid decrease with enhanced stratification 
than with reduced southern buoyancy fluxes (compare Fig 3.11a with Fig 3.11c, d). This 
decrease between the ‘warm’ and present-day states is primarily due to reduced Atlantic 
upwelling which is therefore unlikely due to changes in deep stratification. However, the 
reduction in NADW cell strength with further increases in deep stratification above the 
present-day state value varies far more slowly with increased stratification. The components 
vary more linearly with enhanced stratification than the response to changes in the southern 
buoyancy flux and north-south density difference. The NADW cell is here primarily 
weakened by a reduction in the Pacific pathway. The enhanced deep stratification likely plays 








(a)                                                             (b) 
 
(c)                                                              (d) 
  
Fig 3.12: Zonal-average residual MOC overturning transport components as a function of (a) the area integrated 
buoyancy flux in the southernmost latitudes, (b) the North Atlantic-south of domain density difference, (c) 
Atlantic sector stratification at 2 km, and (d) Atlantic sector stratification averaged below 2 km. The dots on 
each component represent experiments with varying freezing points increasing from -1.96°C to 1.5°C 
(corresponding to the lowest and highest freezing rates respectively) with 0.5°C perturbations above -1.5°C. See 
Fig 3.7 for further details. 
The change in the NADW and global-average cell interface depths at the channel-basin 
boundary are plotted against the variables of interest in Fig 3.13. As in Fig 3.12, the changes 
are similar between all variables with the NADW cell interface shoaling at a faster rate than 
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the global-average cell interface as the glacial state is approached. The variation of the 
interface depths with enhanced deep stratification is highly linear for values greater than in 
the present-day state (Fig 3.13c and d).  
(a)                                                             (b) 
 
(c)                                                              (d) 
 
Fig 3.13: Interface depth of the global-average circulation (blue) and the NADW cell (red) at the channel-basin 
boundary against (a) the area integrated buoyancy flux in the southernmost latitudes, (b) the North Atlantic-
south of domain density difference, (c) Atlantic sector stratification at 2km, and (d) Atlantic sector stratification 
averaged below 2km. Each dot corresponds to a varying freezing rate experiment (see Fig 3.7). 
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This analysis highlights the complexity of the changes in stratification in response to varying 
buoyancy forcing and also suggests there may be a difference between the stratification 
changes in single and multi-basin models. It suggests deep stratification changes play an 
important role in the MOC changes, along with the simultaneous change in the north-south 
density contrast. It is however difficult to separate these factors in their contribution to the 



















Meridional Overturning Circulation in 
a multi-basin model Part II: 
Dependence on Southern Ocean wind 
forcing and vertical diffusivity 
This work is a first draft of a paper which will form the second part of the study in Chapter 3. 
Significant further work will be needed to cut down this manuscript prior to submission. 












The strength and structure of the Meridional Overturning Circulation (MOC) under varying 
Southern Ocean zonal wind stress and Pacific basin vertical diffusivity is investigated in a 
two-basin general circulation model connected by a southern circumpolar channel. As in Part 
I (Chapter 3), the variation of the wind and diffusively-driven pathways of the MOC are 
quantified. The Southern Ocean buoyancy forcing is also varied, corresponding to a varying 
sea-ice formation rate. 
The North Atlantic Deep Water (NADW) cell strengthens (weakens) with enhanced 
(reduced) Southern Ocean wind stress and Pacific diffusivity under all buoyancy forcings; the 
‘warm’, present-day and ‘cold’ glacial states.  
The sensitivity of the NADW cell to Pacific diffusivity increases as the buoyancy forcing is 
varied from a ‘cold’ glacial to a ‘warm’ state, due primarily to a greater change in the Pacific 
diffusively-driven pathway of NADW in the ‘warm’ state and also a greater change in 
Atlantic upwelling as the NADW cell deepens. In contrast, the NADW cell is more sensitive 
to changes in wind stress when the buoyancy forcing is varied from a ‘warm’ to a present-day 
or glacial state due to a greater variation in the wind-driven pathway of NADW in these latter 
states.  
The changes in diffusivity and wind speed significantly alter the structure of the MOC, the 
latter leading to changes in the channel circulation. At low wind speeds, the NADW cell only 
weakens slightly in the ‘warm’ and present-day states due to the maintenance of the Pacific 
diffusively-driven pathway through zonal flows of NADW between the Atlantic and Pacific 
basins, and the expansion of the channel’s lower cell respectively. The NADW cell is not 





In Part I (Chapter 3) of this study, changes in buoyancy forcing was shown to have a 
significant impact on the Meridional Overturning Circulation (MOC). In this paper the 
impact of changes in Southern Ocean wind forcing and Pacific vertical diffusivity on the 
MOC is analysed under varying buoyancy states.   
North Atlantic Deep Water (NADW) formation in the North Atlantic must be balanced by an 
upwelling of these dense waters elsewhere in the ocean. This was believed to be provided by 
diffusive-driven upwelling by interior vertical mixing throughout the ocean (Munk [1966], 
and Munk and Wunsch [1998]) maintaining the deep stratification via the advective-diffusive 
balance. However, more recently wind-driven adiabatic upwelling in the Southern Ocean has 
been proposed as an alternative mechanism to upwell NADW and believed to play a 
dominant role (Toggweiler and Samuels [1995]; Doos and Coward [1997]). As shown in Part 
I (Chapter 3) of this study and a number of previous studies (e.g. Vallis [2000]; Kuhlbrodt et 
al. [2007]; Ferrari et al. [2017]) both of these processes appear to play an important role in 
the present-day ocean. 
A number of studies have looked at the importance of the Southern Ocean winds and vertical 
diffusivity on the MOC in both global (e.g. Lauderdale et al. [2013]; Jochum and Eden       
[2015]) and idealised ocean models (e.g. Gnandesikan [1999]; Nikurashin and Vallis [2011; 
2012]). The response of the MOC to changes in the Sothern Ocean wind forcing has been of 
particular interest, since it is an alternative mechanism to the reduced Southern Ocean 
atmosphere-ocean buoyancy fluxes (Watson and Garabato [2006], Ferrari [2014], Jansen and 
Nadeau [2016]) discussed in Part I to instigate the glacial shoaling and weakening of the 
NADW cell during glacial periods. A weakening or northward shift in the Southern 
Hemisphere westerly winds (Toggweiler and Samuels [1993, 1995]; Toggweiler et al. 
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[2006]) could cause this transition to a glacial state MOC. In this paper, the Southern Ocean 
wind strength mechanism is investigated. 
The theory of the dependence of the NADW cell on the Southern Ocean winds (and other 
parameters) is studied by Gnandesikan [1999], Gnandesikan et al. [2007], Shakespeare and 
Hogg [2012], Nikurashin and Vallis [2012] using idealised models. The models all suggest a 
strong relation between Southern Ocean winds and the strength of the NADW cell.  
The Southern Ocean westerly winds have been shown to be significant in numerous other 
ocean model studies (Wunsch [2003]; Oka et al. [2012], Lauderdale at al. [2013], Munday et 
al. [2013]). However, other studies suggest the AMOC’s response to wind forcing may be 
eddy compensated (Downes and Hogg [2013]), although only some of the course-resolution 
CMIP5 climate models used in this study show full eddy-compensation. Eddy compensation 
implies that changes in the wind-induced Deacon circulation are compensated by changes in 
the opposing eddy-induced circulation in the Southern Ocean (Marshall and Radko [2003]). 
Bishop et al. [2016] find the NADW cell strengthens in response to enhanced Southern 
Ocean wind speed in a high resolution eddy-resolving global coupled climate model although 
the simulation was only run for ~20 years and thus only the transient response of the MOC is 
obtained. In contrast to many of these studies, Jochum and Eden [2015] suggest the NADW 
cell is almost insensitive to changes in the wind, maintaining its strength in a global model 
even if the wind is reduced to zero by instead upwelling diffusively in the Indo-Pacific. The 
importance of Southern Ocean upwelling on the Atlantic Meridional Overturning Circulation 
(AMOC) and climate is reviewed by Marshall and Speer [2012], while Gent [2016] provides 
a review of eddy saturation and eddy compensation in studies which used differing models 
and horizontal resolution. 
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Timmermann and Goose [2004] show that wind forcing is essential for the maintenance of 
the NADW cell. However, they only look at the effect of changing the wind forcing globally, 
rather than the Southern Ocean winds, thus the results are likely to differ substantially.  
The importance of mixing on the NADW cell in the real world remains under debate. 
Although, early theories of the MOC used diffusive upwelling in all ocean basins to close the 
circulation (Broecker and Peng [1982]; Gordon [1986]; Broecker [1987]), observational 
estimates of the vertical mixing of ~10-5 m2 s-1 would be too small to maintain the present-
day strength of NADW (Gregg [1987]; Ledwell et al. [1993]; Toole et al. [1994], Wang and 
Huang [2005]). More recent research suggest this discrepancy could be at least partly 
explained by enhanced mixing over bathymetry which leads to the bottom enhancement of 
diffusivity in the ocean by internal wave breaking (Wunsch and Ferrari [2004]; Nikurashin 
and Ferrari [2010]). The connection of the MOC in the present-day between the Atlantic and 
Indo-pacific basins is believed to be a major route of the MOC (Lumpkin and Speer [2007]; 
Talley [2013]; Cessi [2019]). 
A higher vertical diffusivity has been shown in numerous model studies to strengthen the 
NADW cell (e.g. Bryan [1987]; Zhang et al. [1999]; Marotzke [1997]; Vallis [2000]; Mignot 
et al. [2006]; Nikurashin and Vallis [2012])  
The theoretical models of Gnandesikan [1999] and Nikurashin and Vallis [2012] also predict 
a strong sensitivity of the NADW cell to changes in vertical diffusivity. However, these 
models have single ocean basins and thus the importance of Pacific upwelling cannot be 
separated from Atlantic upwelling. 
Mignot et al. [2006] analysed the effect of global changes in a uniform vertical profile of 
vertical diffusivity on the MOC in a global model, separating the Atlantic upwelling of 
NADW and the export to the south out of the basin. They find the NADW cell strength is 
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linearly dependent on and highly sensitive to the diffusivity but the southward export of 
NADW out of the Atlantic basin varies only weakly with diffusivity, a surprising result given 
the apparent importance of Pacific diffusive upwelling in driving the present-day NADW 
cell. However, the effect of buoyancy fluxes were not considered in this study which as 
shown in Part I (Chapter 3) can change the MOC pathways significantly with an increase in 
the direct wind component relative to the diffusive component as the MOC transitions from a 
‘warm’ to a glacial state.  
In contrast to these previous studies, only the diffusivity in the Pacific basin is varied in our 
study enabling the importance of this interbasin exchange and Pacific upwelling on the 
NADW cell to be isolated.  
In Part I (Chapter 3), we separated the wind and (Atlantic and Pacific) diffusive-driven 
components under varying surface buoyancy forcings. In this paper, the variation of these 
components with Southern Ocean wind forcing and Pacific vertical diffusivity is analysed in 
the two-basin configuration under varying initial buoyancy forcings. The aim of this paper is 
to further develop our understanding of the structure and resulting pathways taken by the 
MOC, and its driving mechanisms under varying forcings, following on from Part I. It will 
also further our understanding of the sensitivity of the MOC to wind and diffusivity, and 
allow us to investigate the plausibility of the Southern Ocean wind speed mechanism in 
inducing the transition to a glacial state. 
The key questions we seek to answer are: 
1) How does the sensitivity of the MOC and its components vary with Southern Ocean 
wind speed and Pacific diffusivity under varying initial buoyancy forcings? In 
particular, how does the strength and structure (or pathways) of the NADW cell vary, 
and can the upwelling mechanisms which sustain the MOC be separated?  
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2) Can reduced Southern Ocean wind speeds explain the transition of the MOC to a 
glacial state? 
3) How does the dependence of the MOC on Southern Ocean buoyancy forcing studied 
in Part I change if a different wind forcing or Pacific vertical diffusivity is used? 
This paper is organised as follows: the model (an ocean model coupled to a sea ice model) 
and experiments performed using it are described in Section 4.2, in Section 4.3 we describe 
the control simulations, in Sections 4.4 and 4.5 we describe and compare the results of the 
experiments in which we vary the Southern Ocean wind forcing and the Pacific vertical 
diffusivity respectively, and in Section 4.6 we summarize and conclude. 
 
4.2. Model Setup and Experiments 
As in part I, the Massachusetts Institute of Technology general circulation model (MITgcm) 
(Marshall et al. [1997a,b]) is used with a 2.8 degree horizontal resolution and 20 vertical 
levels in a 4000 m deep ocean. An idealised domain is used with two basins (referred to as 
“Atlantic” and “Pacific”) connected by a circumpolar channel in the south.  
The model is forced at the surface by a wind stress (Fig 4.1a), and heat and freshwater fluxes. 
Further details of the forcings used and geometry of the model are described in Part I.  
Sea-ice is simulated using a fully coupled model based on the non-linear dynamic-
thermodynamic sea-ice model with viscous-plastic rheology first employed by Hibler [1979] 
and modified for efficiency by Zhang and Hibler [1997], and more recently by Losch et al. 
[2010] for use in coupled ice-ocean models. The sea-ice model accounts for the effects of 
sea-ice on the buoyancy fluxes with the sea-ice freezing point set to values of -1.96°C, 0°C 
and 1°C to obtain buoyancy fluxes which simulate a MOC representative of a ‘cold’ glacial, a 
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present-day and a future ‘warm’ state respectively. Increases in the sea-ice freezing point lead 
to an enhanced Southern Ocean sea-ice formation rate and thus changes in the surface 
buoyancy flux mediated through the rate of sea ice brine rejection. We refer to experiments 
with freezing points of -1.96°C, 0°C and 1°C as ‘warm’, ‘present day’ and ‘glacial’ climates 
respectively throughout this paper. Further reasoning for this approach and details are 
provided in Part I. 
The vertical ocean diffusivity is set using the Bryan and Lewis [1979] diffusion scheme 
(BL79) with a surface diffusivity of approximately 10-5 m2 s-1 increasing to approximately 
2x10-4 m2 s-1 at depth and it is horizontally uniform (Fig 4.1b). There is a large increase in 
vertical diffusivity at about 2 km to represent the topographical enhancement of mixing at 
depth caused by the generation of turbulence by internal wave breaking (Wunsch and Ferrari 
[2004]).  
The Gent-McWilliams (GM) eddy parameterisation (Gent and McWilliams [1990]; Gent 
et al. [1995]) is used to determine the ‘bolus’ or eddy-induced velocity which represents the 
advective effect of geostrophic eddies in the flow. This eddy-induced circulation acts to 
flatten the isopycnals due to baroclinic instability, converting available potential energy to 
eddy kinetic energy. The Redi scheme (Redi [1982]) is used to diffuse tracers along 
isopycnals to represent the isopycnal mixing effects of eddies. The eddy transfer coefficient is 
set to 1000 m2 s-1. The eddy compensation to changes in wind forcing is dependent on this 
GM-Redi parameterisation scheme. Although, it may not be a true representation of reality, it 






(a)                                                                          (b) 
  
Fig 4.1: (a) Zonal wind stress (zonally-averaged over the domain) against latitude and (b) Vertical profile of the 
background vertical diffusivity (m2 s-1) in the Pacific basin of the model, in the control (windx and diffu), and 
the zero (var*0), half (var*0.5), two-fold (var*2) and four-fold (var*4) Southern Ocean zonal wind stress and 
vertical diffusivity perturbation experiments (where var is the windx or diffu variables in the respective 
experiments).  
The experiments performed in this study perturb either the Southern Ocean wind speed (south 
of 36°S), leading to a similar change in wind stress (Fig 4.1a), or the vertical diffusivity in the 
Pacific basin (Fig 4.1b), by factors ranging from zero to four-fold relative to the control. 
There are three control experiments from which the wind or diffusivity is perturbed. These 
use varying sea-ice freezing points and thus Southern Ocean buoyancy forcing, as described 
above to represent the ‘warm’, present-day and glacial states. 
The wind speed is only perturbed south of 36°S (referred to as the channel in this study), the 
latitude of the southern extent of the ‘South Africa’ meridional land strip in the model since 
the Deacon cell, a consequence of the northward surface Ekman transport is mainly localised 
to the region south of this latitude, which has only one or no meridional boundaries to 
obstruct the resulting zonal ocean transport. This wind-induced upwelling of NADW 
therefore is restricted to the south of this latitude. The wind speed also becomes westerly 
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south of this latitude, enabling the wind perturbation profiles to maintain approximately the 
same shape and the zero wind experiment to have no discontinuity at the channel-basin 
boundary. 
The model is spun up over several thousand years before a steady state is reached for the 
control state. Perturbation experiments are integrated for a further 10,000 years to ensure a 
steady state is reached. 
4.3. Control simulations 
The future ‘warm’, present-day and ‘cold’ glacial MOC states obtained in Part I by using a 
sea-ice freezing point of -1.96°C, 0°C and 1°C respectively and thus with an increasing 
Southern Ocean sea-ice formation rate are our three control experiments (see Fig 4.2). These 
control experiments all use the control wind speed and diffusivity. The zonal wind speed and 
Pacific vertical diffusivity perturbations described in Section 2 are applied in each control 
experiment. Thus, the response of the MOC to these perturbations is obtained for varying 
initial buoyancy forcings. 
As described in Part I, in contrast to a single-basin model (or the global-average circulation), 
the NADW cell in the Atlantic basin and the PDW cell in the Pacific basin of a multi-basin 
model can flow into the global-average lower and upper cells of the channel respectively at 
the channel-basin boundary (i.e. the upper and lower cells intersect).  
The control experiments are described in detail with the differences explained in Part I and 
thus we do not describe these experiments in detail here. 
In Part I, NADW flowing into the channel was shown to either upwell in the channel’s upper 
wind-driven cell before returning to the Atlantic (referred to as the ‘direct wind-driven 
pathway’) or it can flow into the lower cell and consequently upwell diffusively in the Pacific 
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basin before returning to the Atlantic basin (referred to as the ‘Pacific diffusively-driven 
pathway’). There is also an upper pathway of NADW flowing zonally into the Pacific basin 
via the channel in some cases. The MOC components in each of the experiments performed 
here can be separated by analysing the meridional overturning streamfunction in each basin 
and in the channel, using the method described in Part I.  
The main difference between the MOC in the control experiments is the depth and strength of 
the NADW cell (and the AABW cell) in the Atlantic basin. As AABW formation increases 
with the enhanced sea-ice formation rate between the warm and glacial states, the NADW 
cell is shoaled. This leads to a significant change in the pathways of NADW, as summarised 
below. 
The present-day like AMOC is driven by both Pacific diffusively-driven (NADW_pac) and 
Southern Ocean direct wind-driven (NADW_wind) upwelling. There is also a significant 
contribution by Atlantic upwelling. In the ‘warm’ state with reduced AABW formation, the 
NADW cell strengthens and deepens, becoming increasingly driven by diffusive upwelling in 
the Pacific, with a reduced role played by the direct wind-driven pathway. The increased 
Atlantic upwelling also strengthens the NADW cell. In contrast, in the cold glacial state with 
enhanced sea-ice and Antarctic Bottom Water (AABW) formation, the NADW cell shoals 
and weakens. NADW can no longer flow directly into the lower cell in the channel, isolating 
it from the Pacific basin. The Pacific diffusively-driven pathway of NADW is diminished, 
while the direct wind-driven pathway does not change.  
The difference in the magnitude of the Pacific diffusively-driven and direct wind-driven 
pathways of NADW between the control buoyancy states is expected to cause differing MOC 




Since the direct wind-driven pathway increases at the expense of the Pacific diffusively-
driven pathway as the Southern Ocean buoyancy forcing is varied from a ‘warmer’ to a 
‘cooler’ state, it is expected that the NADW cell strength will have a greater sensitivity to 
changes in wind and a lower sensitivity to changes in Pacific diffusivity as the MOC 
approaches the ‘cooler’ glacial state. 
However, the structure of the MOC may also be effected by the change in forcing which 
would change the other components of the MOC beyond the direct predictable changes. 
Additionally changes in sea-ice in response to the change in forcings could lead to further 
changes in the circulation.  
                         Atlantic                          Pacific                             Global 
Fig 4.2: Zonal-average residual overturning streamfunction (1 Sv contour intervals) of the control states which 
have varying sea-ice freezing points (and MOC states) from top to bottom of (a) -1.96°C (future ‘warmer’ state), 







































Pacific and global-average circulations respectively. The global-average streamfunction is plotted in the channel 
in all plots. The red (positive) and blue (negative) streamfunctions are clockwise and anti-clockwise circulations 
respectively. The thick solid black contour bordering the blue-shaded, anti-clockwise cell is the 0 Sv streamline, 
separating the clockwise and anti-clockwise cells. Potential density contours are represented by thin dash-dot 
black lines (note the contour intervals above a potential density of 28.6 Kg m-3 are greater in (c) than in (a) and 
(b)). The vertical dashed lines are from left to right, the southernmost latitudes of the South America and South 
Africa landstrips respectively. 
The model response of the MOC and its pathways to: a) varying Southern Ocean wind stress; 
b) varying vertical diffusivity in the Pacific basin, shall now be described in Sections 4.4 and 
4.5. The experiments are performed using each of the control MOC states to determine how 
the dependence of the MOC on the wind and diffusivity changes with the initial sea-ice 
formation rate and thus surface buoyancy forcing. This is followed by a Discussion section 
on the driving mechanisms of the MOC. 
4.4. Wind perturbation experiments 
In this section, the Southern Ocean zonal wind speed is perturbed from zero to a four-fold 
increase relative to the control (Fig 4.1a), in each of the control experiments. However, the 
buoyancy forcing is not held constant in these experiments but is allowed to respond to 
changes in the circulation and sea-ice. 
An increase in Southern Ocean zonal wind speed increases the northward Ekman transport, 
increasing the sea-ice export rate. This is expected to increase the Southern Ocean sea-ice 
formation rate and lead to more negative buoyancy fluxes in this sea-ice formation region. 
The opposite change is expected to occur when the wind speed is reduced. Thus, the effects 
of changes in the buoyancy forcing along with the direct effects of the wind itself on the 




(a)                                                                       (b) 
  
Fig 4.3: Variation of (a) the total sea-ice freezing rate in the Southern Ocean and (b) the area-integrated 
buoyancy flux in the southernmost latitudes where the zonal-average buoyancy flux becomes negative as the 
sea-ice formation rate increases, as a function of Southern Ocean zonal wind speed relative to the control. The 
lines plotted are for varying sea-ice freezing points of -1.96°C (blue), 0°C (red) and 1°C (yellow), corresponding 
to the ‘warm’, present-day and glacial states in the control experiments. The dots on each line represent 
experiments with varying wind speeds relative to the control of zero, half, control, two and four-fold.  
The total Southern Ocean sea-ice freezing rate and the area-integrated buoyancy flux in the 
south of the domain where the zonal-average flux is negative (south of 67°S except in the 
‘warm’ state where it is positive in the far south) is analysed in each of the perturbation 
experiments (see Fig 4.3). The changes in these variables with wind speed is described for 
each of the MOC states in the subsections below.  
i) Warm state  
The ‘warm’ climate control MOC in which there is almost no Southern Ocean sea-ice (or 
AABW) formation has a 19.5 Sv NADW cell (see Fig 4.2a), with a large overlap between the 
NADW cell and the channel’s lower cell at the channel-basin boundary. The primary route 
taken by NADW flowing into the channel is via the Pacific diffusive-driven pathway 
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(‘NADW_pac’), with the direct wind-driven pathway (‘NADW_wind’) playing a smaller role 
(see Fig 4.5a).  
As the Southern Ocean zonal wind speed is varied, both the sea-ice formation rate and the 
buoyancy flux in the south of the domain remain fairly constant at zero or a small positive 
value (see Fig 4.3). However, there is a small increase (decrease) in sea-ice formation rate 
with enhanced (reduced) wind speed due to changes in the northward sea-ice export rate, 
although it is always an order of magnitude lower than the present-day control. The reduced 
surface flow reduces the buoyancy flux from a small positive value to zero in the zero wind 
experiment, while at four-fold wind the small increase in sea-ice formation also reduces the 
buoyancy flux to zero due to enhanced brine rejection.  
The area-integrated buoyancy flux is always positive or zero and thus the buoyancy regime is 
approximately the same in all cases with the direct effect of changes in wind on the 
circulation (rather than sea-ice (or buoyancy) changes) dominating the MOC changes.  
The overturning streamfunction for the zero and two-fold wind experiments are shown in Fig 
4.4 while Fig 4.5a shows the variation in the MOC components with Southern Ocean wind 
speed (which also includes the half and four-fold wind speed experiments).  
The NADW cell in the Atlantic basin dominates the basins circulation in all experiments, 
flowing into the channel almost all the way to the ocean floor due to there being almost no 
AABW formation. The main change in the MOC is in the channel as described below.  
At zero wind speed, the channel’s wind-driven upper cell is no longer present and thus 
‘NADW_wind’ is zero. The anti-clockwise eddy-induced lower cell is replaced by a 
clockwise eddy-induced cell due to the isopycnals becoming slightly positively tilted without 
the wind-induced negative tilting of the isopycnals. The pathways of the MOC therefore 
change significantly as the wind speed is reduced towards zero, with the NADW flowing into 
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the Pacific directly via zonal flows (which are no longer wind-induced but driven by density 
differences between the basins (e.g. Thompson et al. [2016]; Ferrari et al. [2017])) rather than 
upwelling in the channel’s lower cell and sinking further south as in the control. These zonal 
flows maintain the Pacific diffusive pathway of NADW (‘NADW_pac’), enabling a strong 
~16 Sv NADW cell at zero wind speed (see Fig 4.4a and Fig 4.5a), decreasing by only ~3.5 
Sv relative to the control. Thus, the NADW cell is fairly insensitive to reduced wind speed 
under the ‘warm’ climate buoyancy forcings as predicted. 
The return pathway of PDW to the Atlantic basin is only possible via zonal flows around 
South Africa and South America, since it can no longer be upwelled further by the channel’s 
wind-driven upper cell. The PDW therefore only flows into the channel at shallow depths and 
NADW now flows north into the Pacific basin over a greater depth range. 
Halving the wind leads to an approximate halving (~1.8 Sv decrease) of the ‘NADW_wind’ 
component in the control to ~2.3 Sv, weakening the NADW cell to ~17.5 Sv. The NADW 
flows into the Pacific via the lower cell in the channel and also via zonal flows since the 
lower cell is now too weak to transport all of the NADW into the Pacific basin. 
A two and four-fold increase in Southern Ocean wind speed leads to an increase of ~4.3 Sv 
and ~13.7 Sv in ‘NADW_wind’ respectively, slightly greater than a two and four-fold 
increase, while the ‘NADW_pac’ component decreases only slightly (~1 Sv). The Atlantic 
upwelling also increases slightly. Thus, the NADW cell strengthens by ~4.7 Sv and ~14.4 Sv 
in the two and four-fold wind experiments respectively to ~24 Sv and ~33.9 Sv (see Fig 
4.4b). The direct wind-driven pathway of NADW becomes slightly greater than the Pacific 
diffusive-driven pathway in the two-fold wind case (see Fig 4.5a). The MOC in the channel is 
therefore not eddy compensated in this model as expected since the GM parametrisation 
employed uses a time and spatially constant GM eddy coefficient (Gent [2016]). The MOC 
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structure remains similar to the control in these enhanced wind cases, except the upper wind-
driven cell in the channel expands, deepening the ‘z_interface’ (the depth of the interface 
between the global-average upper and lower cells at the channel-basin boundary) from  
~2230 m in the control to ~2660 m and ~3220 m in the two and four-fold experiments 
respectively. As in the control, about 2-3 Sv of PDW is upwelled further by the wind-driven 
cell in the channel before flowing north into the Atlantic basin.  
The model used here is clearly only partially eddy compensated with significant increases in 
NADW cell strength, and the strength and depth of the channel’s upper wind-driven cell with 
enhanced wind speed. This is not unexpected since the model is not eddy resolving, instead 
using the GM eddy parameterisation (Gent and McWilliams [1990]; Gent et al. [1995]) to 
simulate the effects of mesoscale eddies. The increased slope of the Southern Ocean 
isopycnals as the wind speed is enhanced leads to a partial eddy compensation as the eddy-
induced circulation strengthens although the enhancement is smaller near the surface. 
However, our use of a constant eddy thickness diffusivity likely leads to reduced eddy 
compensation compared with a time and spatially varying eddy diffusivity (Danabasoglu and 
Marshall [2007]; Farneti et al. [2015]). The model significantly underestimates the degree of 
eddy compensation relative to higher resolution eddy-permitting models (Gent [2016]) which 
tend to lead to a far weaker NADW cell sensitivity to enhanced wind speeds. However, the 
degree to which eddies compensate the enhanced Eulerian-mean wind-induced circulation 
remains uncertain with some eddy-resolving models showing complete compensation 
(Henning and Vallis [2005]; Abernathey et al. [2011]), while others are only partially 
compensated (Hallberg and Gnanadesikan [2006]; Wolfe and Cessi [2010]; Dufour et al. 
[2012]; Munday et al. [2013]), although they all show considerably greater eddy 
compensation with enhanced wind speeds than in the non eddy-resolving model used here. 
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The almost linear increase in ‘NADW_wind’ with zonal wind speed is clear in Fig 4.5a. The 
‘NADW_pac’ component is approximately constant and is equal to ‘NADW_pac_lower’ (i.e. 
only the lower pathway of NADW into the Pacific is present with no separate upper maxima 
in the Pacific streamfunction (and thus no upper pathway into the Pacific)). However, 
‘NADW_pac’ decreases slightly (~1.6 Sv) between a two- and a four-fold wind speed as the 
‘z_interface’ deepens due to an enhanced upper wind-driven cell in the channel. This reduces 
the depth over which NADW can flow into the channel’s lower cell and Pacific basin. The 
‘PDW_sep’ component (i.e. the PDW flowing into the channel’s lower cell, isolated from the 
Atlantic basin) remains approximately zero as expected under these ‘warm’ climate buoyancy 
forcings since the ‘NADW_pac’ component must be balanced by the PDW returning to the 
Atlantic, and the PDW cell strength and ‘NADW_pac’ are approximately equal for all wind 
speeds. The ‘NADW_channel’ component also has an approximately linear dependence on 
the wind speed due to the linear change in ‘NADW_wind’. However, it remains constant 
when the wind speed relative to the control is reduced from half to zero. This higher than 
expected value at zero wind speed despite a reduction in ‘NADW_wind’ is due to the 
generation of a clockwise eddy-induced cell in the channel which upwells ~2 Sv of NADW, 
reducing the weakening of the NADW cell at zero wind speed. There is only a relatively 
small increase (~3.3 Sv) in Atlantic upwelling between zero and four-fold wind due to the 
depth of the NADW cell being fairly constant with changes in wind speed. The NADW cell 
strength varies approximately linearly with wind speed, although the rate of change does 
increase slightly with wind speed. 
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Fig 4.4: Zonal-average residual overturning streamfunction (1 Sv contour intervals), for the future ‘warm’ state 
control experiment (-1.96°C freezing point) with a Southern Ocean zonal wind speed of (a) zero and (b) a two-
fold increase relative to the control. Plots from left to right are the Atlantic, Pacific and global-average 
circulations respectively. The global-average streamfunction is plotted in the channel in all plots. Colours and 

































Fig 4.5: Zonal-average residual MOC overturning transport components as a function of Southern Ocean zonal 
wind speed relative to the control, in experiments with a sea-ice freezing point of (a) -1.96°C, (b) 0°C and (c) 
1°C, representative of the ‘warm’, present-day and glacial states respectively under the control forcings. The 
dots on each component represent experiments with zonal wind speeds varying from zero to four-fold relative to 
the control wind speed. The components plotted are as follows: (i) NADW cell strength (dark blue), (ii) NADW 
flow into the channel from the Atlantic basin (red), (iii) NADW directly upwelled by the Southern Ocean winds 
(yellow), (iv) NADW upwelled diffusively in the Pacific basin (purple), (v) the proportion of ‘NADW_pac’ 
flowing into the channel’s lower cell which subsequently upwells diffusively in the Pacific basin (light blue) and 
vi) the PDW flowing out of the Pacific basin which is isolated from the upper NADW cell and thus returns to 
the Pacific basin after densification in the Southern Ocean (green). The difference between the NADW cell 
strength (dark blue) and NADW_channel (red) is the volume of NADW upwelling in the Atlantic basin and 
flowing back to the north before reaching the channel, ‘NADW_at’. The difference between ‘NADW_pac’ 
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(purple) and ‘NADW_pac_lower’ (light blue) is equal to ‘NADW_pac_upper’, the proportion of ‘NADW_pac’ 
which is due to zonal flows into the Pacific basin above the ‘z_interface’ (and below it if a proportion of the 
flow into the Pacific basin below the ‘z_interface’ is a consequence of the Pacific’s upper streamfunction 
maxima). ‘NADW_pac_upper’ is zero in the ‘warm’ state, (a), and thus ‘NADW_pac’ and ‘NADW_pac_lower’ 
overlap. 
ii) Present-day state 
The Southern Ocean sea-ice formation rate increases in the present-day control (using a 
freezing point of 0°C), shoaling the NADW cell and expanding the AABW cell relative to the 
‘warm’ climate control (as described in Part I (Chapter 3)) (see Fig 4.2b). The NADW 
flowing into the channel is primarily wind-driven under this buoyancy forcing, although 
Pacific diffusively-driven upwelling remains important (see Fig 4.5b).  
The sea-ice formation rate increases with wind speed, although the increase relative to the 
control is only large at four-fold wind speed, which results in an approximately three-fold 
increase in the magnitude of the negative buoyancy flux (see Fig 4.3), a consequence of the 
enhanced northward wind-driven export of sea-ice. The buoyancy forcing therefore changes 
by about 43% of that needed to reach the glacial state control forcing. While these buoyancy 
flux changes are significant and likely play a small role in the change in MOC components, 
the direct effect of the wind at these high wind speeds dominate the MOC changes. These 
changes in sea-ice formation are expected and a comparison with the glacial state enhanced 
wind experiments can still be made since the buoyancy forcing remains significantly different 
from the enhanced wind glacial state experiments. 
In contrast to the ‘warm’ state, as the wind speed is reduced relative to the control the sea-ice 
formation rate increases, by about 50% at zero wind speed with a consequent increase in the 
magnitude of the negative buoyancy forcing of just under three-fold, smaller than the four-
fold wind experiment and only about 36% of the increase needed to reach the glacial control 
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buoyancy forcing. The increase is due to sea-ice becoming unrealistically thick (5 m at half 
the control wind speed and ~400 m at zero wind speed) enabling a significant sea-ice export 
despite a very small sea-ice velocity. However, since there is only a small buoyancy forcing 
change, it allows the effect of reduced wind speed on the MOC with a present-day buoyancy 
state to be investigated since the direct effect of the wind on the MOC components will 
dominate with the sea-ice induced buoyancy forcing changes playing only a minor role. The 
changes we expect to occur with a realistic change in the buoyancy forcing in response to 
reduced wind speed are discussed later. 
The NADW cell is expected to be more sensitive to changes in the Southern Ocean wind 
speed in this case, since the control has a greater direct wind-driven component of ~5.5 Sv 
(~1.5 Sv greater than the ‘warm’ state control). 
Fig 4.6 shows the MOC streamfunction for the zero and two-fold wind experiments and      
Fig 4.5b shows the MOC components for varying wind speed from zero to four-fold relative 
to the control.  
The depth of the NADW cell at the channel-basin boundary is similar with wind 
perturbations except at four-fold wind where it deepens significantly despite the enhanced 
Southern Ocean buoyancy flux. This appears to be due to the steepening of the Southern 
Ocean isopycnals by the enhanced wind speed, deepening the isopycnals in the Atlantic 
basin. At zero wind speed, the channel’s upper wind-driven cell is no longer generated but in 
contrast to the ‘warm’ state, the channel is dominated by an anti-clockwise eddy-induced cell, 
despite there no longer being wind-induced tilting of the channel isopycnals. Instead, the 
enhanced sea-ice formation leads to enhanced brine rejection in the south of the domain and 
freshwater fluxes from sea-ice melt further north leading to a buoyancy forcing induced 
tilting of the isopycnals.  
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A reduction in the Southern Ocean wind speed to zero only weakens the ~12.9 Sv control 
NADW cell by ~3 Sv, which is 0.5 Sv lower than in the ‘warm’ state despite the wind-driven 
component being greater in the present-day control (see Fig 4.6a). Indeed, ‘NADW_wind’ is 
more sensitive to a reduced wind speed (~1.5 Sv greater decrease relative to the control) in 
the present-day state than in the ‘warm’ state. The decrease in the direct wind-driven 
upwelling of NADW is partially compensated by an increase in the volume of NADW 
flowing via the Pacific diffusive pathway from ~4 Sv to ~6 Sv (see Fig 4.5b). This is due to 
NADW flowing into the channel being able to flow into the channel’s anti-clockwise cell at 
all depths, and subsequently into the Pacific basin at depth. There is also a direct zonal flow 
of NADW into the Pacific basin of ~0.5 Sv at ~1500 m depth. However, ‘NADW_channel’ 
decreases by ~3.5 Sv compared to ~2.5 Sv in the ‘warm’ state. The smaller weakening of the 
NADW cell in the ‘warm’ state is explained by a ~0.5 Sv increase in Atlantic upwelling due 
to a slight deepening of the NADW cell (and perhaps changes in stratification) increasing 
diffusive upwelling, whereas it decreases by ~1 Sv in the ‘warm’ state. 
The weakening of the NADW cell suggests the reduced wind speed could be a mechanism to 
obtain a glacial state MOC. However, in this case there is still a significant connection 
between the upper and lower cells, and the NADW cell is not shoaled in contrast to the 
glacial shoaling of the MOC. Thus, this mechanism cannot instigate a transition to a glacial 
MOC in these simulations. A more realistic wind-induced change in sea-ice at low wind 
speeds is discussed later, which also cannot produce a glacial MOC.    
When the wind is increased two and four-fold relative to the control, the NADW cell 
strengthens by ~5.7 Sv and ~19.7 Sv respectively, with a corresponding increase in the wind-
driven component of NADW of ~5.9 Sv and ~13.4 Sv respectively (see Fig 4.5b and Fig 
4.6b). The ‘NADW_pac’ variations are small, with the other major change in the four-fold 
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wind experiment being an increase of ~5 Sv in Atlantic upwelling due to the deepening of the 
NADW cell. 
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Fig 4.6: Zonal-average residual overturning streamfunction (1 Sv contour intervals), for the present-day state 
control experiment (0°C freezing point) with a Southern Ocean zonal wind speed of (a) zero and (b) a two-fold 
increase relative to the control. Colours and contours are as in Fig 4.2. 
iii) Glacial State  
The glacial state control (using a sea-ice freezing point of 1°C) has a Southern Ocean sea-ice 
formation rate and a negative area-integrated buoyancy flux enhanced by factors of 3.6 and 
6.5 respectively relative to the present-day control. This leads to an expanded AABW cell in 
the Atlantic basin and a weaker, shoaled NADW cell of ~8.5 Sv. The upper and lower cells of 
the MOC are now more or less separated at the channel-basin boundary, with almost no 
NADW flowing into the channel’s lower cell and Pacific basin via the lower pathway, and 
thus ‘NADW_pac_lower’ has reduced to ~0.3 Sv (see Fig 4.5c). The NADW cell is primarily 
wind-driven and thus expected to be highly sensitive to the Southern Ocean wind speed, 



















present-day control. The change in the sea-ice formation rate and buoyancy flux in response 
to wind perturbations is similar to that of the present-day state, except the magnitude of the 
changes are slightly greater (see Fig 4.3).  
Reducing the wind to zero leads to a ~5.8 Sv weakening of the NADW cell from ~8.5 Sv to 
~2.7 Sv, a larger decrease than in the ‘warm’ and present-day state experiments, despite the 
control NADW cell strength being far weaker (see Fig 4.5c and Fig 4.7a). This is due to the 
wind-driven pathway (~4.6 Sv) decreasing to zero as in the previous experiments but the 
Pacific diffusively-driven pathway remaining constant at ~1.7 Sv (see Fig 4.5c) rather than 
increasing as in the present-day state. The lack of compensation by Pacific upwelling is likely 
due to the NADW cell being shoaled and confined to near the surface such that only a very 
small volume of NADW can flow into the channel’s anti-clockwise cell (which dominates the 
channel circulation as in the present-day zero wind case). The Atlantic upwelling also 
decreases from ~2.2 Sv to ~1 Sv due to the shoaling of the NADW cell. 
A two and four-fold increase in wind speed increases ‘NADW_wind’ approximately two and 
four-fold respectively from ~4.6 Sv to ~10.6 Sv and ~19.2 Sv respectively (see Fig 4.7b). The 
Atlantic upwelling also increases from ~2.2 Sv to ~2.9 Sv and ~4 Sv in the two and four-fold 
experiments respectively due to the deepening of the NADW cell. These changes result in a 
~14.6 Sv and ~24.6 Sv NADW cell despite there being almost no connection of this cell to 
the Pacific basin (‘NADW_pac’ is small and does not change significantly). The NADW cell 
is therefore highly sensitive to the Southern Ocean wind speed under these buoyancy forcings 
as predicted, with no major changes in the pathways of NADW.  
The deepening and shoaling of the NADW and AABW cells respectively as the wind 
increases is a response to the deepening of the ‘z_interface’ as the channels upper wind-
driven cell deepens. We suggest this deepening of the NADW cell is a result of continuity 
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since without the expansion of the NADW cell, the Atlantic AABW cell would flow into and 
upwell in the channel’s upper cell and thus connect to the NADW cell, but the NADW would 
have no pathway to return to the lower cell. Thus, the NADW cell deepens despite the 
increase in Southern Ocean sea-ice formation. 
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Fig 4.7: Zonal-average residual overturning streamfunction (1 Sv contour intervals), for the glacial state control 
experiment (1°C freezing point) with a Southern Ocean zonal wind speed of (a) zero and (b) a two-fold increase 
relative to the control. Colours and contours are as in Fig 4.2.                        
iv) Summary and Comparisons 
A comparison between the MOC components for the wind (and diffusivity) experiments for 
each buoyancy state are shown in Fig 4.8. The changes in wind speed significantly alter the 
strength of the NADW cell under all buoyancy forcings, primarily due to the change in the 
wind-driven component. The increase in this component of the MOC from zero at zero wind 
speed to a four-fold wind speed is similar in each experiment, although it is greatest in the 
present-day and glacial states. While the present-day state has the greatest wind-driven 



















glacial state. The present-day and ‘warm’ state MOC’s are similar at four-fold wind speed. 
This is a consequence of a structural change in the ‘warm’ state MOC, since the increased 
wind speed also deepens the ‘z_interface’ which increases ‘NADW_wind’ at the expense of 
‘NADW_pac’. The deepening of the NADW cell in the present-day state despite an enhanced 
negative buoyancy flux also causes the pathway ratios to converge, increasing ‘NADW_at’ 
significantly, although they still differ somewhat. The similarity of the MOC in these 
experiments despite the difference in buoyancy forcing is interesting. It suggests the wind at 
these high magnitudes can in some cases dominate over the buoyancy forcing differences, 
with the Atlantic AABW cell being shoaled in the present-day case. The deepening of the 
NADW cell in the present-day case could be due to the increase in the depth of the 
‘z_interface’. 
The change in the relative contribution of the various components to the NADW cell strength 
highlight these structural changes to the MOC and the consequent change in NADW 
pathways (see Fig 4.8). This highlights the importance of wind speed changes in determining 
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Fig 4.8: (a) Change in NADW cell strength relative to the control, (b) NADW cell strength, (c),(e),(g),(i) change 
in NADW_channel, NADW_wind, NADW_pac, NADW_at respectively relative to the control, (d),(f),(h),(j) the 
ratio (or relative contribution) of NADW_channel, NADW_wind, NADW_pac, NADW_at respectively to the 
NADW cell strength, against Southern Ocean wind speed (solid lines) or Pacific vertical diffusivity (dashed 
lines) relative to the control.  The varying wind and diffusivity experiments, labelled ‘Wind’ and ‘Diffu’ are 
plotted for each of the three control buoyancy forcings (i.e. for the ‘warm’, present-day and glacial states 
labelled as ‘-1.96°C’, ‘0°C’ and ‘1°C’ respectively, the freezing points corresponding to each of these states).  
v) Zero wind experiments: A more realistic change in sea-ice 
The present-day and glacial state zero wind experiments both have an anti-clockwise eddy-
induced cell dominating the channel since there is no longer an upper clockwise wind-driven 
cell but the isopycnals remain negatively tilted due to the sea-ice formation rate and negative 
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buoyancy fluxes in the south of the domain remaining significant (and actually increasing). 
However, the sea-ice becomes unrealistically thick in the south of the domain in these 
experiments enabling the northward advective volume transport of sea-ice to be maintained 
despite only a very small advective velocity. In reality, the sea-ice would be significantly 
thinner and thus the buoyancy flux would be far smaller (perhaps even zero) due to virtually 
no sea-ice export. Thus, there would likely be negligible AABW formation and thus the 
channel isopycnals would no longer be negatively tilted. The channel circulation would then 
be zero or a clockwise eddy-induced cell could form as in the ‘warm’ state. The tendency of 
the Southern Ocean buoyancy flux towards zero (and thus towards the ‘warm’ state) with 
almost no AABW formation would lead to an expansion of the NADW cell as in the ‘warm’ 
state, with direct zonal flows into the Pacific basin maintaining ‘NADW_pac’. The MOC 
would therefore transition to that of the ‘warm’ state at zero wind, deepening and potentially 
strengthening the NADW cell. Thus, a reduced wind speed would still be unable to transition 
the MOC to a glacial state, as in the experiments which have buoyancy forcings relatively 
similar to the controls. 
4.5. Pacific vertical diffusivity perturbation experiments  
In this section experiments are performed with a vertical diffusivity profile perturbed by a 
factor from zero to four-fold relative to the control in the Pacific basin (i.e. latitudes north of 
the South Africa landstrip in the Pacific sector), while it is held at the control diffusivity 
elsewhere (see Fig 4.1b). The profiles have a bottom enhancement in diffusivity with a large 
increase at a depth of ~2000 m, except in the zero diffusivity case.  
As in the wind experiments, each of these experiments are performed using varying sea-ice 
freezing points representative of varying Southern Ocean sea-ice formation rates and thus 
buoyancy fluxes as described in Section 4.2. 
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(a)                                                                (b) 
  
Fig 4.9: Variation of (a) the total sea-ice freezing rate in the Southern Ocean and (b) the area integrated 
buoyancy flux in the southernmost latitudes where the zonal-average buoyancy flux becomes negative as the 
sea-ice formation rate increases, as a function of Pacific vertical diffusivity relative to the control. The lines 
plotted are for varying sea-ice freezing points of -1.96°C (blue), 0°C (red) and 1°C (yellow), corresponding to 
the ‘warm’, present-day and glacial states in the control experiments. The dots on each line represent 
experiments with varying Pacific vertical diffusivity profiles relative to the control of zero, half, control, two 
and four-fold. 
The variation of the Southern Ocean sea-ice freezing rate and area-integrated buoyancy flux 
is approximately constant for varying vertical diffusivity (see Fig 4.9), except for a large 
decrease (increase) in the sea-ice freezing rate with enhanced (reduced) diffusivity relative to 
the control in the glacial state. However, as the diffusivity is reduced in the glacial state, there 
is a corresponding decrease in the magnitude of the negative area-integrated buoyancy flux, 
the opposite direction to the change expected from an increase in the sea-ice freezing rate. 
We suggest the cause of this change is due to the stratification being greatest in the glacial 
control state, which causes the diffusivity perturbations to cause far larger changes in 
stratification than in the other buoyancy states, with the Atlantic density profile also changed. 
The channel becomes less dense with the surface cooler and saltier. This changes the 
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relaxation fluxes, maintaining or slightly decreasing the buoyancy flux despite the enhanced 
sea-ice formation rate.  
The Southern Ocean buoyancy forcing thus remains fairly constant in each buoyancy state, as 
the diffusivity is perturbed. Our main assumption from this is that changes in Pacific 
diffusivity (and the consequent effects it has on the stratification) rather than perturbations in 
the buoyancy flux are primarily responsible for the changes in the MOC. Changes in the 
diffusivity alter the buoyancy contrast between the north Atlantic and Southern Ocean which 
has significant effects on the NADW cell depth, in addition to the changes in the Pacific 
basin circulation. However, the changes in the MOC may result in these buoyancy changes. 
In contrast to the wind perturbation experiments, the structure of the channel circulation and 
the depth of the ‘z_interface’ is fairly insensitive to diffusivity in each buoyancy state, with 
changes in the Atlantic and Pacific basin circulations causing the changes in the MOC 
pathways. There is only a small decrease (<1 Sv) in the strength of the channel’s upper wind-
driven cell at the channel-basin boundary in all experiments for an increase in Pacific 
diffusivity from zero to four-fold, and thus this is not the primary cause of changes in 
‘NADW_wind’. 
i) ‘Warm’ state 
The control NADW cell is predicted to have the greatest sensitivity to the Pacific basin 
diffusivity in this ‘warm’ state, since the NADW flowing into the channel 
(‘NADW_channel’) primarily flows along the Pacific diffusively-driven pathway 
(‘NADW_pac’).  
The meridional streamfunction of the zero and two-fold diffusivity experiments is shown in 
Fig 4.10, and the magnitude of the MOC components under varying diffusivity is shown in 
Fig 4.11a.  
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The depth of the NADW cell at the channel-basin boundary varies significantly with Pacific 
diffusivity, shoaling (deepening) with reduced (enhanced) diffusivities. We propose this is 
primarily due to the change in circulation in the Pacific basin, although stratification changes 
may also play a role.  
As the diffusivity is decreased from the control, the NADW cell weakens substantially, 
decreasing by ~7.7 Sv at zero diffusivity (see Fig 4.10a), the greatest decrease of all 
perturbation experiments performed in this study (see Fig 4.8a). The Pacific circulation is 
then negligible with no structure, and thus ‘NADW_pac’ is zero, a decrease of ~7 Sv. 
However, this decrease is partially compensated by an increase in ‘NADW_wind’ of ~2.5 Sv 
(see Fig 4.11a). This is in response to the wind-driven cell now only upwelling NADW, 
whereas in the control, PDW flowing into the channel was also upwelled by this upper cell in 
the channel. The NADW can no longer flow into the channel’s lower cell since there is no 
pathway for it to return to the upper cell or surface of the Atlantic basin without Pacific basin 
upwelling. The NADW cell therefore shoals at the channel-basin boundary, to the depth of 
the ‘z_interface’ to conserve volume. The NADW can thus only upwell in the Atlantic basin 
or via the upper wind-driven cell in channel in all of the zero diffusivity experiments. The 
lower cell expands in the Atlantic basin to fill the void (contrasting with the buoyancy forced 
shoaling of NADW in Part I). The shoaling of the NADW cell also reduces Atlantic 
upwelling by ~3.2 Sv.  
The NADW cell strengthens by ~7.4 Sv and ~13.8 Sv at two and four-fold Pacific diffusivity 
respectively relative to the control. The change is primarily due to an increase in 
‘NADW_pac’ of ~4.7 Sv and ~12.2 Sv respectively, and also due to an increase in Atlantic 
upwelling of ~3.8 Sv and ~3 Sv respectively. The large increase at two-fold diffusivity in 
Atlantic upwelling is due to the NADW cell deepening slightly to the very bottom of the 
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ocean throughout the Atlantic basin. The wind-driven pathway decreases by ~1 Sv relative to 
the control in both perturbations.  




Fig 4.10: Zonal-average residual overturning streamfunction (1 Sv contour intervals), for the future ‘warm’ state 
control experiment (-1.96°C freezing point) with a Pacific vertical diffusivity of (a) zero and (b) a two-fold 
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Fig 4.11: Zonal-average residual MOC overturning transport components as a function of Pacific basin vertical 
diffusivity relative to the control, in experiments with a sea-ice freezing point of (a) 1.96°C, (b) 0°C and (c) 1°C, 
representative of the ‘warm’, present-day and glacial states respectively under the control forcings. For further 
details, see Fig 4.5. 
ii) Present-day state 
The change in MOC structure with Pacific diffusivity perturbations is similar in the present-
day state to the ‘warm’ state with a shoaling (deepening) of the NADW cell at the channel-
basin boundary with reduced (enhanced) Pacific diffusivity. The change in MOC components 
is therefore similar, although there are some differences in the sensitivity of these 
components to the diffusivity.  
160 
 
The NADW cell is expected to have a lower sensitivity to changes in Pacific diffusivity since 
only ~3.8 Sv of NADW flows along the Pacific diffusively-driven pathway in the control 
(compared to ~7 Sv in the ‘warm’ state). Reducing the Pacific basin diffusivity to zero 
decreases the strength of the NADW cell by ~5.4 Sv, ~2.3 Sv less than in the ‘warm state as 
expected (see Fig 4.12a). This smaller change is due to a smaller decrease in ‘NADW_pac’ 
(which decreases by ~3.8 Sv to zero) and Atlantic upwelling (which decreases by ~1.2 Sv) 
(see Fig 4.8 and Fig 4.11b). The NADW cell is less deep in the control state compared to the 
‘warm’ state control, and thus the reduction in Atlantic upwelling is smaller. However, the 
‘NADW_wind’ component does not compensate for the decrease in ‘NADW_pac’ in contrast 
to the ‘warm’ state, instead remaining approximately constant. This is due to ‘NADW_wind’ 
being approximately equal to the channel’s upper wind-driven cell flow across the channel-
basin boundary since only a small volume of PDW is upwelled further by the winds in the 
channel in this case due to the presence of an upper maxima in the PDW cell.  
The zero diffusivity case is similar to the glacial state control, with all the NADW flowing 
into the channel’s upper cell, and only ~1 Sv weaker at ~7.5 Sv. The only difference is in the 
pathways taken with a small upper Pacific diffusive pathway in the glacial state case of ~1.7 
Sv, and ‘NADW_wind’ in this present-day experiment is ~0.6 Sv greater, with a deeper 
‘z_interface’ in this experiment.  
Increasing the diffusivity relative to the control strengthens the NADW cell by ~4.1 Sv and 
~16 Sv in the two (see Fig 4.12b) and four-fold experiments respectively, the latter being a 
~2 Sv greater increase than in the ‘warm’ state (see Fig 4.8a). As in the ‘warm’ state, the 
deepening of the NADW cell increases the overlap between the upper and lower cells at the 
channel-basin boundary (since the ‘z_interface’ is approximately constant), increasing 
‘NADW_pac’ in the respective experiments by ~4 Sv and ~13.1 Sv, with the Atlantic 
upwelling increasing by ~0.74 Sv and ~6.4 Sv, the latter a large increase (see Fig 4.11b). In 
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contrast, ‘NADW_wind’ decreases by ~0.7 Sv and ~3.4 Sv in these experiments, due to an 
increase in PDW being upwelled by the wind-induced cell in the channel. The ‘PDW_sep’ 
decreases and ‘NADW_pac_upper’ is zero at high diffusivity. The structure of the MOC in 
the four-fold case is the same as in the corresponding experiment in the ‘warm’ state. The 
component composition of these four-fold experiments is more or less identical (see Fig 4.8), 
despite a smaller magnitude of ‘NADW_pac’, ‘NADW_wind’ and ‘NADW_at’, and thus a 
~4.4 Sv weaker NADW cell (see Fig 4.8b). The difference in buoyancy forcing no longer 
leads to differences in the overturning structure in the Atlantic and Pacific basins. However, 
the stratification differences lead to a weaker eddy-induced lower cell in the channel and the 
global-average circulation still has a stronger, more expansive lower AABW cell, leading to 
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Fig 4.12: Zonal-average residual overturning streamfunction (1 Sv contour intervals), for the present-day state 
control experiment (0°C freezing point) with a Pacific vertical diffusivity of (a) zero and (b) a two-fold increase 
relative to the control. Colours and contours are as in Fig 4.2. 
iii) Glacial state 
Almost all of the NADW flowing into the channel in the glacial state control flows along the 
wind-driven pathway with only a small ‘NADW_pac’ component of ~1.7 Sv due to the upper 
Pacific diffusively-driven pathway in which NADW flows zonally into the upper Pacific 
basin above the ‘z_interface’. Thus, the glacial NADW cell is expected to be the least 
sensitive to changes in Pacific vertical diffusivity.  
The NADW cell deepens (shoals) slightly with enhanced (reduced) Pacific diffusivity, 
although the change in depth is far smaller than in the previous experiments.  
The NADW cell weakens by ~3.4 Sv from ~8.5 Sv to ~5.1 Sv when the diffusivity is reduced 
to zero (see Fig 4.13a), primarily due to ‘NADW_pac’ decreasing to zero and the Atlantic 

















(remaining approximately constant with changes in diffusivity) accounting for almost all of 
the NADW cell strength (see Fig 4.11c). 
As the diffusivity is increased, the NADW cell strengthens by ~3.2 Sv and ~9.6 Sv for a two 
(see Fig 4.13b) and four-fold increase in diffusivity respectively. The NADW cell at the 
channel-basin boundary deepens below the ‘z_interface’, increasing the overlap between the 
upper and lower cells. This increases ‘NADW_pac_lower’, and thus ‘NADW_pac’ increases 
by ~ 2.6 Sv and ~8.2 Sv in the respective experiments, with a small increase in Atlantic 
upwelling. Although, the relative contribution of ‘NADW_pac’ at four-fold diffusivity to the 
NADW cell strength is similar to the previous experiments (all be it a far smaller magnitude), 
the relative contribution of Atlantic upwelling is far smaller while that of wind-driven 
upwelling is greater (see Fig 4.8). The direct wind-driven flow is maintained since the PDW 
flowing into the channel above the ‘z_interface’ is confined to near the surface due to the 
presence of the upper Pacific maxima (even in the four-fold experiment), and is therefore not 
upwelled further by the upper wind-driven cell. 
The ‘PDW_sep’ component increases from ~0.5 Sv to ~6.2 Sv between zero and the control 
diffusivity due to the enhanced Pacific upwelling. However, it only increases by a further 
~0.5 Sv at two-fold diffusivity before decreasing to ~3.2 Sv at four-fold diffusivity. This 
change at higher diffusivities is due to the increase in the lower Pacific diffusively-driven 
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Fig 4.13: Zonal-average residual overturning streamfunction (1 Sv contour intervals), for the glacial state 
control experiment (1°C freezing point) with a Pacific vertical diffusivity of (a) zero and (b) a two-fold increase 
relative to the control. Colours and contours are as in Fig 4.2. 
iv) Summary and Comparisons 
The sensitivity of the NADW cell strength to varying Pacific diffusivity is highly dependent 
on the initial buoyancy forcing, with a clear increase in sensitivity as the buoyancy forcing is 
varied from a glacial to a ‘warm’ state. The exception is at very high diffusivity where the 
present-day state becomes more sensitive due to a significant deepening of the NADW cell 
(see Fig 4.8). This contrasts with the wind experiments in which the present-day state is most 
sensitive to an increase in wind speed, and the glacial state is most sensitive to a reduction in 
wind speed. The wind changes are more complex since the wind speed also alters the channel 
circulation and the ‘z_interface’ significantly. The differences in the size of the wind-driven 
pathway between the control buoyancy states is also significantly smaller than the differences 
in the magnitudes of the Pacific diffusively-driven pathway. The greater difference in the 
response of NADW cell strength between buoyancy states to diffusivity than wind is 

















perturbations between buoyancy states is small compared with the difference in the 
sensitivity of ‘NADW_pac’ to diffusivity perturbations (see Fig 4.8).   
However, the NADW cell strengthens at a greater rate with enhanced wind speed than Pacific 
diffusivity, except in the ‘warm’ state where the increase is equal (see Fig 4.8). In contrast, 
the NADW cell weakening is greatest in response to reduced Pacific diffusivity in the ‘warm’ 
and present-day states but in response to reduced wind stress in the glacial state. 
Some of the variation in the rate of response to wind and diffusivity at a given buoyancy 
state, is due to the accompanying changes in MOC structure. In particular changes in the 
depth of the NADW cell lead to significant changes in upwelling of NADW in the Atlantic 
basin which also play an important role in the changes in NADW cell strength in response to 
perturbations. Also, changes in the wind alter the channel circulation structure and thus the 
depth of the ‘z_interface’ which changes the MOC pathways.  
There is also a small compensation by the Pacific diffusively-driven pathway or wind-driven 
pathway in response to changes in wind speed or Pacific diffusivity respectively in the zero 
and four-fold perturbations, opposing the net change in NADW cell strength. The Pacific 
diffusively-driven pathway decreases (increases) in the ‘warm’ (present-day) state in 
response to enhanced (reduced) wind speed. The same compensation by the wind-induced 
pathway to changes in Pacific diffusivity are seen except with the ‘warm’ and present-day 
states above reversed. There is no compensation in the glacial state due primarily to there 
being no lower Pacific diffusively-driven pathway of NADW.  
An analysis of the change in the MOC components against the area-integrated Southern 
Ocean buoyancy flux for each of the wind and diffusivity perturbations (not shown), suggests 
the change in the MOC components with buoyancy forcing is similar to the control wind and 
diffusivity forcings (as described in Part I), with only small changes in the wind-driven 
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pathway but a large decrease in the Pacific diffusive-driven pathway as the buoyancy flux 
becomes more negative (i.e. more glacial). However, only three different buoyancy fluxes are 
available for each set of forcings and thus further research is needed in this area. 
v) MOC driving mechanisms 
Although, we have separated the pathways taken by NADW in this study (i.e. 
‘NADW_wind’, ‘NADW_pac’ and ‘NADW_at’), the driving mechanisms do not necessarily 
equate to these pathways. However, from these perturbation experiments we can conclude 
that these pathways do in general equate to the drivers of the NADW cell as described below. 
The separation of the NADW flowing into the channel’s lower cell which ultimately flows 
into the Pacific basin (‘NADW_pac’), from that which flows into the channel’s upper cell 
along the wind-driven pathway (‘NADW_wind’) is a very important distinction in this study. 
If this was not separated, the Southern Ocean wind-driven upwelling could be assumed to 
drive the AMOC in its entirety with only a minor role played by the Pacific diffusive 
upwelling. However, the assumption in this work is that the ‘NADW_pac’ component of the 
NADW cell would not be present without diffusive upwelling in the Pacific basin (i.e. the 
NADW cell would weaken). Instead, the eddy-induced lower cell would be isolated in the 
Southern Ocean with no NADW flowing into it, and this is shown to be the case in the zero 
Pacific diffusivity experiments. Thus, the ‘NADW_pac’ component is no longer present. 
However, the ‘NADW_wind’ component may increase slightly even if the wind remains 
constant, compensating for some of the reduction in ‘NADW_pac’. This is due to there no 
longer being any PDW upwelled further in the upper wind-driven cell in the channel. Instead, 
the wind-driven cell can only upwell NADW. Thus, while ‘NADW_wind’ and ‘NADW_pac’ 
do give a good approximation to the wind and Pacific diffusive driving mechanisms of the 
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NADW cell, a small proportion of the ‘NADW_pac’ component in some cases includes 
waters which are both diffusively and later wind-driven to the surface.   
The wind does of course also have a significant impact on the channel circulation and thus 
could alter the Pacific pathway if the winds are reduced, since the wind-induced tilting of 
isopycnals is the main factor generating the eddy-induced lower cell. Thus, the wind could 
still be important in enabling this Pacific diffusive mechanism to drive the NADW cell. 
However, in the zero wind experiments performed here, ‘NADW_pac’ is not significantly 
changed from the control experiments due to the direct zonal flows of NADW into the Pacific 
basin, or the buoyancy-induced tilting of the isopycnals maintaining the eddy-induced cell.  
The Atlantic upwelling, ‘NADW_at’ is NADW which upwells via diffusive upwelling or the 
north Atlantic clockwise eddy-induced cell. 
4.6. Conclusions 
In this two part study, the dependence of the strength, structure and pathways of the MOC on 
Southern Ocean buoyancy forcing and wind stress, and vertical diffusivity has been 
investigated using a two-basin model with a southern circumpolar channel. In Part I, the 
Southern Ocean buoyancy forcing was shown to lead to a transition of the MOC from a 
future ‘warm’ low ice state to a present-day state and finally a ‘cold’ glacial state through a 
sea-ice induced increase in AABW formation, and thus a shoaling of the NADW cell. This 
changes the magnitudes of the wind-driven and Pacific diffusively-driven pathways of 
NADW by changing the overlap between the upper and lower cells at the channel-basin 
boundary. The Pacific diffusively-driven pathway decreases as the MOC transitions from a 
‘warm’ to a ‘glacial state, whereas the wind-driven pathway is greatest in the present-day 
state and smallest in the ‘warm’ state. In Part II, the variation of the MOC with Southern 
Ocean wind speed and Pacific vertical diffusivity is studied. The same method used in Part I 
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to separate the MOC components is used, enabling the importance of diffusive upwelling in 
the Pacific and Atlantic basins, and wind-driven upwelling in the channel to be determined.  
The variation in Southern Ocean wind speed and Pacific vertical diffusivity leads to 
significant changes in the wind and Pacific diffusive-driven pathways as expected due to the 
ability of these mechanisms to upwell water being directly modified by these perturbations. 
However, there are further adjustments in these pathways due to the wind and diffusivity also 
influencing the depth of the NADW cell at the channel-basin boundary. The magnitude of 
Atlantic upwelling also increases as the NADW cell deepens. 
The wind changes have the added complexity of changing the southern channel circulation 
and the depth of the interface between the upper and lower cells, both directly (through 
changes in the Deacon cell) and indirectly through isopycnal tilting and sea-ice export (which 
effect the eddy-induced lower cell). 
Despite these additional changes, there is a clear dependence of the sensitivity of the NADW 
cell strength to variations in Southern Ocean wind speed and Pacific vertical diffusivity on 
the initial Southern Ocean buoyancy forcing. While the NADW cell strengthens (weakens) 
with enhanced (reduced) wind speed or Pacific diffusivity under all buoyancy forcing states, 
the magnitude of this change varies. 
The sensitivity of the NADW cell strength to Pacific diffusivity increases as the Southern 
Ocean buoyancy forcing is varied from a glacial to a ‘warm’ climate state, as expected given 
the Pacific diffusively-driven pathway of NADW increases as the buoyancy forcing is 
perturbed towards a ‘warm’ state. In contrast, the ‘warm’ state has the lowest sensitivity to 
wind forcing, with the glacial and present-day states most sensitive to reduced and enhanced 
wind forcing respectively.  
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The key cause of these changes is due to the direct change in the wind-driven or Pacific 
diffusively-driven pathways, although changes in the wind speed and Pacific diffusivity also 
alter the NADW cell depth in some cases, increasing Atlantic upwelling non-linearly with 
enhanced wind speed or diffusivity. The structural changes also lead to small compensating 
changes by the wind-driven or Pacific diffusively-driven pathways in the ‘warm’ and present-
day states, particularly at zero and four-fold perturbations, which oppose the change in 
NADW cell strength.  
The main change in structure of the MOC with enhanced (reduced) Pacific diffusivity is a 
deepening (shoaling) of the NADW cell at the channel-basin boundary which alters the 
overlap between the upper and lower cells. This must happen since at zero Pacific diffusivity, 
all NADW flowing into the channel must be shallow enough to be upwelled by the wind-
driven upper cell. This leads to large changes in Atlantic upwelling particularly in the ‘warm’ 
state, which undergoes the greatest structural changes with significant shoaling at low 
diffusivities, despite no change in buoyancy forcing.  
The response of the NADW cell depth to wind forcing is less clear, with no change in the 
‘warm’ state and only a deepening at high wind speeds in the present-day state. The 
deepening occurs at all wind speeds in the glacial state, due to the deepening of the channel’s 
wind-driven upper cell. The increase in Atlantic upwelling with wind speed is therefore 
smaller in the wind experiments. However, in the present-day state at both a four-fold wind 
and diffusivity, the NADW cell deepens substantially leading to a large change in this 
component, with this state becoming most sensitive to changes in both wind and diffusivity at 
these high values.  
The structure of the NADW cell is therefore dependent on wind and diffusivity, in addition to 
buoyancy forcing.  
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The experiments performed have a similar Southern Ocean buoyancy forcing in the zero 
wind experiments to the corresponding control, and therefore simulate the direct effect of 
wind changes with only small buoyancy (and sea-ice) perturbations. Changes in wind are 
shown to be unable to shoal the NADW cell to a glacial state, with a predicted strengthening 
and deepening of the NADW cell if the sea-ice was realistically simulated which would 
enable the reduced wind speed to reduce Southern Ocean sea-ice formation. 
The Southern Ocean sea-ice formation rate and therefore buoyancy forcing also varies with 
wind speed since it exports sea-ice northwards. However, at low wind speeds the buoyancy 
forcing tends to remain similar in each of the buoyancy state experiments due to an increase 
in sea-ice thickness. The channel’s lower cell is maintained in the present-day state due to 
buoyancy forced tilting of the Southern Ocean isopycnals, which maintains the Pacific 
diffusively-driven pathway.  
A weakening of the Southern Ocean zonal wind stress has been proposed as a mechanism to 
instigate the transition of the MOC to a glacial state, characterised by a weaker, shoaled 
NADW cell and a more expansive Atlantic AABW cell. However, the experiments 
performed in this study suggest that while reduced wind speeds lead to a weakening of the 
NADW cell due to a reduced wind-driven pathway of NADW, it does not shoal the NADW 
cell (in either the ‘warm’ or present-day states). The only plausible mechanism to both 
weaken and shoal the NADW cell as in glacial times is  a change in the buoyancy forcing, 
with a decrease in the negative Southern Ocean buoyancy fluxes due to enhanced sea-ice 
formation shown to be capable of causing this change in Part I.  
We identified the simulation of unrealistically thick Southern Ocean sea-ice in the zero wind 
speed experiments of the present-day (and glacial) buoyancy states, which enables the sea-ice 
formation rate and buoyancy forcing to remain fairly unchanged at low wind speeds. 
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However, if the Southern Ocean buoyancy flux becomes more negative as may be expected 
at low wind speeds, the buoyancy forcing would tend towards the ‘warm’ state, potentially 
leading to a deepening and strengthening of the NADW cell even at zero wind speed. Thus, 
this mechanism would still be unable to cause a transition to a glacial state MOC. 
Both a reduction in the magnitude of the Southern Ocean wind speed and buoyancy forcing 
(shown in Part I) reduce the NADW cell strength from a state representative of the present-
day, one of the key changes in the transition to a glacial MOC. However, only a perturbation 
in the buoyancy forcing leads to a shoaling of the NADW cell, the other characteristic of the 
glacial state MOC. 
Our results contrast with Jochum and Eden [2015], in which the NADW cell strength is 
shown to be highly insensitive to enhanced Southern Ocean wind speed in a global climate 
model, whereas there is a large strengthening of the NADW cell in each buoyancy state in 
our experiments. However, they do appear to validate their suggestion that the NADW cell is 
insensitive to reduced wind speed. In our present-day and ‘warm’ states, NADW upwells via 
Pacific diffusively-driven upwelling at reduced wind speeds as in the pre-mentioned study, 
reducing the NADW cell sensitivity. The cause of the difference in sensitivity to enhanced 
wind speed between these studies is difficult to fully ascertain. The experiments of Jochum 
and Eden [2015] were only partially eddy compensated with a significant increase in the 
wind-driven upper cell in the channel with wind speed as in our experiments. However, the 
increase in this cell is primarily  and thus this is likely not the cause of the difference. Instead, 
the divergence may lie with the varying wind used in the models and perhaps other model 
parameters. In the control experiment of Jochum and Eden [2015], the Pacific pathway seems 
to be almost zero as in our glacial state. However,  in contrast to our experiments, a large 
volume of the increase in this cell is isolated within the Southern Ocean rather than 
increasing the upwelling NADW flowing into the channel. This is likely either due to 
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differences in the zonal wind speed profile, with the Deacon cell located further south in the 
channel of Jochum and Eden [2015], or it may be due to the eddy compensation by the 
enhanced eddy-induced cell strength being locally larger in the north of the channel in 
Jochum and Eden [2015]. This reinforces the uncertainties associated with the magnitude of 
eddy compensation and model differences. However, our results for reduced wind speeds and 
sensitivity differences between varying buoyancy forcings should hold regardless of the 
models representation of mesoscale eddies so long as the control experiments have a realistic 
channel circulation. The change at zero wind speed is akin to our ‘warm’ state, with very 
little weakening or shoaling of the NADW cell, and the presence of a weak clockwise cell in 
the north of the channel. This is the response we predict would also occur in the present-day 
state if the sea-ice model responded realistically to reduced wind speed in this state.  
This study highlights the complexity of the MOC and the importance of simulating realistic 
changes in both Southern Ocean winds and buoyancy forcing, and obtaining an accurate 
vertical diffusivity profile to accurately model MOC variations in past and future climates. 
The initial state taken to be the present-day MOC will also significantly impact the sensitivity 
of the MOC to these forcings. However, the direction of variation of the MOC components to 
varying buoyancy forcings described in Part I (Chapter 3) appears to hold for a wide range of 
Southern Ocean wind and Pacific diffusivities. However, simultaneous variations in both of 
these latter parameters and experiments with smaller freezing rate perturbations are needed to 
confirm this and quantify any differences.   
The importance of both Pacific (and Atlantic) diffusive-driven upwelling and wind-driven 
upwelling in driving the NADW cell varies both with the buoyancy forcing (as shown in Part 




4.7. Additional analysis of MOC variations 
While our focus in this chapter has been on the change in the overturning streamfunction in 
response to changes in Southern Ocean wind speed and Pacific vertical diffusivity, we now 
perform an analysis of the changes in stratification and N-S density differences which 
accompany the MOC changes in response to the wind and diffusivity perturbations. This will 
enable us to determine the impact these changes may have on the MOC. This may improve 
our understanding of the cause of the MOC variations since the wind-induced sea-ice changes 
alter the stratification and N-S density differences, while the wind and diffusivity also 
directly alter the ocean’s density distribution.  
4.7.1. Cell interface depths 
(a)                                                             (b) 
 
Fig 4.14: Interface depth of the global-integrated circulation (circle markers) and the NADW cell (triangle 
markers) at the channel-basin boundary against (a) the Southern Ocean wind speed and (b) Pacific vertical 
diffusivity, relative to the control values. Each marker on a line corresponds to an experiment with a varying 
wind or diffusivity. In each plot, the interface depths are plotted for each of the three control buoyancy forcings; 
the ‘warm’, present-day and glacial states labelled as ‘-1.96°C’ (red), ‘0°C’ (green) and ‘1°C’ (blue) 
respectively, the sea-ice freezing points corresponding to each of these states. 
174 
 
Before analysing the changes in stratification and density, we calculate the changes in 
NADW and global-average interface depths at the channel-basin boundary with perturbations 
in Southern Ocean wind speed (Fig 4.14a) and Pacific diffusivity (Fig 4.14b). These plots 
help to highlight the changes in the MOC components described previously in this chapter 
since the overlap between the upper and lower cells at the channel-basin boundary is the 
dominant factor determining the magnitude of the Pacific pathway of NADW.  
The changes in response to Pacific diffusivity are the most straightforward with the NADW 
cell deepening with enhanced diffusivity under all buoyancy states while the global-average 
cell interface depth remains approximately constant. Thus, the overlap increases with Pacific 
diffusivity, increasing the Pacific pathway. There is no overlap at zero diffusivity, as is 
required to satisfy continuity since any NADW flowing into the channel’s lower cell would 
no longer be able to return to the surface of the Atlantic without Pacific upwelling. 
However, the changes with wind speed are more complex as the global-average interface 
depth also varies and is dependent on the initial buoyancy forcing. For increases in wind 
speed relative to the control, both the NADW and global-average interfaces deepen. The 
changes tend to increase the overlap slightly in the present-day state and reduce it in the 
‘warm’ state. In response to reduced wind speed relative to the control, the global-average 
interface shoals to the surface in the present-day and glacial states due to the reduction in the 
wind-driven upper cell, while the anti-clockwise eddy-induced channel circulation dominates 
due to the unrealistic maintenance of Southern Ocean sea-ice formation. The NADW cell also 
shoals in the glacial state whereas it deepens in the present-day state. This contrast leads to a 
large difference in the response of the MOC to reduced wind speed due to contrasting Pacific 
pathway magnitudes. In the ‘warm’ state, the global-average interface increases significantly 
and the NADW cell also increases, both deepening to the ocean floor due to the presence of a 
clockwise eddy-induced cell in the channel. However, this is relatively weak with the Pacific 
175 
 
pathway maintained via zonal flows. This additional analysis helps to visualise the changes in 
the MOC pathways with wind and diffusivity perturbations. 
4.7.2. Deep stratification and surface density 




Fig 4.15: Stratification (s-2) in the Atlantic sector averaged (a) over depths below 2 km, (b) over depths below 2 
km at the channel-basin boundary, and (c) over depths of 2 km, plotted against wind or diffusivity relative to the 
control. As in Fig 4.14, the wind and diffusivity perturbation experiments are plotted for each of the buoyancy 
states, with sea-ice freezing points of -1.96°C, 0°C and 1°C. 
In Fig 4.15, the variation of the deep stratification (i.e. at depths of 2 km and below) with 
wind and diffusivity perturbations tends to be small, except in the glacial state wind 
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perturbation experiments where the changes are far greater (the yellow line). The enhanced 
wind speed increases the tilt of the Southern Ocean isopycnals (in latitude-depth space) 
which primarily causes the changes in stratification with wind speed in this glacial state (Fig 
4.16d). It is interesting to note that the NADW cell deepens with wind speed in this glacial 
state despite the deep stratification increasing. This suggests changes in stratification play 
only a secondary role on the NADW cell structure in these experiments while the direct 
effects of changes in wind speed on the MOC dominate.  
The isopycnal slope also increases with wind speed in the present-day and ‘warm’ states (Fig 
4.16d), and with diffusivity in the glacial state. However, the changes in deep stratification 
are small. This difference is likely due to the stratification being far smaller in the present-day 
and ‘warm’ state control experiments, reducing the impact of the isopycnal slope changes. In 
the glacial state, enhanced Pacific diffusivity reduces the density difference between the 
North Atlantic and south of the model which leads reduces the changes in stratification (Fig 
4.15c). Clearly, the changes in stratification are not significant in the other wind and 











 (a)                                                               (b) 
  
(c)                                                                  (d) 
  
Fig 4.16: Plots of (a) surface density difference between the North Atlantic and the south of model (globally-
averaged), (b) and (c) depth of the northern and southernmost outcropping isopycnals respectively at the 
channel-basin boundary, and (d) slope of the southernmost outcropping isopycnal averaged over the channel, all 
plotted against wind or diffusivity relative to the control. As in Fig 4.14, the wind and diffusivity perturbation 
experiments are plotted for each of the buoyancy states, with sea-ice freezing points of -1.96°C, 0°C and 1°C. 
The variation in the N-S density difference with wind and diffusivity perturbations (Fig 
4.16a) is far smaller than when the southern buoyancy forcing is perturbed (Fig 3.11b) as 
expected since we are no longer directly altering the surface buoyancy. The density in the 
north decreases relative to the south with enhanced wind speed due to the increased Southern 
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Ocean sea-ice formation rate but it increases with enhanced Pacific diffusivity. The change in 
the N-S density difference with enhanced wind speed therefore opposes the strengthening and 
deepening of the NADW cell. The N-S density increases with Pacific diffusivity are small 
except in the glacial state. We therefore do not believe changes in stratification or density are 
a major factor controlling the response of the MOC to wind and diffusivity perturbations. 
Thus, we do not plot these variables directly against the MOC component changes or the cell 
interface depths as we did in chapter 3. These plots of the stratification or the cell interface 
depths would also become very difficult to interpret since the stratification and cell interface 
depths are almost constant at varying wind speeds and diffusivities in some cases (Fig 4.15) 
or vary inconsistently (see Fig’s 4.14 and 4.15). 
This additional analysis improves our understanding of the changes in the MOC components 
with the wind speed and Pacific diffusivity perturbations described previously. In particular, 
the cell interface depth plots help us to understand the consequent changes in the direct wind 
and Pacific pathways. The effects of stratification and N-S density differences have only a 
secondary role in the MOC changes with the direct effects of wind and diffusivity changes on 
the MOC structure appearing to be the primary factor in the changes seen. Of course, the 
degree to which stratification and N-S density differences change varies between the different 
buoyancy states. Changes in the depth of the northernmost isopycnal and slope of the 







Chapter 5  
Single-basin model simulations and 
tracer release experiments 
The aims of this section are to determine the differences between single- and multi-basin 
model simulations of the MOC to gain further insight into the overturning pathways taken in 
ocean models and the drawbacks of using a single-basin model compared with a multi-basin 
model. 
The transition of the MOC from present-day to glacial states (through buoyancy forcing 
changes) will be discussed as in the multi-basin model simulations, and experiments with 
varying Southern Ocean winds and vertical ocean diffusivity are performed. This section is 
less detailed since the main findings on the physical circulation have already been discussed 
using the more realistic multi-basin model.  
This section is divided as follows: firstly questions that we seek to answer are stated, 
followed by an analysis of the MOC in single-basin models under varying buoyancy forcing 
and geometrical setups which are compared with multi-basin models. Single-basin model 
experiments are then performed with enhanced Southern Ocean wind forcing and varying 







The main questions this research seeks to understand are listed below: 
 Why do single-basin models have a weaker NADW circulation than multi-basin 
simulations under all buoyancy forcings? 
 How are single-basin models setup to attain a realistic overturning circulation, 
representative of the global-integrated MOC? 
 How do variations in vertical ocean diffusivity, Southern Ocean winds and surface 
buoyancy fluxes alter the circulation in single-basin models? 
5.2. Single-basin model buoyancy forcing experiments 
The single-basin model configuration is described in Chapter 2. The model is forced at the 
surface with the same control buoyancy and wind forcings used in the Atlantic basin of the 
multi-basin model simulations. This enables a direct comparison between the circulation in 
the single-basin model and the Atlantic basin of the multi-basin model. The sea-ice freezing 
point is varied between -1.96°C and 1°C as in the multi-basin model experiments, to 
represent varying Southern Ocean sea-ice formation rates and thus buoyancy forcings.  
In contrast to the multi-basin model, the sea-ice freezing point most representative of the 
present-day MOC in the single-basin model is the -1.96°C experiment. The residual 
overturning circulation has a NADW cell and lower AABW cell with a strength of ~7.5 Sv 
and ~8.3 Sv respectively (the lower cell strength maximum being in the channel due to the 
eddy-induced circulation) (see Fig 5.1a). The NADW cell is slightly weaker than the glacial 
state (1°C freezing point) multi-basin model experiment and significantly weaker than the 
~19.5 Sv NADW cell in the corresponding multi-basin model freezing point experiment. This 
difference is due to the differing geometry of these models. The single-basin model has no 
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Pacific basin over which diffusive-driven upwelling of NADW origin waters can occur and 
also a narrower channel, reducing the wind-driven upwelling component of NADW.  The 
wind-induced upwelling of NADW is ~2.5 Sv (i.e. the volume of NADW flowing south of 
the latitude of the South Africa landstrip (not present in the single-basin model) where the 
zonal wind speed becomes strong. The remaining ~5 Sv of NADW is upwelled in the basin 
before reaching the channel. The lower ‘AABW’ cell in this experiment is primarily a 
consequence of the eddy-induced overturning in the channel, with almost no AABW 
formation and thus a highly unstratified deep ocean. 
(a)                                                             (b) 
 
      (c) 
 
Fig 5.1: Zonal-average residual overturning streamfunction in the single-basin model when using the control 
forcings with a sea-ice freezing point of (a) -1.96°C, (b) 0°C and (c) 1°C. The red (positive) and blue (negative) 
streamfunctions are clockwise and anti-clockwise circulations respectively. The streamline contour intervals are 
1 Sv. Potential density contours are represented by black solid lines. The vertical dashed lines in the south of the 
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domain are from left to right, the southernmost latitudes of the South America and South Africa landstrips 
respectively (the latter landstrip not present in the single-basin model).  
As the sea-ice freezing point is increased, the AABW formation rate increases and the deep 
stratification increases. This leads to a shoaling of the NADW cell as described by Jansen and 
Nadeau [2016] and the expansion of the lower AABW cell. In the 0°C freezing point 
experiment, the NADW cell weakens by ~1.8 Sv to ~5.7 Sv (Fig 5.1b). Although the lower 
cell weakens to ~5.9 Sv, this is due to a reduced eddy-induced circulation but a stronger 
Eulerian-mean component due to the enhanced AABW formation. The NADW cell has 
shoaled to a glacial state with most of the decrease in NADW cell strength due to reduced 
upwelling in the basin north of the channel.  
The residual NADW cell weakens further to ~4.7 Sv when the sea-ice freezing point is 
increased to 1°C (Fig 5.1c), leading to enhanced Southern Ocean sea-ice and AABW 
formation.   
The single-basin model simulations using the average of the forcings over the Atlantic and 
Pacific sectors generates a similar MOC to using the Atlantic forcings. However, it does lead 
to a small strengthening of the NADW cell (by ~3 Sv in the -1.96°C experiment) due to the 
buoyancy gradient in the north Atlantic then being greater.  
The MOC in the -1.96°C sea-ice freezing point experiment is similar to the structure of the 
global-integrated streamfunction in the corresponding multi-basin model experiment. This is 
despite the NADW cell being significantly weaker in the single-basin model. The similarity 
in the overturning structure with most of the NADW upwelling to the upper ocean as it flows 
southwards to the channel (in contrast to the Atlantic only circulation) is due to the 




5.3. Causes of differences between single and multi-basin models 
While the single and multi-basin models have similarities in the structure of the global-
average multi-basin and the single-basin model residual circulations, the multi-basin model 
has a stronger upper NADW and lower AABW cell than the single-basin model. The 
circulations in the individual basin also differ greatly from the global-average circulation as 
described in Chapters 3 and 4.  
The global-average NADW cell in the multi-basin model is ~19.5 Sv which is ~12 Sv greater 
than in the single-basin model (despite the same Atlantic basin forcings). Given the findings 
in Chapters 2 and 3, this is likely due to the enhanced model domain size. The hypothesis is: 
 The volume of water in the wider multi-basin model is greater than the single-basin 
model, and is therefore able to upwell a greater volume of water and drive a stronger 
NADW cell. Therefore, a wide single-basin model (with a reduced northern extent in 
the Pacific basin) will have the same strength as the multi-basin model unless the 
additional meridional boundary in the multi-basin model (with a narrow Atlantic 
basin) is important. The main mechanisms that could act to increase the NADW cell 
strength would be enhanced wind-driven or diffusive-driven upwelling. To determine 
how much of the strengthening is due to enhanced wind-driven upwelling, a wide 
channel single-basin model simulation is also used.  
The simulations shown below were performed prior to obtaining the results in Chapters 3 and 
4. We therefore only performed these varying geometry single-basin model simulations with 
a sea-ice freezing point of -1.96°C (i.e. the ‘warm’ state in the multi-basin model and present-
day state in the single-basin model). However, it enables us to further understand the cause of 




5.3.1. Variable geometric configurations of a single-basin model  
The MOC in a single-basin model with varying geometries are described in this section. A 
single-basin model with the same width as the multi-basin model and with a reduced 
latitudinal extent over a longitude range equal to the Pacific basin width (i.e. the multi-basin 
model with no South Africa land strip) is used to see the effect of basin width on the MOC, 
particularly on the strength of the upper NADW cell. This is referred to as the wide single-
basin model (Fig 5.2a). A single-basin model with the original Atlantic basin width but with a 
channel the same width as the multi-basin model is also used to determine the importance of 
channel width. This is referred to as the wide channel single-basin model (Fig 5.2b). In the 
MOC calculations, the velocities in the separated Pacific basin are removed (i.e. the Pacific 
basin can be considered to be land). 
(a)                                                                   (b) 
 
Fig 5.2: Bathymetry of (a) the wide single-basin model with a reduced northern extent over a longitude range 
equal to the Pacific basin width, (b) the single-basin model with a wide southern channel. The ocean is white, 
while land is black (or yellow and blue at the border between ocean and land).  
The forcings used in each model domain are now changed. The surface temperature and 
salinity averaged over the Atlantic sector of the multi-basin model -1.96°C freezing point 
experiment from Chapter 3 is used as the temperature and salinity relaxation forcings. The 
relaxation timescales for temperature and salinity are set to 6 days, such that the surface 
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temperature and salinity in these simulations are approximately equal to the relaxation 
temperature and salinity. 
To enable a direct comparison of the effect of changes in geometry on the circulation (with 
no other effects), the MOC in the original single and multi-basin models with freezing points 
of -1.96°C were also simulated using the same forcings (i.e. relaxation forcings using the 
surface temperature and salinity from the Atlantic sector of the multi-basin model 
everywhere). 
                    Atlantic                                   Pacific                                      Global 
 
Fig 5.3: Multi-basin model zonal-average residual overturning streamfunction using a sea-ice freezing point of -
1.96°C forced using strong temperature and salinity relaxation forcings representative of the Atlantic Ocean 
throughout the domain. Plots from left to right are the Atlantic, Pacific and global-average circulations 
respectively. Colours and contours as in Fig 5.1. 
Fig 5.3 shows the multi-basin model MOC using these forcings. The upper NADW cell 
strength in the Atlantic sector and in the global-average is ~16.5 Sv, ~3 Sv weaker than the 
~19.5 Sv upper cell strength in the -1.96°C freezing point experiment from Chapter 3 which 
used different forcings in the Pacific and Atlantic sectors of the model. The Pacific basin now 
has an upper cell due to the north of the Pacific basin being denser due to Atlantic forcings 
being applied throughout the whole domain. The flow into the channel, ‘NADW_channel’ is 
now only ~8 Sv compared to ~11.1 Sv using the more realistic forcings. This decrease is due 
to ‘NADW_wind’ now reduced to ~1.2 Sv from ~4.1 Sv. It therefore seems likely the 
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reduced NADW cell strength is primarily a consequence of the Pacific basin being denser in 
the north and thus producing an upper cell. This prevents the PDW cell upwelling to the 
surface and therefore this PDW must be upwelled by the wind-driven upper cell in the 
channel before returning to the Atlantic. Therefore ‘NADW_wind’ is reduced. 
The same Atlantic forcings and strong temperature and salinity relaxation imposed in the 
original single-basin model generates a NADW cell strength of ~10.3 Sv, with ~2.5 Sv 
upwelled in the channel by the Southern Ocean zonal winds (see Fig 5.4a). The NADW cell 
is ~2.8 Sv stronger than the single-basin model control experiment described previously. This 
is primarily due to the north of the model being slightly denser than in the control experiment 















(a)                                                                                              (b) 
 
        (c) 
 
Fig 5.4: Single-basin model zonal-average residual overturning streamfunction using varying geometrical setups 
forced using strong temperature and salinity relaxation to forcings representative of the Atlantic Ocean 
throughout the domain. The model domains are (a) the original single-basin model, (b) the wide single-basin 
model with reduced northern latitude in the Pacific sector and (c) the wide channel single-basin model. Colours 
and contours as in Fig 5.1. 
5.3.1.1. Wide single-basin model 
The MOC in the wide single-basin model is now described and compared to these 
simulations. The wide single-basin model (Fig 5.2a) has the same width as the multi-basin 
model which is 2.9 times wider than the original single-basin model. The effect of this 
increased width and ocean basin volume on the MOC can now be determined.  
In the wide single-basin model, there is a ~19.1 Sv NADW cell with ~5 Sv driven by 
upwelling along the direct wind-driven pathway (‘NADW_wind’) in the channel, and ~14 Sv 
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upwelled by diffusive-driven upwelling and the eddy-induced cell in the basin to the north 
(see Fig 5.4b). This is ~2.5 Sv stronger than the multi-basin model NADW cell strength 
under the same Atlantic only forcings. The direct wind-driven pathway is ~4 Sv greater in the 
wide single-basin model, while the total upwelling in the basin north of the channel is 
actually greater in the multi-basin model. The difference in NADW cell strength is likely due 
to the NADW which flows into the channel in the multi-basin model primarily upwelling in 
the Pacific basin before being upwelled further by the wind in the channel. Thus, the wind 
and diffusive-driven upwelling work together rather than both contributing separately to the 
NADW cell strength. This could also be the case in the wide single-basin model since only 
the global-average MOC can be plotted in single-basin models, in which the NADW cell 
must connect to the upper cell in the channel. However, it is more likely that the NADW that 
upwells in the basin does not flow into the channel, since there is no longer two separate 
basins preventing zonal flows between the Atlantic and Pacific sectors north of the channel. 
The clockwise eddy-induced circulation is approximately the same strength and thus this is 
not contributing to the strength difference.  
Comparing, the global-average MOC in the multi-basin model (Fig 5.3) and the wide single-
basin model (Fig 5.4b), the MOC structure looks very similar and has a similar strength. In 
contrast, the Atlantic width single-basin model NADW cell (Fig 5.4a) is ~9 Sv weaker than 
the wide single-basin model. Thus, we can conclude that the wider domain size is the most 
important factor in generating a stronger NADW cell in the multi-basin model compared to 
the original narrow single-basin model, while the separation of the domain into two basins 
appears to play only a small role. The enhanced strength in the multi-basin model is therefore 
due both to an enhanced wind-driven upwelling in a wider channel and a larger volume basin 




5.3.1.2. Wide channel single-basin model 
The wide channel single-basin model is the original single-basin domain but with a channel 
width the same as in the multi-basin model (Fig 5.2b). The MOC in the wide channel single-
basin model (Fig 5.4c) is similar to that of the original single-basin model (Fig 5.4a). The 
NADW cell unexpectedly weakens from ~10.3 Sv to ~6.3 Sv due to a reduced eddy-induced 
circulation in the far north of the basin. The wind-driven upwelling of NADW in the channel 
increases by ~0.6 Sv from ~2.5 Sv to ~3.1 Sv. While the wider channel does not strengthen 
the MOC in this case, if the Southern Ocean winds were significantly stronger, the NADW 
cell would be expected to strengthen and overcome the decrease in the eddy-induced 
circulation.  
It should also be noted that the wide single-basin model and the multi-basin model have a 
wider domain north of the southern end of the South America land strip than the wide 
channel single-basin model, over which the Southern Ocean westerly winds are still strong 
and the channel’s wind-driven upper cell is present (i.e. between 50°S and 36°S). Thus, the 
wider domain in these cases leads to a far greater increase in the wind-driven upwelling and 
thus plays an important role in the strengthening of the NADW cell relative to that of the 
original single-basin model.   
5.3.2. Single-basin model wind forcing and vertical diffusivity experiments 
The original Atlantic width single-basin model experiments were also performed with 
varying Southern Ocean zonal wind speed and vertical diffusivity. While a number of wind 
perturbation experiments were performed, only the enhanced wind experiment is shown here. 
The control wind and vertical diffusivity are the same as those used in the Atlantic sector of 
the multi-basin model control experiments of Chapter 3 and 4, with the single-basin model 
control experiment shown in Fig 5.1a (i.e. closest to the present-day state). 
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5.3.2.1. Wind forcing perturbations 
The Southern Ocean westerly winds were only varied south of the South America landstrip 
(i.e. between 70°S and 50°S). A two-fold increase in the Southern Ocean winds at these 
latitudes leads to an increase in Southern Ocean zonal wind stress from a maximum of 0.11 N 
m-2 at 50°S to 0.22 N m-2 (similar to the maxima in the Trenberth et al. (1989) climatological 
zonal wind stress which is far larger than the NCEP-NCAR dataset, and larger than satellite 
scatterometer measurements (Lee et al. [2013]).  
The residual NADW cell increases by ~2.8 Sv to ~10.3 Sv in the two-fold wind experiment 
(Fig 5.5a), with the volume of NADW upwelled in the channel’s upper wind-driven cell 
increasing from ~2.5 Sv to ~4.3 Sv. While this shows the NADW cell is sensitive to changes 
in Southern Ocean wind speed, a far larger increase would be required to obtain a stronger, 













(a)                                                                           (b) 
 
      (c)                                                                   (d) 
 
Fig 5.5: Original Atlantic width single-basin model zonal-average residual overturning streamfunction for 
experiments with perturbations to the -1.96°C freezing point control simulation. The control is perturbed by (a) 
a two-fold increase in the zonal wind stress in the circumpolar channel (70°S to 50°S), (b) a constant vertical 
diffusivity of 10-5 m2 s-1, (c) a constant vertical diffusivity of 5x10-5 m2 s-1, (d) a constant vertical diffusivity of 
10-4 m2 s-1. Colours and contours as in Fig 5.1. 
5.3.2.2. Vertical diffusivity perturbations 
A constant vertical diffusivity profile was used in the vertical diffusivity perturbation 
experiments, despite the control experiment using the Bryan and Lewis [1979] diffusivity 
scheme (BL79), with an increase in diffusivity from 0.1 x 10-4 m2 s-1 at the surface to 2 x 10-4 
m2 s-1 at the ocean floor (an average of about 10-4 m2s-1). While similar changes in NADW 
cell strength can be obtained when using perturbations of the original BL79 diffusivity 
profile, the constant diffusivity profile is also of interest since this has been used in a number 
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of single-basin model studies (e.g. Jansen and Nadeau [2016] use a constant diffusivity of     
6 x 10-5 m2 s-1). 
Using a constant diffusivity of 10-5 m2 s-1 generates a NADW cell of ~4.2 Sv (Fig 5.5b), ~3.3 
Sv weaker than the ~7.5 Sv control simulation (Fig 5.1a) due to reduced diffusive-driven 
upwelling in the basin. In contrast, a constant diffusivity of 5x10-5 m2 s-1 and 10-4 m2 s-1 
generates a NADW cell with a strength of ~17.2 Sv and ~25.7 Sv respectively (Fig 5.5c and 
d). The NADW cell in these experiments is highly diffusive. This suggests that using a 
constant diffusivity rather than a profile with a more realistic large increase at ~2000 m 
despite a similar average vertical diffusivity, generates a significantly stronger NADW cell. 
Thus, the enhanced diffusivity in the upper 2000 m, where the NADW is formed appears to 
significantly strengthen the NADW cell despite there being a decrease in the diffusivity in the 
lower 2000 m.  
Another characteristic of the constant diffusivity experiments is the lower cell weakens and 
shoals or is non-existent. This is due to the control buoyancy forcing producing a very weak 
Eulerian-mean AABW cell while the anti-clockwise eddy-induced circulation contributes 
most to the lower residual cell strength. However, in these constant vertical diffusivity profile 
experiments, the eddy-induced circulation weakens dramatically due to reduced Southern 
Ocean isopycnal slopes. A more realistic lower AABW cell would likely be obtained in these 
experiments if the buoyancy forcings are changed to make the buoyancy fluxes more 
negative in the south of the model and thus the surface of the Southern Ocean denser.  
5.4. Tracer release experiments 
A number of passive tracer release experiments provide a visual aid to the ocean pathways in 
the single and multi-basin models. The passive tracer is transported through the models by 
advection from the residual circulation and is also redistributed by diffusion. This provides a 
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useful insight into the transport of a passive tracer such as carbon or phosphate through the 
model, in addition to the pathways taken by the MOC. However, these tracer transports will 
of course differ from that of a passive tracer such as phosphate in the real ocean since the 
concentration of phosphate is already spread throughout the ocean and thus the diffusion will 
be smaller.  
In the multi-basin model ‘warm’ state (-1.96°C freezing point) experiment, the tracer is 
released at the bottom of the north Atlantic and at mid-depth in the south of the Pacific basin 
(see Figs 5.6 and 5.7). In the single-basin model -1.96°C freezing point experiment, the tracer 
is released at the bottom of the ocean in the far north of the domain (see Fig 5.8). 
The multi-basin model tracer release simulations show the upwelling pathway of NADW or 
PDW flowing into the channel towards the surface along the negatively tilted isopycnals in 
the Southern Ocean, as expected from the residual meridional overturning streamfunction. It 
is important to note the different units in the Atlantic and Pacific sectors of these figures 
which in some cases mean the blue shading representing low concentration in one sector 
equates to a red shading representing high concentrations in the other sector. The units also 
change with time since the model diffuses the tracer over time and it is also spread by the 
advective flows, reducing its concentration. 
In Fig 5.6, the tracer released at the bottom of the north Atlantic flows south through the 
Atlantic basin and diffuses upwards from the ocean floor. It then upwells adiabatically in the 
Southern Ocean (at T=222 years) and sinks in the south before flowing north through the 
deep Pacific. However, as predicted from the ‘warm’ state MOC, most of the upwelling 
NADW does not actually reach the surface, instead upwelling towards the surface and 
sinking via the anti-clockwise eddy-induced circulation in the channel. The dominant 
pathway taken by the tracer flowing south into the channel is into the Pacific basin along the 
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Pacific diffusive-driven pathway, with very little upwelling in the Southern Ocean and 
returning north to the Atlantic basin along the direct wind-driven pathway. This is expected 
given the dominance of the Pacific pathway in the ‘warm’ state.  
The dye does not simply follow the streamlines of the flow due both to zonal asymmetries 
and the diffusion of the tracer in all directions, including against the flow. The diffusion is 
clear at T= 28 years and T= 222 years in the Atlantic basin since the dye spreads towards the 
surface despite the streamlines being predominantly horizontal.  
In Fig 5.7, the tracer is released at a depth of 1500 m in the south of the Pacific basin at the 
channel-basin boundary. The tracer flows south into the channel and predominately upwells 
adiabatically via the upper wind-driven cell, since the global-average residual cell interface at 
the channel-basin boundary is 2265 m. The rapid transfer of the tracer zonally through the 
channel is clear from the fast transport to the Atlantic sector at T=28 years. The upwelled 
tracer then moves north near the surface of the Atlantic basin via the NADW cell before 
sinking in the north Atlantic.  
An interesting and unexpected feature is the relatively high concentration of tracer located in 
the upper Pacific basin at T=625 years and T=958 years. While this is lower than the 
concentration in the north Atlantic, it is significant. This is likely due to the proximity of the 
tracer release site to the upper levels of the Pacific basin, with diffusion spreading it 
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Fig 5.6: Multi-basin model ‘warm’ state experiment latitude-depth cross-sections showing the evolution of a 
passive tracer released at the bottom of the north Atlantic at time T=0 years. The Atlantic and Pacific sectors are 
displayed on the left and right respectively. From top to bottom the plots show the tracer distribution at 28 years, 
196 
 
222 years, 611 years and 958 years after release. Note: the tracer concentration scale varies in each plot and 
decreases over time due to the advection and diffusion of the tracer through the model. The concentration unit is 
taken to be [g m-3], although this is arbitrary, with the initial concentration at the time of release being 1 g m-3.  







Fig 5.7: Multi-basin model ‘warm’ state experiment latitude-depth cross-sections showing the evolution of a 
passive tracer released at 1500 m in the south of the Pacific basin at a time, T= 0 years. The Atlantic and Pacific 
basins are displayed on the left and right respectively. From top to bottom shows the tracer distribution at 28 
years, 167 years, 625 years and 958 years after release. Note: the tracer concentration scale varies in each plot. 
A tracer release experiment was performed in the single-basin model with a -1.96°C freezing 
point as in the control experiment (see Fig 5.1a) with the tracer released at the ocean floor in 
the north of the basin (see Fig 5.8). As in Fig 5.6, the tracer is advected southwards by the 
NADW cell and rapidly diffused upwards. However, the NADW cell is weaker and upwells 
within the basin in contrast to the equivalent NADW flow in the multi-basin model which is 
into the channel all the way to the ocean floor. This leads to the tracer being upwelled to 
slightly shallower depths in the single-basin model and being transported northwards at a 
quicker rate. Despite this difference, the tracer transport is similar with adiabatic upwelling in 
the Southern Ocean. However, in contrast to the multi-basin model, a significant volume of 
the tracer flows north near the surface back towards the north of the basin, rather than sinking 
or flowing out of the Atlantic sector as in the multi-basin model. This difference is expected 
since in the multi-basin model ‘warm’ state most NADW flows into the channel’s lower cell 
and then into the Pacific basin, rather than flowing directly back into the Atlantic basin. In the 
single-basin model, the NADW streamfunction must connect to the upper cell in the channel 
to conserve volume. This explains the northerly flow of the tracer as it upwells in the 
Southern Ocean. However, there is also a significant volume of tracer in the channel’s lower 
cell in the deep Southern Ocean at T=1375 years. While, diffusion can explain some of this, it 
is likely that zonal variations in the flow are also responsible. There is a strong western 
boundary current of NADW as in the multi-basin model. This water may flow into the 
channel deeper than the global-average upper cell which could then return to the upper cell 
through upwelling in the basin.  
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(a)                                                             (b) 
 
     (c)                                                                (d) 
 
Fig 5.8: Single-basin model -1.96°C freezing point control experiment latitude-depth cross-sections showing the 
evolution of a passive tracer released at the bottom of the model in the far north at time, T=0 years. The tracer 
distribution is shown at (a) 222 years, (b) 611 years, (c) 958 years and (d) 1375 years after release. Note: the 
tracer concentration scale changes in each plot. 
A tracer release experiment was performed in the multi-basin model using the ‘warm’ state 
sea-ice freezing point but with a zero southern channel (i.e. south of South Africa) zonal wind 
stress (see Fig 5.9). The MOC was shown previously in Chapter 4 in Fig 4.4a. NADW still 
flows into the channel all the way to the ocean floor before flowing into and upwelling in the 
Pacific basin. However, there is no longer a wind or eddy-induced channel circulation, with 
the residual circulation now approximately zero in the channel. Thus, instead of upwelling in 
the channel, NADW flows directly into the Pacific basin via zonal flows. This can be seen in 
the passive tracer plots with the tracer flowing south in the Atlantic basin upwelling by 
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diffusion but it is no longer pulled vertically towards the surface in the channel. The direct 
zonal flow into the Pacific basin is seen at T= 222 years.  
                           Atlantic                                                
                           Pacific 
 
 
Fig 5.9: Multi-basin model ‘warm’ state with a zero Southern Ocean zonal wind stress experiment as in Chapter 
4. Latitude-depth cross-sections showing the evolution of a passive tracer released at the bottom of the north 
Atlantic at time T=0 years. The Atlantic and Pacific sectors are displayed on the left and right respectively. 
From top to bottom the plots show the tracer distribution at 28 years, 222 years and 958 years after release.  
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These tracer release experiments help us to visualise the meridional overturning circulation 
and MOC pathways under varying forcings. It also highlights the important role played by 
diffusion in transporting passive tracers, in addition to the advective transport. 
5.5. Conclusions 
This chapter is concluded by summarising the results and answering each of the questions set 
out at the start of the Chapter. These are listed again below as a reminder: 
 Why do single-basin models have a weaker NADW circulation than multi-basin 
simulations under all buoyancy forcings? 
 How are single-basin models setup to attain a realistic overturning circulation, 
representative of the global-integrated MOC? 
 How do variations in vertical ocean diffusivity, Southern Ocean winds and surface 
buoyancy fluxes alter the circulation in single-basin models? 
The structure of the single-basin model MOC responds to varying Southern Ocean buoyancy 
forcing similarly to the global-average MOC in the multi-basin model simulation. The 
NADW cell shoals while the abyssal cell expands as Southern Ocean sea-ice formation is 
increased and a glacial state buoyancy forcing is approached. However, the single-basin 
model has a far weaker control NADW cell and the changes in strength in response to the 
buoyancy forcing perturbations are smaller. The NADW cell strength is significantly weaker 
than reality in all simulations using a realistic wind forcing and vertical diffusivity. 
Model simulations were performed with varying geometries to understand the cause of the far 
weaker NADW cell in the single-basin model compared to the multi-basin model. A wide 
single-basin model with the same width as the multi-basin model generates a strong NADW 
cell, similar to the multi-basin model. This shows the important role played by diffusive-
driven upwelling in generating a NADW cell with a realistic strength. The wider channel in 
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this model also leads to a stronger NADW cell due to enhanced wind-driven upwelling in the 
channel, although under the imposed realistic forcings this appears to play a lesser role. 
In single-basin models forced by realistic external forcings (i.e. wind and buoyancy forcing), 
a NADW overturning with a strength similar to the present day is only obtained if an 
unrealistic enhanced ocean diffusivity profile is used. In the experiments performed here, this 
was implemented by using a constant diffusivity profile, with enhanced diffusivities in the 
upper ocean relative to the control, strengthening the NADW cell. This leads to a highly 
diffusive NADW circulation. It can also be strengthened by using an unrealistically large 
Southern Ocean zonal wind stress. In contrast, a lower vertical diffusivity or wind speed 
weaken the NADW cell.  
The multi-basin model global-average (average over both the Atlantic and Pacific sectors) 
upper cell is highly diffusive in the ‘warm’ climate state, analogous to the upper NADW cell 
structure in the single-basin model. This similarity in structure between the multi-basin model 
global-average MOC and the single-basin model MOC, despite large differences in the 
individual basins of the multi-basin model is due to most of the NADW in this ‘warm’ state 
ultimately upwelling in the Pacific basin before returning to the Atlantic rather than 
upwelling along the direct wind-driven pathway. It is also due to the continuity requirement 
that in the global-average and the single-basin model, the upper cell in the channel must 
connect with the upper cell to the north of the channel with no overlap between the upper and 
lower cells. The actual structure of the NADW cell in the Atlantic basin of the multi-basin 
model differs substantially from the single-basin model, with a largely adiabatic flow into the 
channel.  
Tracer release experiments help us to visualise the pathways taken by the MOC and how 
these differ between single and multi-basin models. The inter-basin transport in the multi-
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basin model was shown, with the main pathway of NADW entering the channel flowing into 
the Pacific basin after adiabatic upwelling and transformation in the Southern Ocean in the 
‘warm’ climate state. In contrast, in the single-basin model under the same buoyancy forcing, 
the NADW upwells adiabatically in the channel before flowing back to the north at the 
surface into the Atlantic basin. However, a significant concentration of tracer also sinks in the 
south of the basin entering the lower cell. This is unexpected and shows the importance of 

















Chapter 6  
Variations in atmospheric CO2 and the 
carbon cycle during MOC transitions 
This chapter analyses the variations in atmospheric CO2 which occur during the buoyancy 
driven changes in the MOC described in Chapter 3 and also compares the changes in the 
single and multi-basin model. This will enable us to understand how changes in the MOC 
contribute to glacial-interglacial variations in atmospheric CO2. The results in this section are 
currently minimal due to encountering a number of difficulties setting up the biogeochemistry 
model (based on Lauderdale et al. [2013] but updated with recent changes to the MITgcm) 
described in Chapter 2. A number of figures showing the change in some of the 
biogeochemical quantities are provided, although further analysis is needed to determine the 
contribution these changes have on the atmospheric CO2 variation. 
This chapter is structured as follows; firstly the main differences in the forcings and thus 
MOC in this biogeochemistry setup of the model are described, followed by a description of 
the biogeochemical tracer distributions in the control state. The change in these 
biogeochemical variables with perturbations to the buoyancy forcing and the transition to a 
glacial state is then briefly described. The accompanying changes in atmospheric CO2 are 





6.1. Comparison with the original setup  
The response of the NADW cell strength in this biogeochemistry setup of the multi-basin 
model to the same variations of the sea-ice freezing point as in Chapter 3 is smaller, varying 
by only ~5.1 Sv from ~14.2 Sv in the ‘warm’ state (-1.96°C freezing point) to ~9.1 Sv  in the 
glacial state (1°C freezing point). This is due to a change in the salinity boundary conditions, 
with both the salinity surface relaxation and net freshwater flux (i.e. neglecting the relaxation 
term) globally balanced at each time step to ensure the salinity is globally conserved, rather 
than simply relying on the salinity relaxation to prevent the salinity drifting significantly. 
Thus, the virtual salinity flux and hence the virtual flux of dissolved inorganic carbon (DIC) 
and total alkalinity (TA) (see Chapter 2.14) are globally conserved.  
The main change in the NADW cell structure is a reduction in Atlantic basin upwelling in the 
‘warm’ state, weakening the NADW cell under this buoyancy forcing relative to the ‘warm’ 
state MOC in Chapter 3 by ~5 Sv. The main changes in the pathways and thus strength of the 
MOC as the sea-ice freezing point and thus Southern sea-ice formation rate is increased is 
very similar to Chapter 3, with the exception of the changes in Atlantic upwelling. In 
particular, the interaction between the upper and lower cells, with these cells becoming 
isolated in the glacial state is still simulated. This is likely to play a key role in the variation 
of atmospheric CO2. The MOC in these model simulations is not shown since it is very 
similar to the changes in Chapter 3 for the multi-basin model. The changes in the MOC of the 
single-basin model in this modified setup is also very similar to those described in Chapter 5, 
with a slight weakening and shoaling of the NADW cell as the sea-ice freezing point is 
increased. 
The experiments performed here use a strong temperature relaxation to the monthly surface 
temperature fields obtained from the future ‘warm’ state experiment in Chapter 3, with the 
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temperature relaxation field held at these values regardless of the perturbations to the sea-ice 
freezing point made in this chapter. This ensures the temperature induced solubility effect is 
approximately zero in the model. By using a strong relaxation to the monthly varying surface 
temperature field ensures the seasonal changes in temperature and thus sea-ice are still 
captured by the model. This is particularly important given the important effect sea-ice has on 
biological production and air-sea CO2 exchange.    
6.2. Present-day control Experiment 
The multi-basin model control experiment representative of the present-day state is obtained 
using a sea-ice freezing point of 0°C as in Chapter 3. The model is spun up over more than 
10,000 years to allow the ocean carbon cycle to reach a steady equilibrium state. In this case, 
the control has an equilibrated atmospheric CO2 of ~246 ppm. Although this is significantly 
lower than the pre-industrial atmospheric CO2 concentration of ~278 ppm, the changes in 
CO2 in response to perturbations in the buoyancy forcing are likely to be similar (perhaps 
slightly smaller). The structure of the Atlantic basin MOC in this control state is similar to the 
present-day. The NADW cell strength is ~12.8 Sv (smaller than the same freezing point in 
Chapter 3 as described in Section 6.1), with a significant overlap between the NADW cell 
and the channel’s lower cell at the channel-basin boundary. Thus, a large volume of NADW 
flows into the channel’s lower cell and consequently into the Pacific basin along the Pacific 
diffusive-driven pathway. There is also a significant volume of NADW upwelled along the 
wind-driven pathway, flowing back into the Atlantic basin after upwelling in the channel.  
6.2.1. DIC, PO4 and O2 distributions 
The biogeochemical tracers simulated in the setup used here are DIC, TA, PO4, DOP and O2    
as described in Chapter 2, with the distribution of DIC and PO4 in this control experiment at 
the surface and in latitude-depth space shown in Fig 6.1 and Fig 6.2 respectively. 
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The DIC and PO4 concentrations at the surface increase polewards of the equator with the 
highest values in the Southern Ocean and the DIC also has high concentrations in the North 
Atlantic (see Fig 6.1). In latitude-depth space, the concentrations of DIC and PO4 are low 
above 500 m except in the Southern Ocean. They increase southwards throughout the 
Atlantic below about 500 m, with maximum values of DIC and PO4 of ~2.25 mol m
-3
 and 
~1.8 mmol m-3 respectively in the Southern Ocean (see Fig 6.2a and c). In contrast to the 
Atlantic, the DIC and PO4 concentrations increase to the north throughout the Pacific below 
about 500 m, with maximum values in the North Pacific of ~2.32 mol m-3 and ~2.5 mmol m-3 
respectively (see Fig 6.2b and d).  
(a)                                                                    (b) 
  
Fig 6.1: Surface distribution of (a) DIC (mol m-3) and (b) PO4 (mmol m-3) in the present-day control experiment. 
The modelled distribution of DIC and PO4 can be explained by the structure of the MOC, 
biological productivity and remineralisation of organic matter as they are transported through 
the ocean, and also solubility effects. The MOC has a significant control on the distribution 
of these tracers, since it determines the transport pathway of these tracers from the surface, 
into and through the ocean interior, with the gradual remineralisation of organic matter as the 




(a)                                                                    (b) 
  
(c)                                                                   (d) 
  
Fig 6.2: Zonally-averaged (over the Atlantic sector (left) and Pacific sector (right)) latitude-depth sections of 
(a),(b) DIC (mol m-3), and (c),(d) PO4 (mmol m-3) in the present-day control experiment. 
The transport of DIC (and nutrients (e.g. PO4)) to the deep ocean due to biological 
productivity is known as the biological pump (Volk and Hoffert [1985]) with the soft-tissue 
and carbonate pump components due to the transport of organic carbon and calcite 
respectively into the deep ocean.  
At the surface, the DIC and PO4 distributions are similar although there are some differences. 
As described above, the highest values of both DIC and PO4 are in the Southern Ocean. The 
North Atlantic and North Pacific also have higher concentrations than the subtropics, with 
DIC significantly higher in the North Atlantic than the North Pacific (Fig 6.1a). The large 
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increase of DIC at the surface of the North Atlantic is due to enhanced solubility as the 
surface temperature decreases towards the poles, increasing the uptake of atmospheric CO2.  
The high concentrations of both DIC and PO4 at the surface of the Southern Ocean but lower 
values in the North Pacific are explained by the remineralisation of organic matter. In the 
zonally-averaged latitude-depth sections, the DIC and PO4 concentration increases as NADW 
moves southwards through the Atlantic basin interior due to the remineralisation of organic 
matter, with enhanced concentrations at the surface in the Southern Ocean due to the wind-
driven upwelling of NADW in this region. As discussed in Chapter 2, a significant volume of 
the NADW in the present-day flows south near the surface where it forms AABW and flows 
into the Pacific basin. However, only a proportion of the NADW actually appears to be 
exposed at the surface, and thus the concentration of DIC remains high in AABW (rather than 
being reset to be in equilibrium with the atmosphere). The AABW which does reach the 
surface and flows southwards is also believed to be underutilised by biological production 
since it flows southwards and forms AABW before biological production has enough time to 
utilise the DIC and PO4 (Watson et al. [2015]). Sea-ice also likely plays a role in reducing the 
outgassing of carbon rich deep waters to the atmosphere. The DIC and PO4 continue to 
increase as the AABW moves north through the deep Pacific basin, leading to a maximum 
value in the deep North Pacific.  
The DIC and PO4 distributions provide a reasonable approximation to the World Ocean 
Circulation Experiment (WOCE) transects of the Atlantic and Pacific Oceans. However, one 
notable discrepancy in our model is the surface DIC and PO4 in the North Atlantic is too high 
compared to the observations. Although, it increases in the real world North Atlantic, the 
increase is too high. The WOCE transects show a significant vertical gradient in these tracers 
near the surface of the North Atlantic whereas   Fig 6.2 shows only a very small vertical 
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gradient. This suggests the water is well mixed in this region. While this is expected due to 
NADW convection, it is likely  the surface productivity is not high enough, at least in this 
region, which leads to almost no vertical gradient in these tracers due to the removal of DIC 
and PO4 by biological productivity being too small. This lack of a vertical gradient is also 
seen in the preformed PO4 described in Section 6.2.2 with a large outcropping of the contours 
in the North Atlantic. Further work will be needed to ensure these tracer distributions are 
representative of the real world ocean, and to ensure the productivity is set realistically since 
this will have a significant impact on the variations in atmospheric CO2. 
The Apparent Oxygen Utilisation (AOU) is also plotted in Fig 6.3. This helps us track the 
respiration and remineralisation of organic matter as the water masses move through the 
ocean since O2 is used in this process. Therefore, the AOU distribution has a very similar 
structure to the DIC and PO4 in Fig 6.2, with the AOU increasing in the Southern Ocean and 
deep Pacific basin (Fig 6.3b) as organic matter is respired, and thus O2 becomes depleted. 
(a)                                                                    (b) 
  
Fig 6.3: Zonally-averaged (over (a) the Atlantic sector (left) and (b) the Pacific sector (right)) latitude-depth 
sections of Apparent Oxygen Utilisation (AOU) [mmol m-3] in the present-day control experiment. The surface 




6.2.2. Preformed and regenerated PO4 
The phosphate (PO4) concentration can be separated into the preformed and regenerated 
components, Ppre and Preg respectively. The regenerated component is the PO4 utilised during 
biological production which is later remineralised. The preformed PO4 is the component 
which is transported through the ocean without being converted by biological production to 
organic matter. The efficiency of the soft-tissue pump (P*) can be obtained from the ratio of 
the regenerated PO4, Preg, to the total PO4, Ptot, following the method of Ito and Follows 
[2005]: 
                                                  𝑃∗  =
𝑃𝑟𝑒𝑔
𝑃𝑡𝑜𝑡
                                                       (6.1) 
 with the maximum efficiency being reached when P* = 1. 
The regenerated PO4 is calculated from the AOU as follows: 
                                                         𝑃𝑟𝑒𝑔 = 𝑟𝑃:𝑂2 𝐴𝑂𝑈                                               (6.2) 
where 𝑟𝑃:𝑂2= 170 is the Redfield ratio of PO4 to O2. 
The preformed PO4 is then calculated as the residual of the total and regenerated PO4. The 
distributions of Preg and Ppre are plotted in Fig 6.4. As expected, Preg has the same spatial 
pattern as the AOU (and DIC and PO4) (Fig 6.4a and b). The Ppre has a very different 
distribution with the highest values at the surface of the Southern Ocean. This is as expected 
from observations with the Southern Ocean underutilising the nutrients (Watson et al. [2015]) 
during biological production and thus the soft-tissue pump has a low efficiency in the 





(a)                                                                    (b) 
  
(c)                                                                   (d) 
 
Fig 6.4: Zonally-averaged (over the Atlantic sector (left) and Pacific sector (right)) latitude-depth sections of 
(a),(b) regenerated phosphate, Preg [mmol m-3], and (c),(d) preformed phosphate, Ppre [mmol m-3]  in the present-
day control experiment. Contour intervals of 0.05 mmol m-3. 
6.2.3. Air-sea CO2 flux 
The air-sea CO2 flux controls the atmospheric CO2 concentration by determining the 
exchange of CO2 between the atmosphere and ocean. The annual-average air-sea CO2 flux is 
plotted in Fig 6.5a and b. The air-sea CO2 flux is negative (i.e. there is a net CO2 outgassing 
by the ocean) in the warmer equatorial and subtropical regions, whereas the flux becomes 
positive (i.e. there is a net uptake of CO2 by the ocean) towards the poles, especially in the 
North Atlantic (see Fig 6.5b). The southern channel absorbs CO2 over most of the latitude 
range in the zonal-average, only becoming negative in the far south. However, there is large 
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zonal variation and particularly high values at the boundaries between the Atlantic and 
Pacific sectors. This is primarily due to the large zonal surface temperature gradients at these 
longitudes due to the Atlantic and Pacific temperature forcing being different.  
(a)                                                                  (b) 
  
Fig 6.5: Annual-average air-sea CO2 flux [mol m-2 s-1] in the multi-basin model present-day control experiment 
for (a) latitude-longitude surface flux distribution, and (b) zonally-averaged flux against latitude. 
6.3. Buoyancy flux perturbation experiments 
6.3.1. Atmospheric CO2 variations 
The atmospheric CO2 decreases by ~14 ppm to ~232 ppm when the sea-ice freezing point is 
increased from 0°C to 1°C, during which the MOC transitions to a glacial state (with an 
isolated NADW cell). In contrast, the atmospheric CO2 increases by ~20 ppm to ~266 ppm 
when the sea-ice freezing point is reduced from 0°C to -1.96°C which transitions the MOC to 
a ‘warm’ state. The cause of these changes in CO2 is an area I am currently investigating, 





6.3.2. Glacial state tracer variations 
The variation in DIC and PO4 between the present-day and glacial states are shown in Fig’s 
6.6 and 6.7. The main change in the surface distributions is a decrease in DIC and PO4 over 
most of the domain. However, the decrease is greatest for PO4 in the North Atlantic (perhaps 
due to a reduced northward flow of NADW), and there is an increase in DIC and PO4 in the 
far south of the model. This increase is likely due to the increased upwelling of AABW to the 
surface in this region due to a northward shift in the upwelling of AABW. 
The pattern of change in the zonal-average DIC and PO4 concetrations in latitude-depth space 
is similar, with an increase in the deep North Atlantic (Fig 6.7a and c) and a decrease in the 
upper Atlantic and Pacific basins. The increase in the deep North Atlantic is most likely due 
to the expansion of the lower cell in this region as the NADW cell is shoaled.  
(a)                                                                     (b)  
 
Fig 6.6: Surface distribution of the perturbation in (a) DIC (mol m-3) and (b) PO4 (mmol m-3) in the glacial state 
experiment relative to the present-day state in Fig 6.1. 
The importance of sea-ice in reducing biological production and also air-sea exchange of CO2 
needs to be analysed. To investigate the effect of sea-ice on atmospheric CO2, the sea-ice 
concentration in the control was increased to one (i.e. 100% sea-ice cover) between 70°S and 
50°S in the biogeochemistry model. The original sea-ice distribution (i.e. simulated by the 
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sea-ice model) is still used in the physical model, and thus the MOC remains unchanged. The 
atmospheric CO2 increases by ~22 ppm suggesting that enhanced Southern Ocean sea-ice 
cover increases atmospheric CO2 when the ocean circulation does not change. This is 
expected since the zonal-average air-sea CO2 flux is positive over most of this region (Fig 
6.5b) and sea-ice also blocks sunlight, preventing biological production under the sea-ice. 
However, this is an extreme case both in sea-ice concentration and in latitudinal sea-ice 
coverage. The results may be very different under more realistic changes in sea-ice.  
(a)                                                                  (b) 
 
     (c)                                                                   (d) 
  
Fig 6.7: Zonally-averaged (over the Atlantic sector (left) and Pacific sector (right)) latitude-depth sections of the 
perturbation in (a),(b) DIC (mol m-3), and (c),(d) PO4 (mmol m-3) in the glacial state experiment relative to the 




6.4. Single-basin model experiments 
The tracer distributions in the single-basin model simulations are yet to be analysed. 
However, the decrease in atmospheric CO2 for an increase in the sea-ice freezing point from -
1.96°C to 1°C is only ~7 ppm from ~272 to ~265 ppm (i.e. ~27 ppm less than the 
corresponding change in the multi-basin model). This is despite the atmospheric box being 
scaled proportionally to the ocean volume in the models. This large difference is perhaps not 
surprising given the NADW cell is far weaker than reality in the single-basin model 
implemented here, with only a small weakening of ~2.8 Sv between the ‘warm’ and glacial 
states. Although, the NADW cell can be strengthened by enhancing the vertical diffusivity 
(as shown in Chapter 5), for a true comparison between these model setups, the diffusivity 
has been kept the same. The other major difference is the pathways taken in the single-basin 
model necessitate the NADW cell to be separated from the lower cell to conserve volume. 
The relative importance of these differences will be analysed in future work. 
6.5. Conclusions 
The buoyancy driven changes in the multi-basin model due to enhanced Southern Ocean sea-
ice formation is shown to have a significant impact on atmospheric CO2, with an increase of 
~34 ppm between the ‘warm’ state and glacial state experiments. The exact cause of this 
change is being investigated, although the changes in sea-ice, biological production (and soft-
tissue pump efficiency) and changes in the structure of the MOC are likely to play a key role.  
In contrast, the single-basin model atmospheric CO2 increases by only ~7 ppm for the same 
change in the sea-ice freezing point as in the multi-basin model. This far lower increase in 
CO2 is likely due to differences in the structure of the MOC between single and multi-basin 




Semi-analytical model of the Bottom and 
Upper Cells of the Atlantic (SAMBUCA) 
7.1. Introduction 
In addition to the MITgcm used in previous chapters, a far simpler semi-analytical model of 
the ocean is also used to investigate glacial-interglacial cycle changes in the MOC and 
climate system. This work was carried out during the start of my PhD with the ambition of 
modifying the Semi-analytical Model of the Bottom and Upper Cells of the Atlantic 
(SAMBUCA) (Nikurashin and Vallis [2011; 2012]) to create a simplified semi-analytical 
Earth System Model (ESM). The model would include the major climate feedbacks believed 
to be responsible for the glacial-interglacial transitions in climate. These include the ice-sheet 
albedo feedback and the greenhouse feedback. The aim was to simulate the glacial cycle 
changes in ocean circulation and consequent changes in atmospheric CO2 and climate in 
response to changes in solar radiation i.e. the Milankovitch Cycles. The small perturbation to 
the climate system and ocean circulation through this change could then lead to a transition to 
a glacial state via the aforementioned climate feedbacks and further changes in ocean 
circulation.  
Although the aim of simulating glacial cycle changes in climate, ocean circulation and 
atmospheric CO2 via these feedbacks was not attained, some interesting findings regarding 
the effect of orbital parameter variations and the ice-sheet albedo effect were obtained. In 
addition, a mechanism to transition the MOC to a glacial state via enhanced Southern Ocean 
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sea-ice formation and thus brine rejection was proposed and tested through very simple 
changes in the Southern Ocean buoyancy boundary conditions. This mechanism was 
published by Jansen and Nadeau [2016], and validated by their model results using the far 
more complex and realistic MITgcm. The SAMBUCA model simulates similar changes in 
the MOC via this mechanism (see Section 7.5.3), with these findings reached independently 
of Jansen and Nadeau [2016], prior to its publication. 
The advantage of using a simpler model is the results are easier to interpret since fewer 
processes are accounted for in the model, and model runs are therefore far faster than a GCM. 
The proposed mechanism of enhanced sea-ice formation to transition the MOC to a glacial 
state used in the MITgcm simulations discussed in previous chapters is an example of how 
simple models can be used alongside the more complex GCM’s to further our understanding. 
SAMBUCA was created to develop a theory of the ocean’s stratification and MOC 
(Nikurashin and Vallis [2011; 2012]) in which it was used to obtain scaling relations for the 
stratification and overturning strength under varying wind and diffusivity limits. More 
recently it was modified to include a carbon cycle with an atmospheric box to obtain glacial-
interglacial atmospheric CO2 variations through changes in Southern Ocean buoyancy fluxes 
(Watson et al. [2015]). A similarly structured model following on from SAMBUCA has also 
been used by Burke et al. [2015] to simulate the change in radioactively decaying tracer in 
the ocean in response to MOC changes. This enables them to investigate the ‘mid-depth age 
bulge’ in radiocarbon in the glacial South Atlantic Ocean.  
The results from this work were limited and thus only a summary of the changes made to the 





7.2. Energy Balance Model  
An energy-balance model (EBM) has been developed to provide the surface heat flux 
boundary condition in SAMBUCA. The use of an EBM rather than fixed temperature 
boundary conditions enables the effect of changes in the solar forcing (due to Milankovitch 
orbital variations) to be investigated. It also provides the potential for a greenhouse and ice-
sheet albedo feedback to be added to the model, which would be required to simulate the 
glacial cycles. The coupling of SAMBUCA to an EBM (described in Section 7.3) also makes 
the simulations more realistic since changes in ocean circulation and consequent temperature 
changes are then able to interact with the atmosphere, changing the heat fluxes as in the real 
world. 
The EBM used has been developed from scratch and it is based on several previous EBM’s. 
The main structure of the EBM is based on the ocean-atmosphere EBM described by Vallis 
in Chapter 1 of “Stochastic Physics and Climate Modelling” (Palmer and Williams [2010]). 
This model is based on previous EBM’s, notably the original Budyko-Sellers EBM (Budyko 
[1969]; Sellers [1969]), but with an atmosphere added (i.e. with a latitude and time dependent 
atmospheric temperature) to parameterise the present-day greenhouse effect, rather than 
choosing radiative constants to be used in the surface radiative flux calculation to parametrise 
it. This is more realistic and would enable a time dependent greenhouse forcing in response to 
changes in atmospheric CO2 to be added more easily. The model created also has a latitude 
dependence as in the Budyko-Sellers model and thus a meridional diffusive heat transport is 
included in the models atmosphere. The solar constant has been set such that it can be made 
time dependent i.e. to add seasonality (North and Coakley [1979]) and it is dependent on the 
Earth’s obliquity and eccentricity (McGehee and Lehman [2012]).  
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The EBM generates a realistic latitudinal variation in the zonal-average atmospheric and 
surface temperatures (when the surface is taken to have zero heat capacity). This realistic 
atmospheric and surface temperature distribution is set as an initial condition when the EBM 
is coupled to SAMBUCA to prevent the model becoming unstable. 
7.3. Coupling of the EBM to SAMBUCA 
The EBM will now provide the surface heat flux boundary conditions rather than using a 
restoring temperature north of the channel and an imposed buoyancy flux in the channel, as in 
the Watson et al. [2015] version of the model. 
SAMBUCA is a single-basin model with a southern circumpolar channel, described in detail 
in Nikurashin and Vallis [2011; 2012]. The model uses theoretical assumptions to quantify 
the upper and lower cells of the MOC, and the deep stratification under varying surface 
forcing and diffusivity. The model accounts for the effects of Southern Ocean winds, 
mesoscale eddies and vertical diffusivity with the dynamics treated differently in three 
regions; the southern channel, main ocean basin and the northern convective region. A 
schematic of SAMBUCA is shown in Fig 7.1, with the main ocean processes in the three 




Fig 7.1: SAMBUCA model schematic taken from Nikurashin and Vallis [2012] with the three dynamical 
regions labelled, (1) the Southern channel, (2) the main ocean basin and (3) the northern convective region.  The 
dashed lines are the residual streamlines of the MOC and the solid lines are isopycnals.  
The model is based on the equations of motion and the buoyancy evolution equation, using 
the Transformed Eulerian Mean (TEM) theory (Andrews and McIntyre [1976; 1978]) which 
enables the equations to be written in terms of a residual overturning streamfunction. The 
model simulates the residual circulation in the southern circumpolar channel, as in Marshall 
and Radko [2003], with a balance between the wind-driven and eddy-induced circulations. At 
high northern latitudes where isopycnals outcrop, the NADW overturning strength is 
determined from the meridional buoyancy gradient via the thermal wind balance, while its 
depth is attained by calculating the depth of the highest density isopycnal at the northern edge 
of the southern circumpolar channel, which outcrops in the north of the basin. 
The dependence of the abyssal and mid-depth overturning cells and deep stratification on 
various parameters in the wind and mixing-driven limits was explored by Nikurashin and 
Vallis [2011; 2012]. The scalings obtained using the theoretical model for the streamfunction 
and stratification are consistent with simulations using a course-resolution ocean GCM.  
The abyssal circulation is dependent on the strength of the vertical diapycnal mixing in the 
ocean basin to the north of the southern channel, while the deep stratification is primarily 
dependent on the relative strength of the wind and eddies in the southern channel, since they 
determine the slope of the isopycnals in the channel (Nikurashin and Vallis [2011]). 
In simulations with an abyssal and mid-depth cell (representative of the present-day Atlantic 
Ocean) in Nikurashin and Vallis [2012], the dependence of the mid-depth circulation and 
stratification on the model parameters was investigated. In a wind-driven limit (i.e. small 
diapycnal diffusivity, representative of the modern ocean), the mid-depth circulation scales 
with the wind stress over the Southern Ocean, while the mid-depth stratification depends on 
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the wind stress and the rate of deep water formation in the northern convective region. In a 
mixing-driven limit, the mid-depth circulation and stratification are dependent on the 
diapycnal diffusivity and the rate of deep water formation (Nikurashin and Vallis [2012]). 
The coupling of the EBM to SAMBUCA must be considered separately in the three different 
dynamical regions of the model, as described in the following subsections. The SAMBUCA 
model code is changed in the surface mixed layer equations but remains unchanged below 
this depth.  
7.3.1. Southern channel 
In this region between 50°S and 70°S in which there are no meridional boundaries, the 
overturning is determined from the net effect of the wind-driven and eddy-induced 
circulations. A surface buoyancy flux alters the surface mixed layer buoyancy, along with 
buoyancy advection and diffusion. In the original SAMBUCA model (Nikurashin and Vallis 
[2011; 2012]) the buoyancy flux was imposed as a relaxation boundary condition to an 
imposed buoyancy distribution. This was updated in Watson et al. [2015] to investigate the 
effect of changes in the buoyancy fluxes by imposing a buoyancy flux here which is set as an 
initial condition and fixed. In the modified version, the buoyancy fluxes in this region are 
now calculated by the EBM at every model time step by converting the calculated rate of 
change in surface temperature to a buoyancy flux using the linear equation of state (there is 
no salinity variable in the original SAMBUCA model, although I have added this to the 
modified model as described later). 
The EBM’s atmosphere and the surface layer of SAMBUCA are therefore coupled with 
changes in the atmospheric temperature altering the surface temperature and vice-versa, 




7.3.2. Main ocean basin 
In this region of the model, the isopycnals are assumed to be flat, extending north from the 
northern boundary of the southern channel. This is similar to observations of the ocean’s 
density (e.g. World Ocean Circulation Experiment (WOCE) meridional ocean sections). In 
this region, an advective-diffusive balance is assumed for the buoyancy in the vertical while 
the meridional advection is zero due to the isopycnals being horizontal. However, in order to 
determine the latitudes of convection in the north of the model, a surface buoyancy 
distribution is set for the latitudes north of the channel as a boundary condition determined by 
the EBM. If the surface buoyancy is greater than the buoyancy in the layers below it, 
convective columns form. 
As mentioned above, the surface buoyancy (or temperature) is now calculated from the EBM 
rather than being a fixed boundary condition as in the original model. The horizontal 
advection of the surface temperature is ignored in this region. This is due to the wind-driven 
gyres which are responsible for surface transport at lower latitudes not being simulated in the 
model and also due to there being no salinity variable (this will be added later), which in 
reality would oppose the buoyancy changes due to temperature advection to some degree. 
The addition of a salinity variable into the model is described in Section 7.4. Therefore, the 
surface temperature (and buoyancy) is taken to be the steady state value from the EBM with 
no ocean surface advection. This surface buoyancy is used to determine the latitudes of 
convection in the north of the model. 
7.3.3. Northern convective region 
In this region of the model, the surface density is greater than in the layers below, and thus 
convective columns form (with isopycnals outcropping vertically to the surface) over which 
the buoyancy is constant with depth and set equal to the surface buoyancy. The vertical 
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advection and diffusion of buoyancy is zero within the convective columns, with the 
advective-diffusive balance assumed in the vertical below them as in the main ocean basin. 
However, there is now a horizontal advection of buoyancy across the vertical isopycnals and 
convective columns. The surface heat flux is then recalculated in the EBM at each time step, 
with the depth of the convective columns at each latitude accounted for in these calculations 
(i.e. by changing the surface layer depth and thus the ocean column heat capacity).  
7.4. Further modifications 
In order to investigate the effects of variations in sea-ice formation on the MOC, a salinity 
variable is added to the model in order to represent brine rejection, potentially an important 
glacial-interglacial feedback. The buoyancy is thus dependent on both salinity and 
temperature. This was implemented by adding a salinity variable, using the same numerical 
schemes used by Watson et al. [2015] to simulate the biogeochemical variables, which are 
diffused and advected over the whole domain. The salinity is initialised at 35 ppt throughout 
the ocean and a salinity flux is imposed as a surface boundary condition. The salinity flux is 
calculated using the latitude dependent freshwater flux of Wolfe and Cessi [2014] to 
represent the effects of precipitation and evaporation. The flux is then modified in the south 
of the domain to represent the additional salinity flux due to sea-ice formation. The 
freshwater flux is normalised over the domain such that average value is zero to conserve 
salinity.  
The buoyancy flux in the southern channel and northern convective region is now dependent 
on the salinity flux in addition to the heat flux. The contribution of salinity to the buoyancy is 
then removed to determine the updated surface temperature to use in the EBM before 




The EBM was modified to include a meridional dependent albedo which could be used to 
represent the ice-sheet albedo feedback. It also has been extended in the north of the model to 
account for the blocking effects of sea-ice on the heat flux by reducing it in regions of sea-ice 
cover. Sea-ice occurs in the model at temperatures below 0.5°C and has full cover at 0°C. 
This is an unrealistic sea-ice freezing temperature, although it enables the effects of sea-ice 
on the heat flux to be included in the semi-analytical model.  
Although the coupled atmosphere-ocean SAMBUCA model is simplistic compared to a 
GCM, the simulations can be run quickly with about 125 model years run per minute (when 
the biogeochemistry is removed). The results obtained using the modified model are now 
described.   
7.5. Results 
The first results described are the attempts to simulate the glacial cycles by perturbing the 
solar orbital parameters and varying the surface albedo to represent the northern hemisphere 
ice-sheets.  
Watson et al. [2015] showed changes in the Southern Ocean buoyancy fluxes can transition 
the MOC between glacial and present-day states, with accompanying changes in atmospheric 
CO2. The buoyancy fluxes in the Southern Ocean were imposed in the model rather than 
being simulated. In the modified model used in this chapter, the effect of changes in the 
orbital parameters on the MOC is studied. Only the effect of changes in the annual-average 
solar irradiance due to obliquity and eccentricity changes are investigated here. Seasonal 
variations in the solar irradiance are also investigated in a separate experiment, although only 
for the present-day orbital parameters. The effect of changes in the seasonal cycle due to 




7.5.1. Variation in orbital parameters: obliquity and eccentricity 
The control simulation, representing the present-day climate uses present-day orbital 
parameters with an eccentricity of 0.017 and an obliquity of 23.44° (see Fig 7.2a). The 
NADW cell is ~4.2 Sv, significantly weaker than reality which is not unexpected given the 
findings in previous chapters comparing single- and multi-basin models, and this is similar to 
the present-day strength in Watson et al. [2015]. The lower overturning cell has a strength of 
~6.1 Sv near the surface, although only ~4 Sv in the deep ocean. 
Changes in either the obliquity from 22.25° to 24.5°, or the eccentricity from 0.005 to 0.06 
which correspond to realistic Milankovitch variations (Imbrie et al. [1993]) produce no 
discernible change in the MOC. This is not surprising since climate feedbacks are believed to 
amplify the initial small solar forced perturbations in surface temperature. Seasonal changes 
which are not considered here are also believed to be critical in causing the glacial cycles. 
The focus of the simulations performed here is on changes in the obliquity rather than the 
eccentricity since the eccentricity is not believed to cause the glacial cycles, instead it 
modulates the magnitude of the precessional cycles (which only leads to seasonal changes in 
solar radiation). The focus is thus on changes in the obliquity which is proposed as the cause 
of the 41 Kyr periodicity of glacial cycles prior to ~800 Kyrs ago. 
The effect of large changes in obliquity are analysed. Despite being unrealistic, this is 
interesting since it enables the direction of change in the MOC that would be caused by a 
small perturbation in obliquity to be determined, and it helps understand how the model 
responds to changes in the solar radiation. These simulations do not have salinity as a 
variable in the model and thus buoyancy is dependent only on temperature (i.e. only the 
direct effects of temperature changes are considered). 
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The obliquity is increased and decreased to 30° and 15° relative to the control respectively. 
There is a significant shoaling and deepening of the NADW cell in these respective 
experiments, with an accompanying weakening and strengthening respectively (see Fig 7.2b 
and c). The deepening of the NADW cell at low obliquity is due to the annual-average 
radiation and thus surface temperature decreasing at latitudes polewards of 43° with a greater 
decrease at higher latitudes (Loutre et al. 2004). Therefore, the surface temperature reduction 
in the far north of the domain is greater than over most of the channel which is at a lower 
latitude (and sea-ice also reduces the temperature decrease in the far south). In particular, the 
decrease is greater in the far north than at the latitude in the channel with the same surface 
temperature (or the same isopycnal outcrop). This deepening of the northern convective 
columns and thus the NADW cell also increases the depth over which there is meridional 
temperature gradient (which is used to determine the streamfunction via thermal wind 
balance) in the north of the domain. This factor along with an increase in the meridional 
temperature gradient at lower obliquity leads to a strengthening of the NADW cell by ~0.9 Sv 
to ~5.1 Sv. As the obliquity is increased, the changes are in the opposite direction with a 
shoaling and weakening of the NADW cell, decreasing by ~0.9 Sv to ~3.3 Sv at 30° 
obliquity, due to the greater increase in temperature in the north of the domain than at the 
equivalent isopycnal outcrop in the southern channel. The lower cell expands slightly but also 
weakens to ~3.5 Sv due to reduced AABW formation. This is likely due to the Southern 











Fig 7.2: Zonal-average residual overturning streamfunction (1 Sv contour intervals) in the single-basin 
atmosphere-ocean annual-average SAMBUCA model with density dependent only on temperature (salinity 
assumed constant at 35 ppt to determine potential density) for (a) present-day obliquity (23.44°), (b) reduced 
obliquity of 18° and (c) enhanced obliquity of 30°. The red (positive) and blue (negative) streamfunctions are 
clockwise and anti-clockwise circulations respectively, with the 0 Sv contour marked by the change from blue to 
white shading. Potential density contours are represented by thin dash black lines. The colorbar on the 
righthandside is the stremfunction shading magnitude. 
The obliquity cycle varies between 22.25° and 24.5°, about a one degree change from the 
present-day value of 23.44°. An increase of one degree leads to only a small decrease of ~0.1 
Sv in the NADW cell strength and a decrease of ~0.8 Sv in the AABW cell, with the same 
magnitude but opposite direction of change in these cells for reduced obliquity. Although this 
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is only a small change in the NADW cell, it could instigate the transition to a glacial state 
through climate feedbacks. However, at the LGM the obliquity actually decreased to 22.9° 
(Pausata et al. [2011]), which strengthens the NADW cell in the model. 
The seasonal cycle shall now be simulated in the model. It is important to consider the 
seasonal cycle since seasonal variations in solar radiation due to changes in obliquity and 
precession are likely to play an important role during glacial cycles. However, the original 
SAMBUCA model is setup to simulate the steady state MOC, and thus it is unlikely to be 
suitable to realistically simulate the seasonal variability in the MOC. The MOC in the model 
is highly sensitive to the buoyancy at the surface in the north of the model and the depth of 
this buoyancy contour at the channel-basin boundary, which depends on the Southern Ocean 
surface buoyancy (among other factors). Therefore, the seasonal variation in surface 
temperature causes large changes in the MOC, with a deeper, stronger NADW cell in the 
winter months and a shallower, weaker NADW cell in the summer months (see Fig 7.3). The 
NADW cell strength and depth is minimum at the Autumn equinox (Fig 7.3b) and maximum 
at the Spring equinox (Fig 7.3d) since the temperature difference between the north and south 
of the model is greatest due to the seasonal cycle in surface temperature lagging that of the 
solar radiation due to the large ocean heat capacity.  
These significant changes in the MOC appear to be reasonable, given the AMOC does have a 
significant seasonal cycle as seen in the time series of the AMOC recorded by the Natural 
Environment Research Council (NERC) RAPID array. However, the model used here is very 
simplistic with an instantaneous adjustment of the density throughout the ocean to 
perturbations in the surface temperature. This is highly unrealistic and thus if seasonal effects 
were to be considered in the model, they should only be used in the ice-sheet component of 
the model (see Section 7.5.2), not for determining seasonal variations in the MOC. In reality 
it takes significantly longer for the ocean circulation to adjust to these surface temperature 
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variations (timescale of decades) whereas wind-driven changes are believed to largely control 
the seasonal variations observed in the MOC as inferred by a number of modelling 
studies (e.g., Willebrand et al. [1980]; Jayne and Marotzke [2001]; Köhl [2005]; Hirschi et al. 
[2007]). However, Johnson and Marshall [2002] and Hirschi et al. [2007] show that density 
variations do play a role in the seasonal variations of the MOC in the upper ocean although 
their focus is confined to the upper ocean meridional transports. Hirschi et al. [2007] suggest 
the meridional transport changes in the GCM they use are local and are not driven by changes 
at high latitudes. In contrast Johnson and Marshall [2002] use a highly idealised model to 
suggest the changes are driven by density changes at high northern latitudes with Kelvin 
waves propagated along the western boundary to the equator. Nonetheless, wind-driven 
changes are believed to dominate the seasonal MOC variations and the rapid seasonal 
changes in the deep ocean isopycnals simulated in the seasonal SAMBUCA setup not seen in 
more realistic dynamical models.   
The model has a time step of 20 days (with a model year of 360 days) over which the 
streamfunction is calculated. The streamfunction is plotted at the Summer and Winter 
solstices (Fig 7.3a and c), and the Autumn and Spring equinoxes (Fig 7.3b and d) to illustrate 
the seasonal variation of the MOC.  
The streamfunction is minimum at the Autumn equinox and maximum at the Spring equinox 
(even if the streamfunction is plotted every 20 days). Thus the greatest contrast in surface 
temperature between the north and south of the model is at these times of the seasonal cycle 
(with the north warmer (cooler) than the south at the Autumn (Spring) equinox). The solar 
radiation is highest and lowest in the Northern Hemisphere at the summer and winter 
solstices respectively. However, the ocean surface (or mixed layer) temperature lags behind 
due to the oceans large heat capacity as described previously. 
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The simulated MOC changes are not realistic as described above and thus the model should 
only be used to determine the steady state annual-average MOC. This is one of the major 
difficulties encountered when attempting to simulate the glacial cycles in the SAMBUCA 
model. 
(a)                                                                                       (b) 
 
(c)                                                                                       (d) 
 
Fig 7.3: Zonal-average residual overturning streamfunction (1 Sv contour intervals) in the single-basin 
atmosphere-ocean seasonal SAMBUCA model with density dependent only on temperature. Plots show time-
variation of MOC at (a) Summer solstice, (b) Autumn equinox, (c) Winter solstice and (d) Spring equinox. 
Colours and contours are as in Fig 7.2, except the thin dashed lines are now isotherms (°C). 
7.5.2. Ice albedo effect: Northern Hemisphere ice-sheets 
The growth and melt of the Northern Hemisphere ice-sheets during the transition to a glacial 
and interglacial state respectively is a major climate feedback. Although the increase in 
elevation as the ice-sheet grows is an important feedback, an ice-sheet model would be 
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needed to capture this. Instead, the effect of enhanced Northern Hemisphere albedo, 
representative of increased ice-sheet coverage during glacial periods is first tested to 
determine the effect on the MOC. The albedo is held at 30% over most of the domain as in 
the control (Fig 7.4a). However, it is now increased between 51°N and 56°N to represent the 
growth of an ice-sheet. However, this is problematic since the model is unable to calculate 
the convective columns correctly and ultimately blows up if the temperature in the north of 
the model becomes warmer than the temperature just to the south. Thus, the albedo in this 
region can only be increased to 32%. This leads to only a very small increase (~0.1 Sv) in the 
NADW cell strength (Fig 7.4b).  
To further investigate the changes in Northern Hemisphere albedo, the albedo is increased at 
all latitudes north of 51°N which enables a higher albedo to be implemented. The NADW 
cell again strengthens when the albedo is increased from 0.3 to 0.35 over latitudes north of 
51°N (Fig 7.4c) to ~6 Sv. This very small change in albedo has a significant effect on NADW 
cell strength, showing the high sensitivity of the MOC to albedo in the model. Although, the 
annual-average surface temperature decreases globally, the local decrease in temperature at 
latitudes with increased albedo is greater. This leads to a greater cooling in the north of the 
model than in the Southern Ocean, leading to a deepening and strengthening of the NADW 
cell. These changes in the MOC are in the opposite direction to that expected in glacial times. 
This is not surprising given the simplicity of the model but these experiments suggest the ice-
sheet feedback due to Northern Hemisphere ice-sheet growth cannot provide the forcing 
required to weaken the NADW cell. In the latter experiment, the enhanced depth of isopycnal 
columns and enhanced meridional temperature gradient in the north of the model both 








Fig 7.4: Zonal-average residual overturning streamfunction (1 Sv contour intervals) in the single-basin 
atmosphere-ocean annual-average SAMBUCA model for varying surface albedos of (a) 0.3 everywhere, (b) 
0.32 between 51°N and 56°N and 0.3 elsewhere, (c) 0.35 north of 51°N and 0.3 elsewhere. The density is 
dependent only on temperature and the reduction in the heat flux in regions of sea-ice cover north of the channel 
is not accounted for in the setup used here. Colours and contours are as in Fig 7.2. 
7.5.3. Changes in Southern Ocean sea-ice formation  
Since changes in surface temperature from perturbations in solar radiation and surface albedo 
are unable to cause the transition of the present-day MOC to a glacial state in the model, an 
alternative mechanism or feedback is required to explain the shoaling and weakening of the 
NADW cell. The importance of Southern Ocean sea-ice formation and melt in determining 
the buoyancy forcing and water mass transformations at these high latitudes in the present-
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day is evident (e.g. Abernathey et al. [2016]). In the Southern Ocean there is a significant 
northward export of sea-ice by the wind-driven Ekman flow, and thus a significant brine 
rejection from sea-ice formation. Thus, the effects of enhanced Southern Ocean sea-ice 
formation in glacial times could drive the transition of the NADW cell to a glacial state. A 
number of studies have suggested changes in the Southern Ocean boundary conditions are 
important in the transition to glacial climates (e.g., Shin et al. [2003], Liu et al. [2005], 
Ferrari et al. [2014], Sun et al. [2016], Jansen and Nadeau [2016], and Jansen [2017]). The 
latter study of Jansen [2017] provides MOC and salinity distribution plots which are in 
agreement with the results from SAMBUCA described below despite the more complex 
MITgcm being used in that study.  
A salinity variable is added to the model as described previously enabling the surface salinity 
(and thus buoyancy) flux to be perturbed to crudely represent the effects of changes in 
Southern Ocean sea-ice formation on the salinity. The present-day control circulation is 
generated using the same control EBM inputs as described previously but now the buoyancy 
is dependent on temperature and salinity (see Fig 7.5a and c). A surface salinity boundary 
condition is set to the normalised evaporation-precipitation (E-P) flux of Wolfe and Cessi 
[2014], with a reduction in the south of the domain to account for the additional flux due to 
Southern Ocean sea-ice formation. The E-P flux is then modified in the South of the domain 
between 70°S and 64.6°S to be more positive (i.e. increase the salinity flux). In the control 
this additional ‘sea-ice’ E-P flux is taken to be 0.85 m yr-1 over these southern latitudes, with 
this value increased to 4.73 m yr-1 to obtain a glacial state, approximately a 5.5 fold increase. 
This leads to a shoaling and weakening of the NADW cell from ~5.9 Sv in the control (Fig 
7.5a) to ~4.6 Sv in the glacial state (Fig 7.5b), and an expansion and slight strengthening of 
the AABW cell from ~6.1 Sv to ~6.3 Sv in the respective buoyancy states (Fig 7.5a and b). 
The equatorward shift in upwelling of the lower AABW cell in the Southern Ocean proposed 
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as a mechanism to draw down atmospheric CO2 by Watson at al. [2015] is also simulated. 
Thus enhanced Southern Ocean sea-ice formation as the global temperature decreases could 
provide a major climate feedback and a mechanism to transition the MOC to a glacial state.  
This mechanism has been used in previous chapters to obtain a glacial state and has been 
analysed and discussed in detail by Jansen and Nadeau [2016] and Jansen [2017]. It also 
alters the ocean's salinity distribution. The salinity range in the control varies from 34.4 ppt to 
35.6 ppt with a maximum at the surface of the North Atlantic (see Fig 7.5c), a similar 
distribution with a slightly smaller range than present-day observations from WOCE of the 
Atlantic Ocean (Koltermann et al. [2011]). In the glacial state, the salinity range varies from 
33.1 ppt to 35.8 ppt, with the highest salinity now at depth in the Southern Ocean. This 
increase in salinity at depth in the AABW cell (see Fig 7.4d) is similar to the glacial 
distribution inferred from proxy evidence (Adkins et al. [2002]) and modelled by Jansen 
[2017]. 
The enhanced brine rejection from enhanced sea-ice formation sinks in the south of the 
domain, which is then circulated in the lower cell, increasing the salinity in the deep Southern 
Ocean leading to the redistribution of salinity in Fig 7.5d. The simulations are very similar to 
the study of Jansen [2017] despite the many simplifications made in SAMBUCA compared 
to the MITgcm used in the aforementioned study. This validates the simulations of the MOC 
made using this simplified model and shows the importance of using both simple and more 







(a)                                                                         (b) 
  
(c)                                                                           (d) 
   
Fig 7.5: Zonal-average residual overturning streamfunction (top) (1 Sv contour intervals) and salinity 
distribution (bottom) (0.05 ppt contour intervals) in the single-basin atmosphere-ocean annual-average 
SAMBUCA model for varying Southern Ocean salinity (and buoyancy) forcing representative of (a),(c) present-
day and (b), (d) glacial state with enhanced southern salinity flux. The density is now dependent on both 
temperature and salinity. Colours and contours are as in Fig 7.2. 
7.6. Conclusions 
The semi-analytical SAMBUCA model (Nikurashin and Vallis [2011; 2012]) extended by 
Watson at al. [2015] has been further modified by coupling the ocean model to an Energy 
Balance Model, enabling the simulation of surface buoyancy forcings in SAMBUCA. The 
buoyancy forcing has been made dependent on the solar orbital parameters, surface albedo 
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and also an imposed salinity forcing. Increases in obliquity lead to a strengthening and 
deepening of the annual-average MOC while reduced obliquity had the opposite effect. A 
seasonal dependence was added to the model, although this is shown to be unrealistic due to 
the semi-analytical nature of the model. Instead it should only be used to obtain the annual-
average steady state MOC. This fact in addition to the Northern Hemisphere ice-sheet albedo 
and obliquity changes in glacial times having the opposite effect to those observed lead us to 
look for alternative climate feedback and changed the direction of this PhD project.  
The model was further advanced by adding a salinity variable enabling the surface freshwater 
forcing in addition to heat flux changes to alter the surface buoyancy forcing and MOC. 
Changes in the Southern Ocean sea-ice formation rate is suggested as a mechanism for 
glacial-interglacial transitions in the MOC and confirms the findings of Jansen [2017] in this 
basic model. This mechanism was used to obtain a glacial state in previous chapters using the 
MITgcm. The limitations and application of this semi-analytical single-basin model to 
investigate MOC variations is apparent, showing the importance of using both simple and 














In this thesis, both a simple and a more complex ocean model have been used to investigate 
the response of the MOC and atmospheric CO2 to variations in surface forcing, with a 
particular focus on the glacial cycle variations. An idealised two-basin general circulation 
model connected by a southern circumpolar channel suggests a change in Southern Ocean 
buoyancy fluxes due to enhanced Southern Ocean sea-ice formation can cause the MOC to 
transition from a present-day to a glacial state, whereas a reduction in the Southern Ocean 
westerly wind stress is unable to cause the glacial shoaling of the NADW cell. The buoyancy 
forcing mechanism for the glacial cycle MOC variations supports the studies of Watson and 
Garabato [2006], Ferrari et al. [2014], and Jansen and Nadeau [2016]. 
The pathways taken by the MOC have been analysed under varying Southern Ocean 
buoyancy and zonal wind forcing, and Pacific basin vertical diffusivity in the two-basin 
model. The components are separated by determining the volume flow rates between the 
residual circulations in each basin and the global-average residual circulation in the channel. 
The direct zonal pathways between the Atlantic and Pacific basins are also accounted for. 
The present-day NADW cell in the model is driven both by wind-driven upwelling in the 
Southern Ocean and by diffusion in the Pacific and Atlantic. In a cooler climate with 
enhanced sea-ice, the shoaled NADW cell can no longer flow directly into the channel’s 
lower cell, reducing the Pacific diffusively-driven pathway of NADW. This leads to a 
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substantial weakening of the NADW cell and the isolation of the upper and lower cells. In 
contrast, in a future warmer climate with reduced AABW formation, the NADW cell 
strengthens and deepens, becoming increasingly driven by diffusive upwelling in the Pacific 
basin, with a smaller role played by wind-driven upwelling. 
The NADW cell strengthens (weakens) with enhanced (reduced) Southern Ocean zonal wind 
stress and Pacific diffusivity under all buoyancy forcings. The sensitivity of the NADW cell 
to Pacific diffusivity increases as the buoyancy forcing is varied from a ‘cold’ glacial to a 
‘warm’ state, due primarily to a greater change in the Pacific diffusively-driven pathway of 
NADW in the ‘warm’ state and also a greater change in Atlantic upwelling as the NADW cell 
deepens. In contrast, the NADW cell is more sensitive to changes in Southern Ocean wind 
stress when the buoyancy forcing is varied from a ‘warm’ to a present-day or glacial state due 
to a greater variation in the wind-driven pathway of NADW in these latter states.  
At low wind speeds, the NADW cell only weakens slightly in the ‘warm’ and present-day 
states due to the maintenance of the Pacific diffusively-driven pathway through zonal flows 
of NADW between the Atlantic and Pacific basins, and the expansion of the channel’s lower 
cell. 
These findings help to explain the inability of single-basin models to simulate a realistic 
overturning circulation under realistic surface forcings and vertical ocean diffusivity, with the 
NADW cell being far weaker than in the real world. The stronger NADW cell simulated by 
the two-basin model under the same forcings is primarily due to its wider domain which 
allows for enhanced diffusive upwelling. The wider channel also strengthens the NADW cell 
through enhanced wind-driven upwelling in the channel. 
The atmospheric CO2 also varies as the MOC changes in response to changes in Southern 
Ocean sea-ice formation. The two-basin model is found to vary by ~34 ppm between the 
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‘warm’ state and glacial states, whereas it only varies by ~7 ppm in the single-basin model 
for the same variation in the sea-ice freezing point and thus a similar change in the sea-ice 
formation rate. These differences are likely due to the difference in the pathways taken by the 
MOC between these models although further work is needed to determine whether this is the 
case. 
This thesis has improved our understanding of the MOC in the present-day and how it varies 
in response to perturbations in forcings and ocean vertical diffusivity. It extends our 
understanding of the mechanisms responsible for glacial-interglacial cycles and also 
highlights the potential future changes in the MOC in a warmer climate. The direct 
comparison between single and multi-basin models highlights important differences in their 
abilities to simulate realistic changes in the MOC, with the importance of using a hierarchy of 
models with differing complexites evident. 
8.2. Further Work 
The change in atmospheric CO2 in response to enhanced Southern Ocean sea-ice formation 
and the consequent transition to a glacial state MOC needs further analysis to determine the 
exact cause of the changes in CO2. This will be accomplished through a separation of the 
carbon components in the model and through a more thorough analysis of the role played by 
sea-ice on the biological productivity and atmosphere-ocean CO2 exchange. The change is 
also lower than the proxy record glacial-interglacial variations in atmospheric CO2. While, 
this is in part due to carbonate compensation, solubility effects due to temperature variations 
and some other processes not being accounted for, it is likely that a more realistic change 
could be obtained if the biological productivity is enhanced. For example, the theory of 
Watson et al. [2015] relies on biological productivity being able to occur under sea-ice or in 
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polynyas in the Southern Ocean. This is not possible in the current setup of the MITgcm used 
in this thesis.  
There is also scope for an extension of the work on the MOC pathways. Further experiments 
could be performed with both wind and vertical diffusivity perturbations for each buoyancy 
state, since these perturbations were only varied in isolation. This could enable a more 
complete understanding of the response and sensitivity of the MOC to variations in buoyancy 
and wind forcing, and vertical diffusivity. It would also be interesting to use the method 
proposed in this study to quantify the pathways taken by the MOC in a global setup of the 
MITgcm, the complex ocean model used in this thesis, and also global climate models to 
investigate whether the same conclusions are obtained as in the model used in this thesis and 
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