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Abstract
For a general càdlàg Lévy process on a separable Banach space
V we estimate values of infY ∈AX E {ψ (‖X − Y ‖∞) + TV(Y, [0, T ])},
where AX is the family of processes on V adapted to the natural
filtration of X, ψ has polynomial growth and TV(Y, [0, T ]) denotes
the total variation of the process Y on the interval [0, T ]. Next, we
apply obtained estimates in three specific cases: Brownian motion with
drift on R, standard Brownian motion on Rd and a symmetric α-stable
process (α ∈ (1, 2)) on R.
1 Introduction and formulation of the problem
Let Xt, t ≥ 0, be a càdlàg Lévy process X attaining its values in a separable
Banach space V (i.e. a process with a.s. càdlàg paths and independent and
stationary increments), and let AX be the family of V -valued processes Yt,
t ≥ 0, adapted to the natural filtration of X. By |·| we denote the norm in
V. For T > 0 and two processes Y, Z : Ω× [0,+∞) → V we denote
‖Y − Z‖∞,[0,T ] := sup
0≤t≤T
|Yt − Zt|
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and
TV(Y, [0, T ]) := sup
n
sup
0≤t0<t1<···<tn≤T
n
∑
i=1
∣
∣Yti − Yti−1
∣
∣
that is for ω ∈ Ω, TV(Y (ω), [0, T ]) is the total variation of the trajectory
Y (ω) on the interval [0, T ].
In this paper we deal with the following optimisation problem. Given are
T > 0 and a non-decreasing function ψ : [0,+∞) → [0,+∞) calculate (or
estimate up to universal constants)
VX (ψ) := inf
Y ∈AX
E
{
ψ
(
‖X − Y ‖∞,[0,T ]
)
+ TV(Y, [0, T ])
}
. (1)
To make the problem non-trivial we assume that E |X1| < +∞.
This type of optimization problems appear naturally in several situations.
For example, in financial models with small proportional transaction costs
where X is the process representing optimal investment strategy on (friction-
less) market without transaction costs, while Y is the approximation of X
and the total variation of Y is proportional to the transactions costs of the
implementation of the strategy Y , see for example [5]. This type of optimiza-
tion problems have no unified, algorithmic solution since the generator of the
total variation functional is not well defined. Moreover, we deal with very
general Lévy processes attaining their values in general Banach spaces. How-
ever, using well known results of the renewal theory, some ad-hoc reasoning,
results obtained for the functional called truncated variation and assuming
that ψ grows no faster than some polynomial, we will be able to estimate (1)
up to universal constants, depending on ψ in terms of the characteristics of
the process X. Together with the estimates we will provide the construction
of the process Z uniformly approximating X, for which these estimates hold.
From the triangle inequality we immediately get that if ‖X −Y ‖∞,[0,T ] ≤
c/2 then for any 0 ≤ s ≤ t ≤ T, |Yt − Ys| ≥ max {|Xt −Xs| − c, 0} , thus
TV(Y, [0, T ])
≥ TVc(X, [0, T ]) = sup
n
sup
0≤t0<t1<···<tn≤T
n
∑
i=1
max
{∣
∣Xti −Xti−1
∣
∣− c, 0
}
. (2)
The quantity on the right side of (2) is called the truncated variation of X.
In the case when V = R, from the results of [8, Remark 15] it is possible
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to prove that for any c > 0 there exists a process Xc ∈ AX such that
‖X −Xc‖∞,[0,T ] ≤ c/2 and
TVc(X, [0, T ]) ≤ TV(Xc, [0, T ]) ≤ TVc(X, [0, T ]) + c,
thus in the case V = R we have the estimate
inf
c>0
{
ψ
(c
2
)
+ ETVc(X, [0, T ])
}
≤ inf
Y ∈AX
E
{
ψ
(
‖X − Y ‖∞,[0,T ]
)
+ TV(Y, [0, T ])
}
≤ inf
c>0
{
ψ
( c
2
)
+ ETVc(X, [0, T ]) + c
}
,
which means that if ψ (x) grows no faster than some polynomial (and no
slower than some increasing linear function) then infc>0 {ψ (c/2) + ETVc(X, [0, T ])}
and VX (ψ) are comparable up to universal constants depending on ψ only.
For a general Banach space-valued Lévy process, using similar construc-
tion as in the proof of Theorem 1 from [7], we get that there exists a process
Y c ∈ AX such that ‖X − Y c‖∞,[0,T ] ≤ c/2 and
ETVc(X, [0, T ]) ≤ ETV(Y c, [0, T ]) (3)
≤ inf
λ>1
λ · ETV(λ−1)·c/(2λ)(X, [0, T ]) .
From this, assuming that there exists a constant Kψ such that for any a ≥ 0,
ψ (2a) ≤ Kψ · ψ (a) , we get
inf
c>0
{
ψ
( c
2
)
+ ETVc(X, [0, T ])
}
≤ inf
Y ∈AX
E
{
ψ
(
‖X − Y ‖∞,[0,T ]
)
+ TV(Y, [0, T ])
}
≤ inf
c>0
{
ψ
(c
2
)
+ ETV(Y c, [0, T ])
}
(4)
≤ inf
c>0
inf
λ>1
{
ψ
(c
2
)
+ λ · ETV(λ−1)·c/(2λ)(X, [0, T ])
}
= inf
c>0
inf
λ>1
{
ψ
(
4c
2
)
+ λ · ETV(λ−1)·4c/(2λ)(X, [0, T ])
}
≤ inf
c>0
{
ψ
(
4c
2
)
+ 2 · ETV4c/4(X, [0, T ])
}
≤ max
(
K2ψ, 2
)
inf
c>0
{
ψ
( c
2
)
+ ETVc(X, [0, T ])
}
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thus again we see that both quantities: infc>0 {ψ (c/2) + ETVc(X, [0, T ])}
and VX (ψ) are comparable up to universal constants (depending on ψ only).
Since X has càdlàg trajectories, the construction of the process Y c appearing
in (3) and (4) simplifies to the following one. First, we define stopping times
τ c0 = 0 and for n = 1, 2, . . .
τ cn =
{
inf
{
t > τ cn−1 :
∣
∣
∣
Xτcn−1 −Xt
∣
∣
∣
≥ c
2
}
if τ cn−1 < +∞;
+∞ if τ cn−1 = +∞
(5)
and then we define
Y ct =
+∞
∑
n=0
Xτcn1[τcn;τcn+1)
(t) . (6)
To avoid technical problems with these definitions we apply the convention
that inf ∅ = +∞, X∞ = X0 and that [+∞; +∞) = ∅.
Remark 1 The construction in the proof of [7, Theorem 1] rather uses times
τ̃ cn defined in the following way
τ̃ cn =
{
inf
{
t > τ̃ cn−1 :
∣
∣
∣
Xτ̃cn−1 −Xt
∣
∣
∣
> c
2
}
if τ̃ cn−1 < +∞;
+∞ if τ̃ cn−1 = +∞,
which may be not stopping times, but it is straightforward to verify that for
the times defined by (5) and Y c defined by (6) the estimates (4) hold as well
(see the proof of [7, Theorem 1]).
In what follows, we will use the presented construction to obtain more straight-
forward estimates of VX (ψ) in terms of the characteristics of the process X.
This paper is organised as follows. In the next section we prove useful
estimates of ETV(Y c, [0, T ]), where Y c is the process defined by equation (6),
and then prove two universal estimates of VX (ψ) (Theorem 6 and Theorem
7) expressed in terms of simpler functionals of X. In the last, third section,
we apply obtained estimates in three specific cases, namely when: (1) X is a
Brownian motion with drift on R, (2) X is a standard Brownian motion on
R
d and (3) X is a symmetric α-stable process (α ∈ (1, 2)) on R.
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2 Estimation of ETV(Y c, [0, T ]) and VX (ψ) .
First, using the strong Markov property and the independence of the incre-
ments of the process X, we will estimate ETV(Y c, [0, T ]), where Y c is the
process defined by equation (6).
For t > 0 let us define few auxiliary quantities
σc(t) := min {k : τ ck > t} =
+∞
∑
n=1
1{τcn−1≤t},
U c(t) := Eσc(t) =
+∞
∑
n=1
P
(
τ cn−1 ≤ t
)
=
+∞
∑
n=1
P (σc(t) ≥ n)
and
f c(t) := E
(
∣
∣Xτc1 −X0
∣
∣ 1{τc1≤t}
)
where stopping times τ cn, n = 0, 1, . . . , are defined by formula (5).
Lemma 2 For the process Y c defined by equation (6) the following inequal-
ities hold:
1
2
U c(T )f c(T ) ≤ ETV(Y c, [0, T ]) ≤ U c(T )f c(T ).
Proof. Let us first notice that
TV(Y c, [0, T ]) =
+∞
∑
n=1
∣
∣
∣
Xτcn −Xτcn−1
∣
∣
∣
1{τcn≤T},
where stopping times τ cn, n = 0, 1, . . . , are defined by formula (5). From this,
using independence of increments of A and the strong Markov property we
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get an upper bound for ETV(Y c, [0, T ]) , which reads
ETV(Y c, [0, T ]) = E
+∞
∑
n=1
∣
∣
∣
Xτcn −Xτcn−1
∣
∣
∣
1{τcn≤T}
≤ E
+∞
∑
n=1
∣
∣
∣
Xτcn −Xτcn−1
∣
∣
∣
1{τcn−τcn−1≤T}1{τcn−1≤T}
=
+∞
∑
n=1
E
(∣
∣
∣
Xτcn −Xτcn−1
∣
∣
∣
1{τcn−τcn−1≤T}
)
E1{τcn−1≤T}
=
+∞
∑
n=1
E
(
∣
∣Xτc1 −X0
∣
∣ 1{τc1≤T}
)
E1{τcn−1≤T}
= U c(T )f c(T ).
To bound ETV(Y c, [0, T ]) from below we write
TV(Y c, [0, T ]) =
σc(T )−1
∑
n=1
∣
∣
∣Xτcn −Xτcn−1
∣
∣
∣
=
σc(T )−1
∑
n=1
∣
∣
∣
Xτcn −Xτcn−1
∣
∣
∣
1{τcn−τcn−1≤T}1{τcn−1≤T}. (7)
We will use the notion of stochastic domination. We say that a real random
variableQ stochastically dominates a real random variable P if for any x ∈ R,
P (Q ≥ x) ≥ P (R ≥ x) . We denote this by Q  P . We have that (even if
P
(
τ cσc(T ) = +∞
)
> 0, applying the convention that X∞ = X0)
TV(Y c, [0, T ]) 
∣
∣
∣
Xτc
σc(T )
−Xτc
σc(T )−1
∣
∣
∣
1{
τc
σc(T )
−τc
σc(T )−1
≤T
}1{
τc
σc(T )−1
≤T
}. (8)
Taking expectations of both sides of relations (7) and (8) and adding them
we get
2 · ETV(Y c, [0, T ]) ≥ E
σc(T )
∑
n=1
∣
∣
∣
Xτcn −Xτcn−1
∣
∣
∣
1{τcn−τcn−1≤T}1{τcn−1≤T}
= E
+∞
∑
n=1
∣
∣
∣
Xτcn −Xτcn−1
∣
∣
∣
1{τcn−τcn−1≤T}1{τcn−1≤T}
= U c(T )f c(T ),
6
where we used the fact that for n > σc(T ), 1{τcn−1≤T} ≡ 0

Let us denote τ c = τ c1 .
Remark 3 The function U c(T ) is example of a renewal function, a well
known object in the renewal theory. Elementary renewal theorem states that
lim
T→+∞
U c(T )
T
=
1
Eτ c
,
where in the case Eτ c = +∞ we set 1/Eτ c = 0.
Remark 4 We have the following estimates which are special case of results
obtained by Erickson in [4]:
t
mc(t)
≤ U c(T ) ≤ 2t
mc(t)
,
wheremc(t) = E (τ c ∧ t) =
´ t
0
P (τ c > s) ds. This gives in the case Eτ c = +∞
the proper order of growth of the renewal function.
Sometimes (and this is often the case when one deals with Lévy processes)
it is easier to deal with the Laplace transform of τ c than with the function
U c(T ).
Lemma 5 For the process Y c defined by equation (6) the following inequal-
ities hold
ETV(Y c, [0, T ]) ≤ 2 f
c(T )
1− E2−τc/T (9)
and
ETV(Y c, [0, T ]) ≥ 1
4
f c(T )
1− E2−τc/T . (10)
Proof. Both estimates follow from Lemma 2 and elementary estimates of
U c(T ). The estimate from above follows from the estimate
U c(T ) =
+∞
∑
n=1
E1{τcn−1≤T} ≤
+∞
∑
n=1
E21−τ
c
n−1/T (11)
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which is the consequence of the elementary estimate 1{x≤T} ≤ 21−x/T valid
for any x ∈ R. Further, we have
+∞
∑
n=1
E21−τ
c
n−1/T = 2
+∞
∑
n=1
E2−τ
c
n−1/T
= 2
+∞
∑
n=1
(
E2−τ
c/T
)n−1
=
2
1− E2−τc/T . (12)
From (11) and (12) we get estimate (9).
To bound ETV(Y c, [0, T ]) from below for t > 0 we define σc,0(t) = 0 and
for k = 1, 2, . . . , such that τ cσc,k−1(t) < +∞ let σc,k(t) be the smallest integer
such that τ c
σc,k(t)
− τ c
σc,k−1(t)
> t (we naturally have σc,1(t) = σc(t) and also
have τ c
σc,k(t)−1 − τ cσc,k−1(t) ≤ t). For k = 1, 2, . . . , such that τ cσc,k−1(t) = +∞ we
set σc,k(t) = σc,k−1(t)+1. This yields that τ cσc,k(t) ≥ k ·t and for k = 0, 1, 2, . . .
we have
2−kU c(T ) ≥ E

2
−τc
σc,k(T )
/T
σc,k+1(T )
∑
n=σc,k(T )+1
1

 . (13)
Summing estimates (13) over k = 0, 1, 2, . . . we have
2U c(T ) =
+∞
∑
k=0
2−kU c(T ) ≥
+∞
∑
k=0
E

2
−τc
σc,k(T )
/T
σc,k+1(T )
∑
n=σc,k(T )+1
1


≥
+∞
∑
k=0
E

2
−τc
σc,k(T )
/T
σc,k+1(T )
∑
n=σc,k(T )+1
2
−
(
τcn−1/T−τcσc,k(T )/T
)


=
+∞
∑
k=0
E
σc,k+1(T )
∑
n=σc,k(T )+1
2−τ
c
n−1/T =
+∞
∑
n=1
E2−τ
c
n−1/T
=
+∞
∑
n=1
(
E2−τ
c/T
)n−1
=
1
1− E2−τc/T . (14)
Lemma 2 and (14) yield the estimate from below (10).
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
Now, using Lemma 5 and estimates (4) we obtain the following result.
Theorem 6 Let Xt, t ≥ 0, be a Lévy process on a separable Banach space V
with the norm |·| and let AX be the class of processes adapted to the natural
filtration of X. Let ψ : [0,+∞) → [0,+∞) be a non-decreasing function such
that for a ≥ 0, ψ (2a) ≤ Kψ · ψ (a) . For any T > 0 the following estimates
hold:
VX (ψ) := inf
Y ∈AX
E
{
ψ
(
‖X − Y ‖∞,[0,T ]
)
+ TV(Y, [0, T ])
}
≤ inf
c>0
{
ψ
( c
2
)
+ 2
E
(
|Xτc −X0|1{τc≤T}
)
1− E2−τc/T
}
(15)
≤ 2 inf
c>0
{
ψ
( c
2
)
+
E
(
|Xτc −X0|1{τc≤T}
)
1− E2−τc/T
}
and
VX (ψ) = inf
Y ∈AX
E
{
ψ
(
‖X − Y ‖∞,[0,T ]
)
+ TV(Y, [0, T ])
}
≥ 1
max
(
K2ψ, 2
) inf
c>0
{
ψ
(c
2
)
+
1
4
E
(
|Xτc −X0|1{τc≤T}
)
1− E2−τc/T
}
(16)
≥ 1
4max
(
K2ψ, 2
) inf
c>0
{
ψ
( c
2
)
+
E
(
|Xτc −X0| 1{τc≤T}
)
1− E2−τc/T
}
,
where τ c = inf {t > 0 : |Xt −X0| ≥ c/2} .
In what follows we will estimate E |Xτc −X0| 1{τc≤T} to obtain the following
theorem.
Theorem 7 Let Xt, t ≥ 0, be a Lévy process on a separable Banach space V
with the norm |·| and let AX be the class of processes adapted to the natural
filtration of X. Let ψ : [0,+∞) → [0,+∞) be a non-decreasing function such
that for a ≥ 0, ψ (2a) ≤ Kψ · ψ (a) . For any T,> 0 the following estimates
hold:
VX (ψ) := inf
Y ∈AX
E
{
ψ
(
‖X − Y ‖∞,[0,T ]
)
+ TV(Y, [0, T ])
}
(17)
≤ inf
c>0
{
ψ
( c
2
)
+ 3
c · P (τ c ≤ T )
1− E2−τc/T +
4
ln 2
T
ˆ
(c,+∞]
y · Π (dy)
}
9
and
VX (ψ) = inf
Y ∈AX
E
{
ψ
(
‖X − Y ‖∞,[0,T ]
)
+ TV(Y, [0, T ])
}
(18)
≥ 1
max
(
K2ψ, 2
) inf
c>0
{
ψ
( c
2
)
+
1
16
c · P (τ c ≤ T )
1− E2−τc/T +
1
32 ln 2
T
ˆ
(c,+∞]
y · Π (dy)
}
where τ c = inf {t > 0 : |Xt −X0| ≥ c/2} and Π is the image of the Lévy
measure of the process X under the transformation x 7→ |x|.
Proof. Let ∆Xτc = Xτc − Xτc− denotes the jump of the process at the
moment τ c and let us notice that by the triangle inequality and the definition
of τ c, for τ c < +∞ we have
|Xτc −X0| ≥ |∆Xτc | − |Xτc− −X0| ≥ |∆Xτc| − c/2.
Thus for τ c < +∞ it follows that
|∆Xτc| ≤ c/2 + |Xτc −X0| ≤ 2 |Xτc −X0|
and we have
|Xτc −X0| ≥
1
2
|∆Xτc | . (19)
Let now µ be the joint law of (|∆Xτc | , τ c). For y ∈ (c,+∞) and t ∈ (0,+∞)
one has
dµ (y, t) = P
(
sup
0≤s<t
|Xs −X0| < c/2
)
dΠ (y)dt,
where dt denotes the Lebesgue measure. This observation follows from the
fact that for y ∈ (c,+∞) and t ∈ (0,+∞) the event
{|∆Xτc | ∈ [y, y + dy) , τ c ∈ [t, t+ dt)}
is equal the intersection of two independent events
{
sup
0≤s<t
|Xs −X0| < c/2
}
and {|Xt+dt −Xt−| ∈ [y, y + dy)}
10
which follows from (19) and the Lévy-Ito decomposition (see [1]). Now, using
(19) we easily estimate
E |Xτc −X0|1{τc≤T} ≥ E |Xτc −X0| 1{|∆Xτc |>c}1{τc≤T}
≥ 1
2
E |∆Xτc|1{|∆Xτc |>c}1{τc≤T}
=
1
2
ˆ
(c,+∞]×(0,T ]
y · dµ (y, t)
=
1
2
ˆ
(c,+∞]×(0,T ]
y · P
(
sup
0≤s<t
|Xs −X0| < c/2
)
dΠ (y)dt
=
1
2
ˆ
(c,+∞]
y · Π (dy)
ˆ
(0,T ]
P
(
sup
0≤s<t
|Xs −X0| < c/2
)
dt
=
1
2
ˆ
(c,+∞]
y · Π (dy)
ˆ
(0,T ]
P (τ c ≥ t) dt. (20)
We naturally also have
E |Xτc −X0|1{τc≤T} ≥
1
2
c · P (τ c ≤ T ) . (21)
From (20) and (21) we get
E |Xτc −X0|1{τc≤T} ≥
1
4
c ·P (τ c ≤ T )+ 1
4
ˆ
(c,+∞]
y ·Π (dy)
ˆ
(0,T ]
P (τ c ≥ t) dt.
(22)
On the other hand, by the definition of τ c, for τ c < +∞ we have
|Xτc −X0| ≤ |Xτc− −X0|+ |∆Xτc|
≤ 1
2
c+ |∆Xτc|
from which we get the estimate
E |Xτc −X0|1{τc≤T} ≤
1
2
c · E1{τc≤T} + E |∆Xτc|1{τc≤T}
=
1
2
c · P (τ c ≤ T ) + E |∆Xτc |1{|∆Xτc |≤c}1{τc≤T}
+ E |∆Xτc| 1{|∆Xτc |>c}1{τc≤T}
≤ 3
2
c · P (τ c ≤ T ) +
ˆ
(c,+∞]
y · Π (dy)
ˆ
(0,T ]
P (τ c ≥ t) dt. (23)
11
To deal with the integral
´
(0,T ]
P (τ c ≥ t) dt let us notice that the following
estimates hold:
ˆ
(0,T ]
P (τ c ≥ t) dt ≤ 2
ˆ +∞
0
2−t/TP (τ c ≥ t) dt
and
ˆ +∞
0
2−t/TP (τ c ≥ t)dt =
+∞
∑
k=1
ˆ kT
(k−1)T
2−t/TP (τ c ≥ t) dt
≤
+∞
∑
k=1
ˆ kT
(k−1)T
2−(k−1)T/TP (τ c ≥ t− (k − 1)T )dt
=
+∞
∑
k=1
2−(k−1)
ˆ T
0
P (τ c ≥ t) dt
= 2
ˆ
(0,T ]
P (τ c ≥ t)dt.
Thus, we have the double-sided estimate
1
2
ˆ +∞
0
2−t/TP (τ c ≥ t)dt ≤
ˆ
(0,T ]
P (τ c ≥ t) dt
≤ 2
ˆ +∞
0
2−t/TP (τ c ≥ t)dt. (24)
Finally, let us notice that (by integration by parts)
ˆ +∞
0
2−t/TP (τ c ≥ t)dt = T
ln 2
− T
ln 2
ˆ +∞
0
2−t/TP (τ c ∈ dt)
=
T
ln 2
(
1− E2−τc/T
)
. (25)
Now, from (15), (23), (24) and (25) we get (17) while from (16), (22),
(24) and (25) we get (18).

3 Examples
In this section we will apply the obtained estimates in three special cases. In
the first case the process X will be a real-valued Brownian motion with drift,
12
in the second case it will be a standard Brownian motion on Rd, d = 2, 3, . . . ,
and in the third case it will be a real valued, symmetric α-stable process with
α ∈ (1, 2).
3.1 Estimates of VX (ψ) in the case when X is a Brown-
ian motion with drift
Let now B be a standard Brownian motion starting from 0 and Xt = Bt+µt
be a (real-valued) Brownian motion with drift µ. From Theorem 6 it fol-
lows that in order to estimate VX (ψ) it is sufficient to estimate (up to uni-
versal constants) the quantity E
(
|Xτc| 1{τc≤T}
)
/ (1− E exp (−τ c/T )) . From
the continuity of Brownian paths we immediately get that |Xτc| = c/2 and
E
(
|Xτc| 1{τc≤T}
)
=
c
2
P (τ c ≤ T ) = c
2
P
(
sup
0≤t≤T
|Bt + µt| ≥
c
2
)
.
Now let us consider two cases.
1. c
2
≤
√
T + |µ|T. Let B̃ = sign(µ)B, where sign(µ) = −1 if µ < 0,
sign(µ) = 1 if µ ≥ 0. We get
P
(
sup
0≤t≤T
|Bt + µt| ≥
c
2
)
≥ P
(
|BT + µT | ≥
√
T + |µ|T
)
= P
(
|sign(µ)BT + sign(µ)µT | ≥
√
T + |µ|T
)
≥ P
(
sign(µ)BT + |µ|T ≥
√
T + |µ|T
)
= P
(
B̃T ≥
√
T
)
≥ 1− Φ (1) > 1
7
,
where Φ (x) = (2π)−1/2
´ x
−∞ e
−t2/2dt is the cumulative probability function of
a standard normal variable.
2. c
2
>
√
T + |µ|T. In this case we get the following lower bound
P
(
sup
0≤t≤T
|Bt + µt| ≥
c
2
)
≥ P
(
|BT + µT | ≥
c
2
)
= P
(
|sign(µ)BT + sign(µ)µT | ≥
c
2
)
≥ P
(
sign(µ)BT + |µ|T ≥
c
2
)
= P
(
B̃T ≥
c
2
− |µ|T
)
= 1− Φ
( c
2
− |µ|T√
T
)
.
13
On the other hand, in both cases we have
P
(
sup
0≤t≤T
|Bt + µt| ≥
c
2
)
≤ P
(
sup
0≤t≤T
|Bs|+ |µ|T ≥
c
2
)
≤ 2P
(
sup
0≤t≤T
Bt ≥
c
2
− |µ|T
)
= 4P
(
BT ≥
c
2
− |µ|T
)
= 4
(
1− Φ
( c
2
− |µ|T√
T
))
.
Thus, in both cases
P
(
sup
0≤t≤T
|Bt + µt| ≥
c
2
)
= κ1
(
1− Φ
( c
2
− |µ|T√
T
))
,
where κ1 ∈
[
1
7
, 4
]
.
Now we turn to look at 1 − E2−τc/T = E
(
1− e− ln 2·τc/T
)
. Let τ be an
exponentially distributed random variable, independent from B, with the cu-
mulative probability function P (τ < t) =
(
1− e− ln 2·t/T
)
1{t>0}. By formula
1.15.2 on p. 270 in [3] we get
E
(
1− 2−τc/T
)
= P (τ < τ c)
= P
(
inf
0≤s≤τ
(Bs + µs) > −
c
2
, sup
0≤s≤τ
(Bs + µs) <
c
2
)
= 1−
(
e−µc/2 + eµc/2
)
sinh
(
c
2
√
2 ln 2
T
+ µ2
)
sinh
(
c
√
2 ln 2
T
+ µ2
)
= 1− cosh
(
µc
2
)
cosh
(
c
2
√
2 ln 2
T
+ µ2
) .
Finally, from Theorem 6 we get that
VX (ψ) = κ2 inf
c>0







ψ
( c
2
)
+
c
2
1− Φ
(
(
c
2
− |µ|T
)
/
√
T
)
1− cosh(
µc
2 )
cosh
(
c
2
√
2 ln 2
T
+µ2
)







,
where κ2 ∈
[
1
28max(K2ψ,2)
, 8
]
.
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3.2 Estimates of VX (ψ) in the case whenX is a d-dimensional
standard Brownian motion (d ≥ 2)
Let B(1), B(2), . . . , B(d) be d independent (d ≥ 2), standard, one-dimensional
Brownian motions, starting from 0, and let X =
(
B(1), B(2), . . . , B(d)
)
.
Again, by Theorem 6 it is sufficient to estimate the ratio
E
(
|Xτc|1{τc≤T}
)
1− E2−τc/T
and again, by the continuity of X, we get
E
(
|Xτc −X0|1{τc≤T}
)
=
c
2
P (τ c ≤ T ) .
Moreover, recall that the process R defined by
R =
√
(B(1))
2
+ (B(2))
2
+ . . .+ (B(d))
2
is called d-dimensional Bessel process or a Bessel process of order d or a
Bessel process with index ν = d/2− 1.
Using results of G. Serafin [9], we will obtain estimates of VX (ψ) which
are universal up to a constant depending on ψ and ν (but not T ). Using [9,
Corollary 3.4] and scaling properties of the standard Brownian motion for
t > 0 we get
P (τ c ∈ dt) = κ (t, ν) 4
c2
(
1 +
c2
4t
)ν+2
exp
(
−1
8
c2
t
− 2j2ν,1
t
c2
)
dt,
where κ(t, ν) ∈ [κ3 (ν) , κ4 (ν)] and κ4 (ν) > κ3(ν) > 0 are constants depend-
ing on ν only, and jν,1 denotes the smallest positive zero of the the Bessel
function Jν of the first kind which is defined as
Jν (y) =
(y
2
)ν
+∞
∑
m=0
(−1)m
m!Γ (m+ ν + 1)
(y
2
)2m
.
This gives the following estimates.
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1. c2 ≤ T. In this case
P (τ c ≤ T ) =
ˆ T
0
P (τ c ∈ dt) ≥
ˆ c2
c2/2
P (τ c ∈ dt)
≥ κ3(ν)
4
c2
ˆ c2
c2/2
(
1 +
c2
4t
)ν+2
exp
(
−1
8
c2
t
− 2j2ν,1
t
c2
)
dt
≥ κ3(ν)
4
c2
ˆ c2
c2/2
exp
(
−1
4
− 2j2ν,1
)
dt
= κ5(ν).
2. c2 > T. In this case
P (τ c ≤ T ) =
ˆ T
0
P (τ c ∈ dt)
≥ κ3(ν)
4
c2
ˆ T
0
(
1 +
c2
4t
)ν+2
exp
(
−1
8
c2
t
− 2j2ν,1
t
c2
)
dt
≥ κ3(ν)
4
c2
ˆ T
0
(
c2
4t
)ν+2
exp
(
−1
8
c2
t
− 2j2ν,1
)
dt
≥ κ6(ν)
4
c2
ˆ T
0
(
c2
4t
)ν+2
exp
(
−1
8
c2
t
)
dt
= κ7(ν)Γ
(
ν + 1,
c2
8T
)
,
where for a, y > 0, Γ (a, y) denotes the incomplete gamma function,
Γ (a, y) =
ˆ +∞
y
xa−1e−xdx.
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Similarly we can obtain a bound from above:
P (τ c ≤ T ) =
ˆ T
0
P (τ c ∈ dt)
≤ κ4(ν)
4
c2
ˆ T
0
(
1 +
c2
4t
)ν+2
exp
(
−1
8
c2
t
− 2j2ν,1
t
c2
)
dt
≤ κ4(ν)
4
c2
ˆ T
0
(
4
c2
4t
+
c2
4t
)ν+2
exp
(
−1
8
c2
t
)
dt
≤ κ8(ν)
4
c2
ˆ T
0
(
c2
4t
)ν+2
exp
(
−1
8
c2
t
)
dt
= κ9(ν)Γ
(
ν + 1,
c2
8T
)
.
We notice that in both (c2 ≤ T and c2 > T ) cases
P (τ c ≤ T ) = κ10Γ
(
ν + 1,
1
8
max
(
1,
c2
T
))
, (26)
where κ10 ∈ [κ11 (ν) , κ12 (ν)] and κ12 (ν) > κ11(ν) > 0 are constants depend-
ing on ν only.
Next, the term 1 − E2−τc/T = 1 − E exp (−(ln 2/T ) · τ c) is given by an
explicit formula. For a Bessel process with index ν, starting from x and
λ ≥ 0:
1− Ex exp (−λ · τ c) = 1−
( c
2
)ν x
−νIν
(
x
√
2λ
)
Iν
(
c
√
λ/2
)
(see [3, formula 1.1.2 on p. 373]). Here Iν denotes the modified Bessel
function
Iν (y) =
(y
2
)ν
+∞
∑
m=0
1
m!Γ (m+ ν + 1)
(y
2
)2m
and in our case (for x = 0) we get x−νIν
(
x
√
2λ
)
= (λ/2)ν/2 /Γ (ν + 1) ,
hence, substituting λ = ln 2/T ,
1− E2−τc/T = 1− (c
2 ln 2/(8T ))
ν/2
Γ (ν + 1) Iν
(
c
√
ln 2/(2T )
) . (27)
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(26) and (27) together with Theorem 6 allow to estimate VX (ψ) up to a
constants depending on ν and ψ only:
VX (ψ) ≤ 2 inf
c>0





ψ
(c
2
)
+
c
2
κ12 (ν) Γ
(
ν + 1, 1
8
max
(
1, c
2
T
))
1− (c2 ln 2/(8T ))
ν/2
Γ(ν+1)Iν
(
c
√
ln 2/(2T )
)





and
VX (ψ) ≥
1
4max
(
K2ψ, 2
) inf
c>0





ψ
( c
2
)
+
c
2
κ11 (ν) Γ
(
ν + 1, 1
8
max
(
1, c
2
T
))
1− (c2 ln 2/(8T ))
ν/2
Γ(ν+1)Iν
(
c
√
ln 2/(2T )
)





.
Remark 8 By formula 1.1.4 on p. 373 in [3], which is due to J. T. Kent
[6], we get exact formula for P (τ c ≤ T ):
P (τ c ≤ T ) = 1− 2
1−ν
Γ (ν + 1)
+∞
∑
k=1
jν−1ν,k
Jν+1 (jν,k)
e−2j
2
ν,kT/c
2
, (28)
where jν,1 < jν,2 < . . . denote consecutive positive zeros of Jν. Unfortunately,
the series in formula (28) is convenient when dealing with larger times, and
for T ≥ 2Eτ c = 2c2/d we naturally have P (τ c ≤ T ) ≥ 1/2. Unfortunately, for
smaller T s this sum is oscillating and in that case the cancellations between
the terms really matter in the context of asymptotic behaviour.
3.3 Estimates of VX (ψ) in the case when X is a symmet-
ric, real-valued, strictly α-stable motion (α ∈ (1, 2))
Let now Xt, t ≥ 0, be a symmetric, real-valued, strictly α-stable motion
(α ∈ (1, 2)) such that X0 = 0. X has the following scaling property: for
t ≥ 0 and a > 0
Xat
law
= a1/αXt. (29)
To fix our attention to the process of a given magnitude, we will assume that
X1 has the following characteristic function
E exp (iξX1) = exp
(
ˆ ∞
−∞
eiξx − 1− iξx dx
|x|α+1
)
= e−σα|ξ|
α
,
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where ξ ∈ R, σα = 2Γ (−α) cos (2−α)π2 . Let βα be such that
P (|X1| ≥ βα) =
1
3e5
.
To estimate VX (ψ) we will apply Theorem 7.
First we need to estimate 1 − E2−τc/T = ln 2
T
´ +∞
0
2−t/TP (τ c ≥ t) dt. Let
us define the function (0,+∞) ∋ c 7→ u (c) ∈ (0,+∞) such that
P
(
∣
∣Xu(c)
∣
∣ ≥ c
2
)
=
1
3e5
.
By scaling property of X it is equivalent to
P
(
|X1| ≥ (u (c))−1/α
c
2
)
=
1
3e5
= P (|X1| ≥ βα) .
Thus
u (c) =
cα
(2βα)
α . (30)
Next, by symmetry and strong Markov property of X, we have the estimate
P
(∣
∣Xu(c)
∣
∣ ≥ c
2
)
P (τ c ≤ u (c)) = P
(
∣
∣Xu(c)
∣
∣ ≥ c
2
|τ c ≤ u (c)
)
≥ P
(
sign (Xτc)
(
Xu(c) −Xτc
)
≥ 0|τ c ≤ u (c)
)
≥ 1
2
(31)
(recall that |Xτc| ≥ c2) from which it follows P (τ c ≤ u (c)) ≤ 2P
(∣
∣Xu(c)
∣
∣ ≥ c
2
)
and
P (τ c > u (c)) = 1− P (τ c ≤ u (c))
≥ 1− 2P
(
∣
∣Xu(c)
∣
∣ ≥ c
2
)
≥ 1− 2 1
3e5
>
1
2
. (32)
On the other hand, using the independence of the increments and scaling
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properties of X, for k = 1, 2, . . ., we estimate
P (τ c > 2αk · u (c)) = P
(
sup
0≤s≤2αk·u(c)
|Xs| <
c
2
)
≤ P
(
sup
0≤s<t≤2αk·u(c)
|Xs −Xt| < c
)
≤ P
(
sup
2α(j−1)·u(c)≤s<t≤2αj·u(c)
|Xs −Xt| < c for j = 1, 2, . . . , k
)
=
k
∏
j=1
P
(
sup
2α(j−1)·u(c)≤s<t≤2αj·u(c)
|Xs −Xt| < c
)
=
(
P
(
sup
0≤s<t≤2αu(c)
|Xs −Xt| < c
))k
≤
(
P
(
sup
0≤s≤2αu(c)
|Xs| < c
))k
=
(
P
(
sup
0≤s≤u(c)
2 |Xs| < c
))k
=
(
1− P
(
sup
0≤s≤u(c)
|Xs| ≥
c
2
))k
≤
(
1− P
(
∣
∣Xu(c)
∣
∣ ≥ c
2
))k
=
(
1− 1
3e5
)k
. (33)
From (32) we estimate
1− E2−τc/T = ln 2
T
ˆ +∞
0
2−t/TP (τ c ≥ t) dt
≥ ln 2
T
ˆ u(c)
0
2−t/T
1
2
dt
=
1
2
(
1− 2−u(c)/T
)
(34)
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and from (33) we estimate
1− E2−τc/T = ln 2
T
ˆ +∞
0
2−t/TP (τ c ≥ t)dt
=
ln 2
T
+∞
∑
k=1
ˆ 2αk·u(c)
2α(k−1)·u(c)
2−t/TP (τ c ≥ t) dt
≤ ln 2
T
+∞
∑
k=1
ˆ 2αk·u(c)
2α(k−1)·u(c)
2−t/T
(
1− 1
3e5
)k−1
dt
=
1
1−
(
1− 1
3e5
)
2−2αu(c)
(
1− e−2αu(c)/T
)
≤ 3e5 · 2α
(
1− 2−u(c)/T
)
≤ 12e5
(
1− 2−u(c)/T
)
. (35)
The last but one inequality follows from the estimates: 1−
(
1− 1
3e5
)
2−2
αu(c) ≥
1
3e5
and 1 − 2−2αu(c)/T ≥ 2α
(
1− 2−u(c)/T
)
which is the consequence of the
concavity of the function x 7→ 1− 2−x:
1
2α
(
1− 2−2αu(c)/T
)
+
(
1− 1
2α
)
(
1− 2−0
)
≤ 1− 2− 12α 2αu(c)/T .
Next, we need to estimate P (τ c ≤ T ) = P
(
sup0≤s≤T |Xs| ≥ c2
)
. Using
similar reasoning as in (31) we get:
P
(
|XT | ≥
c
2
)
≤ P (τ c ≤ T ) ≤ 2P
(
|XT | ≥
c
2
)
.
This and scaling properties of X yield:
P
(
|X1| ≥
c
2T 1/α
)
≤ P (τ c ≤ T ) ≤ 2P
(
|X1| ≥
c
2T 1/α
)
. (36)
Finally, using Theorem 7, (36), (34), (30) and the fact that Π (dy) = |y|−α−1 dy,
we obtain estimate from above:
VX (ψ) ≤ inf
c>0
{
ψ
( c
2
)
+ 12
c · P
(
|X1| ≥ c2T 1/α
)
1− 2−cα/((2βα)αT ) +
4
ln 2
T
(α− 1) cα−1
}
. (37)
Similarly, using Theorem 7, (36), (35), (30) and the fact that Π (dy) =
|y|−α−1 dy, we obtain estimate from below:
VX (ψ) ≥ (38)
1
max
(
K2ψ, 2
) inf
c>0
{
ψ
( c
2
)
+
1
162
P
(
|X1| ≥ c2T 1/α
)
1− 2−cα/((2βα)αT ) +
1
32 ln 2
T
(α− 1) cα−1
}
.
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From the proof of [2, Theorem 13] it follows that βα ≥ 2√2−α . From the
same [2, Theorem 13] (estimate (48) in [2]) it follows that βα ≤ D̃√2−α for some
universal constant D̃. From this and concavity of the function x 7→ 1 − 2−x
we obtain that
d
(
1− 2−c
α/
((
1
√
2−α
)α
T
)
)
≤ 1− 2−cα/((2βα)αT ) ≤ D
(
1− 2−c
α/
((
1
√
2−α
)α
T
)
)
(39)
for some universal constants 0 < d ≤ D.
Moreover, from [2, Theorem 13] it also follows that
P (|X1| ≥ y) ≤ Cmin
{
1,max
{
1
(y/4)α
, e−(2−α)(y/4)
2
}}
(40)
and
P (|X1| ≥ y) ≥ cmin
{
1,max
{
1
(√
8y
)α , e
−(2−α)(
√
8y)
2
}}
(41)
for some universal constants 0 < c ≤ C.
Thus, from (37)-(41) we get that for some constant Lψ, depending on ψ
only, we have
VX (ψ) ≤ Lψ inf
c>0
{
ψ
( c
2
)
+
c · F
(
c
T 1/α
)
1− 2−cα(2−α)α/2/T
+
T
(α− 1) cα−1
}
(42)
and
VX (ψ) ≥
1
Lψ
inf
c>0
{
ψ
( c
2
)
+
c · F
(
c
T 1/α
)
1− 2−cα(2−α)α/2/T
+
T
(α− 1) cα−1
}
, (43)
where
F (y) = min
{
1,max
{
y−α, e−(2−α)y
2
}}
.
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