Abstract. Inductive Logic Programming (ILP) is a promising technology for knowledge extraction applications. ILP has produced intelligible solutions for a wide variety of domains where it has been applied. The ILP lack of efficiency is, however, a major impediment for its scalability to applications requiring large amounts of data. In this paper we propose a set of techniques that improve ILP systems efficiency and make then more likely to scale up to applications of knowledge extraction from large datasets. We propose and evaluate the lazy evaluation of examples, to improve the efficiency of ILP systems. Lazy evaluation is essentially a way to avoid or postpone the evaluation of the generated hypotheses (coverage tests). The techniques were evaluated using the IndLog system on ILP datasets referenced in the literature. The proposals lead to substantial efficiency improvements and are generally applicable to any ILP system.
Introduction
Inductive Logic Programming (ILP) has achieved considerable success in a wide range of domains. It is recognised however that efficiency is a major obstacle to the use of ILP systems in applications requiring large amounts of data. Relational Data Mining applications are an example where efficiency is an important issue. In this paper we address the problem of efficiency in ILP systems by proposing a technique to speedup the evaluation of hypotheses.
A typical ILP system carries out a search through an ordered hypothesis space. During the search hypothesis are generated and their quality estimated against the given examples. Improving the efficiency of such search procedure may be done by avoiding to generate useless hypothesis or/and improving the evaluation procedures.
Avoiding to generate useless hypotheses may be achieved with the specification of language bias limiting therefore the size of the search space ([?] ). An alternative approach considers the study of refinement operators that allow to efficiently navigate through a hypothesis space ([?]).
The problem of efficient testing of candidate hypotheses has been tackled by the following techniques. Work of a stochastic nature (see [?,?] ). These reduce the evaluation effort at the cost of being correct only with high probability. A study on exact transformations of queries when evaluating hypotheses may be found in [?] and [?] . In [?], the authors illustrated that query execution was a very high percentage of total running time.
In this paper we address the problem of ILP system efficiency by avoiding or reducing the computational cost in the evaluation of the hypotheses using the examples. The proposed techniques are globally called lazy evaluation of examples and reduce considerably the amount of examples necessary to evaluate each hypothesis. The proposed techniques may be adopted in any ILP system.
The structure of the rest of the paper is as follows. In Section ?? we present the lazy evaluation of examples techniques. The experiments that empirically evaluate our proposals are described in Section ??. The last section draws the conclusions.
Lazy evaluation of examples
Language bias may be used to avoid the generation, and therefore, the evaluation of a significant number of hypotheses. However, once an hypothesis has been generated the problem then is how to evaluate it efficiently using the available data (examples and background knowledge). We propose lazy evaluation of examples as a way to avoid unnecessary use of examples and therefore speed up the evaluation of each hypothesis. As the probabilistic approach we do not use all the examples to evaluate each hypothesis. Contrary to the probabilistic approach we get an exact count but only when it is absolutely necessary to do so. We can still profit from improvements due to query transformations and therefore combine the two technique for increasing speedup. We distinguish between lazy evaluation of positive examples, lazy evaluation of negative examples and positive evaluation avoidance. The techniques are now described.
Some systems like Progol [?], Aleph
1 or IndLog [?] rely on heuristics to guide the search during refinement. If the search is complete then the role of the heuristic is to improve speed. The final hypothesis should be the same. For some heurstics it is important to determine the exact number of examples covered. However, an hypothesis will only be accepted if it is consistent with the negative examples. A partial clause 2 must be specialised otherwise the search for further refinements of the partial clause terminates there. In this circumstances "lazy" evaluation of the negative examples is useful. When using the lazy evaluation of negatives we are only interesting in knowing if the hypothesis covers more than the allowed number of negative examples. We are not really interesting in knowing how much above the noise level the hypothesis is. Testing stops as soon as there are no more negative examples to be tested or the number of negative examples covered exceeds the allowed number for consistency (noise level). The noise level is quite often very close to zero and therefore the number of negative examples used in the test of each clause is very small. If the heuristic does not use the negative counting then this produces exactly the same results (clauses and accuracy) of the non-lazy approach but with a very significant speedup. It is also very common that the negative examples outnumber the positives. We may still use heuristics based on length and on positive cover.
IndLog also allows the positive cover to be evaluated lazily. A partial clause must be either specialised (if it covers more positives that the best consistent clause found so far) or is justifiably pruned away otherwise. When using lazy evaluation of positives it is relevant only to determine if an hypothesis covers more positives or not than the current best consistent hypothesis. We might then evaluate the positive examples just until the best cover so far is exceeded. If the best cover is exceeded we retain the hypothesis (either accept it as final is consistent or refine it otherwise) if not we may justifiably discard it. Only when accepting a consistent hypothesis we need to evaluate its exact positive cover.
We may go a bit further and simply do not evaluate the positive cover at all of partial clauses. The advantage of the first version of lazy evaluation of positives is that we may discard hypotheses that are worse than the best consistent so far, while in the second version we may keep around some partial clauses with very poor positive cover. The advantage of the second version however is that for each hypothesis we only test it on the negatives until it covers at least the noise level. Generating hypotheses is very efficient and although we may generate more hypotheses we may still gain by the increase in speed of their evaluation process. This technique may be very useful in domains where the evaluation of each hypothesis is very time-consuming.
When performing lazy evaluation of positive and negative examples we may use a breadth-first search strategy for example. This is not a too bad choice if, like in most applications, one is looking for short clauses that are very close to 
The experiments
To empirically evaluate our proposals we run IndLog In the experiments the IndLog settings were such that all lazy evaluations for the same dataset produce the same final theory and construct the same set of hypotheses. For the lazy evaluation of negatives we measured the number of theorem proving calls used to evaluate the negative examples and also the CPU time spent. For the lazy evaluation of positives we measured the number of theorem proving calls used to evaluate the positive examples and also the CPU time needed. For the no positive evaluation form of lazy evaluation we measured the number of theorem proving calls used to evaluate both the negative and positive examples, the spent CPU time and the number of nodes constructed during the search. The results are shown in Table ? 25  75  69  99  146  56  14  97  carcinogenesis  27  79  80  115  105  76  23  68  choline  27  74  54  92  100  44  13  46  mesh  86  99  93  99  105  125  77  81  multiplication  31  99  91  104  152  95  44  127  mutagenesis  40  99  66  101  100  48  10  98  pyrimidines  38  76  63  99  120  62  13  58  triazines  8  56  39  77  148  55  26  48   Table 1 . Percentage of theorem proving calls and CPU time savings when using lazy valuation of examples (lazy / no lazy × 100%). Table ? ? shows the percentage of the measured values when compared with the run when not using any kind of lazy evaluation. Except for the small (number of examples) datasets there is significant gain in using the lazy evaluation technique.
Conclusions
We proposed and evaluated a set of techniques globaly called lazy evaluation of examples that improve the efficiency of ILP systems. As shown by the empirical results the lazy evaluation may produce substantial improvements to an ILP system.
