In a recent paper, we derived the leading α ′ corrections to the Kähler potentials for moduli in (0, 2) heterotic compactifications. In the same spirit as the LARGE volume stabilization scenario for type IIB orientifolds, we examine whether these quantum corrections, together with a combination of tree-level and non-perturbative superpotentials, are sufficient to stabilize the overall volume modulus at large values. This is not a priori obvious, since the corrections we found are of a lower order than those used in the type IIB setting. Nevertheless, we find that stabilizing the volume at (exponentially) large values may be possible (under certain conditions) in these heterotic backgrounds.
Introduction
Stabilizing the moduli of string compactifications is of prime interest for phenomenology, since their values determine the various parameters of the four-dimensional effective description. In recent years there has been a lot of progress in this direction, based on the realization of [1, 2] that non-vanishing background fluxes lead to nontrivial moduli potentials. 3 In some classes of string compactifications it is even possible to stabilize all geometric moduli via the flux-induced superpotential. 4 Such a stabilization at the classical level would seem rather desirable conceptually. However, so far the most phenomenologically promising compactifications are those in which quantum effects are used to stabilize at least some of the moduli. For example, this is the case for the type IIB large volume compactifications of [7] and the M-theory G 2 -MSSM model of [8] .
The above situation is acutely exemplified by the heterotic string. Namely, compactifications on non-Kähler manifolds lead to a flux superpotential for all geometric moduli [9, 10] . However, the resulting stabilization is such that there are typically string-scale cycles [9, 11] , which raises questions about the reliability of the supergravity approximation within which the 4d effective potential was derived. Interestingly enough, until now the possibility of stabilizing some of the CY moduli via α ′ -corrections (together with other quantum effects 5 ) has not been pursued in the context of heterotic compactifications. We will study precisely this issue. In particular, we will investigate quantum effects that induce a potential for the Kähler moduli, while viewing the complex structure ones as stabilized by the flux superpotential, just like in the type IIB compactifications of [14, 7] .
The leading α ′ -corrections to the moduli Kähler potentials in (0, 2) compactifications were worked out recently by the authors and S. Sethi in [18] . We review these results in Section 2. In Section 3, we begin investigating the role they play in stabilizing moduli.
Specifically, we include world-sheet instanton corrections to the classical flux superpotential and then study the interplay, within the resulting scalar potential, between these non-perturbative effects in W and the perturbative α ′ -corrections to K. Our goal will be to find out whether it is possible to have large volume minima in the vein of [7] . By 3 For a comprehensive review of flux compactifications, see [3] . 4 This is the case when the superpotential depends on all of those moduli, as in type IIA with all RR fluxes turned on [4] , M-theory on SU (3) structure manifolds [5] or type IIA/B on SU (3) × SU (3)
structure [6] . 5 The role of world-sheet instantons for moduli stabilization in the heterotic string has been investigated in [12] ; see also [13] and references therein for a study of worldsheet instantons in the strongly coupled limit, i.e. in heterotic M-theory.
this we mean that the volume is stabilized in such a way, that its value at the minimum is proportional to the exponential of a two-cycle volume. For more clarity, we consider first the case of only two Kähler moduli. However, it turns out that in this case there are no stable minima of the desired type. Then, in Section 4, we show that for at least three Kähler moduli, and under a certain additional condition, it is possible to find nonsupersymmetric minima at large volume (in string units) in the vein of [7] . Such large volume minima should be very promising phenomenologically and could have far reaching consequences for the kinds of predictions that one can extract from heterotic compactifications. Finally, in Appendix A we collect some more technical details about Special
Hermitian geometries and in Appendix B we give the detailed computation of the leading α ′ correction to the scalar potential.
2 The (0, 2) Kähler Potential
In reducing the heterotic string to four dimensions on a Calabi-Yau background M, a number of massless moduli fields appear in the low-energy N = 1 supergravity effective action. In addition to the axio-dilaton there are the Kähler, complex structure, and gauge bundle moduli. For the applications in the next section, we will be primarily interested in the Kähler moduli, which we will denote by
We will ignore the rest of the moduli fields, assuming that they are already fixed by the flux superpotential. The imaginary parts of T α parameterize the Kähler form of the internal space J = t α ω α , where ω α form a basis for H 2 (M, Z), and the b α are the associated axions that arise from the NS B-field. Classically, the action for these fields is controlled by the Kähler potential
where the volume V of the internal space is given by
and κ αβγ = M ω α ∧ ω β ∧ ω γ are the triple intersection numbers of M. When the gauge bundle is chosen to satisfy the standard embedding (i.e. when the worldsheet theory is 6 For simplicity, we set the four dimensional Newton's constant κ 2 to 1. a (2,2) SCFT), the leading α ′ correction appears at O(α ′3 ) and the Kähler potential is corrected simply by replacing the volume by the "quantum corrected volume" V → V + α ′3 ζ(3)χ, where χ is the Euler character of M [19] .
However, our interests lie in the more general class of theories, where the bundle does not satisfy the standard embedding, and so the worldsheet theory has only (0, 2)
supersymmetry. As shown originally in [15, 16] (and again more recently in [17] ) the zeroth order Calabi-Yau metric is no longer a solution to the α ′ -corrected equations of motion. Instead, one finds a new non-Kähler metric
where g i is the original Calabi-Yau metric, and the non-Kählerity 7 stems from the correction term
Here ∆ L is the Lichnerowicz operator (a certain 2nd order differential operator, whose precise form can be found in the references) associated to the metric g. 8 We derived the effect of this metric deformation on the classical Kähler potential in [18] , to which we refer the reader for more details. The net result is quite similar to the (2, 2) case, namely the classical volume gets replaced by a quantum corrected volume:
The inner-product ( , ) has several equivalent presentations, depending on whether one views h i as the components of a 2-tensor, or of a (1, 1)-form:
In writing the last equality 9 , we made use of the fact that for (2.5) to be well-defined h i must be orthogonal to the zero-modes of Lichnerowicz (so that we can invert ∆ L ), which in particular means that
The fact that h i in non-Kähler is most easily understood by considering its associated 2-form, which we will simply denote by h. Then in (2.5) one can replace ∆ L by the usual Laplace-Beltrami operator ∆, so that ∆h ∼ F 2 − R 2 = 0. Since h is not harmonic, it is not closed. Thus h is not Kähler. 8 The zeroth order metric g is also used to raise and lower indices.
Finally, let us make a useful observation about the scaling behaviour of g and h.
It is clear that the Calabi-Yau metric g scales with the volume as V 1/3 , and since the perturbative expansion is not just in α ′ , but rather in
, then h should not scale with the overall volume of M. More precisely, we can always write: 
The Scalar Potential and Moduli Stabilization
In this section we begin studying the implications of the α ′ -corrected Kähler potential for moduli stabilization. We will consider the scalar potential of the effective 4d N = 1 theory. As is well-known, it is completely determined by the superpotential W and the Kähler potential K. Let us start by specifying W . In heterotic compactifications, the complex structure moduli enter the superpotential via the GVW expression [20] :
To stabilize the Kähler moduli, one needs to either take into account non-perturbative effects or consider non-Kähler compactifications. In the latter case, W becomes [9, 10] (H + idJ) ∧ Ω, where clearly the Kähler moduli enter through dJ. However, as we pointed out in the Introduction, in non-Kähler compactifications one usually ends up with cycles whose volumes are of order α ′ . Hence the supergravity approximation, within which these minima were derived, is not reliable. So we will focus on non-perturbative effects in the following. Another, perhaps the most important, motivation for this is to investigate whether one can find minima at exponentially large volume 10 , similar to the type IIB large volume scenarios of [7] . 11 The key feature of these compactifications is the balancing between nonperturbative effects in W , due to brane instantons or gaugino condensation, and α ′ corrections in the Kähler potential. We want to investigate whether the same kind of balancing can occur in the present case, given the α ′ corrections of the previous section. 10 We mean large in string units. 11 The IIA version of large volume compactifications was constructed in [21] Let us pause for a moment to discuss the consistency of this approach. After all, we have seen that a (0, 2) Calabi-Yau background is deformed into a non-Kähler manifold at O(α ′ ). One could be worried that the superpotential contribution dJ ∧ Ω, coming from the "geometric flux" would dominate over any non-perturbative terms. However, it turns out that the geometries involved in our compactifications are of a very special type, known as Special Hermitian: these are non-Kähler manifolds (so dJ = 0), but dJ ∧ Ω = 0 identically. The backgrounds we consider here are precisely within this class of compactifications, since the dilaton is constant to O(α ′2 ) [18] . 12 Also, it is clear from the non-renormalization theorems for the superpotential that perturbative α ′ corrections cannot alter W , so it had better be the case that dJ ∧ Ω vanishes in our backgrounds, since it does so at zeroth order. Thus, non-perturbative effects are the only (known) method to stabilize Kähler moduli in this set-up. Let us now enumerate the possibilities.
Non-perturbative superpotential
The non-perturbative effects at our disposal are world-sheet instantons, gaugino condensation and NS5-brane instantons. Let us address them in turn. It has been known since [24] that in pure CY compactifications with the standard embedding (i.e., compactifications on (2, 2) conformal theories) the superpotential generated by worldsheet instantons vanishes. In fact, no superpotential is generated by worldsheet instantons for a large class of (0, 2) compactifications, namely those for which a GLSM description exists [25] . However, for a generic (0, 2) background we do expect to have W inst = 0. So we will consider a non-perturbative superpotential of the form:
where T α are the complexified Kahler moduli of the 2-cycles wrapped by the world-sheet instantons and A α , a α are constants. One should note that, in principle, the coefficients A α can depend on complex structure and gauge bundle moduli. However, for the present treatment we will view them as constants similar to [14, 7] .
Another non-perturbative effect that introduces Kähler moduli dependence into the superpotential is gaugino condensation. Unlike the type II case however, for the heterotic string the resulting superpotential has a functionally different form compared to the worldsheet-instanton generated expression (3.2). Namely, the gaugino condensation 12 For more details on these geometries, see Appendix A.
superpotential is:
where the β α T α term arises from one-loop threshold corrections and a, A are constants.
For a recent study of moduli stabilization with (3.3), see [26] . The moduli stabilization mechanisms for W inst = 0 and for W GC = 0 are rather different. In particular, gaugino condensation cannot lead to a large volume minimum in the vein of [7] . The underlying reason is that, while in (3.2) the dominant term is the one with the smallest cycle just like for W np studied in [7] , the form of (3.3) is such that the dominant contribution comes from the cycle with the largest volume. The relation between this dominant behaviour and the presence or absence of a large volume minimum will become more clear below.
So we will use W inst , instead of W GC , as the source of Kähler moduli dependence in the superpotential. One could still keep the leading contribution from gaugino condensation
in order to stabilize the dilaton. In such a case, we will have a superpotential
which is responsible for freezing the complex structure moduli as well as the axio-dilaton.
Note that in order to fix S at a finite supersymmetric value, D S W = 0 requires W f lux = 0, despite the fact that this would break supersymmetry in the absence of a gaugino condensate. These observations are consistent with [26] . In the following, we will assume that such a supersymmetric stabilization of S and the complex structure has already been performed and concentrate on the potential for the remaining moduli, namely the Kähler ones. As already mentioned, our goal will be to search for large volume minima arising from the interplay of α ′ corrections and world-sheet instantons.
Before turning to that, let us briefly mention the third kind of non-perturbative effects available in the present context, namely NS5-brane instantons. The latter have been considered for moduli stabilization purposes in type II compactifications in [27] . However, since the superpotential they induce is of the form
where V is the overall CY volume modulus, they also do not lead to large volume minima, just like gaugino condensation does not. In fact, W N S5 is obviously completely negligible at large volume. 13 Generically, the one-loop coefficients β α < < 1, although it is possible to find examples in which
, as pointed out in [26] .
To recapitulate, we will consider the standard 4d N = 1 scalar potential
where α,β run over the Kähler moduli,
with W 0 = W ′ being a constant that results from the frozen dilaton and complex structure moduli, and finally
where we have kept only the leading O(α ′2 ) correction to the Kähler potential. We have dropped additive constants from K that originate in the frozen moduli sectors, as these only lead to an overall rescaling of V .
Scalar potential at large volume
We will look for a large-volume nonsupersymmetric minimum of the scalar potential (3.7).
As in [7] , we can write this potential in the following manner: 10) where V α ′ is the leading α ′ correction that we will turn to a bit later and
Since our non-perturbative superpotential has the same form as the one in [7] , the above expressions are also exactly the same as those in the IIB orientifold case. The difference is in the meaning of the variables T α : here they correspond to the (complexified) twocycle volumes, whereas in [7] they correspond to four-cycles. Let us now establish some notation for the CY volume and its derivatives, in terms of the (real) 2-cycle volumes t α :
To compare our results with the IIB literature we note that the 4-cycle volumes are given by τ α = V α , 14 and the corresponding complex moduli are ρ α = σ α + iτ α with σ α being axions.
Now, we will extract the large-V behaviour of V np 1 and V np 2 in the same manner as in [7] . To do that, one has to make two basic assumptions. The first is that there is a set of two-cycles, whose volumes t 1 s , ..., t m s remain much smaller than the volumes of all the other 2-cycles in the limit V → ∞. And the second is that in this limit the CY volume V is of the same order of magnitude as a power of e a k t k s for every k = 1, ..., m. The role of the second assumption will become more clear below. For more clarity, we will consider here the case of a single small modulus, that we denote just by t s . However, we will find out that for the existence of large volume minima we need at least two small moduli; the latter case will be studied in the next section.
As a result of the first assumption above, in the large volume limit exponentials of all other t α can be neglected in comparison to those of t s . Hence, in that limit we find:
and
where we have also minimized with respect to the axions. 15 To compute the inverse metric G αβ , note that in the large V limit the moduli space metric can be written as:
Hence, one can easily see that
where we have used the fact that
Using this expression, we can determine the non-perturbative contributions to the scalar potential, beginning with V np 2 . Defining
14 To be precise, in mapping to IIB variables we should multiply the t α by e Φ/2 , with Φ being the 10d dilaton field [22, 23] . Since the dilaton is typically frozen in IIB flux compactifications, we may neglect this rescaling. 15 This minimization is, clearly, exactly the same as in the IIB large volume literature; for detailed treatment see appendix A of [28] . The upshot is that a s b s = nπ − θ s + θ W , where n ∈ 2Z + 1 and θ s , θ W are the phases of A s and W 0 respectively. µ = 2a s |A s ||W 0 |, we find from (3.14):
where ... denotes the subleading terms, and we used the relation t α V α = 3V. Now, turning to V np 1 , from (3.14) we have:
To understand the large V behaviour of V ss , let us now for simplicity concentrate on the case of only two Kähler moduli; we will denote them by t s and t ℓ , where t ℓ ≫ t s in the large volume limit. As we will recall below, this case already captures all the essential features of the IIB large volume scenario, whose analogue in the present context we are after. With only two moduli,
(3.19)
We will consider only the generic case here, i.e. with all components of κ αβγ non-vanishing.
In the limit t ℓ ≫ t s , the volume is 20) and generically
which leads to quantum corrections and leads to the no-scale structure of the classical theory. To extract the leading behaviour of V α ′ , let us first write the norm of h as
where
is a homogeneous degree zero function, because h is. In the last step of (3.23) we used the fact that we are considering the large volume limit
In what follows, we will simply omit the ℓ subscript of f ℓ ≡ f , in which case the Kähler potential (3.9) can be written as
Now, it is easy to compute the leading α ′ contribution to the scalar potential (we leave the details to Appendix B): 
Quest for large volume minima
So far, we extracted the leading large volume behaviour of each of the terms in (3.10).
For comparison with the IIB orientifold case, let us recall that at large volume the IIB scalar potential has the following form [7] : 27) whereλ,μ andν are (positive) constants and, for simplicity, we are again considering only two Kähler moduli; this potential captures all the essential features of the IIB large volume scenario. Obviously, for V ∼ e asτs all three terms above are of the same order of magnitude. Furthermore, all the subleading terms, that were neglected in each of V np1 , V np2 and V α ′ , are higher order compared to (3.27) and so the expansion is consistent. This is the reason for the second assumption we mentioned in the beginning of Section 3.2, namely that V is of the same order of magnitude as a power of the exponential of the small cycle. Now, extremizing (3.27) with respect to V and τ s , one finds the large volume minimum of [7] .
To reproduce the above situation, we need to see whether in our case it is possible to have comparable contributions from V np1 , V np2 and V α ′ for volume modulus of the order V ∼ e qasts for some number q. It is easy to realize that this can be achieved for V ∼ e 3 2 asts , when the function f (t) does not introduce additional powers of V. This happens only for f (t) = const. Indeed, since f is homogeneous of degree zero and we are considering the case of only two Kähler moduli here, then clearly f (t) = f ts t ℓ . Furthermore, in the large volume limit t ℓ is given by V 1/3 . Hence f (t) is of the form f ts V 1/3 . So let us first consider f (t) = const. 17 In such a case, the leading contribution in each term in (3.10) is
) and so, at large volume, we have the following scalar potential:
Note the qualitative similarity of the above expression to the IIB scalar potential (3.27). 
It is convenient to use the approximation a s t s ≫ 1 as in [7] , and thus the last equation
Then, using the physical solution of (3.29), we obtain:
which cannot be satisfied for any t s . This means that the minimization problem has no consistent solutions. 17 We will turn to the case of nontrivial f (t) shortly.
We just saw that f (t) = f ts V 1/3 has to be a nontrivial function in order to have a chance of stabilizing V and t s . It should be clear though, that such a non-trivial function would spoil the balance between the three contributions in (3.28), due to the additional powers of V that it introduces. To be more explicit in showing that there would be no large volume minima in this case, let us consider:
where we recall that t ℓ ∼ V 1/3 and we have used again a s t s ≫ 1. Therefore, at the minima the following relation is satisfied:
Note, however, that this relation does not fix V in terms of t s , since f (t) depends on The important thing to note about (3.37) is that, given an f , this will fix t ℓ ∼ V 1/3 in terms of t s , but without any factors of e asts . So any values of V and t s that satisfy this relation would be inconsistent with the large volume requirement that V ∼ e qasts for some q ∈ R + .
Three Kähler Moduli
In the previous section we saw that the case of two Kähler moduli is too restrictive and does not allow large volume minima. So let us now consider the next simplest possibility, namely three Kähler moduli. In this case, we will show that large volume minima can exist under certain conditions. First, note the following main lessons we learned from the two moduli case: We needed a nontrivial function f (t) and, in addition, we needed f (t) to be independent of V. With only two moduli, these two conditions are inconsistent with each other, since f is homogeneous of degree zero. However, with at least three moduli it is easy to satisfy both of them. So a necessary condition for the large volume minima we are after is that there are at least three Kähler moduli. Furthermore, let us assume that in the large volume limit:
In other words, now we have two small moduli t 1,2 and generically V ∼ t 3 ℓ , where we have denoted the large modulus t 3 ≡ t ℓ . Also, in accordance with the above discussion, we will assume that f is of the form:
In this section, we will content ourselves with exploring the implications of (4.2) for moduli stabilization, leaving the important problem of demonstrating the existence of such solutions (and/or finding concrete examples) for future study. We should also note that this kind of situation, namely two small moduli and one large one, has been considered in detail, in the context of IIB orientifolds, in Appendix A.2 of [28] . We will begin by following their discussion. However, after a certain point there will be essential differences.
Since now we have two small moduli, the general expressions (3.11) and (3.12) acquire the following respective forms in the large volume limit:
The first step in the minimization of the total scalar potential is again the elimination of the axions b 1,2 .
Axion minimization
For convenience, let us denote the axion-dependent part of V np 1 by
Similarly, we introduce the notation
Now we can write the axion scalar potential V ax ≡ V ax np 1 + V np 2 as:
where the θ angles are defined via
The extremum conditions 
As a result, we also have that
In order to ensure a minimum of V ax , we also need to look at its second derivatives.
Let us compute the latter:
14)
The conditions for a minimum are (1) (2) (3)
In case (1) of (4.18), the first condition in (4.17) acquires the form: 19) whereas the second condition is automatically satisfied.
In case (2) we have instead:
Finally, in case (3) the conditions (4.17) are:
In order to gain more insight into (4.19)-(4.21), let us be more explicit about the quantities involved. From (4.8) and (3.16), together with V 1α V α = 1 2 t 1 and t α V α = 3V, we find that
and similarly
On the other hand, for |Y | we have:
So we need to know the large-V behaviour of the inverse of V αβ = κ αβγ t γ . Generically, it is given by V αβ ∼ V −1/3 just as in the case of two moduli. Of course, other behaviours are possible when various sets of components of κ αβγ vanish identically. In the following we will consider the generic case though, leaving the investigation of special cases for the future.
The minima we are looking for are of the type V ∼ e p a 1 t 1 ∼ e q a 2 t 2 with p, q ∈ R + .
Therefore, at large volume: , can never be satisfied as it reduces to |X| < 0, as was concluded in [28] . However, note that even when |X 1 | ∼ |X 2 |, they may have different coefficients and so, for example, a condition of the form
. The latter condition may very well be possible to satisfy depending on the stabilization of the Kähler moduli and on the choice of values for the various parameters.
So for the moment we will leave further analysis of the axion minimum conditions until after we have considered the stabilization of V, t 1 and t 2 . Once we have established the conditions arising from the Kähler moduli stabilization, we will come back to the axions and see whether it is possible to satisfy all minimization conditions at the same time.
Kähler moduli potential
Let us now consider the scalar potential for the Kähler moduli that results from stabilizing the axions. In the following, for definiteness we take case (3) of (4.18); clearly, the other two cases amount to just sign changes in front of some of the terms and so we can easily take them into account at the end. Therefore, we have the scalar potential
For convenience, let us introduce notation similar to the two modulus case. Namely, we denote:
where we have used that generically at large volume V αα ∼ V −1/3 and, further, the constants λ 1,2 are positive just like λ in (3.22) . Similarly, we introduce the notation 30) where again µ 1,2 and σ are positive constants.
Hence, the scalar potential acquires the form:
Clearly, this potential has structure very similar to the one of (3.28) . And as in that previous case, now too it is obvious that all terms in (4.31) will be of the same order of magnitude only for V ∼ e 3 2 a 1 t 1 ∼ e 3 2 a 2 t 2 . So we will take p and q in (4.25) to be p = q = Of course, it could be possible that some of the terms in (4.31) are subleading and can be neglected, while the rest balance each other so that there is a minimum for V at a large value. However, in such a case it seems unlikely that both small moduli t 1,2 can be stabilized by the leading potential. So we will not consider this possibility further at this time.
Let us now turn to the minimization conditions. The condition ∂V /∂V = 0 can be solved by 
in order to solve for t 1,2 (here again we have used a 1 t 1 > > 1 and a 2 t 2 > > 1). However, due to the presence of both exponentials and powers of t 1,2 and, furthermore, of mixed terms, it is not possible to write down an explicit analytic solution. One can still convince oneself numerically that for appropriate choices of parameters the system of equations ∂V /∂V = 0 , ∂V /∂t 1 = 0, ∂V /∂t 2 = 0 has consistent solutions, due to the fact that f t 1 and f t 2 have opposite signs since f = f ( 
Using the first line of (4.35), we can rewrite (4.33) as: 3 2
Similarly, using the second line of (4.35), we can rewrite (4.34) as: 
Clearly, solving the pair of equations (4.36) and (4.38) is equivalent to solving (4.40)
together with, say, (4.36). However, this last system is still not very illuminating. So let us make a further simplification, that will enable us to handle things analytically.
Namely, we take c = 1, which implies that at the minimum a 1 t 1 = a 2 t 2 . Note that, in fact, this is not a strong restriction at all since any small difference between a 1 t 1 and a 2 t 2 will be greatly magnified by the exponentiation. So if e a 1 t 1 and e a 2 t 2 are to be of the same order of magnitude in the region of moduli space that we are studying, then the numerical difference between a 1 t 1 and a 2 t 2 cannot be very significant. Now, we can use the relation a 1 t 1 = a 2 t 2 and one of (4.40), (4.36) to solve for t 1,2 at the minimum and view the remaining relation as a constraint among the parameters.
18
To make further progress analytically, we need to take a concrete function f (t 1 /t 2 ).
The simplest possibility, namely a constant, can be shown to give no consistent solution just like for the case of two Kähler moduli. So we need a nontrivial function. A convenient choice turns out to be the following: Substituting these derivatives in (4.40), and then using a 1 t 1 = a 2 t 2 , we find
which can easily be solved:
Clearly, for a consistent solution, we need that the following inequality be satisfied:
In addition, we are still left with one more equation, namely (4.36).
Let us see what expression for t 1,2 follows from it. For convenience, we introduce the notation: 
which is also easy to solve:
To recapitulate, we have solved the minimization conditions for the small moduli t 1,2 .
In order for the latter to be real positive numbers, the parameter values have to be chosen such that several inequalities are satisfied. One is (4.45) and another two follow from (4.48). Namely:
Also, the relation ν = K a Finally, recall that we also have to satisfy the axion minimization conditions. Since we have been considering case (3) in (4.18) and we have p = q = 3/2 in (4.25), the relevant axion conditions (4.21) acquire the form: µ 1 t 1 > σ and µ 1 t 1 µ 2 t 2 > σ(µ 1 t 1 + µ 2 t 2 ) . (4.52)
Note that, upon using a 1 t 1 = a 2 t 2 , the second condition becomes:
So whenever it is satisfied, then the first condition in (4.52) follows automatically.
It may seem that there are quite a few constraints on the parameters. However, one can easily find various examples that satisfy all conditions above. For instance, the set of parameter values { λ 1 = 1, µ 1 = 6, a 1 = 8, λ 2 = 10, µ 2 = 1, a 2 = 9, σ = 2 } gives t 1 = 61.02 and t 2 = 54.24, i.e. the small moduli are stabilized not only at real positive values but also at values that are large enough for the supergravity approximation to be reliable.
to have dJ = 0. This together with the first compatibility condition in (A.3), implies that we can ensure dJ ∧ Ω = 0 by taking dΩ = 0 (i.e., W 5 = 0). Therefore, we are led to consider manifolds, whose only nonvanishing torsion class is W 3 . (On shell W 3 is given by the H-flux.) Such manifolds are called special Hermitian.
Finally, let us also note that compactifications on special Hermitian manifolds have constant dilaton φ, since dφ is proportional to the vanishing torsion class W 4 (or, equivalently, W 5 ) [30] .
B The No-Scale Breaking Potential
Here we give the calculation of the leading α ′ correction to the scalar potential. First note that, using (3.13), one can derive the following useful relations:
Now, let us start with the following (corrected) Kähler potential: 4) where for the time being we leave ∆V unspecified for convenience; at the end we will take ∆V = α ′ 2 J ∧ h ∧ h. We will always work to leading order in ∆V only, dropping all higher order terms. It is straightforward to compute:
is the classical metric, and
It is easy to find the inverse metric, at least to O(∆V): is the classical inverse metric used to raise and lower indices:
Now let us examine the no-scale breaking term:
Using the relation K (0)αβ V α = Vt α , this simplifies to: with f α = ω α ∧ h ∧ h being homogeneous degree zero functions, as in the main text.
Then, we have:
where f α,β = ∂ β f α and we have used that t β f α,β = 0 since f α are degree zero. Hence, (B.15) acquires the form:
where we have used that J ∧ h ∧ h = −(h, h) ≤ 0. This then gives the following contribution to the scalar potential: 20) 
