Introduction

In Computational
Physics we solve numerically some discrete replacement of the governing equations, often because those equations are nonlinear, and hence not amenable to analytical treatment.
There is a comparative neglect of linear problems, except as preliminary models on which to illustrate algorithmic principles.
There are however many linear problems that are technically important in their own right, and which demand huge computational resources, due to the neccessity of representing very complicated solutions.
In this paper we shall be concerned with problems in which low amplitude wave propagation takes place over distances typified by large multiples of the wavelength. In some of these cases, the wavelengthss are required to be small compared to the obstacles they travel round, to enable accurate measurements, but if the wavelengths are not so small that geometrical optics can be applied, we have an 'intermediate regime' that is computationally the most demanding. In other cases, this regime arises by accident rather than design. Either way, there is a need to propagate small-amplitude waves over tens or hundreds of wavelengths with minimal dispersion and damping. The view taken here will be that, although both kinds of error are important, it is often damping that is the more damaging to practical calculations. A wave that is excessively damped simply disappears, and there is no solution to see. Dispersion leaves the wave intact, but in the wrong place. If all waves were to propagate at the same wrong speed, we would have a good answer to a question that differs from the one intended; our waves would propagate in the wrong medium. However, since the data we have concerning that medium is usually inexact, this may not be of great concern. In this paper, we consider schemes that by construction are completely free from dissipation and which maintain dispersion errors within some acceptable limits. The schemes studied here are leapfrog methods (which are inherently free of dissipation) but combined with upwind bias. Such schemes were first described by Iserles [1] for onedimensional advection. Compared with classical leapfrog methods they have more compact stencils, leading to improved accuracy and more natural handling of boundaries. An account of the one-dimensional methods is provided in Section 2, which provides a summary, commentary, and extension of [1] . The present paper gives the first use of these methods in higher dimensions, and the generalisation involves some new ideas. For any characteristic-based scheme there is a need to reconcile computational convenience and physical motivation. These issues are discussed in Section 3. In Section 4 it is shown that one solution is to introduce staggered storage, 
Given a real value for the Fourier angle 0, finding a real value for the phase change ¢ will indicate that the method is dissipationless as assumed.
A complex value of ¢ means that exp i¢ is not on the unit circle, and hence that there are amplification factors al, a2 exhibiting growth or decay. Time reversibility implies that ala2 = 1, and so the scheme has an unstable mode in either direction.
Substituting
(2) into (1) gives the dispersion relationship as
and it is evident that the scheme is unstable for some O if v > 1.
For _, < 1 the only error is in phase speed. A signal such as (2) travels with speed
We therefore define the phase speed error as
Here the 'grid speed' Ax/At has been used to make the error non-dimensional. To achieve a target accuracy of 1% in this measure the regular leapfrog scheme requires typically 15 mesh points to resolve one wavelength, and about 45 to meet the more stringent target of 0.1%. This criterion of N points per wavelength will be used frequently in what follows to measure the resolving power of an algorithm.
Note that N = 2_r/0.
Stencil lb
The stencil in Figure  l (b) leads to a scheme that is the simplest member of the class considered by Iserles [1] . On this stencil u_ is approximated using the average evaluated over the two time-like legs, and ux using the single space-like leg. After collecting terms, we obtain the scheme
The dispersion relationship for this scheme is
For stability, we see that we must have 
with dispersion relationship
This scheme has a leading phase error of
If this is eliminated by choosing k= we obtain the scheme 2 4 +-"
--(u,+, uj_, , which was also noted by Iserles. The dispersion relationship can be arranged to read sin(¢ -0/2) = (2u-1)sinO/2 1 + gv(1 -.)sin: 0/2.
llserles gives the stability limit as 0 < u < ½ since his stability definition encounters a technical objection ,,+1 n-, the objection is insubstantial. when v = ½. But since the scheme reduces in that case to ui+ 1 = uj Stability requiresthat the RHSremainsin the interval [-1, 1] andit is clearthat this will besofor0 < v < 1.
The phase error of this scheme has the leading term
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The target accuracies of 1.0% and 0.1% are achieved by taking N > 4 and N > 6 respectively.
Stencil ld
A different way to achieve fourth-order accuracy is to adopt the stencil of Figure l(d) . Here the two alternative evaluations of u_ must be given equal weight, but the two evaluations of u, from the middle of the stencil can be given weight !k while the evaluations from the 2 upper and lower legs each have weight 1 (1 -k) . This leads to the scheme
The dispersion relationship can be written
The leading error term is 
The leading error term is then
In this case, the target of 1.0% error is met even by N = 2, and to achieve 0.1% requires merely N > 3.
To investigate stability, the dispersion relation (10)can be rearranged as
For any real value of tan 8//2, stability requires three real values of tan ¢/2 (otherwise, as discussed above, one of the two complex roots is unstable). By considering the graph of the expression on the RHS, it is easy to show that three real roots are found if and only if the singularities in the function interlace with its zeros. This implies the stabilty bound O<v<!
2.3
Phase Error Diagrams
For the four schemes discussed above, Figure 2 .3 shows the phase error as defined in (4) . The improvement at each stage is striking.
Interpolation Properties of Stencils
For linear advection, all of the above schemes could be derived by using the fact that the solution is constant along characteristics dx/dt = a. Referring to Figure 3 In the latter, the data within which interpolation must be carried out are much more compactly located.
This is the basic reason for the improvement in going from (a) to (b) and from (c) to (d). For problems without constant coefficients, the interpretation will not be so simple, but the advantages of the compact stencil will remain. A desire to group the stencil tightly around the characteristic will lead to upwind biassing.
Group Velocity and Boundary Procedures.
When waves propagate without dissipation, the concept of group velocity applies. This can be variously interpreted as the speed of a wave packet, or the speed with which energy propagates.
Linear first-order PDEs, without source terms, are not dispersive, and so their group velocity is the same as their phase speed. Trefethen [2] has drawn attention to the importance of group velocity for discretized PDEs, which are dispersive. In particular, if the group velocity should have the opposite sign from the phase velocity at any wavenumber, such waves are prone to be introduced into the solution as spurious oscillations by numerical boundary conditions.
Iserles [1] gave two interesting theorems relating to generalised leapfrog schemes with three time levels.
The first of these states that if the scheme is to be stable for small Courant numbers, the gap between the two time-like legs must comprise either zero, one, or two space intervals. He then proved that with zero or two intervals, the group velocity would always be in the wrong direction for the shortest waves with 6 = 7r. It has the correct sign for stencils with one interval.
The group velocity is defined by
Computing this expression for 8 = r in each of the four cases yields 
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(o) Scheme ag 
whose exact solution is u(x, t) = eStu(x -at, 0). A naive extension of (5) would be
(13) j+l -uj
The ansatz u_ = g'_ expijO leads to a quadratic equation for the amplification factor g, with roots gl,2 whose product is given by
where C_ is the coefficient of u_ in the difference scheme. Let gl be the amplification factor of the true solution, and g2 that of the spurious solution. Suppose that s < 0, so that the true solution decays. Then gl < 1, but g2 > 1, and the spurious solution will grow. Even though the mechanism for introducing it may be very weak, it will eventually dominate the calculation.
A way to remove the spurious solution from the model problem is to eliminate the source term by making the substitution
(Note that this still works if s depends on x, and even if u is a vector and _ a matrix.) Now solve for v using (5) and then translate back to u. The result is
By construction, both roots now have the same amplification factor (which is exact), and the spurious root can never come to dominate. Equation (14) can be rearranged to show the source term more explicitly as
In this form, preciseandelaborateinstructionsappearfor evaluatingboth the time derivative and the sourceterm. However, the far simplerscheme in whiche+sat is replaced by 1 4-sat also has the property that Igll = Ig21, in fact
which approximates e sat to second order. This provides a practical algorithm in which the spurious solution is always kept under control, provided sAt is not large.
General Remarks
The These considerations provide strong motivation for attempting the extension to higher dimensions, which will be the topic of the remaining sections. 3
Two-dimensional Problems
The natural way to extend upwind leapfrog schemes to advection in two dimensions turns out not to be very fruitful.
Consider the stencil in Figure 5 . if there is a significant curvature in the y-direction this will make for erratic results. Paradoxically, though, it has proved possible to adapt the upwind leapfrog schemes for sets of coupled wave equations in more than one dimension. A stencil like that in Figure 5 is used to discretise a bicharacteristic form of the equations. Because the chosen bicharacteristics are related to the grid rather than the solution, no switching occurs.
The presentation will concentrate on generalisations of the scheme defined by stencil lb. Generalisation of the regular leapfrog scheme (stencil la) of course presents no problems.
A generalisation of the fourth-order scheme defined by stencil lc is possible, and forms part of the thesis work of my student J. P. Thomas. At present it appears difficult to generalise the scheme defined by stencil ld. Before presenting the actual discretisation, however, it is neccessary to make some remarks on the general subject of bicharacteristic equations and their discrete versions. Good surveys of early work can be found in the survey paper of Chuskin [3] and the thesis of Camarero [4] . More recent work has been done by [5, 6] . However, the dear connection between physical interpretation, differencing techniques and solution quality that is found for one-dimensional problems has remained largely elusive. The methods work, but show no striking advantage.
Bicharacteristic Equations
Reasons for this will be discussed later, but we next give two examples of problems formulated as (bi)characteristic equations. Only the two-dimensional case is presented, but the extension to three is natural.
Acoustic Waves
The governing equations for acoustic waves in a uniform medium can be written in the form (2) with unknowns u = (u, v,p) T corresponding to two velocity components and pressure. In this case, they are also the bicharacteristic equations. The bicharacteristic equations for waves travelling in the +y-directions are
For an arbitrary direction of travel the result is found through multiplication by (pa cos 0, pa sin 0, 1).
Elastodynamic Waves
Consider an isotropic elastic medium undergoing small transient displacements.
To apply the characteristic analysis the governing equations must be written as a first-order system.
There 
which relate to the transverse waves (aka secondary or S-waves). It is easy to write out the four bicharacteristic equations for propagation in the +y-directions.
Discussion of Bicharacteristic Discretisations
The numerical use of multidimensional characteristic equations has been attended by continuing disagreement over such matters as which (and even how many) characteristic equations to use, and how to discretize them.
As in the examples above, any characteristic equation is a relationship between interior derivatives in some plane. Ideally the stencil on which it is discretized would comprise only points in that plane.
Failing that, the points should lie as close to the plane as possible; this lesson can be learned from the one-dimensional case. Bearing this in mind, we consider the issues raised above. All of these carry, in the above sense, independent information_ and so ought only to be discretised using points that cluster round the characteristic plane concerned. The problem then is that there are more bicharacteristic equations than unknowns; four versus three in the acoustic problem, and eight versus five for elastodynamics. This might be called the counting problem.
In the existing literature it is resolved in one of two ways. One is to consider a reduced number of bicharacteristic equations. For example, in the acoustic problem three bicharacteristics might be considered, spaced at 120°. However, the derivatives in these surfaces then have to be obtained by interpolation, using data that is not the most appropriate. Alternatively, all of the bicharacteristic equations may be employed, but solved in some least-squares sense; again this results in the muddling of information that ought to remain distinct. The conflict can be resolved, in the present context, by storing the unknowns in a staggered manner. Exactly how this is to be done depends on the way that different variables are coupled in the governing equations, and will be described for specific examples in the next section. 14 y,
The storage of unknowns on a square grid, and the stencil used to update a u,p point in the second-order scheme.
The shaded plane shows a wave moving in the positive x-direction.
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Staggered Variables
The Acoustic Problem
Consider the square grid, with uniform spacing h in both directions, shown on the left of Figure 7 . The x-and y-velocity components are stored on the mesh lines x,y=constant, as is commonly done for incompressible flows, to achieve compact, centered stencils for all terms.
Here, however, pressure is stored at both velocity locations rather than in the 
where divow denotes the 'discrete divergence' uo -uw + VNW --vSW. This provides two equations for the two unknown values at OF, and eliminates the 'counting problem' previously alluded to. Employing a more concise notation, with _f+ denoting a forward time difference and _f-a backward time difference, and defining a Courant number v = (aAt)/h, this yields update formulae 
Computing time is saved by storing the terms that appear in the first line of each expression from the previous timestep.
The operations that remain are those involved in a firstorder upwind scheme, except that the appearance of (div) rather than just O:_u imparts an authentically multidimensional flavour. The scheme is completed by adding a similar update step for the points where v,p are stored.
Electromagnetics
In two dimensions, this problem has no independent interest, since Maxwell's equations have the same structure as the acoustic equations.
All that is needed is to distinguish between the electrically and magnetically polarised cases, for which the respective storage strategies are shown in Figure 8 
Elastodynamics
The storage here follows from the fact that the bicharacteristic equations in the x-and ydirections each contain on their right-hand sides four of the five unknowns, thereby dictating the storage shown in Figure 9 . The discretisation is then straightforward.
Boundary Procedures
Consider any cell of which one edge lies on a boundary. Typically, some even number 2k of variables are stored on that edge. To update them, there are k bicharacteristic equations that can be written for the waves that reach the boundary from the cell. These have to be supplemented by k conditions on the boundary itself. In the acoustic example treated below, one boundary is a wall moving in the x-direction in a prescribed manner, so that u is given. The combination p -pau is found from the incoming bicharacteristic, so that p is determined.
The velocity v parallel to the wall is not required; in methods with coiocated variables some extra condition must be introduced to find it. At open boundaries there are difficulties that go beyond numerical considerations,, since for general wave propagation problems no exact local boundary conditions exist. A crude expedient, adopted in the later examples, is to set to zero, at the boundary, all wavestrengths from outside the boundary.
An improved procedure is under investigation.
Von Neumann Analysis
A yon Neumann analysis of the schemes is possible, but complicated by the double storage of unknowns. 
Similar relationships can be obtained from the other three equations, and the condition that all four admit a non-trivial solution for P, U,Q, V leads, after a little rearrangement, to the determinant si. cos co.
This is not very tractable except in the special case v = 1/2 when the dramatic simplification Ox Ov
takes place. We can use this result to study the propagation of a plane inclined wave with
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Figure 10: Pressure contours due to a wall-mounted oscillating piston.
showing that phase speeds better than 1.0% or 0.1% are achieved for all wave directions with N _> 5 or N _> 15. Thus, the two-dimensional method is isotropic to within the phase error of the one-dimensional method.
Numerical Experiments
The first results relate to the acoustic equations solved in axisymmetric coordinates. This 
For this particular
problem there is an analytical solution for the envelope of the presssure field on the axis of symmetry [7] . Figure( A central leapfrog scheme due to Yee [11] has been popular in electromagnetics, which also uses staggered storage. The strategy in that scheme is motivated by the wish to achieve a compact discretisation for each component of the curl operator, centered where it must be used to create a time derivative. On a cubical array, the center of each face contains the normal component of the magnetic field, and the center of each edge contains the parallel component of the electric field. Accounting for the way that edges and faces are shared reveals that each cube is the site of six pieces of information.
The present scheme stores twelve. This is outweighed by the ability of the present scheme to take larger timesteps (by a factor D½, where D is the number of space dimensions), and to work with coarser grids (by a factor 2D). These are the gains and losses of the characteristic formulation. However, a complete comparison remains to be done. 
