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i   set of nodes of the subtree from node  i  
i
   subset of nodes of the subtree, excluding node  i  
d   set of demand bus/load points 















, , _i t tA   coefficient matrix, describe the relations between the power consump-
tion and temperature change of the household 


























































i tp   conventional power consumption of households of one aggregator 
m in
,i tp   lower charging power limit of EVs  
m a x





p  real part of  s  
q   imaginary part of  s  
r   resistance 
jkr   resistance of line  jk  
s   upper limit of the sub-injection 
s  lower limit of the sub-injection 





,0 {0,1}jkx   initial status of sectionalizing switch 
























p, ip   real part of  s  
0p   real part of  0s  
tp   charging power of an EV 





i tp   power consumption of HPs of one aggregator 
q, iq   imaginary part of  s  
tr   distributional regulation price, can be dynamic tariff or subsidy 
s , is   injection of plus nodes ( 0i  ), i.e. sub-injection 
0s   injection of node 0, complex number 
v , iv   (square) voltage of plus nodes, real number,  0i   
ˆ iv   linear approximation of (square) voltage  
, {0,1}jk tx   status of sectionalizing switch 
{0,1}x   the indicator of whether the load point is selected  
{0,1}y   the indicator of whether the load point is selected  




    (lambda) LM of line loading limit constraint (right side) 
Ln
t R
    (lambda) LM of line loading limit constraint (left side) 
, 











































































End 2014  2,536  141,973  134,251  8,568  77,935  4,442  369,705 
New 2015  953  33,859  13,805  3,652  10,817  381  63,467 









TABLE 1-2. TOP 5 COUNTRIES TILL END 2015 FOR CUMULATIVE INSTALLED CAPACITY  
(GW) 
 
  China Germany Japan USA Italy 
























DERs.  Congestion  problems  in  distribution  networks  are  envisaged  as  voltage 
problems  (bus voltage  is close  to or exceeding  the  limit,  typically +/–10%) and 
1.3 Existing Research Work on Congestion Management  3 
 


















To solve  (or alleviate)  the under-voltage or over-voltage  issues and overloading 


























such  as  static  VAR  compensators  (SVCs),  or  by  motivating  the  customers  to 
change 




























works with distributed generators (DGs). Through  the DLMP concept,  the  local 
DGs will make profits if they produce more power and reduce the energy require-




















































































new  formulation  to  strengthen  the  DT  concept;  The  uncertainty  management 






































































concept  through  mathematical  formulations  and  proofs. Quadratic  programming 
optimization model is employed to handle the multiple-response issue of the DT 
method. 

















CHAPTER 2.  
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  
      ,  (2.2) 
where 
tp is the charging power of one EV and  t is the average sensitivity coeffi-
cient for one flexible demand. 
With the aggregator concept, the charging plan of the EVs managed by aggregator 
i at period  t can be expressed as a vector ,
im
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,0ie is the initial SOC,   is the set of the aggregators and  is the 
set of planning periods. Elements of the diagonal matrix  B is the sensitivity coef-
ficient 
t . Vector   and are Lagrange multipliers. Constraint (2.4) ensures that 
the SOC levels of the batteries are within the specified range. It is assumed that one 
planning period is one hour; therefore, the charging power in kW is equivalent to 
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where  , , _
i im m
i t tA
 is  a  diagonal  matrix,  and  ,
im








network  information and  the predicted spot price. Secondly,  DTs are calculated 
through the optimal schedule respecting the network constraints, and the DTs are 
published to all the aggregators. Thirdly, after receiving the DTs, the aggregators 
make  their own optimal plans  independently with both  the predicted spot prices 
















  1 1 2 2min  p c p c p ,  (2.12) 
subject to, 
 
1 1 1, ( )Dp f  ,  (2.13) 
 
2 2 2, ( )Dp f  ,  (2.14) 
 
1 1 2 2 ,  ( )a p a p b   ,  (2.15) 
 
1 2 1 2, 0,    ( , )p p   ,  (2.16) 
where the scalar (or matrix with one element)  D is power transfer distribution fac-
tor (PTDF),  f is the remaining capacity for the flexible demands,   is Lagrange 
multiplier. The decision variables 
1p and  2p represent the energy consumption at 
the two periods respectively.  Constraints (2.13) and (2.14) are network constraints 
for the two periods, constraint (2.15) is the energy requirement (derived from (2.4) 










1 2,p p ) (the upper limit is ignored for simplicity). Coef-
ficients 
1a  and  2a  are positive ( 1 2 1a a   when it is EV). 
According to the KKT conditions, the DTs are calculated by (note that 
1 2,  0    
and
















TD  and  2
TD  are the DTs and should be sent to the aggregator. 
The aggregator optimization (no network constraints) is, 
  1 1 1 2 2 2min   ( ) ( )
T T







1 0p  , is infeasible for the DSO optimization be-
cause the energy requirement cannot be fulfilled by any one of 
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tc and t  ( B ) used by the DSO are shared with the aggrega-
tors since the aggregators need them in their optimization problems. 
2.3.3.2 Aggregator Optimization through QP 
Aggregator i  first  forms  the  prices  for  each  of  his  customers,  i.e. 
T T
t ic E D 1 .Then, the optimal energy plan of aggregator i can be formulated as, 
20  CHAPTER 2 Dynamic Tariff through Quadratic Programming 
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Since  the objective  function  (2.19)  is a quadratic function with positive definite 
Hessian matrix and all the constraints, i.e. (2.4), (2.5), (2.10), (2.11) and (2.20) are 
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ˆ( , )i t i tp p  is an optimal solution of the 
DSO problem. By comparing the KKT conditions, it can be seen that, with respect 
to aggregator i ,  
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ˆ( , )i t i tp p is also a solution to the aggregator problems. 
Due to the uniqueness of the aggregator problems, there is 
* * ** **
, , , ,
































































































































Danish  National  Transport  Survey  data  are  used  as  the  population,  which  have 
134,756 survey results [37]. Parameters of HP depend on the household area, which 
is a random number chosen between 100 and 200 m2 (see Appendix A for the cal-










The  simulation  was  carried  out  using  the  General  Algebraic  Modeling  System 
(GAMS) optimization software [38] although many other tools can be used such as 
QUADPROG  in  MATLAB,  Gurobi  and  AMPL.  Firstly,  the  DSO  optimization 
problem was carried out and  the results are shown in Fig. 2-4. Because  the  line 
loading limits are respected in the optimization, the line loadings of all line seg-
ments are lower than the limits. 
TABLE 2-1. LINE LOADING LIMIT 
 
line L2  L3  L4  L8  L9 
limit 
(kW) 


































































TABLE 2-2. LOCATIONAL PRICES, DKK/KWH, DUE TO MULTIPLE CONGESTION ON L2, L3, L4, L8 
AND L9 ('-' MEANS EQUAL TO BASE PRICE) 
 
time 5  16  17  18  23  24 
base 
price 0.3012  0.3884  0.3513  0.3313  0.2941  0.2241 
LP1 -  0.5611  1.1006  2.4335  0.3012  0.3012 
LP2 -  -  -  -  -  0.2940 
LP3 -  -  -  -  -  0.2937 
LP4 -  -  -  -  0.3006  0.3006 






























TABLE 2-3. LOCATIONAL PRICES, DKK/KWH, WITH MULTIPLE CONGESTION AT L2, L3, L4, L8 
AND L9, CALC. WITHOUT QUADRATIC TERMS ('-': EQ. TO BASE PRICE) 
 
time 5  16  17  18  23  24 
base 
price 0.3012  0.3884  0.3513  0.3313  0.2941  0.2241 
LP1 -  0.5605  1.0984  2.4267  0.3012  0.3012 
LP2 -  -  -  -  -  0.2941 
LP3 -  -  -  -  -  0.2941 
LP4 -  -  -  -  0.3012  0.3012 
























CHAPTER 3.  







































































 It has  1n edges and it is connected; 
 It has  1n edges and it has no loop; 
 There is only one path from one vertex to another. 
Based on the above equivalent conditions of a spanning tree, a number of modelling 
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38  CHAPTER 3 Optimal Reconfiguration Based DT 
In the above equations,  s is the set of lines with sectional switches,  is the set 
of planning periods, decision variable  ,jk tx represents the status of the switch ( jk ) 
at planning period  t , 
vn is the number of the total vertexes/ graphic nodes, vector 
tK represents fictitious active power flows,  C is the reduced incidence matrix of 
graphic nodes. Parameter  M is a sufficiently large number; when  x is zero, the cor-
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40  CHAPTER 3 Optimal Reconfiguration Based DT 
  , , ,( )
c
t t i i t t
i
BP p E p t 

   

   (3.6) 
  , , ( , )t t t t tF P F t  
         (3.7) 
  , , ,{ } , ( ) , ,( , )
s
t jk jk t jk t jk tP Mx jk t  
         (3.8) 
 
min max
, _ , _ ,0 , ,
_
( ) , , ,( , )i i t i t i i i t i t
t t
e p d e e t i   

           (3.9) 
 
min max
, , , , ,, , ,( , )i t i t i t i t i tp p p i t  





tP  is the power flow,  B is the reduced inci-
dence matrix regarding electric nodes,  E is the matrix mapping individual houses 
to the node, vector  c












It  can  be  seen  that  (3.1)-(3.10)  form  a  Mixed  Integer  Quadratic  Programming 
(MIQP), where the quadratic terms are introduced for the same reason discussed in 
Chapter 2. In general, there are no dual variables (or Lagrange multiplier) for the 
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Set is the set of all lines. The element of  , , , , , ,, , , , , , ,t t jk t jk t i t i t i t i t       
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jkc is the switching cost and the binary variable ,jk ty represents the switching 
operation (0 means no switching, 1 means a switching operation). 














such cases,  the average switching cost  is  reasonably small and can be estimated 
from the average turn on and off losses of the power electronic devices. 
Suppose 
** ** ** **
, , ,( , , , )i t t jk t jk tp P x y is a solution for the above MIP problem. Based on 
the same assumption made in section 3.2.3, it can be observed from (3.17)-(3.19) 
that the terms associated with  ,jk ty can be separated from the terms associated with 
,i tp and tP , since  ,jk tx is fixed at 
**
,jk tx . It can be inferred that the terms associated 
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min    ( ) ( )
i t t jk tp P x i t t
g p h P   (3.20) 
subject to, 
  (3.1)-(3.4), (3.6)-(3.10)  
The cost function of line losses  ( )th P can be estimated with a linear method [55], 
a  piece-wise  linear  method  [56]  or  second  order  polynomials,  such  as 
2
,2
( ) jkt t jk t
t jk n
r





tc is the predicted baseline energy prices,  ,jk tP is 
an  element  of  vector 
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    

    
  (3.23) 
Similar to section 3.2.3, the elements of the Lagrange multiplier vectors are zero if 
the  corresponding  inequality  (3.7)-(3.10)  does  not  bind  at  the  optimal  point
*** *** ***




























































































TABLE 3-2. LOCATIONAL PRICE, DKK/KWH, OF CASE ONE (DT = LOCATIONAL PRICE - BASELINE PRICE; 
'-' MEANS THE LOCATIONAL PRICE EQUALS TO THE BASELINE PRICE) 
 
  optimal topology original topology 
time t5  t23  t24  t23  t24 
baseline 0.3012  0.2941  0.2241  0.2941  0.2241 
LP1 -  -  -  -  - 
LP2-7 -  -  0.2938  -  0.2938 
LP11-17 -  -  0.2940  -  0.2940 
LP18-25 -  -  0.2942  0.3010  0.3009 































TABLE 3-3. LOCATIONAL PRICE, DKK/KWH OF CASE TWO AND THREE 
(DT = LOCATIONAL PRICE - BASELINE PRICE; '-' MEANS THE LOCATIONAL PRICE EQUALS TO THE BASE-
LINE PRICE) 
 
  Case Two Case Three 
time t23  t24  t5  t23  t24 
baseline 0.2941  0.2241  0.3012  0.2941  0.2241 
LP1 -  -  0.3022  0.2953  0.2264 
LP2 -  0.2937  0.3031  0.2964  0.2953 
LP3 -  0.2937  0.3037  0.2972  0.2967 
LP4-5 -  0.2937  0.3042  0.2979  0.2976 
LP6-7 -  0.2937  0.3043  0.2980  0.2976 
LP11 -  0.2942  0.3020  0.2957  0.2959 
LP12 -  0.2942  0.3028  0.2975  0.2974 
LP13-14 -  0.2942  0.3034  0.2988  0.2987 
LP15 -  0.2942  0.3038  0.2996  0.2992 
LP16-17 -  0.2942  0.3039  0.2997  0.2993 
LP18 -  0.2939  0.3024  0.2963  0.2965 
LP19-20 -  0.2939  0.3034  0.2980  0.2980 
LP21-22 -  0.2939  0.3041  0.2989  0.2990 
LP23 -  0.2942  0.3044  0.2999  0.2995 
LP24-25 -  0.2942  0.3045  0.3000  0.2996 
LP32 0.3008  0.3008  0.3024  0.3004  0.3007 
LP33 0.3008  0.3008  0.3031  0.3018  0.3019 
LP34-35 0.3008  0.3008  0.3039  0.3032  0.3032 
LP36 0.3008  0.3008  0.3043  0.3040  0.3039 





























TABLE 3-4. LINE LOSS COMPARISON OF THE THREE CASE STUDIES 
 
  Case One Case 
Two 
Case Thr. 
Total line losses (kWh) 2759.29  1961.39  1960.73 
Cost of line losses 
(DKK) 901.642  627.01  626.24 
 
3.5 Summary 
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i tp is other fixed load of the household,  id is the energy 
requirement of the EVs,  max
ip is the maximum charging power,  ,i ta is the availability 
of the EVs, 
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preferences  is  allowed  as  shown  by  case  studies  in  [59].  The  only  uncertainty 
sources lie in the parameters 









TABLE 4-1. INFORMATION SOURCE OF DSO AND AGGREGATOR 
 
Para. DSO Aggregator 





tF   Determined by DSO  Not needed 
iE ,
max
ip   From customers’ subscription  From customers’ subscription 
id , ,i ta   Predicted by DSO  From the customers’ reports 
It is important to know the distribution of the prediction error of predicted param-
eters 











































t x or t y
x t y
x x t x t ya t
y y t y t x
x x y y t x y
        

       
             
             








Fig. 4-2.  Illustration of  the modeling of  the availability,  x is  the  leaving time and  yis  the arriving 
time 
 


















certainty constraints presented  is no  longer  the marginal price of  the congestion 
cost. 
A  method  that  can determine  the DT without using Lagrange  multiplier  can be 
written as a two-level optimization,  




















  , ,( ) ,
c
i i t i t t
i
DE p p F t

   

 ,  (4.10) 
  0,tr t    ,  (4.11) 
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side  ((4.5)-(4.7))  is  the  same  as  the  solution  at  the  DSO  side  ((4.1)-(4.4))  if 
T
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i i t i t t t t
i
DE p p F t 
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 ,  (4.14) 















analysis of the optimization (4.5)-(4.7) with updated DT, i.e.  ( ) ( )k T k
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i t i t ip a p t    .  (4.19) 
Assume that the optimal solution of the above deterministic optimization problem 
is 
* * * * ( )
,1 ,2 ,3 ,( , , ,..., )
k
i i i i np p p p  , which should be also the optimal solution of (4.1) sub-
ject to (4.14)-(4.16). Now assume that the parameters 




,i ta respectively,  note  that  i i id d d   and  , , ,i t i t i ta a a   .  It  therefore  can 
be determined how the optimal solution will change according to the changes of 
the  parameters 
id and ,i ta ,  i.e.  id and ,i ta ,  near  the  optimal  point 
* * * * ( )
,1 ,2 ,3 ,( , , ,..., )T
k








p p Bp g p   (4.20) 
subject to, 
  Ap b   (4.21) 
where p is 
,1 ,2 ,3 ,, , ,...,
T
T T T T



























































   
, 
A and bare coefficients of the active constraints in (4.18)-(4.19),  n is the number 
of planning periods. 
The optimal solution changes over the changes of the vector bcan be obtained as, 
  1 1 1( )T T
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B A AB A
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The probability of a predefined overloading  due  to  the prediction error of  the 
availability, denoted as
,i ta , can be calculated by (for given  t ), 
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The distribution  , ' , '
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id  and  ,i ta  is a normal distributed random variable 
and  is a linear combination of them. It  is assumed that 














3) Set the initial line loading limit to be 100%, i.e.  ( 0 ) 0t  in (4.14). 
4) Perform the optimal energy planning at the DSO side through QP and cal-
culate the DT, i.e. solve (4.1) subject to  (4.14)-(4.16). 
5) Perform  the  sensitivity  analysis  of  the  energy  planning  at  the  aggregator 
side, i.e. (4.17)-(4.19). Determine 
i and  ,i t in (4.26). 
6) Perform the probability calculation, i.e. determine the value   of (4.26). 



































































the aggregators. Then  the driving behaviors  including driving distance,  arriving 
time and leaving time are predicted as list in Table 4-2. The energy planning at the 
DSO side is performed with initial values, i.e. let  ( 0 ) 0t  in (4.14), and the results 
are plotted in Fig. 4-5.  















TABLE 4-3. SENSITIVITY OF L3 LOADING CHANGE TO THE CHANGE OF ENERGY DEMAND, ARRIV-
ING TIME AND LEAVING TIME (DATA OF OTHER HOURS IS ZERO) 
 






5 32  0  0 
6 8  0  0 
10 16  0  0 
19 8  0  0 
23 352  0  0 









4-3.  The  standard  deviation  of   can  be  determined  as 
1 1 2 2 43.26
T T
d      (kW). Therefore, the probability of  bigger than 300 
kW is very low (less than 0.1%). According the procedure, the algorithm can be 
terminated with the final DT (the 1st iteration column of Table 4-4). 
TABLE 4-4. RESULTS OF EACH ITERATION 
 
 1st iter 2nd iter 3rd iter 4th iter 
DT at LP1, 
Hour 24 
(DKK/kWh) 
0.0519  0.0519  0.0519  0.0519 
DT at LP2-5, 
Hour 24 
(DKK/kWh) 
0.0511  0.0514  0.0518  0.0521 
Prob. of over-
loading 5% 
<0.1%  -  -  - 
Prob. of over-
loading 






















































CHAPTER 5.  





































two connected nodes has  a  lower  active power bound and no node has  a  lower 
reactive power bound,  the convex  relaxation  is exact. However,  these sufficient 

























tude of the original voltage v , while  i represents square magnitude of the original 
current  i , for the sake of using branch flow model. Node 0 is also the root of the 
tree graph and the direction of each edge is pointed towards the root, e.g. node  jof 
edge  ( , )i j  is the parent node of node i . In all practical applications in distribution 




0v v and  0v v (assume that  0v =1 p.u. in this chap-
ter). 
The original AC OPF can be written as (5.1)-(5.9). The cost function 
0f of  0s is 
listed separately in the objective function because there is a special requirement for 






0, , , , 0 0 1




( ), ( , )ij i hi hi hi
h h i
S s S z i j

     i ,  (5.2) 
 
0 0 0 0
: 0




   i ,  (5.3) 
 
2
2 Re( ) , ( , )i j ij ij ij ijz S z i j    v v i ,  (5.4) 
 
2





i j  i
v
,  (5.5) 
  , ( , )ij ij i j  i i ,  (5.6) 
  , ( , )ij ijS S i j   ,  (5.7) 
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  ,i i is s s i
     ,  (5.8) 
  ,i i i i
    v v v ,  (5.9) 
where 
is  (vector form:  s ) is the injection of plus node (other than node 0), named 
as sub-injection, 
0s is the injection of node 0, Sis the reverse apparent power flow, 
z is the impedance, is the set of lines (edges) of the distribution network,   is 


































0( , )p p , is normally 
non-convex.    
   {




on for brevity). Set  is an orthogonal projection of  to the subspace of vector 
p . 
    { :p (5.2)-(5.9)}, where  Re( )p s . 
In fact, a stronger statement regarding the sub-injection region with reactive power 
included, i.e.   , can be made. Together with  , they are defined as, 
    { :s (5.2)-(5.9)}, 
   {
0, :s s (5.2)-(5.9)}. 
 
Proposition 5.1:   is convex if A1 holds. 
The idea of focusing on the sub-injection region comes from the power flow cal-









Lemma 5.1: If A1 holds, then      , i.e. the sub-injection region is equal to the 
convex-relaxed one, where 




It is obvious that  s   , then  s   because of the relaxation. Therefore, there is 
    . Then we only need to prove      . 
s    ,  ( 0 ) ( 0 ) ( 0 ) ( 0 )
0( , , , )S s v i such  that 
( 0 ) ( 0 ) ( 0 ) ( 0 )
0( , , , , )s S sv i  satisfies  (5.2)-(5.4), 
(5.6)-(5.10). Then employ the following iteration method to construct a series of 
variables ( ) ( ) ( ) ( )
0( , , , )







Let  ( ) ( ) ( ) ( ) ( 0 ) ( 0 ) ( 0 ) ( 0 )
0 0( , , , ) ( , , , ),
k k k kS s S s k   v i v i  , and  ( )0 0
k v v . Then in the k-
th ( 0k  ) iteration, apply a Forward-Backward sweep algorithm as described be-
low. 
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  
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0 0 0 0
: 0




























Backward: For  1,2,3, , 1,i n n    , and  ( , )i j   ,apply, 
 
2( ) ( ) ( ) ( )




k k k k
i j ij ij ij ij
k k k















In order to show the monotone of the series, let k=1. Since  0i  ,  j is unique such 
that  ( , )i j   , the subscription  j  is sometimes omitted in branch variables or pa-
rameters  for  brevity.  In  the  forward  sweep,  when  i n ,  the  inequality  in  (5.11) 
holds because it is a leaf node. Because  0ns  due to A1, 
(1) 0nS  . Therefore, the 
first inequality in (5.12) holds due to (5.11). Because  ( ) ( 0 ) ,k v v   0k  , the sec-
ond inequality in (5.12) holds. According to (5.10), 
2(0) (0 ) (0)/n n nSi v , the third 
inequality in (5.12) holds as well. When  1i n  , the inequality in (5.11) holds be-
cause (5.11) and (5.12) holds for any of its child nodes (if any) with the relabeling 
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shown in Fig. 5-1. Noticing  that  for any of  its child nodes  (if any), 
(1)
, 1 0h nS   , 
, 1 0h nz    and
(0)
, 1 0h n i , there is  (1)1 0nS   . With (5.11) and  (1)1 0nS   , the first 
inequality  in (5.12) holds. Similar to  the analysis for  i n ,  the second and third 
inequality in (5.12) holds for  1i n  . Similarly, it can be verified that (5.11) and 
(5.12) hold for the rest  i . The analysis of (5.13) is the same as (5.11). 
In  the  backward  sweep,  when  1i  ,  the  inequality  holds  in  (5.14)  because 
(1)
0 0v v ,  (5.11) and (5.12). When  1i  , with  the relabeling shown in Fig. 5-1, 
(1)
jv is always determined before  (1 )iv and 
(1) (0)
j jv v due to (5.14). Therefore, the 
inequality in (5.14) holds for  2,3,..., 1,i n n  , respectively. The second equation 
in (5.11), (5.13) and (5.14) holds because (5.2)-(5.4) hold for  ( 0 ) ( 0 ) ( 0 ) ( 0 )
0( , , , , )s S sv i . 
Because of the iterative nature of (5.11)-(5.14), it can be verified that they hold for 
2,3,4,k    . Therefore, there exists the following monotonic series. 
  ( ) ( 0 ) (1) ( 2 ){ } : 0kS S S S        
  ( ) ( 0 ) (1) ( 2 ){ } : 0k       i i i i  
  ( ) ( 0 ) (1) ( 2 )
0 0 0 0{ } : 0
ks s s s        
  ( ) ( 0 ) (1) ( 2 )
0{ } :
k       v v v v v  
In the last series, 
0v is a bound, because
( )2Re( )kij ijz S  
2 ( )k
ij ijz i  in (5.14) is neg-
ative. Since all the above infinite monotonic series have bounds, they have limits. 




 ,  * ( )lim k
k





  and  * ( )lim k
k
v v .  
It can be verified that  * * * *
0( , , , , )s S sv i fulfills the line flow constraints (5.2)-(5.5) 
and  s satisfies (5.8). It can also be shown that  * * *( , , )S v i satisfies constraints (5.6), 
(5.7)  and  (5.9)  because  of  the  assumption  of  ( 0 ) ( 0 ) ( 0 )( , , )S v i and  the  relation  be-
tween  ( 0 ) ( 0 ) ( 0 )( , , )S v i  and  * * *( , , )S v i . Hence,  *0( , )s s    and  s
 . This means 
























0( , )s s  is an optimal solution of the SOCP and the constructed 
feasible point of the AC OPF is  * **






* * ** *
0 0 1 0 0 1(R e( )) (R e( )) (R e( )) (R e( ))s s s s  f f f f , 
because  * *
0( , )s s is an optimal point of the SOCP. It is known from the construction 
process that  ** *
0 0s s . Therefore, if  0f is non-decreasing, there is, 
 
* * ** *
0 0 1 0 0 1(R e( )) (R e( )) (R e( )) (R e( ))s s s s  f f f f . 
Therefore, they are equal. It is obvious that  * **



























C1:   The sub-injection  s satisfies (5.15)-(5.18). 
 
:
ˆ ˆ , ( , )ij i hi
h h i
S s S i j

     ,  (5.15) 
  ˆˆ ˆ 2Re( ), ( , )i j ij ijz S i j   v v ,  (5.16) 
  ˆRe( ) 0, ( , ) ,( , )ht ij iz S i j h t     ,  (5.17) 
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  ˆ ,i i i
   v v .  (5.18) 
In (5.16), 
0 0
ˆ v v . Equation (5.15) and (5.16) are known as Linear Distribution 
Flow Model  [78].  It can be verified that A1 is a special case of C1 (see section 
5.3.3). Notice that the linear approximation of the voltage ( vˆ) and the reverse power 












tone  of  the  constructed  series,  ( ){ }kS ,  ( ){ }ki ,  ( )0{ }
ks ,  ( ){ }kv ,  using  the  Forward-
Backward sweep method. 
With k=1, for  , 1, 2, ,1i n n n     , and  ( , )i j   , there is, 
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of them for  i n , start over again to verify (5.19)-(5.21) for  1i n  . For node 0, 
there is, 
 
(1) (0) (1) (0)



















For  1,2,3, , 1,i n n     and  ( , )i j   , 
 
2(1) (0) 2 Re( )
0
i i i j ij ij ij ijz S z        









It  is  not  difficult  to  verify  that  for  2k  ,  (5.19)-(5.23)  are  valid.  Notice  that 
( ) ˆk  v v v , the new series will be, 
 
( ) (0) (1) (2) ˆ{ }:kS S S S S   , 
  ( ) ( 0 ) (1) ( 2 ){ } : 0k       i i i i , 
  ( ) ( 0 ) (1) ( 2 )
0 0 0 0 0ˆ{ } :
ks s s s s       , 









1 2 3 1 1 1
... 0, ~ , 0
n ni i i i i n
A A A A u i i i

   ,  (5.24) 
where 
xi is the parent node of  1xi  ,  
 2 ˆˆ( ( ))   (Q ( ))ii i i
ii
r
A I P p q
x












, i represents 
1 ~ ni i , 
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symbol  a  means  max( ,0)a . 
It can be seen that A1 is a special case of B1 given that  , 0r x  . According to A1, 
0s  .  There  are  ˆ( ( )) 0iP p
   and  ˆ(Q ( )) 0i q
  .  Therefore, 
iA I  and  the  left 
side of (5.24) equals to
iu , which is strictly positive since  , 0r x  . Equation (5.18) 
is also satisfied because  ˆ v 0<v . 
A1 is also a special case of C1. Since  0s  , there is  0s . Therefore,  ˆ 0S  and 
the  left  side  of  (5.17)  is  always  negative.  Equation  (5.18)  is  satisfied  because 









required that  , 0r x  for B1. This is because the ‘greater than’ symbol is used in 
(5.24). 
At last, B1 does not imply C1 and vice versa. According to B1, the reverse power 
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( ), ( , ) ,ijt it hit hi hit
h h i
S s S z i j t

       i ,  (5.26) 
 
0 0 0 0
: 0
0 ( ),t h t h h t
h h
s S z t

     i ,  (5.27) 
 
2
2 Re( ) , ( , ) ,it jt ij ijt ij ijtz S z i j t      v v i ,  (5.28) 
 
2





i j t    i
v
,  (5.29) 
  , ( , ) ,ijt ij i j t    i i ,  (5.30) 
  , ( , ) ,ijt ijS S i j t     ,  (5.31) 
  , ,i it i i t
     v v v ,  (5.32) 
  ,Re( ) Re( ), , ,( )
i
it kt it i t
k
s e b i t 

       

,  (5.33) 
  Im ( ) Im ( ), ,it its b i t










  0 ,kt k kte e a k t      ,  (5.36) 
where 
kte is the EV charging power,  ke is the upper limit of the charging power, 
























Proof: Let  * *( , )e s be an optimal solution of the SOCP-EV, and  *g is the optimal 
value. For any given period  t , the corresponding sub-injection *
ts  can be used to 
construct a feasible power flow solution, denoted as  * * * *
0( , , , )t t t tS sv i , to the OPF-
EV  that  satisfies  the  constraints  (5.26)-(5.32).  Therefore,  the  solution 
* * * * * *
0( , , , , , )e s S sv i is feasible to the OPF-EV. It is obvious that the objective value 

































, , , , ,min ( )e s S s t kt t kt
t k k
g e c e
  

































































2,4,6,8  residential  886.9  88.69  200 



















TABLE 5-2. LINE PARAMETERS 
 
From To r (ohm) x (ohm) x/r ratio 
Capacity limit 
(kVA) 
1  0  0.176  0.52  2.954  8000 
2  1  0.4  2.4  6  1000 
3  1  0.22  0.66  3  6100 
4  3  0.4  2.4  6  2000 
5  3  0.264  0.64  2.424  6000 
6  5  0.4  2.4  6  2000 
7  5  0.176  0.56  3.181  6000 
8  7  0.4  2.6  6.5  2000 
9  7  0.48  2.8  5.833  2000 
10  7  0.22  0.6  2.727  6000 
11  10  0.4  2.44  6.1  2000 








The simulation  is  carried out using CVX, a package  for  specifying and  solving 
convex programs [80], [81]. CVX is a toolbox in Matlab and it supports several 



































TABLE 5-3. CALCULATED DT 
(DKK/MWH, DT NOT SHOWN IN THIS TABLE IS ZERO) 
 





























TABLE 5-4. SOCP-EV MODEL EFFICIENCY TEST 
 
Simulation 1  2  3 
Number of nodes 
(exclude root) 12  50  123 
Number of EVs 1000  4000  20000 
Constraints      3280  13576  43592 
Cones            576  2400  5904 
Scalar variables 28217  113249  532521 


















CHAPTER 6.  





























flexible demands  from uncritical  areas or nodes  (e.g.  the upstream nodes  to  the 



















native method  to  reinforcing  the network  to avoid congestion. The DSO should 
have some calculations to make sure that the expenditure on paying DS is less than 

























day-ahead  energy  market  (spot  market  in  Nordic).  This  is  the  same  as  the  DT 







































, ,ˆ, , , , ,
, , , ,
1
min    ( )
2
1
ˆ ˆ ˆ                      ( )
2
i t i t
T T T
p p i t i t i t t i t i t
t
T T T
i t i t i t t i t i t
p B p c E r p










, _ , _ 0 , ,
_
( ) , t ,( , )i i t i t i i i t i t
t t
e p d e e   

       ,  (6.2) 
 
min max
, , , , ,,    ,( , )i t i t i t i t i tp p p t  
     ,  (6.3) 
    
,min ,max
, , , _ , _ , , , ,
_
ˆ ˆ ˆ    , t ,( , )a ai t i t t i t i t i t i t i t
t t
K A p u K   

      ,  (6.4) 
 
min max
, , , , ,
ˆ ˆˆ ˆ ˆ      ,( , )i t i t i t i t i tp p p t  
    .  (6.5) 
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The  distributional  regulation  price 
tr in  (6.1)  can  be  either  positive  or  negative. 
When it is positive ( 0tr  ), it is the DT. When it is negative ( 0tr  ), it is the DS. 
The decision vector variables 
,i tp and  ,ˆ i tp represent the charging power of EVs and 
consumption of HPs. Matrix  B describes the sensitivity coefficients,  E is a map-
ping from the customers to the load busses, parameter 
tc is the baseline price,  d
is discharging power,  e is SOC  (kWh) of EV batteries,  is  the  set of planning 
periods. One planning period is assumed to be one hour in this chapter; therefore 











lowing optimization problem  (6.6)-(6.11). The DTs are  calculated  from  the La-
grange multipliers of the network constraint (6.7). 
 
, ,ˆ, , , , ,
,
, , , ,
1
min    ( )
2
1
ˆ ˆ ˆ                      ( )
2
i t i t
T T
p p i t i t i t t i t
i t
T T
i t i t i t t i t
p B p c p






    (6.6) 
subject to, 
  , ,ˆ( ) , , ( )i i t i t t t
i
DE p p f t 






, _ , _ ,0 , ,
_
( ) , , ,( , )i i t i t i i i t i t
t t
e p d e e t i   





, , , , ,, , ,( , )i t i t i t i t i tp p p t i  
         (6.9) 
 
,min ,max
, , , _ , _ , , , ,
_
ˆ ˆ ˆ    , , ,( , )a ai t i t t i t i t i t i t i t
t t
K A p u K t i   

          (6.10) 
 
min max
, , , , ,
ˆ ˆˆ ˆ ˆ , , ,( , )i t i t i t i t i tp p p t i  
         (6.11) 
The set of the aggregators is denoted as , the PTDF is denoted as  D . The DT is 
determined to be T
tD  . Since t is required to be non-negative and  D has non-neg-




















, ,ˆ, , , ,
,
ˆmin    ( )
t i t i t
T
r p p t i i t i t
t i










, ,ˆ( , ) arg m ini t i tp p  {(6.1): (6.2) - (6.5)}, i  . 
The  objective  functiongrepresents  the  total  cost  of  the  DSO  to  employ  the  DS 
method (notice that  0tr  ). Constraint (6.13) requires the distributional regulation 
price to be non-positive according to the definition of the DS. The inner optimiza-
tion gives the outer optimization a constraint such that the energy plan 
, ,ˆ( , )i t i tp p
must be the minimizer of (6.1) subject to (6.2)-(6.5), which represents the optimi-
zation problem of each aggregator. Finally, the energy plan 
, ,ˆ( , )i t i tp p must fulfill 
constraint  (6.7). The Optimization 6.1 can be summarized as: the DSO needs  to 
find the proper 
tr that minimizes the cost function g, and  tr is non-positive and the 
optimal energy plan of each aggregator with the given 
tr respects the network con-
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, ,ˆ( , ) arg m ini t i tp p  {(6.14): (6.2)-(6.5)}, i  . 
It can be proven that the distributional regulation price, 
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ˆ( , )i t i tp p  is the optimal solution of (6.17) subject to (6.2)-(6.5), i.e. 









ˆ( , )i t i tp p  is also  the optimal  solution of 
(6.6)-(6.11) since it is the optimal solution of (6.1)-(6.5) with  T













, 0i tB  . In 
the  DS  method,  the  coefficient  of  the  quadratic  terms  becomes 











6.2 is equivalent to, i  , 
 
, , _ , _ , ,
_
1 ( ) ( ) 0,Ti i t t i t i t i t i t i t
t t
B p c E r t       

            (6.18) 
 
, , _ , _ , ,
_
ˆ ˆˆ ˆ ˆ1 ( ) ( ) 0,Ti i t t i t i t i t i t i t
t t
B p c E r t       

            (6.19) 
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       ,  (6.21) 
 
max
, , ,( ) =0,i t i t i tp p t
    ,  (6.22) 
 
min
, , ,( ) =0,i t i t i tp p t
    ,  (6.23) 
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, , _ , _ , , ,
_
ˆ ˆ( ) =0,ai t t i t i t i t i t
t t
A p u K t

      ,  (6.24) 
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, , _ , _ , , ,
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A p u K t

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ˆˆ ˆ( ) =0,i t i t i tp p t
    ,  (6.27) 
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feasible  set  is  tightened  by  assuming  that  the  only  allowed  energy  plan  is 
* *
, ,
ˆ( , )i t i tp p , i.e. the optimal energy plan of (6.6)-(6.11). The reason is explained as 
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,i tp and  ,ˆ i tp are fixed to 
* *
, ,















ˆ( )i i t i tE p p is nonzero, 
the constraint will have no effect on














1t has total price  1 1c r
and hour 
2t has total price 2 2c r .  If  the first price  is sufficiently smaller  than the 
second price, i.e.
1 1 2 2c r c r  , the energy consumption of the flexible demands 
will be shifted from hour 





1 1 0c r  and  2 2 0c r  . For the case of the DS, i.e.  0r and DS equals 
to  r , there is  1 1r C , and  2 2r C . Therefore, the DS is always limited between 
zero and the maximum baseline price. 
However, for the case of the DT, i.e.  0r and DT equals to  r , the situation is in 
the opposite. In order to shift enough consumption from hour 
2t to hour  1t , the sec-
ond price












































































min    ( )
2t
p t t t t
t
p c r p
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arg min{ ( )
2
t t t t t
t
p p c r p
 
   : (6.33)-(6.34)}. 
TABLE 6-1. PARAMETERS AND RESULTS OF THE SIMPLE EXAMPLE 
 
time 1  2  3 
 (DKK/kW/kW) 0.0002 
tc  (DKK/kW) 0.5  0.2  0.6 
DT (DKK/kW) 0  0.2996  0 
tp (kW) – with DT 1  3  0 
  0.2/(0.2+0.2996) =0.4003 
DS-1 (DKK/kW) -0.2999  0  -0.3598 
DS-2 (DKK/kW) -0.29992  0  0 
tp (kW) – with DS 1  3  0 
 
The  above  two-level  optimization  is  difficult  to  solve  directly,  and  therefore  is 
transformed to the following one-level optimization according to Optimization 6.3. 
  (6.36) subject to (6.32), (6.33)-(6.34), 
  0, 1, 2,3t t t tp c r t        ,  (6.37) 
 
1 3




  ,  (6.38) 
  0, 1, 2, 3t tp t   ,  (6.39) 










  0, 1, 2t t   .  (6.41) 
where the ‘parameter’ 
tp takes the value 












The  single  line  diagram  of  the  Bus  4  distribution  network  of  the  RBTS  [36]  is 




































TABLE 6-3. PRICES, DKK/KWH, FOR LP2-5  
(‘-’ MEANS SAME AS BASE PRICE) 
 
time 23  24 
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  1 1 1 2:{ | }, , , ,j s sS LP j N t p t p   , 













  2 2 1 2:{ | }, , , ,j s sS LP j N t p t p   , 
which means a consumption increase of the total amount 
sp is needed at  1t and a 
consumption decrease of the total amount 
sp is needed at  2t at any or a joint of the 








gestion  will  last  for  30  minutes.  The  time  information  (





























1A ), who takes 1S , should pay:  1 2( )sp t r r , while the second 
aggregator (
2A ), who takes  2S , should pay:  1 2( )sp t r r  , where  t is the duration 
of the swap. As a whole, the two aggregators do not pay anything to the independ-
ent system operator (ISO) or transmission system operator (TSO) due to the imbal-









sc . Both  1A  and  2A will receive the payment from DSO by 
the amount







































































1t and  2t , is discretized with a fixed duration, e.g. 30 minutes, and 
indexed with natural numbers. The set of the time periods that the algorithm will 
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p D x f t t
 
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 
   (7.3) 











, ,ijt ij d
t t
x x i j
 
   

    (7.5) 
  {0,1}x   
In OPF1,   is the set of swaps (one swap has a standardized exchange power 
sp ), 
d is the set of load points,  x is the indicator of whether the load point is selected, 












the congestion by defining {1, 2,...,10} . If the solution has an objective value 
2, it means that it only needs two swaps to solve the congestion. The solution also 
tells  a  candidate
1S with  e.g.  two  swaps:  1
(1) (1)
1 2{ ,1, , , }j s sS LP p t p    and 
2
(2) (2)















2S , the optimal solutions are further refined. To do so,  2t is identified as an unor-
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1, ,i ij dijty y i j       (7.10) 
  {0,1}y   
In OPF2,  *   is the set of active swaps according to 1S , 
* is the list of active 
time periods of 




















































































1 1: { }, (18 : 00,30), 100, (22 : 00,30), 100S LP   , 
and, 
 




















The  swap  is  settled  by  a  payment  made  by  the  DSO  with  the  amount 




























1 2: { }, (18 : 00, 30), 100, (20 : 00, 30), 100S LP   , 
and, 
  ( 2 )











2 : { }, (18 : 00, 30), 100, (20 : 00, 30), 100S LP   , 
and, 
  ( 2 )












ings  of  the  local  distribution  network  after  activating















1t and  2t . For instance, assume that the first aggre-
gator has  a profit/loss 
1a  due  to  activating  1S  and  the  second aggregator has  a 
profit/loss 





















CHAPTER 8.  
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1-4 11-13 18-21 32-35  residential  886.9  200 
5 14 15 22 23 36 37  residential  813.7  200 
6 7 16 17 24 25 38  commercial  671.4  10 
 
 












TABLE A- 3. EV AVAILABILITY OF A SAMPLE OF 50 EVS 
e0001 e0002 e0003 e0004 e0005 e0006 e0007 e0008 e0009 e0010 e0011 e0012 e0013 e0014 e0015 e0016 e0017 e0018 e0019
t01 1 1 0.16667 1 1 1 1 1 1 1 1 1 0 0 1 1 1 1 1
t02 1 1 1 1 1 1 1 1 1 1 1 1 0 0 1 1 1 1 1
t03 1 1 1 1 1 1 1 1 1 1 1 1 0 0 1 1 1 1 1
t04 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
t05 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
t06 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
t07 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
t08 1 1 1 1 1 1 1 1 1 0.35 0.76667 1 0.016667 1 0.85 1 1 1 0.51667
t09 1 1 1 1 1 1 1 1 0.016667 0 0 1 0 1 0 1 1 1 0
t10 0.51667 0.1 1 1 1 1 1 1 0.016667 0 0 1 0 1 0 1 0.016667 0.21667 0
t11 0 0 1 1 1 1 1 1 0 0 0 1 0 0.15 0 1 0.083333 1 0
t12 0 1 1 1 1 1 1 1 0 0 0 1 0 1 0 1 1 1 0
t13 0 1 1 1 1 0.51667 1 1 0 0 0 1 0 1 0 1 1 1 0
t14 0 1 1 1 1 0.25 1 1 0 0 0 1 0 1 0 1 0.016667 1 0
t15 0 1 1 1 0.6 1 1 1 0 0 0 1 0 1 0 1 0 1 0
t16 0 1 1 1 1 1 0.18333 1 0 0.26667 0 1 0.083333 1 0 1 0.66667 1 0
t17 0 1 0.016667 1 1 1 0 1 0.18333 0.91667 0 1 1 1 0.6 1 1 1 0
t18 0 1 0.55 1 1 1 0 1 0.91667 0.51667 0.91667 0.76667 1 1 1 1 1 1 0
t19 0 1 1 1 0.51667 1 0.8 1 1 0 0.35 0 1 1 1 1 1 1 0
t20 0 1 1 1 0 0.6 1 1 1 0 0.45 0 1 1 1 1 1 1 0.68333
t21 0 1 1 1 0 0 1 1 1 0 1 0 1 1 1 1 1 1 1
t22 0.58333 1 1 1 0 0 1 1 1 0 1 0 1 1 1 1 1 1 1
t23 1 1 1 1 0 0 1 1 1 0 1 0.91667 1 1 1 1 1 1 1







e0020 e0021 e0022 e0023 e0024 e0025 e0026 e0027 e0028 e0029 e0030 e0031 e0032 e0033 e0034 e0035 e0036
t01 1 1 1 1 0 1 0 1 1 1 1 0 1 1 1 1 0
t02 1 1 1 1 0 1 0 1 1 1 1 0 1 1 1 1 0
t03 1 1 1 1 0 1 0 1 1 1 1 0 1 1 1 1 0
t04 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
t05 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
t06 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
t07 1 1 1 1 1 1 1 1 1 0.1 0.85 1 1 1 1 1 1
t08 0.68333 1 1 1 1 1 1 1 1 0 0 1 1 1 0.85 0.93333 1
t09 0 1 0.35 1 1 1 1 1 1 0 0 0.016667 0.26667 1 0 0.68333 1
t10 0 1 0.66667 1 0.26667 1 1 1 1 0 0 0 0 1 0 0.8 1
t11 0 1 0.016667 1 0 1 1 1 1 0 0 0 0 1 0 1 1
t12 0 1 0.91667 1 0.25 0.016667 1 1 1 0 0 0 0 1 0 0.35 1
t13 0 1 1 1 1 0 1 1 1 0 0 0 0 1 0 0.58333 1
t14 0 1 1 1 1 0 1 1 1 0 0 0 0 1 0 0.51667 1
t15 0 1 1 1 1 0 1 1 1 0 0 0 0 1 0 0.76667 1
t16 0 1 0.76667 1 1 0 1 1 1 0 0.58333 0 0 1 0 0 1
t17 0 1 0 1 1 0 1 1 1 0 1 0 0 1 0.91667 0 1
t18 0.35 0.55 0 1 1 0 1 1 1 0 1 0 0.33333 1 1 0 1
t19 1 1 0 1 1 0 1 1 1 0 1 0.41667 1 1 0.43333 0 1
t20 1 1 0.83333 1 1 0 1 1 1 0 1 1 0.016667 1 0 0 1
t21 1 1 1 1 1 0 1 1 1 0 1 1 0 1 0 0 1
t22 1 1 1 1 1 0 1 1 1 0 1 1 0.58333 1 0 0 1
t23 1 1 1 1 1 0 1 1 1 1 1 1 1 1 0.91667 0 1






e0037 e0038 e0039 e0040 e0041 e0042 e0043 e0044 e0045 e0046 e0047 e0048 e0049 e0050
t01 1 1 1 1 1 1 1 1 1 0 1 1 1 1
t02 1 1 1 1 1 1 1 1 1 0 1 1 1 1
t03 1 1 1 1 1 1 1 1 1 0 1 1 1 1
t04 1 0.016667 1 1 1 1 1 1 1 1 1 1 1 1
t05 1 0 1 1 1 1 1 1 1 1 1 1 1 1
t06 1 0 1 1 1 1 1 1 1 1 1 1 1 1
t07 1 0 1 1 1 1 1 1 1 1 1 0.35 1 1
t08 0.68333 0.75 1 1 1 1 0.51667 1 1 0.93333 0.016667 0 0.93333 1
t09 0 1 1 1 1 1 0 1 0.016667 0.66667 0 0 0 1
t10 0 1 1 1 1 1 0 1 0 1 0 0 0 1
t11 0 1 0.016667 1 1 1 0 1 0 1 0 0 0 0.6
t12 0 1 0 1 1 1 0 1 0 1 0 0 0 0.58333
 
t13 0 1 0.86667 1 0.51667 1 0 1 0 1 0 0.25 0 1
t14 0 1 1 1 0 1 0 1 0 1 0 1 0 1
t15 0 1 1 1 0 1 0 1 0 0.51667 0 1 0 1
t16 0 1 1 1 0 1 0 0.26667 0 1 0 0.51667 0 1
t17 0.61667 1 1 1 0.66667 1 0 0.55 0.91667 1 0.083333 0.63333 0 1
t18 1 1 1 1 1 1 0.91667 1 1 1 1 0.26667 0 1
t19 1 1 1 1 1 1 1 1 1 1 1 0 0 1
t20 1 1 1 1 1 1 1 1 1 1 1 0 1 1
t21 1 1 1 1 1 1 1 1 1 1 0.76667 0 1 1
t22 1 1 1 1 1 1 1 1 1 1 0.66667 0 1 1
t23 1 1 1 1 1 1 1 1 1 1 1 0 1 1









TABLE A- 4. KEY PARAMETERS OF HPS 
 
parameter value 












aC represents  the  heat  capacity  of  the  air  and  the  furniture  inside  the 
house.  
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 
, 
and  2.5V A . 
In order to calculate 
2k and 3k , the surface area of the house  sA is defined to be, 
150  Appendix A Parameters for the Simulations 
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t01        1  0.37109  0.43491 
t02   1.9799  0.38109  0.42124 
t03   1.9942  0.35177  0.41575 
t04   1.9449  0.34177  0.42715 
t05   3.0281  0.30115  0.44823 
t06   3.0027  0.31115  0.54529 
t07   3.0019  0.32018  0.64725 
t08   3.0258  0.33018  0.62588 
t09    3.754  0.34309  0.60073 
t10   3.9839  0.30309  0.56767 
t11   4.0278  0.35185  0.54251 
t12   4.6447  0.36185  0.54043 
t13   5.0854  0.37168   0.5342 
t14   3.9327  0.41612  0.54061 
t15   4.5145  0.35155  0.55981 
t16   5.0699  0.38838   0.6904 
t17   3.8971  0.35125  0.93859 
t18   4.0556  0.33125        1 
t19   2.5406  0.30465  0.92232 
t20   2.0209  0.31465    0.843 
t21   2.0014  0.30212  0.75081 
t22   1.9993  0.32212  0.64897 
t23   1.9902  0.29414  0.52515 
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the actual operation  time. The bids not  selected at  the day-ahead market can be 
traded here. Market players can make contracts here and avoid the potential cost of 
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