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Summary
In this thesis, two classes of new stochastic algorithms for calculating parametric derivatives of population balance solutions are presented. Currently, it is very difficult to produce low variance estimates of these derivatives in reasonable amounts of computational time through the use of stochastic methods.
Suppose that the estimates are calculated using central differences, where the two population balance systems with slightly different parameters are simulated completely independently. Then the unfortunate outcome of large variances results, especially for large times of evolution of the population balance systems. The new algorithms (Single, Double and Triple algorithms) make extensive use of coupling techniques to significantly reduce the variance of our central difference derivative estimator.
A second class of algorithms is based on the parametric derivative of Smoluchowski's coagulation equation -this eliminates the need for any central difference estimation. This has the clear advantage of having no systematic error associated with such estimators.
The first part of the paper presents the algorithms, and second part goes on to analyse their performance compared to the 'independent' cases, where performance is judged according to the speed and accuracy of the algorithms.
Contents 1 Introduction 4 1 Introduction
The world consists of a vast quantity of interacting particles, and in everyday life and in industry, so we would like to know their approximate behaviour. Despite the fact that the underlying physics and general laws which determine the evolution of single particles are mostly known, we are still bewildered by the complexity of ensembles of particles in systems governed by seemingly simple laws. For example, in granulation, it is desirable to know how the particle size distribution of a ensemble of washing powder particles depends on some parameter such as the mixing speed or the quantity of binder used.
Much of the complication lies in the fact that many of the rate constants are unknown and are difficult to retrieve from experimental data either from insufficient accuracy of equipment or simply because equipment or methods do not exist to make the measurements necessary for estimation of the desired constants. These are called inverse problems. Inverse problems dictate that we minimise the 'distance' between experimental data and our model prediction with respect to the parameters. The minimising value of the parameter is then taken to be our 'best' estimate for the parameter. Such minimisation can be conducted via gradient search methods, which require that derivatives of various quantities with respect to the parameters.
Another problem lies in model construction -often a physical system depends on an unknown number of parameters. We then construct a model with all the reasonable parameters, calculate the derivative with respect to each parameter and whichever of these is close to zero, we can reasonably ignore, or at least not be too concerned about it's lack of accuracy. This process is important in finding a reasonable model.
The aim of this thesis is to consider methods of calculation of parametric derivatives (i. e. sensitivities) of particulate processes with emphasis on variance reduction -in particular systems of coagulating particles. The thesis will introduce two classes of algorithms which attempt to solve this problem. In the future, these methods will hopefully be extended to other types of systems including fragmentation and surface growth.
Review of current methods
The simplest population balance equation describing the pure coagulation process is Smoluchowski's coagulation equation ([21] ). In order to consider methods of calculating parametric derivatives of the solution of this equation, one must first learn how to find it's solution. Smoluchowski's coagulation equation is an partial integro-differential equation and deterministic schemes for its solution require O(N 2 ) operations for each iteration, where N denotes the number of grid points ( [14] ). Stochastic methods on the other hand are much faster, generally being at most linear in the number of particles -the obvious disadvantage being the error due to fluctuations in computations. For multidimensional problems (particles having more properties than merely size), the deterministic algorithms simply are too slow. Thus the focus of this work will be on stochastic methods.
An outline of some theory and the simplest versions of the Smoluchowski's coagulation equation is given in [1] -covering matters such as the Marcus Lushnikov process ( [8] ), gelation and material regarding specific kernels for which corresponding Smoluchowski coagulation equation has a known analytic solution. One such kernel is the additive kernel -this will be the focus of much of the numerical investigations in the rest of this thesis. [13] and [6] cover rigorous results which we will rely on to show convergence of the algorithms discussed in this thesis.
The class of algorithms dealt with here are known as DSA (Direct Simulation algorithms) for the obvious intuition behind its principle -it is based on the Marcus Lushnikov process. Certainly necessary reading is [5] , which presents efficient methods for simulation of DSA. These are used extensively in the subsequent material in this thesis. Such methods include majorant kernels, which is essentially using the ideas of thinned Markov processes and rejection sampling. Furthermore, [5] generalises this to include the class of kernels K(x, y) which is expressible as
The advantage of this is that one can then choose a pair of particles by choosing each particle separately, rather than having to choose from the set of all pairs (so at most linear number of operations rather than quadratic). The acceptance-rejection technique is also introduced, providing an efficient method of sampling from a given distribution. However, a better method is given in [15] , allowing one to sample efficiently from some distribution
by considering a 'binary tree' structure -not only is the complexity of this method O(log n) rather than linear, but the sum n j=1 f (x j ) is calculated with more accuracy and is updated with only O(log n) operations. This technique is used throughout this thesis.
The main drawback with DSA algorithms are that the number of particles in the system decreases over system time, and therefore the accuracy, especially at the tails of the number density, suffers. The Mass Flow algorithm ( [4] ) redresses this failure -it is a constant number of particles algorithm. One considers modelling the mass density version of the Smoluchowski equation rather than the number density, and as a result, one attaches a weight to each stochastic particle (in this case the reciprocal of the particle mass) representing the number of 'real' particles held in each stochastic particle. [4] then goes on to show that the algorithm is faster than DSA to find the solution to a certain accuracy.
However, a great advantage of MFA is due to the fact that the number of stochastic particles representing the large particle sizes is much larger than for DSA, to the point that the numbers representing the smaller particles sizes suffers. One can then use more general weightings of particles in an attempt to even this out. The weighting concept after all is simply importance sampling applied to the DSA algorithm. Various studies ( [10] , [16] , [14] , [17] and others) cover such methods for different physical problems such as solving the Boltzmann equation.
The loss of particles in DSA can also prevented by using the constant number algorithm ( [11] , [18] and [22] ). These essentially involve randomly choosing a particle uniformly to replace the lost particle due to coagulation. The particle number is then rescaled accordingly. These methods will not be used for the purposes of this thesis, so that the 'pure' algorithms can be considered.
So far, little has been done in the area of the calculation of parametric derivatives. A new weighted particle algorithm is introduced in [19] -this includes a new separate set of variable weights which denotes the difference in weight between perturbed and unperturbed systems (systems with a slight perturbation in parameter between them). The algorithm is run as if for the unperturbed system only, but the new weights are recalculated to adjust for the perturbed system. However, this still has large statistical fluctuations, so further modifications are introduced to combat this. The visual results seems promising, but further details would be required for a closer inspection of the errors.
A powerful method of calculating parametric derivatives is introduced stated in [20] , [3] . The idea is based on Lagrangian formalism -it forms an 'adjoint' equation to that of the Smoluchowski's coagulation equation for the parameter. The difference then is that the 'adjoint' equation solves the parametric derivative for all the parameter values simultaneously (but only for a single functional of the particle size distribution), whilst the original equation solves for all functionals simultaneously (but only one parameter).
A different aspect to the calculation of parametric derivatives is variance reduction. One such method is simulation using common random numbers. An implementation of this is given by ( [12] ) -this considers perturbed and unperturbed systems and prevents the deviation of the evolution of the two systems. The numerical results given here are unreliable -the algorithms are supposed to be O(N log N) rather than O(N 2 ). This thesis will improve upon these algorithms. Central difference estimators are used throughout [12] - [2] suggests improvements to its use. Reducing the parameter perturbation δ in the central difference results in larger variance but smaller bias - [2] considers this tradeoff and gives optimal values (in the mean square error sense) of the δ given the number of simulations L. The rate of convergence then for this is L Another method is based on importance sampling ( [2] ). The Likelihood Method shifts dependence of the parameter from the estimator to the underlying measure. In so doing, we reintroduce an importance sampling weight that is the likelihood ratio between that of two different parameters. The method then is capable of calculating the parametric derivative (and simultaneously calculating the original solution).
Smoluchowski's Coagulation Equation
For the purposes of this thesis, we deal only with the simplest of coagulation particle processes. These are described by the space-homogeneous Smoluchowski's coagulation equation:
For simplicity, we will only deal with discrete particle sizes in this paper. Here λ is taken to be a scalar parameter and c t (x; λ) represents the concentration of particles of size x at time t where x ∈ E = N. K λ (x, y) ≥ 0 is the coagulation kernel, which represents the rate at which one particle of size x and one particle of size y coagulate. Note that K λ (x, y) = K λ (y, x) ∀λ and ∀x, y ∈ E due to symmetry of collisions.
Note the assumption of spatial homogeneity of particles -each pair of particles behaves in a similar way, regardless of the distance between the pair. In many real systems, this is not the case -various papers such as [16] consider separate spatial 'cells', where the coagulation of particles in each cell is considered to be spatially homogeneous.
Central difference estimation of parametric derivatives
In this section, the algorithms described in [12] will be briefly described again and improved upon.
The obvious method of calculating derivatives is done by considering the two systems X and X -the unperturbed and perturbed systems, the only difference being that they use parameters λ and λ + δ respectively, and then calculating the forward difference estimator:
where n(λ) := n t (x; λ) denotes the number of particles of size x at time t in the system which has parameter λ.
The variance of this estimator is
.
Therefore, variance reduction is implemented by maximising the covariance term. This is known as coupling. In physical terms, this means that the evolution of the two systems X and X should be kept as close as possible. However, one ultimately expects that given enough time, the two systems will behave almost independently, but the hope is that the divergence in evolution of the two systems is slow enough over the time span of interest.
The algorithm which gives a covariance term of zero in equation 3 will be called Independent. It will be used as the worst case algorithm to compare with the algorithms presented in this thesis.
Labelling notation
Before the algorithms are given, we need to describe the labelling notation. The aim is to keep track of the evolution of two particle ensembles simultaneouslyone for X and one for X. The particles here are called real particles. We seek to encode all this information using one ensemble of computational particles. To do this, one takes note what is common between the two real particle ensembles, and what is different. Define the particle label to be a label that is attached to each computational particle. See Table 1 for a list of these labels. Label Meaning ⊕ x a single real particle (of size x) present only in X. ⊖ x a single real particle (of size x) present only in X. ⊙ x a pair of identical 1 real particles (both of size x) -one from X and the other from X.
In effect, the ⊙ x particle is a ⊕ x and ⊖ x particle 'paired together'. However from now on, we will treat ⊙ particle as 'really' one particle -it's just a real particle that happens to be present in both X and X.
As a result, one can perform a computational cleanup operation (not a coagulation) -a 'cancellation' of particles:
This makes sense since we have a real particle of size x in X and a real particle of the same size in X, so we may as well say that they are in fact a particle present in both systems. The purpose of this operation is to minimise the number of ⊖ and ⊕ particles by converting them to ⊙ and hence keeping the two systems closer together. 
-if reaction occurs in both X and X -if reaction occurs only in X -if reaction occurs only in X
This represents a reaction between real particles that only present in X, so the ⊖ particle must increase in size and the ⊙ particle becomes a ⊕ (since this particle is no longer in the X system).
3 ⊕ x + ⊙ y → ⊕ x+y + ⊖ y Same logic -the reaction can only happen in the X system.
This represents a reaction between real particles only in X.
Clearly if two real particles both only in the X system coagulate then this results in a real particle only in the X system.
5 ⊕ x + ⊕ y → ⊕ x+y For a similar reason to 1.
6 ⊕ x + ⊖ y If x = y, this reaction cannot occur since the two real particles are not present together in the same system.
This is not a reaction -merely a computational trick.
We have a real particle of size y in X and an identical particle in X, so we may as well say that this is just an identical pair in both systems. 
Single coupling system
A most natural idea for minimising divergence is that if there is a particle pair common to both systems, then we should force 2 the coagulation to occur in both systems simultaneously, as much as possible. Of course, the pair will coagulate at a different rate in X than in X, but hopefully this difference in rate is small. The situation is described using the labelling notation as shown event number 1 in Table  2 .
More explicitly, if x i and x j are the sizes of two computational particles (which happen to be ⊙), then choose this coagulation to occur with the larger rate K λ (x i , x j ) (rather than K λ ). This is the correct rate for the coagulation in the X system, but is incorrect for X. Therefore:
• We let the coagulation occur in X with probability 1.
• We perform a rate correction, by allowing the coagulation to occur in X with probability
Essentially, we are using the larger rate K λ of the X system as a majorant 3 rate, but we use rejection steps in order to correct the rate for coagulations occurring in X.
Definitions
We first make the assumption that
Define l(i) to be the label of the ith computational particle, i. e. l(i) = ⊕ if the ith computational particle is a ⊕ particle.
Define the total rate of the system to be the sum of the total rates (based on K λ ) of each type of coagulation:
where
The term 'forcing' is perhaps misleading -X and X do not 'see' or affect each other so as long as the coagulations occur at the correct rates for each system, the forcing is legitimate.
3 Now it is possible to see why the condition
over all pairs of neutral particles, and similarly for the others, for example:
2.2.2 The algorithm 1. Start with initial conditions and t = 0 i. e. start with all N particles with a ⊙ label attached to them. Set t end as the time to stop the algorithm.
2. Calculate ρ as specified in equations 5 and 6. Generate a realisation of the holding time ∆t ∼ Exp( ρ). Increase t by ∆t. If t > t end , then STOP.
3. Generate an unordered pair of particles (i, j) according to the index distribution
This chooses the process k ∈ {1, 2, 3, 4, 5, 6} and the particle pair that is of the correct type for the process in one go.
4. Define the following probabilities:
There are several cases of action:
• If k = 1 consider whether coagulation occurs in each system i. e. choose 4 the reaction to occur in    X with probability p ⊕ and X with probability p ⊖ . Now, perform the correct coagulation type (see Table 2 ) -if the reaction occurs in X and X, perform
• If k = 2 then with probability p ⊖ , perform the ⊖ x + ⊙ y → ⊖ x+y + ⊕ y reaction. Otherwise do nothing.
• If k = 3 then with probability p ⊕ , perform the
• If k = 4 then with probability p ⊖ , perform the ⊖ x i + ⊖ x j → ⊖ x i +x j . Otherwise do nothing.
• If k = 5 then with probability p ⊕ , perform the
• If k = 6 then do nothing. ⊖ and ⊕ are not present in the same system.
5. For each (non neutral) particle that has just been involved in a coagulation, or newly formed, search for a particle of the same size but of "opposite" sign (i. e. the opposite of ⊖ is ⊕ and vice versa). If there is such a particle, perform the cancellation operation
6. If there is only one particle left in the system (a ⊙ of size N), then no more coagulations can take place so STOP. Else go to step 2.
Note that this gives the correct rates for each systems.
Implementation and Complexity
In general, this algorithm should have a complexity of O(N log N) where N is the particle number. Steps 3, 4 and 5 of the algorithm employ the use of binary trees for the choice of particle pairs and updating of the computational particle ensemble ( [15] ) -each iteration should take O(log N). In particular, suppose that K can be expressed as
) (ignore the fact that K is no longer symmetric for now). Then each particle in the pair can be chosen independently with O(log N) operations. Even better, the sums i f (x i ) and i g(x i ) are held and continually updated with only O(log N) operations. This is then easily extended to the case when
-first m is chosen with a certain rate and then we are back to the simpler case.
In
Step 5, a search of particles for cancellation is required for each iteration -this can be achieved by maintaining linked lists of information about where particles of certain size and label can be found on the particle ensemble list. In short, the Single Coupling algorithm may be faster than the 'Independent' algorithm since we need to simulate for one particle ensemble rather than two. On the other hand, the cancellation procedure in the Single Coupling requires extra storage of information, and computational time to update this information.
Double coupling system
In the Single Coupling algorithm, we described the most obvious form of coupling -the idea that a particle pair that is present in both X and X systems should be forced to coagulate together in both systems simultaneously. This can be extended to include another coupling -first note that coagulation type 2 (⊙ + ⊖) occurs only in X and type 3 (⊙ + ⊕) occurs only in X, and hence they can be made to occur simultaneously.
For the sake of simplicity, for the rest of this subsection, the labels ⊙, ⊖ and ⊕ will denote the particle sizes. For example, ⊕ K(⊕, ⊙) would mean the total rate of a particle ⊙ particle reacting with any other particle with label ⊕.
See Figure 1 for a pictorial explanation of the second coupling -if we let the ⊖ + ⊙ reaction occur independently to the ⊕ + ⊙, we nearly always produce new ⊖ and ⊕ particles which do not cancel. We wish to enforce the cancellation of these new particles, and so firstly we make the two reactions occur simultaneously, and secondly we also ensure that the chosen reactions are such that the ⊙ particles chosen for each of the reactions are of the same size (or in fact the same particle).
Figure 1: Pictorial explanation of the Double coupling algorithm
More explicitly, we
• choose a ⊙ particle (as the common particle for the ⊖ + ⊙ and ⊕ + ⊙ coagulations). This is done with rate
i. e. the maximum of the rates:
-the total rate of any ⊕ particle coagulating with a particular ⊙.
-the analogous quantity for the ⊖ particles. This is the minimum rate at which the two reactions can occur simultaneously, thus serves as a majorant rate for the two reactions.
• choose a ⊖ (for the ⊖ + ⊙ coagulation) and a ⊕ particle (for ⊕ + ⊙) with respective distributions
and
• rejection steps are performed to correct the rates.
Definitions
• Define the total rate of reaction (with parameter λ) between any ⊕ particle and a particular ⊙ particle as
• Define T (−, ⊙) similarly.
•
The algorithm is the same as the single coupling version, except that we absorb process 3 into process 2 (the new combined rate is now called ρ 2 ). The Double Coupling algorithm departs from the Single Coupling only if the new process 2 is chosen. To clarify the rates, now define them as:
The algorithm
The Double Coupling algorithm is the same as the Single Coupling algorithm, but with Step 4 modified by removing case k = 3 and modifying the case k = 2 by ignoring any particle pair already chosen and following steps below (the relevant index distributions will be given afterwards):
1. Choose a ⊙ particle using the distribution
2. Perform the first rejection step (we do a rejection here to avoid the unnecessary work later on) -with probability
we continue on with the algorithm, else reject by going to Step 5. This step is purely to transform the rate of process 2 into ⊙ T (∨, ⊙) from ρ 2 .
3. Choose a ⊕ and a ⊖ particle according to the respective distributions
Then choose 5 whether the ⊖ + ⊙ and ⊕ + ⊙ events occur in their respective systems:
X (i.e the ⊕ + ⊙ reaction) with probability p ⊕+⊙ and X (i.e the ⊖ + ⊙ reaction) with probability p ⊖+⊙ Then perform the chosen coagulation type,    both X and X occur, perform
Go to
Step 5 of the Single Coupling algorithm.
Implementation and Complexity
As with the Single coupling algorithm, we make use of the techniques described in [5] and [15] to efficiently generate events for most distributions. Again, we make the simplified assumption that K(x i , x j ) = f (x i )g(x j ). This assumption implies the following:
• T (+, ⊙) and T (−, ⊙) are easily computed, i. e.
The binary tree structure as already stated allows to access the quantities i f (x i ) and i g(x i ) trivially.
• Look back at Step 3 of the Single coupling where the particle pair, and simultaneously the process k, is chosen. Therefore, the combined process ρ 2 for the Double coupling is chosen by choosing either a (⊙, ⊖) or a (⊙, ⊕) particle pair. Either way, a ⊙ particle is automatically chosen with the correct distribution in equation 11 and one of ⊕ and ⊖ is also automatically chosen with the correct distribution specified in equation 12 respectively. This leaves the other particle left to be chosen.
Also, the choice of coagulation in Step 4 can be stated more explicitly: let U ∼ U(0, 1] -then:
If U < min{p ⊕+⊙ , p ⊖+⊙ } then both X and X coagulations occur.
If p ⊕+⊙ > p ⊖+⊙ then only the X reaction occurs.
Else only the X reaction occurs.
The complexity of this algorithm should be similar to that of the Single Coupling, except that the combined process ρ 2 requires slightly more work than in the Single Coupling. However, the Double coupling hopefully reduces the number of ⊕ and ⊖ and therefore would reduce the total rate of reactions. Consequently, there might be slightly fewer coagulation events in total.
3 Measure theoretic formulation
Initial Definitions
In this section, we derive the generator for the stochastic jump processes of the Single and Double algorithms (including fictitious jumps). With this in mind, we make various definitions:
• Let ½ {condition} be the indicator function.
• • Let H = {⊕, ⊖, ⊙} be the set of particle labels.
• Let E = E × H describe the space of possible particles. Then the state space is simply {(x 1 , x 2 , . . . , x n ) : x i ∈ E for i = 1, . . . , n with n ∈ N}. Let E have a σ-algebra E such that K λ is measurable. We let K λ have the same meaning as before by letting it ignore the particle label.
• Define Q to be the space of measures on E with associated Borel σ-algebra M.
• Define l : E → H; x → l(x) to be the particle label of x as before.
• Define s : E → E; x → s(x) be the size of x.
• Define P : E → E; x → P (x) where s(P (x)) = s(x) and l(P (x)) = ⊕ i. e. P (x) converts x to a particle with a ⊕ label, but with the same size. Define maps M and N with similar meanings but for ⊖ and ⊙ particles respectively.
• Let the binary operation + : E × E → E represent coagulation. For convenience, let + be such that x + y is only defined when l(x) = l(y).
• Let µ t : [0, ∞) → Q; x → µ t (x) represent the number density of particles of type x at time t.
• Define K λ (+, y) := a∈E×{⊕} K λ (a, y)µ t (da)½ {l(y)=⊙} , and similarly for K λ (−, y).
• Define T (+, y) := a∈E×{⊕} K λ (a, y)µ t (da) ½ {y∈E×{⊙}} (and T λ (−, γ) similarly) as before. Let T (∨, y) := max {T (+, y), T (−, y)}.
Test functions
With the weak form of the Smoluchowski's Coagulation equation, one wishes to find how I(µ) := ξ∈ E φ(ξ)µ t (dξ) changes with time, for some test function φ. Often, φ(x) is taken to be x k for some real number k so I(µ) is the kth moment of the particle size distribution.
However, we wish to set φ to be the central difference estimator since it is the parametric derivative of the particle size distribution that we are interested in. Therefore, we define the following:
This has the interpretation of being some function of the size of the particle ξ ∈ E, but zero if it is ⊖. Define φ (−) similarly (should have the same function f ).
• Define I (+) (µ) := ξ∈ E φ (+) (ξ)µ t (dξ) and similarly for I (−) (µ). These have the interpretation of being the quantity of interest for each system X and X respectively.
• φ(ξ) :
. This is the test function of interest for considering parametric derivatives.
. It is also easy to see that the quantities I, I
and I (−) are preserved under cancellation operations (which are not stochastic jump steps): if we define U (x,y,z) :
, as the effect on the measure µ as a result of the cancellation operation (if it so happens that x is a ⊕ particle, y a ⊙, z a ⊖ and all of the same size). Then
the third equality due to φ (+) (x) = φ (+) (y) and φ (+) (z) = 0. Similarly, I (−) is preserved and as a result, I is.
Single Coupling algorithm formulation
We can now derive a weak form of the Smoluchowski Coagulation Equation 1 (with test functions φ(x) as described in the previous subsection) which incorporate coagulations occurring in both the perturbed and unperturbed systems.
For the rest of this section, let x, x ′ , y, y ′ , z, z ′ represent particles such that l(x) = l(x ′ ) = ⊕, l(y) = l(y ′ ) = ⊙ and l(z) = l(z ′ ) = ⊖ for clarity. We will now make further definitions regarding the test functions φ:
These represent the change that ξ∈ E φ(ξ)µ t (dξ) undergoes under a particular coagulation.
Then define the following: (16) and similarly for J 
The integrals are written in order of the subprocesses that they represent, though most of the subprocesses are represented by more than one integral, due to zerovalued integrals representing the fictitious jumps.
Double Coupling algorithm formulation
The relevant expression for the Double Coupling will be the same as for the Single Coupling except for the combined subprocess 2. The situation is more complicated as (looking back at step 4 (where the coagulation is chosen) we decide the fate of both reactions based on a single uniform random variate.
Considering this, it is easy to see that given the chosen ⊙ particle, the rate at which, for example, both of the X and X reactions occur is
Total rate of subprocess 2 . T (+, y) + T (−, y) y∈E×{⊙} T (+, y) + T (−, y) dy
Probability of rejecting neither coagulation
. (18) which simplifies to min {r ⊕ (x, y, z), r ⊖ (x, y, z)} ,
Similarly, the rate at which only the X reaction occurs is (dropping the (x, y, z) for convenience)
and similarly, the rate at which only the X reaction occurs is
We now define the integrals relevant to the combined subprocess 2 of the Double Coupling:
dy). (25)
This implies that the weak form of Smoluchowski's coagulation equation for the Double Coupling algorithm is:
Transition measure
, n ∈ N be the space of discrete measures on E. Also, for sets A, B, C ⊂ E, let
Then define jump operators taking values in D:
J N x,y;a,b :
J N x,y,z;a,b :
J N x,y;a,b,c :
Define the integrals
and similarly for W 
Then for a suitable class of test functions Φ, the generators of the stochastic processes on Q are defined by:
for the Single coupling algorithm, and
for the Double coupling algorithm.
Exact estimation of parametric derivatives
I am currently working on some new algorithms with Ismael Bailleul from DPMMS. These new class of algorithms takes the parametric derivative of the Smoluchowski Coagulation equation, and forms a Marcus Lushnikov process from this. This has the obvious advantage of having its mean being the actual analytic solution rather than the analytic central difference.
Some definitions:
as the parametric derivative of the concentration of particles of size x at time t.
• Denote Γ c and Γ d as the separate particle ensembles for c The parametric derivative of 1 is
The interpretation of this (given the particle ensemble Γ c ) is as follows:
• The first two integrals represent the pseudo coagulation (rates based on (∂K) λ ). This is of the exactly same form as equation Event type A With rate K λ (x i , x j ), we perform normal coagulation in Γ c :
Event type B With rate (∂K) λ (x i , x j ), we perform a pseudo coagulation in Γ d :
Γ c is unaffected.
Event type C With rate K λ (x i , y j ), we perform a pseudo coagulation in Γ d :
However, there are two main problems with this formulation. Firstly the above changes in measure are not possible since we may end up with negative numbers of particles in Γ d . Secondly, the differentiated kernel (∂K) λ is not necessarily positive for all pairs of particles. Both these problems vanish with the following construction (essentially we are using signed measures):
+ be the positive part of (∂K) λ , and similarly,
− be the negative part.
Also, reusing the old notation of ⊙, ⊖ and ⊕ (but with different meanings), we denote:
• ⊙ particle to one that is present in Γ c (:= E × {⊙}).
• ⊕ particle to one that is present in Γ
A consequence is that if a particle of size x needs to be 'deleted' from E × {⊕} but such a particle doesn't currently exist in E × {⊕}, then we merely add a particle of the same size in E × {⊖} -this works in the symmetric way for E × {⊖}. Moreover, there is a cancellation operation -if there is a ⊕ and a ⊖ of the same size, then we simply delete both. This operation ensures a cleanup of unnecessary particles. Also, if x j ) i. e. the total rate of type A events.
• ρ B + := 1 2 i =j: i,j∈E×{⊙} (∂K + ) λ (x i , x j ) i. e. the total rate of type B + events.
• ρ B − :=
e. the total rate of type B − events.
• ρ C + := i,j: i∈E×{⊙}, j∈E×{⊕} (∂K + ) λ (x i , y j ) i. e. the total rate of type C + events.
• ρ C − := i,j: i∈E×{⊙}, y j ) i. e. the total rate of type C − events.
Armed with this, one can formulate the corresponding algorithm.
The algorithm
1. Start with initial conditions and t = 0, i. e. start with N particles in E × {⊙} (since the parametric derivative is zero initially). Set t end as the time to stop the algorithm.
Calculate ρ
Generate a realisation of the holding time ∆t ∼ Exp(ρ). Increase t by ∆t. If t > t end , then STOP.
3. Choose a reaction type r ∈ {A, B + , B − , C + , C − } using the distribution
4. There are several cases:
If r = A (a) Choose a pair of ⊙ particles with sizes x i and x j with distribution
Step 5
(a) Choose a pair of ⊙ particles with sizes x i and x j with distribution 6. Go to step 2.
Coupling
It is entirely possible to consider couplings between E×{⊖} and E×{⊕} just as done in the Single and Double Coupling algorithms. The ones that I have implemented are:
• Coupling reaction types B + with B − : Suppose ⊙ x i , ⊙ x j particles are chosen for the B + reaction, then we may as well let this be the choice for both B − simultaneously, as much as possible. Combining the two reactions, we obtain:
which is identical to saying that nothing happens at all, since everything cancels out anyway. The algorithm based on this coupling will be called the Exact Single coupling algorithm.
• Coupling reaction types C + with C − : Suppose ⊙ x and ⊕ y are chosen for the C + reaction. Then one may as well choose the same ⊙ x particle (with as high a probability as possible) for the C − reaction (as well as a ⊖ y ′ particle of course). The combined reaction is:
The algorithm based on this coupling (as well as the first coupling described above) will be called the Exact Double coupling algorithm.
Numerical Results
In this section, we will compare the Double and Single algorithms with the case when the unperturbed and perturbed systems are solved independently -this we will call the 'Independent' algorithm. We also shall show some preliminary results for the Exact Independent, Exact Single, Exact Double algorithms (where the Exact independent algorithm is the one without any couplings). The investigations will be done using two different kernels:
Here the majorant kernel is the same as the original kernel. However, we split the original kernel into the sum of two different kernels:
λ (x, y) = λx and K (2) λ (x, y) = λy. The parameter λ will always be taken to be 1.0, unless stated otherwise. The analytic solution to equation 1 is known, and hence it's parametric derivative (see [5] ) Soot kernel
Here the majorant kernel is:
for the range of parameter values 1.7 ≤ λ ≤ 2.5. This kernel is studied extensively in [9] -the methods mentioned in that paper will be used here. λ = 2.1 for the rest of this paper.
Notation
• N = particle number
• L = number of simulations with the same initial conditions.
• λ = parameter of interest.
• δ = the perturbation in parameter.
• t sim = time of evolution of the particle system
• t run = time taken to run the algorithms (CPU time).
• The single simulation estimate of the parametric derivative
l .
• The L-simulation estimate is denoted by
In all the numerical analyses in this thesis, we use monodisperse initial conditions, i. e. all N particles are set to be of initial size 1. Figure 3 show that a good agreement with the analytic solutions is obtained using the Single Coupling algorithm.
Some initial plots

Convergence study
There are two sources of systematic error in using the central difference function ?? -one due to using a non-zero value of δ and the other due to assuming a finite particle system. It is the latter we investigate -here we estimate the order of convergence of the systematic error as N varies. The value of δ will be fixed here.
We define the systematic error due to N as
i. e. the difference between the expected central difference (for finite particle number N) and the analytic central difference.
However, we nearly always do not know the analytic central difference f (λ,δ) , so we estimate it using
for very large N massive .
Also, F (λ,δ) (N; t) is estimated by F (λ,δ) (N; t).
Our metric for considering convergence is simply the absolute estimated systematic error, summed over simulation times:
|e sys (N; λ, δ, t i )| (56) Figure 4 shows what we expect -the c tot ∼ 
Statistical error
Here we consider how the statistical error behaves according to the different algorithms and kernels. The statistical error is defined as
The variance of each estimator F l can be estimated by
Also we have by the Central Limit Theorem that for large L,
. This implies that the 100(1 − α)% confidence interval for F (λ,δ) (N; t) is:
where z α/2 is the upper α/2 point of the standard normal distribution. Hence,
For this paper, we set α = 0.05 i. e. we consider 0.95% confidence intervals.
Also, define
i. e. the sum of the single-simulation variances over the particle sizes. We wish to see how this quantity behaves with N. since the slopes of the fitted lines are approximately −1. More importantly, the intercept for the Double algorithm is lower than the Single case, and much lower than that of the Independent case. This indicates that v F is much smaller for the Double and Single cases than the Independent case -v F for the Independent case at one point is approximately 20 times larger than that for the Double case at t sim = 1. One interesting observation is that the difference in the intercepts (of the imaginary fitted straight lines) between the Double and Indep decreases, showing that the benefits of smaller statistical error in the Double case become less pronounced as t sim increases. Also, the Single algorithm does the same as the Double algorithm, though at a much faster rate. This indicates that the X and X systems diverge from each other, but the Single algorithm does this much faster than the Double algorithm.
We also see that the Exact algorithms have much smaller variances than the central difference ones. The intercepts of the fitted lines for the Exact Indep and Exact Single algorithms pulls away (over time) from that of the Exact Double algorithm indicating the increasing number of ⊕ and ⊖ particles being produced (and hence larger variances).
Inefficiency
In this subsection, we will discuss which algorithm is 'best'. A metric needs to be defined which will take into account the accuracy and the run time of each algorithm.
One such metric can be described as the run time needed to achieve a certain fixed statistical error (assuming N and δ are fixed).
Before the metric is defined, one needs to consider a few points:
• Set g (i,λ) (t) as the analytic concentration (number density) of particles of size i ∈ E at time t. We will consider estimates of the parametric derivatives of these quantities.
• Define total standard error e tot as the sum of standard errors over the particle sizes, i. e. e tot (t) := i∈E
. This will be artificially fixed.
• Let L mod (t) be the estimated number of simulations required to acquire the fixed e tot (t) value.
• Define t mod (t) as the CPU time required to perform L mod (t) runs.
We can see then that we want e tot (t) = i∈E
Now we can define our inefficiency measure -the Inefficiency with respect to the Double Coupling algorithm:
From this, one can see that if an algorithm has an Inefficiency of more than unity, the algorithm does not perform as well as the Double Coupling algorithm.
One can see from figures 6 and 7 is that the Indep algorithm has large inefficiencies for small t -this is due to the vastly smaller statistical errors of the Double and Single Coupling algorithms, as well as all three central difference algorithms taking comparable times to run. In fact, the Double and Single algorithms are generally quicker since the Independent algorithm requires two simulations to generate a derivative estimate. The inefficiencies of the Single algorithm are lie between 1 and 2 indicating that the Double algorithm has a significant improvement over the It is important to realise that this analysis does not take into account the systematic error due to δ or N since the Inefficiency metric only uses the estimated variances. A related problem with the analysis is that the number of particles for t ∈ [3.5, 7.0] becomes quite small, and therefore the systematic errors and estimated variances are not reliable. This manifests itself in figure 6 , where the inefficiencies of the Exact algorithms (relative to the Double algorithm) for t ∈ [3.5, 7.0] blow up.
Conclusions
In this paper, two classes of stochastic algorithms were described which solve for parametric derivatives of the discrete space-homogeneous Smoluchowski's coagulation Equation.
The first class of stochastic algorithms is an improvement on those stated in [12] ). The hope was that the coupling in the central difference algorithms would significantly reduce the noise that plague Monte Carlo algorithms which are used to estimate parametric derivatives. From the statistical error plots in the Numerical Results section, we see that the accuracy is order of magnitudes better than that of the worst case (the Independent algorithm). The inefficiency plots in the Numerical Results section describes a measure for considering the computational time as well as the accuracy combined to determine how long it would take for each algorithm to achieve a certain pre-determined accuracy. It was shown that the both the Single and Double algorithms were of comparable 'quality' over variations in δ and t sim , whilst both outperformed the Independent case significantly for small t sim and less so for large t sim . Hence, the accuracy of the Single and Double algorithms do not come at a price of computational speed (as seemed to be the case in [12] ).
Also, a new class of stochastic algorithms was introduced in this thesis. Rather than using central differences, we appealed to the exact equation for the parametric sensitivity. The results show that the statistical errors are far smaller than that for the central difference algorithms, even considering their longer run times.
Future work
The algorithms presented in the previous sections outlined a method for stochastically estimating the parametric derivative of the solution to the Smoluchowski Coagulation equations, for the most simple case of integer sized particles. However, various extensions to these are proposed.
The removal of the integer sized particle assumption. This presents problems with all the presented algorithms since cancellations, which are vital to keeping low variance, is essentially switched off. One can however get around this problem by discretising the particle sizes with high enough resolution so that the real sized particles are reasonably approximated by discrete sizes. One can also consider 'smudging' the particle sizes so as to allow cancellations when particles are of similar sizes, though this would introduce a systematic error.
Considering the more general population balance equations. This means physical processes such as particle inception, particle breakage and surface growth can be considered. In the case of particle inception and breakage, the presented algorithms are easily extended to include these. However, the surface growth presents a challenge (if one were to use LPDA algorithm) since these are continuous processesfor the central difference algorithms, a ⊙ particle would grow at a strictly different rate continuously over time, meaning that the ⊙ particle is guaranteed to become a (⊖, ⊕) particle pair. Again, this is not particularly hard to overcome as such -one considers discretising the growth events as a (in)homogeneous poisson process (as in [15] ). However, the probabilities that the ⊙ particle would remain a ⊙ particle becomes smaller as the discretisation resolution becomes coarser. But one wishes to have a finer resolution to ensure a smaller systematic error.
Currently, the focus has been on one-dimensional parameter problems. Expanding this to multidimensions, one can consider calculations of the tensor of partial derivatives. However, coupling at that level would become computationally cumbersome for the central difference algorithms, requiring at most
d+1 different 'systems'), where d th order partial derivatives are being calculated. This would require 2 (d+1) d+1 − 1 particle labels to represent whether a particle exists exactly in one of the subsets of the set of grid points. This would be necessary in order to simulate (simultaneously) at all the 'grid points'.
These gross upper bounds on the number of systems (i. e. grid points) and number of particle labels can be massively reduced if we want to only consider only certain elements of the tensor of partial derivatives, such as only the 'diagonal' elements (i. e. the 'pure' partial derivatives as supposed to mixed).
The coupling possibilities with this situation are numerous -the lowest level coupling would be the Single Coupling where we merely use one uniform U(0, 1] random variate to decide the outcome of the ⊙ + ⊙ (where ⊙ here represents a particle in all systems) in each of the g grid points. The next level up would be the numerous Double Couplings -there would be The large number of these couplings would be very necessary -the variance of the finite differences approach (as expected in the worst case) would behave as
(where δ i is the perturbation in parameter i ∈ {1, . . . , d}). This is certainly not desirable. With coupling, this may possibly be reduced to .
Computationally, the algorithm should essentially be the same as in the single derivative case (though I'm not sure what happens when one uses higher level couplings than the Double coupling). As a bonus, such calculation would calculate not only the d th derivative, but all the lower order derivatives, including the zeroth (evaluated at each grid point).
A similar discussion of extending the Exact algorithms for the calculation of the tensor of partial derivatives follows. Using the measure notation c for the measure of real particles as before and d (i) for ∂c/∂λ i (and similarly for d (i,j) , etc.), we will rewrite the equations in Section 4 as:
for the original Smoluchowski coagulation equation (eq. 1) and
Using this, one can see that further differentiation results in some linear combination of other terms such as K(c, d (i,j) ) and (∂ 2 K (i,j) )(c, c). Therefore, one essentially needs 2 d particle ensembles (one for each subset of {1, . . . , d}) and similarly 2 d kernels. Of course, one needs to then double these quantities since one needs to use ⊕ and ⊖ particles, as discussed before. Again, the number of coupling reactions here is merely twice the number of particle ensembles.
One can also envisage merging weighted particle methods with the ones discussed in this thesis. The mass flow algorithm is a constant number particle method. If considering couplings for the central difference estimator, the number of particles will increase simply because a particle may increase in size in one system, but not the other, and each outcome must be represented by a particle. This increase in particle numbers potentially is problematic -if the number of ⊕ and ⊖ particles increases exponentially over time, then one expects the rates to increases exponentially, and so the time jump step decreases exponentially. Even worse, if the kernel is an increasing function of the particle sizes, the rates will increase even faster over time. The underlying Markov chain may then 'explode'. [5] suggests that one should put an upper bound on the particle sizes. This hopefully should ensure that the chain doesn't explode, but at a cost of introducing systematic errors. Perhaps other weights rather than the reciprocal of the particle size could be used, either to increase the number of particles represented in some region of the particle size set (in order to decrease the variance there) or to increase the speed of the algorithm.
The Likelihood Ratio method as suggested in [2] can be used in our situation to estimate the parametric derivative. This should be relatively easy, therefore, it is also possible to use this, simultaneously with the methods described in this thesis to generate even better estimates. Perhaps more specialised versions of these algorithms can be formulated if the solution is self-similar as in [7] .
Nomenclature c t
Number density measure. d t Sensitivity of number density (measure). E Set of particle sizes. E E × H H Set of particle labels. K λ
Original kernel evaluated at parameter λ. K λ
Majorant kernel evaluated at parameter λ. l(x)
Label of x ∈ E. L Number of simulations.
M(x)
Minus particle respectively with the same size as x ∈ E. N Particle number. P (x) Plus particle respectively with the same size as x ∈ E. Q Space of measures onẼ with associated Borel σ-algebra M.
s(x)
Size (in E) of the particle x ∈ E. T (+, ⊙), T (−, ⊙) Total rate at which plus/minus particles respectively will coagulate with the specified ⊙ particle (based on rates K λ . T (∨, ⊙) max{T (+, ⊙), T (−, ⊙)}.
X, X
Unperturbed and perturbed systems with parameters λ and λ.
δ Perturbation in parameter between perturbed and unperturbed systems. λ, λ Unperturbed and perturbed parameters. µ t
Measure on E at time t. Represents the number density of particles at time t. ρ Total jump rates.
⊙ x Neutral particle of size x ∈ E. ⊕ x Plus particle of size x ∈ E. ⊖ x Minus particle of size x ∈ E.
