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SPECTRAL ANALYSIS OF MORSE-SMALE FLOWS I:
CONSTRUCTION OF THE ANISOTROPIC SPACES
NGUYEN VIET DANG AND GABRIEL RIVIE`RE
Abstract. We prove the existence of a discrete correlation spectrum for Morse-Smale
flows acting on smooth forms on a compact manifold. This is done by constructing spaces
of currents with anisotropic Sobolev regularity on which the Lie derivative has a discrete
spectrum.
1. Introduction
Given a smooth (C∞), compact, oriented, boundaryless manifold M of dimension n ≥ 1
and a smooth flow ϕt : M →M , a basic question from dynamical systems is to understand
the long time behaviour of the flow. There are many ways to approach this problem. For
instance, one can define the correlation function :
(1) Cψ1,ψ2(t) :=
∫
M
ϕ−t∗(ψ1) ∧ ψ2,
with ψ1 ∈ Ωk(M) and ψ2 ∈ Ωn−k(M). Then, if one can describe the limit of this quantity
as t → +∞, then it gives some information on the weak limit of ϕ−t∗(ψ1) in the sense of
currents. Studying directly the limit of Cψ1,ψ2(t) as t→ +∞ is not often possible and one
may first introduce its Laplace transform :
(2) Cˆψ1,ψ2(z) :=
∫ +∞
0
e−tzCψ1,ψ2(t)dt.
Note that this is well defined for Re(z) > c with c > 0 depending only on the flow ϕt.
Instead of studying the long time limit, one could then try to understand if this holomorphic
function has a meromorphic extension to a larger half-plane. If so, the poles and their
residues also give some informations on the long time dynamics of the flow. Therefore, in
the sequel, the set of poles and residues of the Laplace transformed correlation functions
will be called correlation (or Pollicott-Ruelle) spectrum of the flow. These kind of
questions were for instance considered by Pollicott [36] and Ruelle [38] in the framework
of Axiom A flows that we shall now discuss.
In fact, this type of problem is very hard at this level of generality and some assumptions
on the nature of the flow should be made to obtain some nontrivial results. A natural
situation where one may expect some answer is when some hyperbolicity is involved in the
system, e.g. for Axiom A flows in the sense of Smale [40]. In that framework, one can
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decompose the nonwandering set of the flow into finitely many invariant hyperbolic subsets
(Λj)
K
j=1, which are called the basic sets of the flow. Examples of such flows are geodesic
flows on negatively curved manifolds or gradient flows associated with a Morse function.
As most of the time on a given orbit is spent in some neighborhood of these basic sets,
it is natural to first restrict to test forms which are supported in a small neighborhood of
a given Λj. For a slightly different correlation function associated with a Gibbs measure
of Λi, Pollicott [36] and Ruelle [38] proved the meromorphic extension of the Laplace
transform to some half-plane Re(z) ≥ −δ with δ > 0. Their proof relies on the symbolic
coding by Markov partitions of such flows that was constructed by Bowen [5]. In the
last fifteen years, many progresses have been made towards this problem by adopting a
slightly different point of view. Namely, one can observe that, for a k-form ψ1, its pull–back
ϕ−t∗(ψ1) by the flow solves the following partial differential equation:
∂tψ = −L(k)V ψ, ψ(t = 0) = ψ1,
where L(k)V = (d+ιV )2 is the Lie derivative along the vector field V associated with the flow
ϕt. In particular, if one can find an appropriate Banach space on which −LV has a discrete
spectrum (with finite multiplicity) on the half-plane Re(z) ≥ −δ for some positive δ, then
one can verify that Cˆψ1,ψ2(z) has a meromorphic extension to the same half-plane. This
approach has been initiated by Liverani [29] in the context of contact Anosov flows and
it was further developed in [7, 22] where it is proved, among other things, that Cˆψ1,ψ2(z)
has a meromorphic extension to the entire complex plane for Anosov flows. In these
references, one of the key ingredient is the construction of Banach spaces with anisotropic
Ho¨lder regularity on which −LV has good spectral properties. Alternative spaces based
on microlocal tools were developed by Dyatlov, Faure, Sjo¨strand, Tsujii and Zworski [43,
17, 44, 13, 18]. This complementary approach allowed to bring new perspectives on the
fine structure of this correlation spectrum in the Anosov case. Coming back to the case
of Axiom A flows, Dyatlov and Guillarmou proved that Cˆψ1,ψ2(z) admits a meromorphic
extension to C provided that we only consider test forms which are compactly supported in
a neighborhood of a fixed basic set Λj [12]. We should point that progress for flows follow
from earlier results for hyperbolic diffeomorphisms that we will not discuss here. We refer
the reader to the book of Baladi for a recent detailed account on that case [3].
If we look at the general framework of Axiom A flows, we already noticed that these
different results do not say at first sight much things on the global dynamics of the flow.
In fact, in all the results we mentioned so far, it is important that we restrict ourselves to
test forms which are compactly supported near a fixed basic set Λj of the flow. In the case
of geodesic flows on negatively curved manifolds, this restriction is of course artificial as
there is only one basic set which covers the entire manifold. However, in general, there may
be several basic sets that are far from covering the entire manifold and, if we remember
that Axiom A flows arised as far-reaching generalizations of gradient flows associated with
a Morse function [40], then understanding the global dynamics sounds also important as
it provides some informations on the topology of the manifold [39, 19]. Several difficulties
appear if we want to consider this global question and let us mention at least two of them:
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(1) the flow is not topologically transitive on M (while it is on a fixed Λj), (2) hyperbolicity
only holds on the basic sets.
From Morse-Smale gradient flows to Morse–Smale flows. In the case of certain
Morse-Smale gradient flows, the fact that Cψ1,ψ2(t) admits a limit as t→ +∞ for any choice
of ψ1 and ψ2 was proved by Harvey and Lawson [24, 25] – see also [28] for earlier related
results. While the proof of Harvey and Lawson was based on the theory of currents a` la
Federer, we recently showed how to develop an appropriate global spectral theory for such
gradient flows [9] and to derive a complete asymptotic expansion of the correlation function
– see also [21] for related results in the context of quantum field theory. In particular, this
shows that Cˆψ1,ψ2 has a meromorphic extension to C. Moreover, as a byproduct of our
spectral analysis, we obtained a new spectral interpretation of the Thom-Smale-Witten
complex as the kernel of the operator −LV acting on certain anisotropic spaces of currents
from which one can easily deduce the finiteness of Betti numbers, the Poincare´ duality and
the classical Morse inequalities.
The goal of the present work is to continue to explore the global dynamics of Axiom A
flows by focusing on the particular case of Morse-Smale flows [39, 34] for which the basic
sets are either closed orbits or fixed points. These flows also satisfy some transversality
assumptions necessary to develop proper topological applications [39] – see section 3 for
more details. These flows are more general than the families of gradient flows we considered
in [9] as they may have closed periodic orbits. They also form a natural subfamily of simple
Axiom A flows [40] where one may expect to develop a proper global spectral theory. Recall
that Peixoto proved that, in dimension 2, these flows form an open and dense (in the C∞
topology) family of all smooth vector fields [35] while in higher dimension, Palis showed
that they form an open subset of all smooth vector fields [33].
This article is the first in a series. Here, we develop a convenient global functional
framework for Morse-Smale flows in order to prove that the Laplace transformed correla-
tor Cˆψ1,ψ2(z) defined by equation (2) has a meromorphic extension to the entire complex
plane. In [10], we will elaborate more on Morse-Smale flows and show how to give an
explicit description of the poles and of residues of Cˆψ1,ψ2(z) provided certain non resonance
assumptions are satisfied. Finally, in [11], we will explain how to give topological interpre-
tations for the correlation spectrum of a class of flows which have a proper global spectral
theory that we call microlocally tame. This class contains Anosov and Morse–Smale flows.
We will show how to extract Morse inequalities for Pollicott-Ruelle resonant states in the
kernel of LV and we will also give some new identities relating regularized products of
Pollicott-Ruelle resonances on the imaginary axis with a torsion function introduced by
Fried which coincides with Reidemeister torsion when V is non singular [20].
2. Statement of the main results
In the article, M will denote a smooth (C∞), compact, oriented manifold without bound-
ary and of dimension n ≥ 1. We will also endow this manifold with a smooth (C∞)
Riemannian metric that will be denoted by g.
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2.1. Discrete correlation spectrum. Our main result shows the existence of a mero-
morphic extension to C of Cˆψ1,ψ2(z) :
Theorem 2.1 (Resonances). Let ϕt be a C∞ Morse-Smale flow which is C1 lineariz-
able. Denote by V the corresponding vector field and let 0 ≤ k ≤ n.
Then, there exists a minimala discrete subset Rk(V ) ⊂ C such that, given any
(ψ1, ψ2) ∈ Ωk(M)× Ωn−k(M), the map
z 7→ Cˆψ1,ψ2(z)
has a meromorphic extension from {Re(z) > c} to C whose poles are of finite order
and contained inside Rk(V ).
aWe just mean that, for every z0 ∈ Rk(V ), one can find (ψ1, ψ2) such that there is indeed a pole at
z0.
We refer to section 3 for a precise definition of a Morse-Smale flow. By discrete, we
mean that Rk(V ) has no accumulation points. In particular, it is at most countable. Ele-
ments inside Rk(V ) are often referred as Pollicott-Ruelle resonances or as the correlation
spectrum of the flow. Besides the fact that the flow is Morse-Smale, we need to make an
assumption on the fact that the flow is C1-linearizable – see paragraph 3.3 for the precise
definition. Roughly speaking, it means that the flow is C1-conjugated to a linear flow
in a neighborhood of each basic set of the flow. This may sound like a big constraint.
Yet, thanks to the Sternberg-Chen Theorem [8, 32, 45], it is satisfied as soon as a certain
number of non resonance assumptions are made on the Lyapunov exponents of the basic
set. In particular, they are satisfied for a generic choice of Morse–Smale flow. We refer
to appendix A.5 for a brief account on these non resonance hypotheses. This assumption
of being C1-linearizable may be artificial at this stage of our analysis but it does not look
obvious to us how to remove it in an easy manner.
Note that, if ψ1 and ψ2 were supported in a small neighborhood of some given basic
set, then the existence of this discrete correlation spectrum could be deduced near critical
points from [1, 2, 23] and near closed orbits from [12]. Here, the main novelty is that
the result holds globally on the manifold, i.e. without any restriction on the supports
of ψ1 and ψ2. It also generalizes our previous results from [9] which were only valid
for Morse-Smale gradient flows which are not allowed to have periodic orbits.
Observe that, even if the nonwandering set is the union of finitely many basic sets, it is not
obvious that the global correlation spectrum should be the union of the correlation spectra
associated with each individual basic set. We shall see in [10] that this is indeed the case if
enough nonresonance conditions are satisfied by the Lyapunov exponents. Without these
assumptions, it is not completely obvious if some unexpected phenomenon may occur in
the correlation spectrum.
In fact, thanks to its spectral nature, our proof will not only give the meromorphic
extension of Cˆψ1,ψ2(z) but also some information on its residues :
Theorem 2.2 (Resonant states). Let ϕt be a Morse-Smale flow which is C1 linearizable.
Denote by V the corresponding vector field and let 0 ≤ k ≤ n.
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Then, for every z0 ∈ Rk(V ), there exists an integer mk(z0) ≥ 1 and a linear map of
finite rank
pi(k)z0 : Ω
k(M)→ D′k(M)
such that, given any (ψ1, ψ2) ∈ Ωk(M)×Ωn−k(M), one has, in a small neighborhood of z0,
Cˆψ1,ψ2(z) =
mk(z0)∑
l=1
(−1)l−1
〈
(L(k)V + z0)l−1pi(k)z0 (ψ1), ψ2
〉
(z − z0)l +Rψ1,ψ2(z),
where Rψ1,ψ2(z) is a holomorphic function. Moreover, any element u in the range of pi
(k)
z0
satisfies the generalized eigenvalue equation
(L(k)V + z0)mk(z0)(u) = 0.
Here, D′k(M) denotes the De Rham currents of degree k, i.e. the topological dual
of Ωn−k(M). Elements inside the range of pi(k)z0 are called the Pollicott-Ruelle resonant
states. Our proof will say more on the Sobolev regularity of these currents along stable
and unstable directions. In [10], we will show how to exploit this Sobolev regularity to give
a rather precise description of these resonant states in a neighborhood of the basic sets of
the flow. In [11], we will show that some of these states have a deep topological meaning
related to the De Rham complex [37] and to its Reidemeister torsion [20]. Finally, we
emphasize that Dyatlov and Guillarmou characterized elements inside the range of pi
(k)
z0 in
terms of currents solving the generalized eigenvalue equation and verifying some support
and wavefront assumptions [12]. This was valid for general Axiom A flows but only near a
fixed basic set. It is plausible that a similar property holds globally for Morse-Smale flows
but we shall not discuss this question here.
2.2. About the proofs of Theorems 2.1 and 2.2. We will consider a slightly more
general framework than the one we described so far. Fix a complex vector bundle E →M
of rank N and some connection ∇ : Ω0(M, E)→ Ω1(M, E) [30] – see also paragraph 9.1 for
a brief reminder. Then, one can define a covariant derivative d∇ : Ω•(M, E)→ Ω•+1(M, E)
and introduce the operator
∀0 ≤ k ≤ n, L(k)V,∇ := d∇ ◦ ιV + ιV ◦ d∇ : Ωk(M, E)→ Ωk(M, E).
Note that, in the present article, we will not make the assumption that ∇ is flat, i.e. that
d∇ ◦ d∇ = 0. Our goal is to introduce anisotropic Sobolev spaces of currents adapted to
the dynamics of the Morse-Smale vector field V in the sense that −L(k)V,∇ has a discrete
spectrum on this space at least for Re(z) ≥ −σ with σ > 0. Introducing this algebraic
framework is in fact important for the applications to topology we have in mind [11]. In
particular, it will allow us to formulate generalizations of the Morse inequalities for general
vector bundles and to relate the Pollicott-Ruelle spectrum to the Reidemeister torsion
appearing in the works of Fried [20].
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The proofs of Theorems 2.1 and 2.2 will follow the microlocal approach of Faure and
Sjo¨strand [17]. Recall that their construction is based on the fact that the operator1 −L(k)V,∇
is a differential operator whose principal symbol is H(x; ξ)IdΛk(T ∗M)⊗E where
(3) ∀(x; ξ) ∈ T ∗M, H(x; ξ) := ξ(V (x)).
Then, they show that the spectrum of the operator L(k)V,∇ (hence the correlation spectrum)
can be obtained in a similar manner as in the theory of semiclassical resonances [26, 14].
In particular, this requires to understand the dynamical properties of the Hamiltonian flow
induced by H on T ∗M , equivalently of the symplectic lift of ϕt to the cotangent space.
Precisely, it requires to describe the topological and dynamical properties of the set of
points which are trapped by the Hamiltonian dynamics either in the future or in the past.
Due to the fact that we want to deal with the global correlation spectrum, we need to
analyze precisely the global Hamiltonian dynamics which is the content of section 4 and
which is probably the main new difficulty compared to the Anosov case treated in [17].
We emphasize that this part of the proof is implicitely related to the classical results
of Smale [39] on Morse-Smale flows – see also [46] for a formulation closer to ours in
the case of gradient flows. The major difference is that we are interested here in the
Hamiltonian dynamics on T ∗M rather than the dynamics on the base space M . Note that
we already had to deal with similar difficulties in the context of gradient flows [9] and we
give here a more systematic approach which allows to deal with closed orbits. We should
also point out that the results we obtain in that direction are in some sense related to
some results of Laudenbach who gave a very precise description of the closure of unstable
manifolds for Morse–Smale gradient flows [28]. Once this is well understood, we construct
in Lemma 8.1 an appropriate escape (or Lyapunov) function for the Hamiltonian dynamics.
This construction combines our analysis of the global dynamics with some results due to
Meyer on the existence of energy functions for Morse-Smale flows [31]. Given this escape
function, we can follow the spectral construction of Faure and Sjo¨strand whose crucial
ingredient is in fact the existence of such a function – see section 9 for more details.
2.3. Organization of the article. In section 3, we review some classical facts on Morse-
Smale flows and introduce some conventions that we will use all along the article. Then, in
section 4, we explain how to define the symplectic lift of a flow and we introduce coordinates
systems adapted to our problem. Along the way, we collect a few facts from Floquet theory.
In section 5, we introduce the conormal bundle to the unstable manifolds and we state the
main new dynamical results of the article, namely Theorems 5.4 and 5.2. Sections 6 and 7
are devoted to the proof of these results. In section 8, we use these results to construct
an escape function for the symplectic lift of our flow. Finally, we prove Theorems 2.1
and 2.2 by constructing anisotropic Sobolev spaces adapted to the vector field V . In the
appendix A, we collect some classical results on hyperbolic fixed points and closed orbits
that we use in our proofs and, in appendix B, we briefly recall the proofs of some results
1They do not actually deal with this generalized geometric framework but their construction can be
adapted as the operators under consideration have scalar principal symbols.
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due to Smale [39] which may be helpful to understand the proofs of our results on the
Hamiltonian dynamics.
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3. Review on Morse-Smale flows
The purpose of this preliminary section is to collect some well-known facts on the so-
called Morse-Smale flows which were introduced by Smale in [39] as a generalization of
gradient flows induced by a Morse function. Besides the seminal work of Smale, good
references on the subject are [19, Ch. 8] and [34, Ch. 4].
Remark 3.1. All along the article, we implicitely assume that M is endowed with a C∞
Riemannian structure g which plays an auxiliary role, all the results being independent of
the choice of g.
3.1. Definition and examples. We say that Λ ⊂M is an elementary critical element if
Λ is either a fixed point or a closed orbit of ϕt. Such an element is said to be hyperbolic
if the fixed point or the closed orbit is hyperbolic – see appendix A for a brief reminder.
Following [40, p. 798] :
Definition 3.2. A flow ϕt is called a Morse-Smale flow if the following properties
hold :
(1) the non-wandering set NW(ϕt) is the union of finitely many elementary critical
elements Λ1, . . . ,ΛK which are hyperbolic,
(2) for every (i, j) ∈ {1, . . . , K}2 and for every x in W u(Λi) ∩W s(Λj), one has
(4) TxM = TxW
u(Λi) + TxW
s(Λj)
where W u(Λi) (resp W
s(Λj)) denotes the unstable (resp stable) manifold of
Λ∗. a
aSee the appendix A for the definition of the stable/unstable manifolds W s/u(Λ).
The second assumption should be understood as a transversality property between sta-
ble and unstable manifolds. This hypothesis is crucial in our analysis as it was already the
case in the works of Smale [39]. Note that these two submanifolds may in fact be equal
at some points. For instance, if we consider the gradient flow associated with the height
function on S2 endowed with the canonical induced metric, any points outside the poles n
and s belongs to W u(s) and W s(n) which are both two-dimensional.
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As was already mentioned, these flows generalize the so-called Morse-Smale gradient
flows, and they are the simplest examples of Axiom A flows in the sense of Smale [40,
p. 803]. Before giving some remarkable properties of these flows, let us start with the
following observation (which follows only from the first part of the definition):
Lemma 3.3. For every x in M , there exists a unique pair (i, j) ∈ {1, . . . , K}2 such that
x ∈ W u(Λi) ∩W s(Λj).
In particular, we have :
Lemma 3.4. The unstable manifolds (W u(Λj))j=1,...,K form a partition of M , i.e.
M =
K⋃
j=1
W u(Λj), and ∀i 6= j, W u(Λi) ∩W u(Λj) = ∅.
The same property holds for stable manifolds.
Proof. Fix some element x in M . We aim at proving that there exists a unique i such
that x ∈ W u(Λi). By reversing the time, we would get the same conclusion for stable
manifolds. Note that the hyperbolicity assumption ensures that the sets (Λj)j are disjoint.
Hence, we can assume that x /∈ ∪Kj=1Λj. Set J to be the subset of {1, . . . , K} such that
∀j ∈ J, x ∈ W u(Λj) and ∀j /∈ J , x /∈ W u(Λj). Assume that J contains more than
two elements. Then, we pick a small enough open neighborhood O of ∪j∈JΛj having at
least two connected components. By continuity of ϕ−t(x) in t, we can extract a sequence
(tn)n of times tending to +∞ such that ϕ−tn(x) ∈ M \ O˜ (∀n) where O˜ ⊃ O is some
open neighborhood of the compact set NW (ϕt). Therefore, by extracting again, we get
a sequence which converges to some point y ∈ M belonging to NW (ϕt) as a limit point
of ϕ−tn(x). On the other, y /∈ O˜ by construction which yields the contradiction. Hence,
|J | = 1. 
3.2. Classical results on Morse-Smale flows. We shall now collect some other useful
facts on Morse-Smale flows following the seminal article of Smale [39]. As the proofs are
not very long and as they are instructive for the arguments of the upcoming sections, we
briefly recall how to prove most of them in appendix B.
3.2.1. First properties. We start with the following direct consequence from the definition
– see appendix B for details.
Lemma 3.5. Let x be an element in W u(Λi) ∩W s(Λj). Then, one has
dimW u(Λi) ≥ dimW u(Λj).
Moreover, if x /∈ Λj, equality can occur only if Λj is a closed orbit.
It roughly means that the dimension of the unstable manifolds must decrease along the
limit sets of the flow. We continue our description of the properties of Morse-Smale flow
with the no-cycle property.
Lemma 3.6 (No-cycle). If x belongs to W u(Λj) ∩W s(Λj), then x ∈ Λj.
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Note that, in his original article [39], Smale took this property as one of the axioms
satisfied by his flows. Yet, in [40], this assumption was removed as it can be deduced
from the other axioms using the so-called λ-Lemma (or inclination Lemma) recalled in the
appendix B.
3.2.2. Ordering unstable manifolds. Let us now turn to the main feature of these flows
which was proved by Smale in [39] – see also [40, p.752]:
Theorem 3.7 (Smale). Suppose that ϕt is a Morse-Smale flow. Then, for every
1 ≤ j ≤ K, the closure of W u(Λj) is the union of certain W u(Λj′).
Moreover, if we define a relation  as follows : W u(Λj′)  W u(Λj) whenever
W u(Λj′) is contained in the closure of W
u(Λj), then  is a partial order on the set
W u(Λj)
K
j=1.
Finally, if W u(Λj′)  W u(Λj), then dimW u(Λj′) ≤ dimW u(Λj).
We shall also denote W u(Λj′) ≺ W u(Λj) if W u(Λj′)  W u(Λj) and j′ 6= j. We refer
to appendix B for a reminder on the proof of this result. This partial order relation was
crucial for Smale to construct a filtration of the manifold in order to prove his Morse in-
equalities [39] and it is related to the concept of topological stratification. A stratum is
less than a bigger stratum if it lies in the closure of the bigger stratum. Following [40,
p. 753] – see also [34, Ch. 4], we can set
Definition 3.8 (Smale quiver.). The partial order relation on the collection of subsets
W u(Λj)
K
j=1 defined above is called Smale causality relation. We define an oriented
graph D, called Smale quiver, whose K vertices are given by W u(Λj)
K
j=1. Two vertices
W u(Λj),W
u(Λi) are connected by an oriented edge starting at W
u(Λj) and ending at
W u(Λi) iff W
u(Λj)  W u(Λi).
The set
(
W u(Λj)
K
j=1,
)
being partially ordered by Smale’s Theorem, the oriented graph
D is sometimes referred to as the Hasse diagram of this partially ordered set.
3.3. C1 Linearizable flows. In order to construct anisotropic Sobolev spaces adapted to a
Morse-Smale flow, we will need to make some extra assumption that will roughly says that
the flow is linearizable in a C1 chart near every critical element Λj. Such an assumption
may sound quite restrictive. Yet, thanks to Sternberg-Chen’s Theorem (see appendix A.5
for a brief reminder), it is automatically satisfied as soon as certain (generic) non resonance
assumptions on the Lyapunov exponents are satisfied.
For a hyperbolic fixed point Λ, we say that ϕt is C1-linearizable near Λ if there exists a C1
diffeomorphism h : Bn(0, r)→ O (where O is a small open neighborhood of Λ and Bn(0, r)
is a small ball of radius r centered at 0 in Rn) s.t. h(0) = Λ and h∗(V )(x) = Dxh(L(x))
where L(x) is a vector field on Bn(0, r) defined as
L(x) := Ax.∂x,
for some A ∈Mn(R).
For a hyperbolic closed orbit Λ of minimal period PΛ, we say that ϕt is C1-linearizable
near Λ if there exists a C1 diffeomorphism h : (z, θ) ∈ Bn−1(0, r)×(R/PΛZ)→ O (where O
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is a small open neighborhood of Λ and r > 0 is small) and a C1 map A : R/PΛZ→Mn−1(R)
such that
h ({0} × (R/PΛZ)) = Λ,
and such that h∗(V ) = dz,θh(L(z, θ)) where L(z, θ) is a vector field on Bn−1(0, r)×(R/PΛZ)
defined as
L(z, θ) = A(θ)z.∂z + ∂θ.
Finally, we say that a Morse-Smale flow is C1-linearizable if it is C1-linearizable near
each critical element (Λj)j=1,...,K . More generally, for any k ≥ 1, we will say that it is Ck-
linearizable if the “linearizing” diffeomorphism can be chosen of class Ck for every critical
element.
3.4. Existence of an energy function. To conclude our short review on Morse-Smale
flows, we mention the following result due to Meyer [31, p. 1034] that will be central in
our construction of anisotropic Sobolev spaces:
Theorem 3.9 (Meyer). Let V be a vector field generating a C∞ Morse-Smale flow. Then,
there exists a smooth function E : M → R such that
LVE ≥ 0 on M, and LVE > 0 on M \ (∪Ki=1Λi).
Moreover, E is constant on every connected component of ∪Kj=1Λj and one can choose E
such that EeΛj > EeΛi whenever W u(Λj) ≺ W u(Λi).
In the articles of Meyer [31] and Smale [40], such a function is called an energy function
for the flow. It is also quite common to call E a Lyapunov function for the flow.
4. Lifted dynamics on the cotangent space
The results of Smale described the structure of the closure of unstable manifolds for
Morse-Smale flows. In this article, we aim at applying microlocal methods for the study of
such flows following for instance the strategy developed in [17]. For that purpose, we need
to understand more things about these flows, more specifically we need to describe the
properties of their symplectic lift to T ∗M in order to be able to construct the anisotropic
Sobolev spaces.
Following the strategy initiated in [9] for Morse-Smale gradient flows, this includes de-
scribing the closure of the conormals to unstable manifolds. Before entering this delicate
issue, we recall how to define this symplectic lift and we collect in this section a few tools
from Floquet theory that will be used in our proofs. Our main emphasis here is on giving
explicit coordinates representation of the flow near critical elements.
4.1. Hamiltonian lift. A flow on M can be lifted to the cotangent space T ∗M as follows.
In this paragraph, we shall denote by (x; ξ) the elements of T ∗M where x ∈M, ξ ∈ T ∗xM .
We associate to the vector field V a Hamiltonian function,
∀(x; ξ) ∈ T ∗M, H(x; ξ) := ξ (V (x)) .
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This Hamiltonian function also induces a Hamiltonian flow that we denote by Φt : T ∗M →
T ∗M and whose vector field will be denoted by XH . We note that, by construction,
(5) Φt(x; ξ) :=
(
ϕt(x);
(
dϕt(x)T
)−1
ξ
)
,
and that this flow induces a diffeomorphism between T ∗M\0 and T ∗M\0. Observe that
we denoted by ϕt∗ the action of the flow by pull–back on smooth differential form in the
introduction. This lifted flow also induces a smooth flow on the unit cotangent bundle
S∗M , i.e.
∀t ∈ R, ∀(x; ξ) ∈ S∗M, Φ˜t(x; ξ) =
(
ϕt(x);
(
dϕt(x)T
)−1
ξ∥∥(dϕt(x)T )−1 ξ∥∥
x
)
.
Here, ‖.‖x represents the metric induced on T ∗xM by gx. Note that this is an auxiliary
datum in our analysis : introducing it allows us to work with compact subsets of T ∗M
rather than with conical subsets. We denote by X˜H the induced smooth vector field on
S∗M .
4.2. Writing the flow in local coordinates near critical points. Let us rewrite the
Morse-Smale flow and its Hamiltonian lift near the critical elements of ϕt in some well-
chosen local coordinates. For that purpose, we now make the assumption that ϕt is a
Morse-Smale flow which is C1-linearizable. Near a fixed point Λ, we can choose local C1
coordinates (x˜, y˜) ∈ Rns × Rnu such that
(6) ϕt(x˜, y˜) = (e−tΩsx˜, etΩu y˜),
with Ωs (resp. Ωu) an element in Mns(R) (resp. Mnu(R)) all of whose eigenvalues have
positive real part from the hyperbolicity assumption. In particular, there exist some pos-
itive constants 0 < C1 < C2 and 0 < χ− < χ+ such that, for every t ≥ 0 and for every
(x˜, y˜),
(7) C1e
−tχ+‖(x˜, y˜)‖ ≤ ‖(e−tΩsx˜, e−tΩu y˜)‖ ≤ C2e−tχ−‖(x˜, y˜)‖
where ‖.‖ is the Euclidean norm on Rn. As the chart is of class C1, by equation (5) we can
also write the corresponding Hamiltonian flow (in the induced local coordinates (x˜, y˜; ξ˜, η˜)
on T ∗M) under the form:
(8) Φt(x˜, y˜; ξ˜, η˜) = (e−tΩsx˜, etΩu y˜; etΩ
T
s ξ˜, e−tΩ
T
u η˜).
4.3. ODE with periodic coefficients. We now turn to the case where Λ is a closed
orbit of minimal period PΛ > 0. For that purpose, we shall first recall a few facts from
Floquet theory [42, p. 91]. For every θ0 ∈ R/PΛZ, we consider the matrix valued ordinary
differential equation:
(9)
dU(θ, θ0)
dθ
= A(θ)U(θ, θ0), U(θ0, θ0) = Id,
where A(θ) is given by the C1-linearization hypothesis near Λ. The solution to this
ODE satisfies the periodicity condition U(θ + PΛ, θ0 + PΛ) = U(θ, θ0). The matrix
M(θ0) = U(θ0 + PΛ, θ0) is called the monodromy matrix of the system. Recall that
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M(θ1) = U(θ1, θ0)M(θ0)U(θ1, θ0)
−1. In particular, its eigenvalues are independent of θ0.
We denote by (λ1, . . . , λn) the eigenvalues of M = M(0). We write these eigenvalues under
an exponential form, i.e. λj := e
PΛµj(Λ). The µj(Λ) are called the Floquet exponents
of the closed orbit {0} × (R/PΛZ) while their real parts are the so-called Lyapunov
exponents.
4.4. Results from Floquet theory. According to [42, Lemma 3.34, Corollary 3.16], the
following Proposition gives one of the main result from Floquet theory concerning the
reduction of the solutions to the ODE with periodic coefficients (9) :
Proposition 4.1. With the conventions of paragraph 4.3, the squared matrix M(θ0)
2 can
be put under the real exponential form :
M(θ0)
2 = e2PΛΩ(θ0)
with Ω(θ0) real valued. Moreover, there exists a real valued matrix P (θ0 + θ, θ0) which is
2PΛ-periodic in θ and such that, for every θ in [0, 2PΛ],
(10) U(θ, θ0) = P (θ, θ0)e
(θ−θ0)Ω(θ0).
Note that we have to take the square of M(θ0) in order to take into account the fact that
M(θ0) may have negative eigenvalues. We next use this Proposition to find some explicit
coordinate representation of the flow near periodic orbits.
4.5. Writing the flow in local coordinates near closed orbits. By the assumption
that the periodic orbit Λ is hyperbolic and using the C1-linearization assumption, we can
fix from Proposition 4.1 a system of C1 local coordinates (z, θ) ∈ Rn−1 × (R/PΛZ) such
that
(11) ϕt(z, θ) =
(
P (θ + t, 0)etΩΛP (θ, 0)−1z, θ + t mod (PΛ)
)
,
where t 7→ P (θ + t, 0) is 2PΛ-periodic and where the eigenvalues of the matrix ΩΛ = Ω(0)
have a nonzero real part. Equivalently, one has
(12) ϕt(z, θ) = (U(t+ θ, θ)z, t+ θ mod (PΛ)) ,
where
(13) U(t+ θ, θ) = P (θ + t, θ)etΩ(θ) = P (θ + t, 0)etΩ(0)P (θ, 0)−1
is the fundamental solution for the Floquet problem associated with A(t).
Furthermore, we can split Rn−1 = Ess ⊕ Euu where Euu (resp. Ess) corresponds to the
eigenvalues of ΩΛ = Ω(0) with positive (resp. negative) real part. This allows to rewrite
the matrix ΩΛ under a block diagonal form, i.e. ΩΛ = diag(−Ωs,Ωu) ∈ Mns+nu(R) with
Ωu/s of size nu/s and having eigenvalues with positive real parts. We set z = (x˜, y˜) for the
system of coordinates adapted to the above decomposition and (ξ˜, η˜) the corresponding
dual coordinates. In particular, there are some positive constants 0 < C1 < C2 and
0 < χ− < χ+ such that, for every t ≥ 0,
(14) C1e
−tχ+‖(x˜, y˜)‖ ≤ ‖(e−tΩsx˜, e−tΩu y˜)‖ ≤ C2e−tχ−‖(x˜, y˜)‖.
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In the next paragraph, we use the above Floquet coordinates so that, for each θ ∈ R/PΛZ,
Rn−1 decomposes as a sum of stable and unstable subspaces of M(θ) which gives some
coordinates representation of the stable and unstable manifolds near the periodic orbits.
4.6. Coordinate representation of stable and unstable manifolds near periodic
orbits. From this expression, one can verify that the unstable and stable manifolds are
given in local coordinates near the closed orbit Λ, by
(15) W u(Λ) := {(P (θ, 0)(0, y˜), θ) : θ ∈ R/PΛZ, y˜ ∈ Rnu}
and
(16) W s(Λ) := {(P (θ, 0)(x˜, 0), θ) : θ ∈ R/PΛZ, x˜ ∈ Rns} .
Similarly, we can verify that the strong unstable and stable manifolds at a given point
(0, 0, θ) of the closed orbit Λ is
(17) W uu(0, 0, θ) := {(P (θ, 0)(0, y˜), θ) : y˜ ∈ Rnu}
and
(18) W ss(0, 0, θ) := {(P (θ, 0)(x˜, 0), θ) : x˜ ∈ Rns} .
We next lift the Floquet representation to T ∗M .
4.7. The Hamiltonian flow near closed orbits. We used Floquet theory to write the
flow in nice coordinates near closed orbits. The purpose of the present paragraph is to
lift the coordinate representation to cotangent space. Following the notations of the previ-
ous paragraph, we consider the system of coordinates (z, θ; ζ,Θ) in T ∗ (Rn−1 × (R/PΛZ)).
From equation (5), we need to compute the element (dϕt(x)T )−1(ζ, θ) in our coordinate
system. A straightforward calculation in the Floquet coordinates (z, θ) yields
dϕt(z, θ) =
(
U(t+ θ, θ) ∂θU(t+ θ, θ)z
0 1
)
=⇒ dϕt(z, θ)T =
(
U(t+ θ, θ)T 0
(∂θU(t+ θ, θ)z)
T 1
)
where we wrote the ((n − 1) + 1) × ((n − 1) + 1) block decomposition of the differential
dϕt. This tells us that
((dϕt)T (z, θ))−1 =
(
(U(θ + t, θ)−1)T 0
− (U(θ + t, θ)−1∂θ (U(θ + t, θ)z))T 1
)
.
Fix now a point (z, θ; ζ,Θ) = (P (θ, 0)(x˜, y˜), θ; (P (θ, 0)T )−1(ξ˜, η˜),Θ) in T ∗(Rn−1×R/PΛZ).
Applying the previous formula and (13) to calculate (dϕt)T (z, θ))−1(ζ,Θ), we find that :(
(U(θ + t, θ)−1)T 0
− (U(θ + t, θ)−1∂θ (U(θ + t, θ)z))T 1
)
(z=P (θ,0)(x˜,y˜),θ)
((P (θ, 0)T )−1(ξ˜, η˜),Θ)
=
(
((P (θ + t, 0)−1)T (e−tΩΛ)TP (θ, 0)T 0
− (∂θ (U(θ + t, θ)z))T (U(θ + t, θ)−1)T 1
)
(z=P (θ,0)(x˜,y˜),θ)
((P (θ, 0)T )−1(ξ˜, η˜),Θ).
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Using the block decomposition of ΩΛ =
( −Ωs 0
0 Ωu
)
with equation (13), this yields :((
dP (θ,0)(x˜,y˜),θϕ
t
)T)−1 (
(P (θ, 0)T )−1(ξ˜, η˜),Θ
)
(19)
=
(
(P (θ + t, 0)T )−1(etΩ
T
s ξ˜, e−tΩ
T
u η˜),Θ +R(t, x˜, y˜, θ, ξ˜, η˜)
)
,
where
(20) R(t, x˜, y˜, θ, ξ˜, η˜) = −
〈
∂θ(U(θ + t, θ))P (θ, 0)(x˜, y˜), (P (θ + t, 0)
T )−1(etΩ
T
s ξ˜, e−tΩ
T
u η˜)
〉
where 〈., .〉 denotes the natural duality pairing between Rn−1 and Rn−1∗. We can now write
the corresponding Hamiltonian flow:
(21) Φt(z, θ; ζ,Θ) =
(
ϕt(z, θ); (U(t+ θ, θ)T )−1ζ,Θ +R(t, z, θ, ζ)
)
,
with R(t, z; θ, ζ) which is defined above. Equivalently, one has
(22) Φt(z, θ; ζ,Θ) =
(
ϕt(z, θ); (P (θ + t, 0)T )−1e−tΩ
T
ΛP (θ, 0)T (ζ),Θ +R(t, z, θ, ζ)
)
,
where R can be split as follows :
R(t, x˜, y˜, θ, ξ˜, η˜) = −
〈
∂θP (θ + t, 0)(e
−tΩsx˜, etΩu y˜), (P (θ + t, 0)T )−1(etΩ
T
s ξ˜, e−tΩ
T
u η˜)
〉
+
〈
∂θP (θ, 0)(x˜, y˜), (P (θ, 0)
T )−1(ξ˜, η˜)
〉
.
5. Conormals of stable and unstable manifolds
Smale’s Theorem 3.7 describes the closure of any unstable manifold W u(Λ) of a Morse-
Smale flow. In particular, this theorem shows that each closure W u(Λ) has a stratified
structure whose strata are given by unstable manifolds. In the following, we need to un-
derstand the fine properties of the conormal N∗(W u(Λ)), in particular we need to describe
precisely its closure N∗(W u(Λ)) inside T ∗M . Analyzing the conormals of unstable mani-
folds is the core of this article and this is the content of this section. The main results of
this section are Theorems 5.2 and 5.4. Note that these results were already obtained in the
case of Morse-Smale gradient flows in [9]. The main novelty here is that we allow closed
orbits in our analysis.
5.1. Conormals of the unstable/stable manifolds. Given a smooth submanifold S
inside M , one can define its conormal (bundle) as follows :
N∗S := {(x; ξ) ∈ T ∗M : x ∈ S, ξ 6= 0, and ∀v ∈ TxS, ξ(v) = 0}.
Observe that, for a submanifold of dimension n, the conormal is empty. For instance, this
is the case for the unstable manifold of an expanding fixed point. Here, the relevant sets
for the lifted dynamics will be
Σuu :=
K⋃
j=1
N∗(W s(Λj)) ∩ S∗M and Σss :=
K⋃
j=1
N∗(W u(Λj)) ∩ S∗M.
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In the forthcoming Lemma 5.1, we will see that the set
⋃K
j=1 N
∗(W u(Λj))∩S∗M is in fact
an attractor for the lifted dynamics (Φ˜t)t, this is why it is denoted by Σss to emphasize
it is the stable set for the flow (Φ˜t)t in S
∗M . From appendix A, we also know that the
unstable (resp. stable) manifolds are invariantly fibered by smooth submanifolds, i.e.
∀1 ≤ j ≤ K, W u(Λj) :=
⋃
x∈Λj
W uu(x), and W s(Λj) :=
⋃
x∈Λj
W ss(x).
We then define
Σu :=
K⋃
j=1
⋃
x∈Λj
N∗(W ss(x)) ∩ S∗M and Σs :=
K⋃
j=1
⋃
x∈Λj
N∗(W uu(x)) ∩ S∗M.
Note that, in the case of a fixed point Λj = {x}, W ss/uu(x) coincides with W s/u(Λj).
Finally, we can translate the Smale transversality assumption from definition 3.2 in this
microlocal setting :
(23) Σuu ∩ Σss = Σuu ∩ Σs = Σss ∩ Σu = ∅.
5.2. Coordinate representation of N∗(W u(Λj)) near Λj. We previously defined the
set Σss as the union of conormals of unstable manifolds intersected with S
∗M . In order to
have a concrete representation of these sets, let us write the conormal bundle N∗(W u(Λj))
in the local coordinates we have introduced in paragraphs 4.2, 4.5 and 4.4. Note already
that this does not represent the whole set Σss near Λj as one can also find points inside
N∗(W u(Λi)) with i 6= j arbitrarily close to Λj. Yet, we will only need to use the exact
representation of N∗(W u(Λj)) near Λj in our proofs.
In the (x˜, y˜) coordinates near a fixed point Λj, using the coordinates system from sub-
section 4.2, the set N∗(W u(Λj)) can be represented as :
(24)
{
(0, y˜; ξ˜, 0) : y˜ ∈ Rnu , ξ˜ ∈ Rns \ {0}
}
.
Near a closed orbit Λj, using the coordinates system from paragraph 4.5, N
∗(W u(Λj)) can
be written as:
(25)
{(
P (θ, 0)(0, y˜), θ; (P (θ, 0)T )−1(ξ˜, 0),−〈∂θP (θ, 0)(0, y˜), (P (θ, 0)T )−1(ξ˜, 0)〉
)
: (∗)
}
,
where (∗) means y˜ ∈ Rnu , θ ∈ R/PΛZ and ξ˜ ∈ Rns \ {0}. To see this, recall that he weak
unstable manifold reads :
W u(Λj) = {(P (θ, 0)(0, y˜), θ) : y˜ ∈ Rnu , θ ∈ R/PΛjZ}.
Hence tangent vectors to W u(Λj) are generated by vectors of the form (P (θ, 0)(0, Y ), 0)
and (∂θP (θ, 0)(0, y˜), 1) for some Y ∈ Rnu . So (P (θ, 0)(0, y˜), θ; ζ,Θ) ∈ N∗ (W u(Λj)) iff, for
every Y ∈ Rnu ,
〈∂θP (θ, 0)(0, y˜), ζ〉+ Θ = 0
〈P (θ, 0)(0, Y ), ζ〉 = 0.
16 NGUYEN VIET DANG AND GABRIEL RIVIE`RE
So ζ =
(
(P (θ, 0)T )−1(ξ˜, 0)
)
by the second equation and the first equation implies Θ satisfies
〈∂θP (θ, 0)(0, y˜), (P (θ, 0)T )−1(ξ˜, 0)〉+ Θ = 0.
5.3. Coordinate representation of ∪x∈ΛjN∗(W uu(x)) near Λj. It is also useful to rep-
resent these objects in local coordinates. In the case of a fixed point, the expression is the
same as in subsection 5.2. Yet, in the case of a closed orbit, there is a small difference.
Namely, ∪θN∗(W uu(0, 0, θ)) can be represented near Λj as :{(
P (θ, 0)(0, y˜), θ; (P (θ, 0)T )−1(ξ˜, 0),Θ
)
: y˜ ∈ Rnu , θ ∈ R/PΛjZ, (ξ˜,Θ) ∈ Rns+1 \ {0}
}
.
Again, it only represents the contribution of Λ as there may be points associated to the
unstable manifold of Λi (with i 6= j) which are arbitrarily close to Λj. Finally, observe that
one has Σuu ⊂ Σu and Σss ⊂ Σs.
5.4. The sets Σu,Σuu as attractors for the backward flow on the unit cotangent
bundle. Let us start our description of the dynamics in the cotangent bundle with the
following Lemma :
Lemma 5.1. Let ϕt be a Morse-Smale flow which is C1-linearizable. Then, one has :
(1) ∀(x; ξ) ∈ S∗M \ Σss, limt→−∞ dS∗M(Φ˜t(x; ξ),Σu) = 0,
(2) ∀(x; ξ) ∈ S∗M \ Σs, limt→−∞ dS∗M(Φ˜t(x; ξ),Σuu) = 0.
By reversing the time, one can verify that the same properties hold if we intertwine the
roles of s and u. We shall divide the proof of this Lemma in two parts and make use of
the coordinate representation of paragraphs 5.2 and 5.3.
5.4.1. Proof of part 1 of Lemma 5.1. Let ρ be an element in S∗M \ Σss. According to
Lemma 3.3, there exists a unique 1 ≤ i ≤ K such that the projection of ρ on M belongs to
W u(Λi). Up to applying the flow in backward times, we can suppose that ρ ∈ S∗M \ Σss
belongs to the linearizing chart near Λi which was defined in section 4. Let us start with
the case where Λi is a fixed point of the flow. Using our local coordinates, we can then
write ρ = (0, y˜; ξ˜, η˜) with η˜ 6= 0 as ρ /∈ N∗(W u(Λi)) by definition. Recall now that the flow
Φt reads in these local coordinates:
Φt(0, y˜; ξ˜, η˜) = (0, etΩu y˜; etΩ
T
s ξ˜, e−tΩ
T
u η˜),
where all the eigenvalues of Ωu/s have positive real parts. In order to conclude, we need
to normalize the cotangent vector, i.e. consider (etΩ
T
s ξ˜, e−tΩ
T
u η˜)/‖(etΩTs ξ˜, e−tΩTu η˜)‖. All the
norms on Rn being equivalent and by the inequality (7) and the fact that η˜ 6= 0, we find
that the ξ˜ component of this normalized covector tends to 0 as t→ −∞. In particular, this
implies that any accumulation point of Φ˜t(ρ) (as t → −∞) is of the form (0, 0; 0, η˜′) 6= 0.
This implies that any accumulation point of Φ˜t(ρ) belongs to N∗(W s(Λi)) ⊂ Σu by the
results from paragraph 5.2.
Consider now the case where Λi is a closed orbit. Again, up to applying the flow in
backward times, we may suppose that ρ belongs to the neighborhood of Λi where we have
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our linearizing coordinates. In this chart, ρ can be represented as
ρ = (P (θ, 0)(0, y˜), θ; (P (θ, 0)T )−1(ξ˜, η˜),Θ),
with either η˜ 6= 0, or η˜ = 0 and Θ + 〈∂θP (θ, 0)(0, y˜), (P (θ, 0)T )−1(ξ˜, 0)〉 6= 0 as ρ does not
belong to Σss – see equation (25).
We begin with the case η˜ 6= 0. What we have to understand is the asymptotic behaviour
of ((
dP (θ,0)(0,y˜),θϕ
t
)T)−1 (
(P (θ, 0)T )−1(ξ˜, η˜),Θ
)
as t → −∞. This quantity corresponds to the evolution of the cotangent component of
ρ under the Hamiltonian flow Φt. Recall that an explicit expression for this quantity was
given in equation (19) which we reproduce here in the case where x˜ = 0 :((
dP (θ,0)(0,y˜),θϕ
t
)T)−1 (
(P (θ, 0)T )−1(ξ˜, η˜),Θ
)
=
(
(P (θ + t, 0)T )−1(etΩ
T
s ξ˜, e−tΩ
T
u η˜),Θ +R(t, 0, y˜, θ, ξ˜, η˜)
)
.
Combined with the explicit expression of the remainder R given in (22), one finds that
there exist some C, χ0 > 0 such that
∀t ≤ 0, |R(t, 0, y˜, θ, ξ˜, η˜)| 6 C
(
1 + etχ0‖y˜‖‖e−tΩTu η˜‖
)
.
This expression tells us that the cotangent component is in fact of the form(
(P (θ + t, 0)T )−1(etΩ
T
s ξ˜, e−tΩ
T
u η˜),O(1) + o(1)‖e−tΩTu η˜‖)
)
, as t→ −∞.
According to (14), one knows that ‖e−tΩTu η˜‖ is exponentially large as t→ −∞ since η˜ 6= 0
by assumption. From this explicit expression and from the fact that all the matrices have
eigenvalues with positive real parts, we find that the leading contribution comes from
the term (P (θ + t, 0)T )−1(0, e−tΩ
T
u η˜) as t tends to −∞. Hence, the normalized cotangent
component of Φ˜t(ρ) will approach the set ∪θ{((P (θ, 0)T )−1(0, η˜), 0) : η˜ 6= 0} as t tends
to −∞. It implies that any accumulation point of Φ˜t(ρ) (as t → −∞) is a point inside
∪x∈ΛiN∗(W ss(x)) ∩ S∗M ⊂ Σu by paragraph (5.3).
In the case η˜ = 0, we must have Θ 6= −〈∂θP (θ, 0)(0, y˜), (P (θ, 0)T )−1(ξ˜, 0)〉 and the
cotangent component of Φt(ρ) can be expressed in local coordinates as follows, as t→ −∞:(
(P (θ + t, 0)T )−1(etΩ
T
s ξ˜, 0),Θ + 〈∂θP (θ, 0)(0, y˜), (P (θ, 0)T )−1(ξ˜, 0)〉+ o(1)‖etΩTs ξ˜‖
)
,
where we used the expression given in (22) one more time. Since all the eigenvalues of
ΩTs have eigenvalues with positive real parts, we find that any accumulation point (as
t → −∞) of the cotangent component will be of the form (0,Θ′) 6= 0. Again, if we
consider the normalized version, the limit vector will be (0, 1). Using one more time the
coordinate representation of Σu from subsection 5.3, we can conclude that Φ˜
t(ρ) tends to
Σu as t→ −∞.
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5.4.2. Proof of part 2 of Lemma 5.1. In order to prove the second part of the Lemma, we
follow the same strategy. We fix a point ρ ∈ S∗M \ Σs whose projection on M belongs to
some unstable manifold W u(Λi). Up to applying the flow in backward times, we can one
more time suppose that ρ belongs to the linearizing chart near Λi. In the case where Λi is
a fixed point, the proof is basically the same. In the case of a closed orbit, we now write ρ
as
ρ = (P (θ, 0)(0, y˜), θ; (P (θ, 0)T )−1(ξ˜, η˜),Θ),
with η˜ 6= 0 and not only (η˜,Θ + 〈∂θP (θ, 0)(0, y˜), (P (θ, 0)T )−1(ξ˜, 0)〉) 6= 0. Hence, the same
argument as above allows to conclude one more time.
5.5. Main results on compactness and stable neighborhoods. We now state the
main results on the geometric and topological properties of the sets we have just defined.
The proofs will be given in the next two sections. The first Theorem deals with the
compactness of the sets Σ∗ previously defined :
Theorem 5.2 (Compactness Theorem). Let ϕt be a Morse-Smale flow which is C1-linearizable.
Then Σu, Σuu, Σs and Σss are compact subsets of S
∗M .
The proof of this result was already given in [9, Lemma 3.6] in the particular case of
Morse-Smale gradient flows satisfying a certain (generic) linearization property. We shall
give in section 6 a proof which is valid for any Morse-Smale flow (including of course the
case of gradient flows) satisfying also certain (generic) linearization property. The property
of being C1-linearizable seems crucial in our proof as it allows us to control the asymptotic
behaviour of cotangent vectors under the flow near a critical element Λj. In fact, having
a C1-chart enables us to use the local expressions of paragraphs 4.2, 4.5 and 4.4 for the
Hamiltonian flow. Using only the hyperbolicity2 at Λj does not seem to be enough to control
the asymptotic behaviour of cotangent vectors outside Λj in our proof of compactness.
Note that the statement of this theorem is in certain cases trivial. Take for instance
the gradient flow associated with the height function on the 2-sphere endowed with its
canonical metric. In that case, the flow has two critical points: the north pole n and
the south pole s. Then, Σuu = Σu is equal to the set {(s, ξ) ∈ S∗M : ‖ξ‖s = 1} which
is obviously compact. Coming back to the general case, the situation may be subtle as
illustrated by the following example on the plane R2.
Example 5.3. In the (x, y)-plane, consider the curve Y = {(x, sin( 1
x
));x ∈ R>0} which is
the graph of the function sin( 1
x
) and the vertical line X = {x = 0}. Then X ∪ Y is closed
since Y \ Y ⊂ X, yet the conormal N∗X = {(0, y; ξ, 0); y ∈ R, ξ ∈ R} is not contained in
N∗Y since the curve Y will oscillate near x = 0, hence conormal covectors to Y will not
converge to a fixed codirection (ξ, 0). Therefore N∗X ∪N∗Y is not a closed, conical subset
in T ∗R2 although X ∪ Y was closed. This shows that taking the union of the conormals
of two submanifolds may not give rise to a closed subset even if the union of the two
submanifolds is closed itself.
2For instance, hyperbolicity allows us to use the Grobman-Hartman Theorem but it only provides a
C0-chart.
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Theorem 5.2 described the topological properties of the subsets Σ∗ and we will now
turn to more dynamical properties. More precisely, our next result is that the sets Σ∗ are
attractors or repellers of the flow Φ˜t:
Theorem 5.4 (Stable neighborhood Theorem). Let ϕt be a Morse-Smale flow which is
C1-linearizable. Let  > 0. Then, there exists an open neighborhood V ss (resp. V s) of Σss
(resp. Σs) inside S
∗M all of whose points are at a distance ≤  of Σss (resp. Σs) and such
that ∀t ≥ 0, Φ˜t(V ss) ⊂ V ss, (resp. ∀t ≥ 0, Φ˜t(V s) ⊂ V s).
If we replace s by u, the same conclusion holds except that we have to replace positive
times by negative ones. This Theorem may be thought of as a “monotonic” version of
Lemma 5.1. Like for the property of compactness, this result was already proved in [9] in
the particular case of Morse-Smale gradient flows satisfying certain linearization properties
given for instance by the Sternberg-Chen Theorem. Again, we prove that the extension to
more general Morse-Smale flows is still true.
We shall now devote the next two sections to the proofs of these two Theorems.
6. Proof of the compactness Theorem 5.2
It is sufficient to prove that Σs and Σss are compact. The other cases follow by reversing
the time. The proof will proceed by a contradiction argument and it is based on an
important technical Lemma that we will present in the next paragraph.
6.1. A technical Lemma. The following result generalizes to the cotangent framework
earlier results of Smale [39]:
Lemma 6.1 (key technical Lemma). Let (z∞; ζ∞) be some element of S∗M such that
(z∞; ζ∞) /∈ Σss (resp Σs) and z∞ ∈ W u(Λj) for some elementary critical element Λj. Let
(zm; ζm) → (z∞; ζ∞) be a sequence in S∗M such that, for every m ≥ 0, zm ∈ W u(Λi) for
some fixed Λi. Then, one has:
• either i = j and (zm; ζm) does not belong to Σss (resp. Σs) for m large enough;
• or i 6= j and there exists a convergent subsequence (z(1)φ(m); ζ(1)φ(m))m≥0, φ : Z+ 7→ Z+
injective, with the following properties :
(1) (z
(1)
φ(m); ζ
(1)
φ(m)) belongs to the integral curve {Φ˜t(zφ(m); ζφ(m))|t ∈ R}, in particular
z
(1)
φ(m) ∈ W u(Λi) for every m ∈ N,
(2) limm→+∞(z
(1)
φ(m); ζ
(1)
φ(m)) = (z
(1)
∞ ; ζ
(1)
∞ ) ∈ ∪x∈ΛjN∗(W ss(x))∩S∗M (resp. N∗(W s(Λj))),
(3) z
(1)
∞ ∈ W s(Λj) \ Λj.
In particular, in the second case, we can conclude from (23) that the new limit point
does not belong to Σss (resp. Σs).
Let us first observe that the case i = j is easy to deal with. Indeed, we can fix T > 0
large enough to ensure that ϕ−T (z∞) belongs to the linearizing chart near Λi. By continuity
of ϕ−T (.) for fixed T ∈ R, we know that for m ≥ 1 large enough, ϕ−T (zm) also belongs
to this chart. Then, the explicit expressions of the conormals in these local coordinates
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from subsections 5.2 and 5.3 gives the conclusion as the limit point Φ˜−T (z∞; ζ∞) does not
belong to Σss (resp. Σs).
Hence, the main difficulty lies in the case where i 6= j that will be divided in two
subcases : (1) Λj is a fixed point and (2) Λj is a periodic orbit.
6.1.1. Λj is a fixed point. Up to applying the flow ϕ
t in backward times, we can suppose
that z∞ belongs to the linearizing chart near Λj. Moreover, by continuity of the flow,
we can suppose that for m large enough, zm also belongs to this linearizing chart. Fix
two small enough δ1, δ > 0 with δ1  δ. As (z∞; ζ∞) does not belong to Σss (hence
(z∞; ζ∞) /∈ N∗(W u(Λj))), Lemma 5.1 tells us that Φ˜t(z∞; ζ∞) will be attracted by Σu
when t → −∞. We also have limt→−∞ ϕ−t(z∞) = Λj since z∞ ∈ W u(Λj). Therefore,
without loss of generality, we may apply the flow Φ˜t in backward times to (z∞; ζ∞) to
ensure that (z∞; ζ∞) is at a distance ≤ δ of N∗(W s(Λj)) ∩ S∗M .
Again, by continuity of Φ˜−t(.) acting on S∗M , we find that, for m large enough, we may
assume that (zm; ζm) is also at a distance less than 2δ from N
∗(W s(Λj)) ∩ S∗M . Write
now the expression of these points in local coordinates:
(zm; ζm) = (x˜m, y˜m; ξ˜m, η˜m) and (z∞; ζ∞) = (0, y˜∞; ξ˜∞, η˜∞).
Observe that, as i 6= j and zm ∈ W u(Λi), one necessarily has x˜m 6= 0 for every m large
enough. Moreover, as (zm; ζm) is within a distance δ from N
∗(W s(Λj)) ∩ S∗M , we know
that ‖η˜m‖ is uniformly bounded from below by a positive constant. Apply now the flow
Φ˜−t for some positive t to the sequence (zm; ζm). In local coordinates, this reads
Φ˜−t(zm; ζm) =
(
etΩsx˜m, e
−tΩu y˜m;
(e−tΩ
T
s ξ˜m, e
tΩTu η˜m)
‖(e−tΩTs ξ˜m, etΩTu η˜m)‖
)
.
For all m ∈ N, we choose some Tm ∈ R large enough to ensure that δ1 ≤ ‖eTmΩsx˜m‖ ≤ 2δ1.
Precisely, it means that one has to take Tm of order | log ‖x˜m‖|.
We define a new sequence (see figure 6.1.1):
(z(1)m ; ζ
(1)
m ) = Φ˜
−Tm(zm; ζm) =
(
eTmΩsx˜m, e
−TmΩu y˜m;
(e−TmΩ
T
s ξ˜m, e
TmΩTu η˜m)
‖(e−TmΩTs ξ˜m, eTmΩTu η˜m)‖
)
.
For every m, z
(1)
m = ϕ−Tm(zm) belongs to W u(Λi) by assumption. We know that ‖x˜m‖
goes to 0 as m tends to +∞. In particular, we will have e−TmΩu y˜m → 0 as m tends
to +∞. Since ‖eTmΩsx˜m‖ is constrained to be in the interval [δ1, 2δ1], we can extract
a subsequence so that eTmΩsx˜m converges to some value x˜
(1)
∞ 6= 0. Moreover, up to
another extraction, (e
−TmΩTs ξ˜m,eTmΩ
T
u η˜m)
‖(e−TmΩTs ξ˜m,eTmΩTu η˜m)‖
converges to some element (0, η˜
(1)
∞ ) since ‖η˜m‖
is uniformly bounded from below by a positive constant. By construction, the limit
(z
(1)
∞ ; ζ
(1)
∞ ) reads (x˜
(1)
∞ , 0; 0, η˜
(1)
∞ ) where η˜
(1)
∞ 6= 0, x˜(1)∞ 6= 0 hence the limit (z(1)∞ ; ζ(1)∞ ) belongs
to N∗ (W s(Λj) \ Λj) ∩ S∗M which proves our claim in the case of fixed points.
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Figure 1. Construction of the new sequence
6.1.2. Λj is a closed orbit. We proceed to the case of a closed orbit and we start with the
case of Σss. As before, we may apply the flow ϕ
t in backward times in order to ensure
that, for every m large enough, zm belongs to the linearizing chart near the closed orbit
Λj. As (z∞; ζ∞) does not belong to Σss, we know from Lemma 5.1 that it will converge to
a point in Σu under the action of the lifted flow Φ˜
t. Hence, up to applying the lifted flow
in backward times, we can suppose again that for every m large enough, (zm; ζm) is within
a distance δ from the component induced by Λj of Σu for some fixed δ > 0 small enough.
We write these points in local coordinates near Λj:
(zm; ζm) = (P (θm, 0)(x˜m, y˜m), θm; (P (θm, 0)
T )−1(ξ˜m, η˜m),Θm)
and
(z∞; ζ∞) = (P (θ∞, 0)(0, y˜∞), θ∞; (P (θ∞, 0)T )−1(ξ˜∞, η˜∞),Θ∞).
As zm belongs to W
u(Λi) with i 6= j, we have one more time x˜m 6= 0. From the expression3
of the Λj component of Σu near Λj given in paragraph 5.3, we also know that ‖(η˜∞,Θ∞)‖ 6=
0, hence, for m large enough, ‖(η˜m,Θm)‖ is uniformly bounded from below by some positive
constant. In these local coordinates, the flow reads
ϕ−t(zm) =
(
P (θm − t, 0)(etΩsx˜m, e−tΩu y˜m), θm − t
)
,
while the cotangent component evolves as
(26)
((P (θm − t, 0)T )−1(e−tΩTs ξ˜m, etΩTu η˜m),Θm +R(−t, x˜m, y˜m, θm, ξm, ηm))
‖((P (θm − t, 0)T )−1(e−tΩTs ξ˜m, etΩTu η˜m),Θm +R(−t, x˜m, y˜m, θm, ξm, ηm)‖
,
where R(−t, x˜m, y˜m, θm, ξm, ηm) was defined precisely in section 4 – see equations (20)
and (22). As in the case of a critical point, we fix δ1 > 0 and, for every m large enough,
3Observe that the we wrote the expression for Σs and that the expression for Σu is analogous.
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we may choose some time Tm large enough to ensure that δ1 ≤ ‖eTmΩsx˜m‖ ≤ 2δ1. Again,
Tm will be of order | log ‖xm‖| thanks to property (14) and we define our new sequence as
(z
(1)
m ; ζ
(1)
m ) = Φ˜−Tm(zm; ζm). As above, we can extract some subsequence which converges
to a limit point (z
(1)
∞ ; ζ
(1)
∞ ). Let us verify that this new sequence satisfies the claim of the
Lemma.
Again, property (1) is directly verified from our construction. Moreover, as ‖x˜m‖ tends
to 0, we can verify that z
(1)
∞ = (P (θ
(1)
∞ , 0)(x˜
(1)
∞ , 0), θ
(1)
∞ ) for some x˜
(1)
∞ 6= 0. Hence, z(1)∞ belongs
to W s(Λj) \Λj which is property (3) we are looking for. It remains to show that the limit
point (z
(1)
∞ ; ζ
(1)
∞ ) belongs to N∗(W s(Λj))∩S∗M . For that purpose, we may distinguish two
cases: ‖eTmΩTu η˜m‖ tends to +∞, or ‖eTmΩTu η˜m‖ remains bounded.
In the first case, using (22), one can find some constant C > 0 depending only on the
flow near the closed orbit such that
Cm := ‖((P (θm − Tm, 0)T )−1(e−TmΩTs ξ˜m, eTmΩTu η˜m),Θm +R(−Tm, x˜m, y˜m, θm, ξm, ηm)‖
≥ C(1− Cδ1)‖eTmΩTu η˜m‖ ≥ C
2
‖eTmΩTu η˜m‖,
if δ1 > 0 is small enough. Similarly, one gets an upper bound on Cm which is of order
‖eTmΩTu η˜m‖. In particular, up to an extraction, eTmΩTu η˜m/Cm → η˜(1)∞ 6= 0. Hence, one has,
using one more time (22), that the limit covector will be of the form(
(P (θ(1)∞ , 0)
T )−1(0, η˜(1)∞ ),−〈∂θP (θ(1)∞ , 0)(x˜(1)∞ , 0), (P (θ, 0)T )−1(0, η˜(1)∞ )〉
)
.
Hence, (z
(1)
∞ , ζ
(1)
∞ ) belongs to N∗(W s(Λj)). In particular, it belongs to ∪x∈ΛjN∗(W ss(x)) ∩
S∗M .
Suppose now that ‖eTmΩTu η˜m‖ remains bounded. In particular, this implies that η˜∞ = 0
and that Θ∞ 6= −〈∂θP (θ∞, 0)(0, y˜∞), (P (θ, 0)T )−1(ξ˜∞, 0)〉. Observe also that e−TmΩTs ξ˜m still
goes to 0 as m→ +∞. Hence, in that case, one can verify, using (22) that the limit covector
ζ
(1)
∞ is of the form ((P (θ
(1)
∞ , 0)T )−1(0, η˜
(1)
∞ ),Θ
(1)
∞ ) (note that η˜
(1)
∞ = 0 iff ‖eTmΩTu η˜m‖ → 0+),
i.e. (z
(1)
∞ , ζ
(1)
∞ ) belongs to ∪x∈ΛjN∗(W ss(x)) ∩ S∗M .
In the case of Σs, the situation is slightly simpler as the fact that the limit point does not
belong to Σs implies that the component ‖η˜m‖ has to be uniformly bounded from below
by a positive constant. In particular, ‖eTmΩTu η˜m‖ tends to +∞, and the η˜ component of
the limit point does not vanish. We already discussed that case above and we saw that the
new limit point does not belong to N∗(W u(Λj)).
6.2. Conclusion of the proof of Theorem 5.2. Using the technical Lemma, we can give
a proof of Theorem 5.2 by contradiction. Suppose that there exists a sequence (zm; ζm) in
Σss (resp. Σs) which converges to a point (z∞; ζ∞) that does not belong to Σss (resp. Σs).
Without loss of generality, we may assume that all elements (zm; ζm) belong to N
∗(W u(Λ))
(resp. ∪x∈ΛN∗(W uu(Λ))) for some Λ ∈ NW (ϕt). We have two situations for the sequence
(zm; ζm) and its limit (z∞; ζ∞):
• either z∞ ∈ W u(Λ) and we get the contradiction from the first part of Lemma 6.1;
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• or z∞ ∈ W u(Λi1) for some Λi1 6= Λ and Lemma 6.1 gives us a new sequence
(z
(1)
m ; ζ
(1)
m ) in Σss (resp. Σs) which converges to (z
(1)
∞ ; ζ
(1)
∞ ) ∈ ∪x∈Λi1W ss(x) (resp.
N∗(W s(Λi1))) with z
(1)
m ∈ W u(Λ) for all m. Moreover, (z(1)∞ ; ζ(1)∞ ) /∈ Σss (resp. Σs)
with z
(1)
∞ ∈ W s(Λi1) \ Λi1 .
In the second case, z
(1)
∞ ∈ W u(Λi2) with i2 6= i1 and we can repeat the same argument. In
fact, we can reproduce this procedure as long as Λip 6= Λ and we obtain some sequences
(z
(1)
m ; ζ
(1)
m ), (z
(2)
m ; ζ
(2)
m ), . . . , together with their respective limits (z
(1)
∞ ; ζ
(1)
∞ ) /∈ Σss, (z(2)∞ ; ζ(2)∞ ) /∈
Σss, . . . (resp. /∈ Σs) and some sequence of critical elements (Λi1 ,Λi2 , . . .) which are two by
two distinct such that z
(1)
∞ ∈ W s(Λi1)∩W u(Λi2), z(2)∞ ∈ W s(Λi2)∩W u(Λi3), . . . . Indeed, if
we had Λip = Λiq for q > p, then, by Lemma B.2, we would necessarily have the full set of
equalities Λip = · · · = Λiq . But we would also have that z(k)∞ ∈ W u(Λik+1 = Λik)∩W s(Λik)
and z
(k)
∞ /∈ Λik by construction of the sequence (z(k)m )m. This would contradict the property
that the intersection W u(Λi) ∩W s(Λi) is reduced to Λi from Lemma 3.6.
Since the number of critical elements is finite and the critical elements Λi1 ,Λi2 , . . . pro-
duced by our procedure are two by two distinct, this algorithm must terminate at some
Λip = Λ. This leads us to situation 1 for the sequence (z
(p)
m ; ζ
(p)
m ) and its limit (z
(p)
∞ ; ζ
(p)
∞ )
and we would get the result that infinitely many terms in the sequence (z
(p)
m ; ζ
(p)
m ) do not
belong to Σss (resp. Σs) contradicting the initial assumption. This concludes the proof of
compactness.
6.3. Proof of Lemma 6.2 about the closure of unstable manifolds. Note that the
proof we just gave was independent of Smale’s Theorem 3.7 as it only used Lemma B.2 from
the Appendix. In fact, Lemma 6.1 can also be used to recover a result due to Smale [39,
Lemmas 3.6 and 3.7] (see also [46]):
Lemma 6.2. Suppose that W u(Λj) ∩ W u(Λi) 6= ∅. Then, there exists a sequence j =
i1, . . . , iq = i such that W
s(Λip) ∩W u(Λip+1) 6= ∅ for every 1 ≤ p ≤ q − 1. In particular,
from Lemmas B.1 and B.2, W u(Λj) ⊂ W u(Λi).
This Lemma is part of Smale’s proof of Theorem 3.7 and it could in fact be derived
without the C1-linearization property. We briefly recall how this result could be deduced
from Lemma 6.1.
Proof. The proof follows a similar algorithm as in paragraph 6.2 but working only on the
base M . Consider some sequence (zm)m∈N in W u(Λi) such that zm −→
m→∞
z∞ ∈ W u(Λj).
Then we have two situations :
(1) either Λi = Λj and we are done with i1 = i = j.
(2) or Λi 6= Λj and flowing backwards by the flow, we can find, up to extraction, some
subsequence (z
(1)
m )m in W
u(Λi) which converges to z
(1)
∞ ∈ W s(Λj)\Λj. Hence, there
exists i2 such that z
(1)
∞ ∈ W u(Λi2).
Then, either i2 = i and we are done or i2 6= i. In the latter case, we can apply one more
time Lemma 6.1 to produce a new sequence. Iterating this argument, we will be given
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a sequence of elementary critical elements (Λi1 ,Λi2 , . . .) which are two by two distinct by
the arguments of paragraph 6.2. Hence, the procedure will end at some step iq where
iq = i. 
6.4. Further comments. Actually, reproducing the same argument as for the proof of
Theorem 5.2 allows to prove something slightly stronger :
Theorem 6.3. Fix J ⊂ {1, . . . , K}. Then,
ΣJss :=
⋃
j∈J
⋃
Wu(Λi)Wu(Λj)
N∗(W u(Λi)) ∩ S∗M,
and
ΣJs :=
⋃
j∈J
⋃
Wu(Λi)Wu(Λj)
⋃
x∈Λj
N∗(W uu(x)) ∩ S∗M
are compact subsets of S∗M . By considering negative times of the flow, the same of course
holds for the stable manifolds with the associated partial order relation.
7. Proof of the stable neighborhood Theorem 5.4.
We now turn to the proof of Theorem 5.4 in the case of Σss. Here, it will somehow
be more convenient to work with conical neighborhoods rather than neighborhoods in the
unit cotangent bundle. More precisely we define
Σss :=
K⋃
j=1
N∗(W u(Λj)).
Let us state a precised version of Theorem 5.4.
Theorem 7.1 (Conical stable neighborhood). For every  > 0, we will construct an open
conical neighborhood Vss of Σss in T
∗M\0 such that
(1) ∀t ≥ 0, Φt(Vss) ⊂ Vss,
(2) for every (z; ζ) in Vss, (z; ζ/‖ζ‖z) is within a distance  from some element in Σss.
We will focus on the case of Σss and we will explain at each step how the proof has to
be adapted for Σs. Once this conical neighborhood is constructed, one can conclude the
proof of Theorem 5.4 by relating the flow Φ˜t to Φt.
We note that we used so far an auxiliary metric g to define the distance. In the upcoming
proofs, near every elementary critical element Λj, we shall use a norm denoted by Nj to
define our neighborhood in every linearizing chart near the fixed Λj. This norm has a priori
nothing to do with the norm induced by g on the local chart. For the sake of simplicity,
we shall start with the Euclidean metric ‖.‖ in the chart and then show how to adapt it to
the dynamics. In order to construct the neighborhood, we will also introduce three small
parameters :
(1) i > 0 which controls the distance of base points to W
u(Λi),
(2) ′i > 0 which controls the distance of base points to W
s(Λi),
(3) ′′i > 0 which controls the aperture of some cone in the cotangent fiber.
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This triple of parameters will be adjusted in the inductive construction of the stable neigh-
borhood. In order to clarify the upcoming statements, i, 
′
i, 
′′
i will be adjusted in terms of
 and of the j, 
′
j, 
′′
j with W
u(Λj)  W u(Λi). Moreover, ′′i will be adjusted in terms of ′i
and i in terms of 
′′
i .
We now fix  > 0 (small enough) and proceed to the construction of Vss by induction
on Smale’s partial order relation.
7.1. Construction near minimal elements of Smale’s partial ordering. We start
by setting
J0 := {1 ≤ j ≤ K : W u(Λj)  W u(Λj′) =⇒ j = j′} .
These are the minimal elements for Smale’s partial order relation. Recall that such points
are attracting for the flow. Fix j ∈ J0 and some small parameter j > 0 that we will adjust
with respect to the value of . Suppose first that Λj is a fixed point and let us explain how
to construct Vss near this point. Without loss of generality, we can assume that we are in
a neighborhood of Λj where we can use the linearizing chart of paragraph 4.2. Following
classical ideas for hyperbolic dynamical systems [6, Prop. 5.2.2], we introduce the conical
neighborhood:
(27) Vj := T
∗Bj \ {0} for Bj =
{
x˜ :
∫ +∞
0
‖e−tΩsx˜‖dt < j
}
,
where the integral is convergent thanks to (7). Recall that, for any fixed point which is
minimal, N∗(W u(Λj)) = T ∗ΛjM . By construction, this set is invariant under the forward
flow Φt. Obviously, if (x˜; ξ˜) ∈ Σss is such that
∫ +∞
0
‖e−tΩsx˜‖dt < j, then (x˜; ξ˜) belongs to
Vj. Moreover, recalling the expression of N
∗(W u(Λj)) given in paragraph 5.2, by choosing
j > 0 small enough, and every point in Vj is -close to Σss in the sense of the second claim
of Theorem 7.1.
Let us discuss the case where Λj is a closed orbit. In that case, we fix two small
parameters j > 0 and 
′′
j > 0 that will both depend on . Moreover, we will fix j in terms
of ′′j . First of all, we introduce a new norm on Rn−1:
Nj
(
ξ˜
)
:=
∫ +∞
0
‖e−tΩTs ξ˜‖etλjdt,
which is well–defined for λj > 0 small enough
4 thanks to the inequality (14). With this
norm, one has Nj
(
e−t0Ω
T
s ξ˜
)
≤ e−t0λjNj
(
ξ˜
)
for every t0 ≥ 0 and every ξ˜ ∈ Rn−1. Then,
using the notational conventions of paragraph 4.4, we set
Bj :=
{
(P (θ, 0)x˜, θ) :
∫ +∞
0
‖e−tΩsx˜‖dt < j
}
,
and
Vj :=
{
(P (θ, 0)x˜, θ, (P (θ, 0)T )−1ξ˜),Θ) ∈ T ∗Bj\0 : (∗) holds
}
,
4We just choose λj < χ+.
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where (∗) means that
(28) ′′jNj
(
ξ˜
)
>
∣∣∣Θ + 〈∂θP (θ, 0)x˜, (P (θ, 0)T )−1ξ˜〉∣∣∣ ,
which is a conical set in T ∗M\0. This condition on the cotangent component follows from
the exact expression given in (25).
Remark 7.2. In the case of Σs, the situation is slightly simpler at this step as we just need
to impose (ξ˜,Θ) 6= 0.
Let us verify that Vj is invariant under the flow in positive time. We fix a point in Vj.
For the variable on M , this follows from the definition. For the cotangent component, we
write using (22) for t0 ≥ 0 :∣∣∣Θ +R(t0, x˜, θ, ξ˜) + 〈∂θP (θ + t0, 0)e−t0Ωsx˜, (P (θ + t0, 0)T )−1et0ΩTs ξ˜〉∣∣∣
=
∣∣∣Θ + 〈∂θP (θ, 0)x˜, (P (θ, 0)T )−1ξ˜〉∣∣∣ < ′′jNj (ξ˜) ≤ ′′jNj (et0ΩTs ξ˜)
Hence, the set we have just defined is invariant under the action of the flow Φt0 , t0 > 0. Let
us now verify that it is -close to Σss which is the second claim of Theorem 7.1. For x˜ = 0,
this is immediate as the condition on ξ˜ reads ′′jNj
(
ξ˜
)
> |Θ|. Hence, if we choose j, ′′j
small enough (with respect to ), we are done. In fact, as our conditions are continuous
with respect to the different variables, we can verify that this remains true for x˜ small
enough.
7.2. Adjusting the neighborhood property to Σss. Finally, we would like to show
that, for small enough j and 
′′
j , any element (P (θ, 0)x˜, θ; (P (θ, 0)
T )−1ξ˜),Θ) ∈ Σss such
that (P (θ, 0)x˜, θ) belongs to Bj is in fact inside Vj. This is not a priori obvious for the fol-
lowing reason. Since Σss =
⋃
Λ∈NW (ϕt)N
∗ (W u(Λ))∩S∗M , there are two kinds of elements
in Σss ∩ S∗Bj near the periodic orbit Λj:
• the elements in N∗ (W u(Λj)) ∩ S∗M contained in Vj by construction,
• the points coming from the conormals N∗ (W u(Λ)) ∩ S∗M for critical elements Λ
such that W u(Λ) ∩W u(Λj) 6= ∅.
Up to this point, what is obvious is the fact that Vj forms a neighborhood of N
∗(W u(Λj)) by
construction and we would like to show Vj also contains the other points. For that purpose,
we fix ′′j > 0 and we argue by contradiction. Precisely, we suppose that for every j > 0, we
can find some element in S∗Bj ∩Σss not belonging to Vj. Consider some sequence (j,p)p∈N
such that limp→∞ j,p = 0, set Bj,p = {(P (θ, 0)x˜, θ) :
∫ +∞
0
‖e−tΩsx˜‖dt < j,p} and Vj,p =
{(P (θ, 0)x˜, θ; (P (θ, 0)T )−1ξ˜),Θ) ∈ T ∗Bj,p\0 : (∗) holds} where (∗) is given by equation (28)
for the fixed parameter ′′j . We thus obtain some sequence (zp; ζp) ∈ S∗Bj,p ∩ Σss such
that dist(zp,Λj)→ 0 and ζp fails to satisfy the inequality (28) for all p :
(29) ′′jNj
(
ξ˜p
)
6
∣∣∣Θp + 〈∂θP (θp, 0)x˜p, (P (θp, 0)T )−1ξ˜p〉∣∣∣ .
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By Theorem 5.2 the set S∗Bj ∩ Σss is compact. Hence, up to extraction, we can find
a subsequence (zp; ηp) which converges to (z; ζ) ∈ S∗Bj ∩ Σss with z ∈ Λj. But, since
Σss is partitioned as
⋃
Λ∈NW (ϕt) N
∗ (W u(Λ)) ∩ S∗M , the element (z; ζ) actually belongs
to N∗ (W u(Λj))∩ S∗M . Therefore, by the coordinate representation of N∗ (W u(Λj)) from
paragraph 5.2, (z; ζ) is of the form
(
0, θ;
(
P (θ, 0)T
)−1
ξ˜, 0
)
, and (zp; ζp) =
(
x˜p, θp;
(
P (θp, 0)
T
)−1
ξ˜p,Θp
)
where x˜p → 0,Θp → 0, ξ˜p → ξ˜ 6= 0. But this means that, for p→ +∞,
′′jNj
(
ξ˜p
)
→ ′′jNj
(
ξ˜
)
6= 0,
and ∣∣∣Θp + 〈∂θP (θp, 0)x˜p, (P (θp, 0)T )−1ξ˜p〉∣∣∣→ 0.
This contradicts the inequality (29).
We note that the importance of being able to adjust the parameter j will play an
important role at each step of our construction. This concludes the construction of the
neighborhood near minimal elements for Smale’s partial order relation.
7.3. Induction on Smale’s partial ordering: the case of fixed points. We now
proceed to the second step of the induction and set
J1 := {j /∈ J0 : W u(Λj)  W u(Λj′) =⇒ j = j′ or j′ ∈ J0} .
We will now construct an adapted neighborhood near every Λj such that j ∈ J1. Again,
we start with the case of a fixed point Λj and we fix several small parameters j, 
′
j, 
′′
j > 0
that will be determined.
Recall that in the linearizing chart, N∗(W u(Λj)) can be written as{
(0, y˜, ξ˜, 0) : y˜ ∈ Rnu , ξ˜ ∈ Rns \ {0}
}
.
First of all, we define a small neighborhood of Λj inside M as follows (see figure 7.3):
Bj :=
{
(x˜, y˜) :
∫ +∞
0
‖e−tΩsx˜‖dt < j and ‖y˜‖ < ′j
}
.
Recall that the integrals converge thanks to (7).
7.3.1. Reaching previous boxes in finite time. Let us first verify that there exists a uniform
Tj > 0 such that, for every point of the form (0, y˜) with ‖y˜‖ = ′j which are elements on
the boundary of the box Bj, ϕ
Tj(0, y˜) belongs to one of the previously constructed box Bi
with i ∈ J0. Indeed, suppose by contradiction that it is not true. Then, one can construct
a point (0, y˜′) with ‖y˜′‖ = ′j such that ϕt(0, y˜) reaches these neighborhoods in infinite time
and this would contradict the fact that ϕt(0, y˜′) must converge to some Λi with i ∈ J0. By
uniform continuity of the flow and up to decreasing the value of j a little bit (in a way
that depends on ′j), we can thus assume that every point (x˜, y˜) ∈ Bj such that ‖y˜‖ = ′j
will reach one of the neighborhoods Bi (with i ∈ J0) in an uniform time Tj.
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Figure 2. Construction of the neighborhood inside M
7.3.2. Cotangent vectors. Now we take care of the cotangent part of the elements in Bj.
Precisely, as before, we first define a new norm on Rns :
Nj
(
ξ˜
)
:=
∫ +∞
0
‖e−tΩTs ξ˜‖etλjdt,
which converges for small enough λj > 0 thanks to (7). Then, one has Nj
(
e−t0Ω
T
s ξ˜
)
≤
e−t0λjNj
(
ξ˜
)
for every t0 ≥ 0 and every ξ˜ ∈ Rns . We now set
Vj :=
{
(x˜, y˜; ξ˜, η˜) ∈ T ∗Bj\0 : (∗) holds
}
,
where (∗) means that
′′jNj
(
ξ˜
)
>
∫ +∞
0
‖e−tΩTu η˜‖dt.
Again this integral converges thanks to (7). This defines clearly an open conical subset of
T ∗Bj, and we have, for every t0 ≥ 0,∫ +∞
0
‖e−tΩTu e−t0ΩTu η˜‖dt ≤
∫ +∞
0
‖e−tΩTu η˜‖dt < ′′jNj
(
ξ˜
)
≤ e−t0λj′′jNj
(
et0Ω
T
s ξ˜
)
≤ ′′jNj
(
et0Ω
T
s ξ˜
)
.
In other words, it means that the conical condition on the cotangent vectors is preserved
under the action of the forward flow Φt0 on T ∗M . All the norms on Rns being equivalent,
we can also verify that every point in Vj is -close to N
∗(W u(Λj)) in the sense of condition
(2) of Theorem 7.1 (at least if the ∗j are chosen small enough). Up to decreasing the value
of j and 
′′
j (in a way that depends only on 
′
j and ), we may also suppose that for every
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(z; ζ) ∈ Vj and for every 0 ≤ t ≤ Tj, the point Φt(z; ζ) remains -close to N∗(W u(Λj)) in
the sense of (2).
We now introduce the subsets
Bj :=
⋃
t≥0
ϕt (∪i∈J0Bi ∪Bj) ⊂M,
and
Vj :=
⋃
t≥0
Φt (∪i∈J0Vi ∪ Vj) ⊂ T ∗M\0.
These are invariant subsets under the forward flow by definition. From our construction,
all the points inside Vj are also -close to Σss.
7.3.3. Adjusting the constants to Σss. Let us come back to the important observation made
in paragraph 7.2. Recall that Σss is the union of all the conormals N
∗(W u(Λi)) where
1 ≤ i ≤ K and we aim at constructing a neighborhood of Σss. In this second step of
the induction, we have indeed constructed a neighborhood Vj of N∗(W u(Λj)) for j ∈ J1
because we know from the first step of the induction that every element (z; ζ) ∈ Σss with
z ∈ ∪i∈J0Bi belongs to ∪i∈J0Vi. In order to continue the procedure, we need to ensure the
same property near Λj for j ∈ J1.
Hence, the last thing we want to impose is that, if (z; ζ) belongs to T ∗Bj ∩ Σss, then
necessarily (z; ζ) belongs to Vj which means we have really constructed some neighborhood
of Σss. Again, we fix 
′′
j > 0 and we argue by contradiction as in subsection 7.2. Again,
we suppose that, for every j > 0, we can find point of Σss near Λj not lying in this
neighborhood. Then, up to an extraction, we can find a sequence of points inside5 Σss that
would converge to a point not belonging to N∗(W u(Λj)) ∪ (∪i∈J0Vi). As in paragraph 7.2,
this would contradict the fact that Σss is compact.
7.4. Induction on Smale’s partial ordering: the case of closed orbits. We now
treat the case where Λj is a closed orbit. The procedure is more or less the same but we
repeat it to take into account the effects on the θ variable and its dual variable Θ. Recall
that, in this case, N∗(W u(Λj)) can be written in the linearizing chart as :{(
P (θ, 0)(0, y˜), θ; (P (θ, 0)T )−1(ξ˜, 0),Θ(θ, y˜, ξ˜)
)
: y˜ ∈ Rnu , θ ∈ R/PΛZ, ξ˜ ∈ Rns \ {0}
}
,
where Θ(θ, y˜, ξ˜) = −〈∂θP (θ, 0)x˜, (P (θ, 0)T )−1ξ˜〉. As above, we fix three small parameters
j, 
′
j, 
′′
j > 0 that will be adjusted in terms of the dynamics and we define first a neighbor-
hood inside M :
Bj :=
{
(P (θ, 0)(x˜, y˜), θ) ∈ Rn−1 × (R/PΛjZ) :
∫ +∞
0
‖e−tΩsx˜‖dt < j and ‖y˜‖ < ′j
}
.
Arguing as with fixed points, we can find a uniform Tj > 0 such that every point inside Bj
(with ‖y˜‖ = ′j) will belong to one of the neighborhoods Bi with i ∈ J0 at time Tj.
5Note, from the first step of the induction, that such a sequence cannot be contained inside ∪i∈J0Vi.
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We now need to have a look at the way we lift this neighborhood in the cotangent space.
As before, we define a new norm Nj on Rns such that Nj
(
e−t0Ω
T
s ξ˜
)
≤ e−t0λjNj
(
ξ˜
)
for
every t0 ≥ 0 and every ξ˜ ∈ Rns . Here, λj > 0 is one more time a small enough parameter.
Mimicking what we have done before, we then define
Vj :=
{(
P (θ, 0)(x˜, y˜), θ; (P (θ, 0)T )−1(ξ˜, η˜),Θ
)
∈ T ∗Bj\0 : (∗) holds
}
,
where (∗) now means that
′′jNj
(
ξ˜
)
>
∫ +∞
0
‖e−tΩTu η˜‖dt+
∣∣∣Θ + 〈∂θP (θ, 0)(x˜, y˜), (P (θ, 0)T )−1(ξ˜, η˜)〉∣∣∣ .
This defines an open conical set inside T ∗Vj, and we want to check that property (∗) is
preserved under the action of the forward flow Φt0 for t0 ≥ 0 :∫ +∞
0
‖e−(t+t0)ΩTu η˜‖dt ≤
∫ +∞
0
‖e−tΩTu η˜‖dt, Nj
(
ξ˜
)
≤ ′′jNj
(
et0(Ωs)
T
ξ˜
)
and, thanks to (22),∣∣∣Θ + 〈∂θP (θ, 0)(x˜, y˜), (P (θ, 0)T )−1(ξ˜, η˜)〉∣∣∣
=
∣∣∣Θ +R(t0, x˜, y˜, θ, ξ˜, η˜) + 〈∂θP (θ + t0, 0)(e−t0Ωsx˜, et0Ωu y˜), (P (θ + t0, 0)T )−1(et0ΩTs ξ˜, e−t0ΩTu η˜)〉∣∣∣ .
Combining these three inequalities, we find that the property of the cotangent component
is preserved under the action of the forward flow. Arguing as for fixed points, we can
ensure that up to decreasing the value of j and 
′′
j (in a way that depends only on 
′
j and
on ), we can verify that, for every (z; ζ) ∈ Vj and for every 0 ≤ t ≤ Tj, the point Φt(z; ζ)
remains -close to N∗(W u(Λj)) in the sense of 7.1.
We now connect these two neighborhoods with the ones constructed for j′ ∈ J0. Again,
we define the (forward) invariant sets:
Bj :=
⋃
t≥0
ϕt ((∪i∈J0Bi) ∪Bj) ⊂M,
and
Vj :=
⋃
t≥0
Φt ((∪i∈J0Vi) ∪ Vj) ⊂ T ∗M\0.
By construction, any point (z; ζ) in Vj is -close to Σss. Once again, we can make use of
the compactness of Σss to verify that, for j > 0 small enough, the following holds. If (z; ζ)
belongs to T ∗Bj ∩Σss, then necessarily (z; ζ) belongs to Vj – see paragraph 7.2.
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7.5. The case of Σs. We now have to discuss what has to be modified in the case of Σs.
Recall that, in this case, ∪x∈ΛjN∗(W uu(x)) can be written in the linearizing chart as{(
P (θ, 0)(0, y˜), θ; (P (θ, 0)T )−1(ξ˜, 0),Θ
)
: y˜ ∈ Rnu , θ ∈ R/PΛZ, (ξ˜,Θ) ∈ Rns+1 \ {0}
}
.
The argument is exactly the same and the only point that needs to be modified is the
condition (∗) appearing in the definition of Vj. Precisely, we set (∗) to be the condition:
′′j
(
Nj
(
ξ˜
)
+
∣∣∣Θ + 〈∂θP (θ, 0)(x˜, y˜), (P (θ, 0)T )−1(ξ˜, η˜)〉∣∣∣) > ∫ +∞
0
‖e−tΩTu η˜‖dt.
Again, this is an open conical condition. The same calculation as before shows that the
condition (∗) is preserved under the action of the forward flow (as soon as we remain close
to Λj).
7.5.1. Conclusion of the proof. In order to conclude the construction, we continue this
induction procedure up to the point where we have exhausted all the critical elements
(Λj)j=1,...,K . In the case of Σss, this means that we exhaust all the critical points such that
dim(W u(Λj)) > 0 and all closed orbits such that dim(W
u(Λj)) > 1. In the case of Σs, we
have to go one step further and include closed orbits such that dim(W u(Λj)) > 0.
Actually, our procedure allows more than just constructing neighborhoods of Σs and
Σss. Indeed, for any subfamily (Λj)j∈J of critical elements, we could repeat the same
construction inductively for the Smale partial order relation, and we would prove the
following Theorem that will be used in [10]:
Theorem 7.3. Suppose that ϕt is a C1-linearizable Morse-Smale flow. Fix a subfamily
(Λj)j∈J of critical elements. Then for every  > 0, there exists an -neighborhood of⋃
j∈J
⋃
Wu(Λi)Wu(Λj)
W u(Λi)
which is invariant under application of the flow in forward times. Similarly, there exist
forward invariant small neighborhoods of the following subsets of S∗M :⋃
j∈J
⋃
Wu(Λi)Wu(Λj)
N∗(W u(Λi)) ∩ S∗M,
and ⋃
j∈J
⋃
Wu(Λi)Wu(Λj)
⋃
x∈Λi
N∗(W uu(x)) ∩ S∗M.
8. Construction of an escape function
We now proceed to the proof of our last dynamical statement before explaining the
spectral construction that follows from such analysis. Precisely, one of the key ingredient
in the spectral construction of Faure-Sjo¨strand is the construction of a nice enough “escape
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function”. In order to state the existence of an escape function in our framework, we
introduce the following subset inside T ∗M :
Γ0 := {(x; ξ) ∈ T ∗M\0 : ∃1 ≤ j ≤ K, x ∈ Λj and (x; ξ) ∈ N∗ (W uu(x)) ∩N∗ (W ss(x))} .
This set corresponds to the neutral direction of the flow above closed orbits of ϕt. In terms
of local coordinates near a closed orbit Λ, it reads
{(0, 0, θ; 0, 0,Θ) : (θ,Θ) ∈ (R/PΛZ)× (R− {0})}.
The main dynamical ingredient to start our spectral construction is the following Lemma:
Lemma 8.1 (Escape function). Let V be a C∞ vector field inducing a C1 linearizable
Morse-Smale flow. Let (u, n0, s) be elements in R with u < −2‖E‖∞ < 2‖E‖∞ < n0 < s
where E is the energy function of Theorem 3.9. Let N0 be an arbitrarily small conic
neighborhood of Γ0 inside T
∗M\0.
Then, there exists a smooth metric ‖.‖x, a smooth function m(x; ξ) ∈ C∞(T ∗M) called
an order function, taking values in [u, s], and an escape function on T ∗M defined by
Gm(x; ξ) :=
1
2
m(x; ξ) log(1 + f(x; ξ)2),
where f(x; ξ) ∈ C∞(T ∗M). Moreover, f(x; ξ) is positive and positively homogeneous of
degree 1 for ‖ξ‖x ≥ 1, f(x; ξ) = ‖ξ‖x outside a small neighborhood of N0 and f(x; ξ) =
|ξ(V (x))| = |H(x; ξ)| in a small neighborhood of N0. Finally, one has
(1) For ‖ξ‖x ≥ 1, m(x; ξ) depends only on ξ/‖ξ‖x and it takes values ≤ u4 (resp. ≥ n04
and ≥ s
4
) in a small neighborhood of ∪Kj=1N∗(W u(Λj)) (resp. Γ0 and ∪Kj=1N∗(W s(Λj))).
It also takes value ≥ n0
10
− u
2
outside a slightly larger neigborhood of ∪Kj=1N∗(W u(Λj))
(2) There exists R > 0 such that, for every (x; ξ) in T ∗M satisfying ‖ξ‖x ≥ R, one has
XHGm(x; ξ) ≤ 0.
(3) If in addition (x; ξ) /∈ N0, then
XHGm(x; ξ) ≤ −Cm < 0,
with
Cm := cmin(|u|, s),
for some constant c > 0 independent of u, n0 and s.
In fact, the metric in this Lemma is rather arbitrary. As we shall see, we only need to fix
its value on the Λj in a manner that depends on the hyperbolic dynamics. Note that, as
ξ(V (x)) does not vanish in a neighborhood of Γ0, the function f(x; ξ) does not vanish on
S∗M . The same result was proved in the Anosov framework in [17, Lemma 1.2]. The main
input compared with that case are Meyer’s Theorem 3.9 on the one hand and Theorems 5.2
and 5.4 on the other. We now proceed to the construction of the escape function.
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8.1. A preliminary lemma. The main lines of the argument are very close to the one
given for Anosov vector fields by Faure and Sjo¨strand in [17]. Yet, several steps need to be
adapted in order to fit into our dynamical framework. To begin with, we recall a dynamical
Lemma from [17, Lemma 2.1]:
Lemma 8.2. Let V uu and V s be small open neighborhoods of Σuu and Σs respectively,
and let  > 0. Then, there exist smaller open neighborhoods Ouu ⊂ V uu and Os ⊂ V s
of Σuu and Σs respectively, m˜1 in C∞(S∗M, [0, 1]), η1 > 0 such that X˜Hm˜1 ≥ 0 on S∗M ,
X˜Hm˜1 ≥ η1 > 0 on S∗M − (Ouu ∪ Os), m˜1(x; ξ) > 1−  for (x; ξ) ∈ Os and m˜1(x; ξ) < 
for (x; ξ) ∈ Ouu.
Recall that X˜H is the vector field induced by the Hamiltonian H(x; ξ) = ξ(V (x)) on
S∗M . This Lemma was proved in [17, Lemma 8] for Anosov flows, and we can follow the
same strategy now that we have properly settled the dynamical properties of the symplectic
lift of Morse-Smale flows. For the sake of completeness, we briefly recall the proof as this
is where we will crucially use Theorems 5.2 and 5.4.
Proof. As Σuu and Σs are compact from Theorem 5.2 and as their intersection is empty
thanks to (23), we may suppose without loss of generality that V uu and V s have empty
intersection. Thanks to Theorem 5.4, we may also assume that
∀t ≥ 0, Φ˜t(V s) ⊂ V s and ∀t ≤ 0, Φ˜t(V uu) ⊂ V uu.
We are now in position to (briefly) repeat the argument from [17, Lemma 8]. Before that,
note that, while these properties were easy to check in the Anosov case, they constitute
the core of our construction in the Morse-Smale case.
The argument is as follows. Fix T > 0 and set Os = Φ˜T (S∗M \ V uu) and Ouu =
Φ˜−T (S∗M \V s). Using Lemma 5.1 and Theorem 5.4, we know that for T > 0 large enough
Ouu ⊂ V uu and Os ⊂ V s. We now fix a smooth function m0 in C∞(S∗M, [0, 1]) such that
m0 = 1 on V
s and m0 = 0 on V
uu. We then set :
m˜1(x; ξ) :=
1
2T
∫ T
−T
m0 ◦ Φ˜t(x; ξ)dt,
and we have :
X˜Hm˜1(x; ξ) =
1
2T
(
m0 ◦ Φ˜T (x; ξ)−m0 ◦ Φ˜−T (x; ξ)
)
≥ 0.
In particular, for (x; ξ) /∈ Ouu ∪ Os, one has X˜Hm˜1(x; ξ) = 12T > 0. It now remains to
prove the statements on the value of m˜1 in Ouu ∪ Os. For that purpose, recall from our
assumptions on V uu and V s that
∀(x; ξ) ∈ S∗M, I(x; ξ) :=
{
t ∈ R : Φ˜t(x; ξ) /∈ V uu ∪ V s
}
is a closed connected interval whose length is bounded by some constant τ > 0 (that does
not depend on T ). Then, one can verify that
(x; ξ) ∈ Os ⇒ m˜1(x; ξ) ≥ 2T − τ
2T
and (x; ξ) ∈ Ouu ⇒ m˜1(x; ξ) < τ
2T
,
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which concludes the proof of the preliminary Lemma. Note that, similarly, m˜1(x; ξ) ≥
1
2
− τ
2T
if (x, ξ) ∈ V s and m˜1(x; ξ) ≤ 12 + τ2T if (x, ξ) ∈ V uu. 
Remark 8.3. We remark that by inverting the sense of time, we can obtain a similar result
for Σss and Σu. More precisely, we let V
ss and V u be small open neighborhoods of Σss and
Σu respectively, and we let  > 0. Then, there exist open neighborhoods Oss ⊂ V ss and
Ou ⊂ V u, m˜2 in C∞(S∗M, [0, 1]), η2 > 0 such that X˜Hm˜2 ≥ 0 on S∗M , X˜Hm˜2 ≥ η2 > 0
on S∗M − (Oss ∪ Ou), m˜2(x; ξ) > 1−  for (x; ξ) ∈ Oss and m˜2(x; ξ) <  for (x; ξ) ∈ Ou.
8.2. Proof of Lemma 8.1. We can now start the construction of the escape function.
Again, the proof follows closely what is done in the Anosov case except that a couple of
steps need to be revisited. By homogeneity, it is sufficient to perform the construction of
m inside S∗M and then extend the definition by homogeneity for ‖ξ‖x ≥ 1.
We keep the constants u < 0 < n0 < s and the conic neighborhood N0 of Γ0 exactly
as in the statement of Lemma 8.1. Let us also consider the constant  > 0 and the
collection Ouu ⊂ V u,Os ⊂ V s,Oss ⊂ V ss,Ou ⊂ V u of neighborhoods from the statements
of Lemma 8.2 and Remark 8.3. Following [17, paragraph 3.3.1] and [9, appendix A], we set
(30) m˜(x; ξ) := −E(x) + s+ (n0 − s)m˜1 + (u− n0)m˜2,
where E is the energy function of Theorem 3.9. We already observe that
(31) ∀(x; ξ) ∈ S∗M, X˜Hm˜(x; ξ) ≤ 0
since the function −E decreases along the flow, u− n0 < 0, n0 − s < 0 and X˜Hm˜i > 0, for
i ∈ {1, 2}.
8.2.1. First properties. We start by collecting a few properties of the function m˜ on S∗M .
First of all, one knows from Meyer’s Theorem 3.9 that, if we fix δ > 0 and if x does not
belong to a δ-neighborhood Vδ of NW (ϕt), then there exists some constant c(δ) > 0 such
that
(32) ∀(x; ξ) /∈ S∗Vδ, X˜Hm˜(x; ξ) ≤ −c(δ) < 0.
This shows that away from the critical elements of the flow, m˜ is strictly decaying with a
control in terms of the distance to the critical elements.
We now analyze more precisely the properties of m˜ near the critical elements. For that
purpose, we set η := min(η1, η2). Using the same convention as in [17] (in order to facilitate
the comparison), we now define several open sets as follows :
N˜s := Ouu ∩ Ou, N˜0 := Ou ∩ Os, N˜u := Oss ∩ Os.
We already observe that
(
N˜s, N˜0, N˜u
)
define disjoint open neighborhoods inside S∗M of
(Σuu,Γ0 ∩ S∗M,Σss) respectively. Then, as in [17, p. 338] we can verify the following
properties:
• On S∗M − (N˜s ∪ N˜0 ∪ N˜u) = (S∗M − (Ouu ∪Os)) ∪ (S∗M − (Oss ∪Ou)), one has
(33) X˜Hm˜(x; ξ) ≤ −ηmin(|n0 − s|, |u− n0|),
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with η = min{η1, η2} since, for (x; ξ) in this region, either X˜Hm˜1(x; ξ) > η1 > η or
X˜Hm˜2(x; ξ) > η2 > η.
• On N˜s = Ouu ∩ Ou, one has both m˜1 6 , m˜2 6  therefore
m˜(x; ξ) = −E(x)︸ ︷︷ ︸
≥−‖E‖∞
+ s+ (n0 − s)m˜1 + (u− n0)m˜2︸ ︷︷ ︸
>(u−s)
hence by ‖E‖∞ < s2 , we find that
(34) m˜(x; ξ) ≥ −‖E‖∞ + u+ (1− )s ≥
(
1
2
− 
)
s+ u ≥ s
4
,
where the last inequality holds provided we take  < s
4(s−u) .
• Similarly, on N˜u = Oss ∩ Os, one has both m˜1 > 1− , m˜2 > 1−  therefore
m˜(x; ξ) = −E(x)︸ ︷︷ ︸
≤−minE
+ s+ (n0 − s)m˜1 + (u− n0)m˜2︸ ︷︷ ︸
6(1−)(u−s)
hence by u
2
< −‖E‖∞, we find that
(35) m˜(x; ξ) ≤ −min E + u(1− ) + s ≤
(
1
2
− 
)
u+ s ≤ u
4
,
where the last inequality holds provided we take  < u
4(u−s) .
• On N˜0 = Ou ∩ Os, one has both 1− ε < m˜1 6 1 and m˜2 6 ε hence
m˜(x; ξ) = −E(x)︸ ︷︷ ︸
≥−‖E‖∞
+ s+ (n0 − s)m˜1 + (u− n0)m˜2︸ ︷︷ ︸
>(n0−s)+(u−n0)ε
(36) m˜(x; ξ) ≥ −max E + (1− )n0 + (u− n0) ≥
(
1
2
− 2
)
n0 + u ≥ n0
4
,
where the last inequality holds provided  < n0
4(2n0−u) .• Finally, by similar arguments and using the final remark in the proof of Lemma 8.2,
we can verify that m˜(x; ξ) ≥ s
10
− u
2
outside a slightly bigger set than N˜u.
We now extend m˜ into a smooth function m defined on T ∗M by setting m(x; ξ) = 0 for
‖ξ‖x ≤ 1/2 and
∀(x; ξ) ∈ T ∗M s.t. ‖ξ‖x ≥ 1, m(x; ξ) = m˜
(
x;
ξ
‖ξ‖x
)
.
From (34), (35) and (36), we remark that for ‖ξ‖x ≥ 1, m(x; ξ) depends only on ξ/‖ξ‖x
and it takes values ≤ u
4
(resp. ≥ n0
4
and ≥ s
4
) in a small neighborhood of ∪Kj=1N∗(W u(Λj))
(resp. Γ0 and ∪Kj=1N∗(W s(Λj))). Hence point (1) of Lemma 8.1 is proved.
36 NGUYEN VIET DANG AND GABRIEL RIVIE`RE
8.2.2. Decay of Gm along the flow. We start by defining f(x; ξ) according to the neigh-
borhoods that have already been introduced. Recall that Vδ was some δ–neighborhood of
the nonwandering set. We set f to be a smooth function which is positive and positively
homogeneous of degree 1 for ‖ξ‖x ≥ 1. Moreover, we suppose that for ξ ∈ N0 ∩ T ∗Vδ,
one has f(x; ξ) = |H(x; ξ)| and f(x; ξ) = ‖ξ‖x when ξ does not belong to a small open
neighborhood of N0. Without loss of generality, we can assume that f(x; ξ) ≥ C0‖ξ‖ for
‖ξ‖ ≥ 1 and for some positive constant C0 > 0 depending on N0.
Remark 8.4. We observe that, up to choosing a smaller value of δ and smaller neigh-
borhoods in the statements of Lemma 8.2 and Remark 8.3, we can always suppose that
T ∗Vδ ∩ N˜0 ⊂ S∗M ∩N0.
Let us now discuss the decay properties of
Gm :=
1
2
m(x; ξ) log
(
1 + f 2(x; ξ)
)
and prove properties (2) and (3) of Lemma 8.1. It suffices to show that, in some conic
neighborhood of N0, we have the bound XHGm 6 0 and outside some conic neighborhood
of N0, we have a uniform negative bound on XHGm. We decompose XHGm as the sum of
two terms :
(37) 2XHGm(x; ξ) = (XHm) (log(1 + f(x; ξ)
2)) +m(x; ξ)XH(log(1 + f(x; ξ)
2)).
We will split the discussion between points x ∈ M which are close to the nonwandering
set and those which are far from it.
Remark 8.5. Before discussing this, we observe that we have a crude upper bound on the
term m(x; ξ)XH log(1 + f(x; ξ)
2) which is uniform for (x; ξ) ∈ T ∗M satisfying ‖ξ‖x larger
than some R > 0. For that purpose, we first remark that
(38) XH log(1 + f(x; ξ)
2) =
XHf(x; ξ)
2
1 + f(x; ξ)2
,
defines a bounded function on T ∗M thanks to the homogeneity properties of f . Then, we
just note that m˜ is uniformly bounded by O(|u|+ s+ ‖E‖∞).
The element x does not belong to the δ neighborhood Vδ of the nonwandering
set. Fix an element (x; ξ) /∈ T ∗Vδ satisfying ‖ξ‖x ≥ 1. Recall that we have the estimates
XHm(x; ξ) 6 −c(δ) and log(1 + f(x; ξ)2) > log(1 + C0|ξ|2).
Combined with (37) and with Remark 8.5, this yields the bound
(39) 2XHGm(x; ξ) ≤ −c(δ) log(1 + C20‖ξ‖2) + C1(‖E‖∞ + s+ |u|),
for some positive constant C1 > 0 depending only on N0. Hence, provided R is large
enough (in terms of (Ci)i=0,1, δ, u and s) in the statement of Lemma 8.1, parts (2) and (3)
of the Lemma are satisfied for these points of phase space.
The element x ∈ Vδ and (x; ξ) ∈ N0. It now remains to analyze the situation near
the nonwandering set (and thus fix a small enough value of δ). Here, the situation follows
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closely what was done in [17, p. 339]. We note that as XHH = {H,H} = 0, one can show
that for (x; ξ) ∈ N0 satisfying ‖ξ‖x ≥ 1, one has
(40) XHGm(x; ξ) = XHm(x; ξ) log(1 +H(x; ξ)
2)
1
2 +m(x; ξ)XH log(1 +H(x; ξ)
2) ≤ 0.
This proves part (2) of the Lemma in this region of phase space.
The element x ∈ Vδ and (x; ξ) /∈ N0. Thanks to remark 8.4, we can cover S∗Vδ \N0
by three regions where we will prove uniform decay of Gm along the Hamiltonian flow :
S∗Vδ \N0 ⊂
(
N˜u ∩ S∗Vδ
)⋃(
N˜s ∩ S∗Vδ
)⋃(
S∗Vδ \ (N˜0 ∪ N˜u ∪ N˜s)
)
.
• We begin with the case where (x; ξ˜) ∈ S∗M \ (N˜0 ∪ N˜u ∪ N˜s). In that case,
f(x; ξ) ≥ C0‖ξ‖x by construction (at least for ‖ξ‖x large enough). Hence, it follows
from (33) that
2XHGm(x; ξ) = (XHm) (x; ξ) log(1 + f(x; ξ)
2) +m(x; ξ)XH log(1 + f(x; ξ)
2)
≤ −ηmin(|n0 − s|, |u− n0|) log(1 + C20‖ξ‖2x) + C1(‖E‖C0 + s+ |u|).
Hence, as for the case x /∈ Vδ, we can ensure that parts (2) and (3) of the Lemma are
satisfied by picking R > 0 large enough (in a way that depends on η, u, s and N0)
so that the negative term −ηmin(|n0 − s|, |u − n0|) log(1 + C20‖ξ‖2x) predominates
over the positive term C1(‖E‖C0 + s + |u|) and makes sure the r.h.s. is uniformly
negative as long as ‖ξ‖x > R.
• Assume now that (x; ξ/‖ξ‖x) ∈ N˜u ∩ S∗Vδ. We show that we can pick δ > 0 small
enough to ensure that the bound holds for (x; ξ/‖ξ‖x) ∈ N˜u ∩ S∗Vδ. In this case
f(x; ξ) = ‖ξ‖x, hence
2XHGm(x; ξ) = (XHm)︸ ︷︷ ︸
60
log
(
1 + ‖ξ‖2x
)︸ ︷︷ ︸
>0
+m(x; ξ)XH log
(
1 + ‖ξ‖2x
)
≤ m(x; ξ) XH(‖ξ‖
2
x)
2(1 + ‖ξ‖2x)
.
We will now make use of the hyperbolicity of the flow one more time in order
to control the term XH(‖ξ‖2x) 6. We assume without loss of generality (periodic
orbits are treated similarly) that we are near a critical point Λj. For (x; ξ) in
T ∗ΛjM ∩N∗(W u(Λj)), one can deduce from the hyperbolicity bound (7) that
XH‖ξ‖2x ≥ c0‖ξ‖2x,
for some positive constant c0 depending only on (M, g) and ϕ
t. This can be achieved
by choosing the value of ‖.‖x for x ∈ Λj in a way to have the constant equal
to 1 in (7) – see [6, Prop. 5.2.2]. By compactness of Σss, we can ensure that
this inequality remains true in N˜u ∩ S∗Vδ, where N˜u is a conical neighborhood of
6Observe that hyperbolicity was already used in Meyer’s Theorem and in the proof of Lemma 8.2 which
relied on Theorems 5.2 and 5.4.
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N∗(W u(Λj)), provided that we replace c0 by c0/2 and that δ > 0 and all neighbor-
hoods (V ss, V uu, V s, V u) from Lemma 8.2 are chosen small enough. Thus, thanks
to inequality (35) that yields m˜(x; ξ) 6 u
4
< 0, one finds that(
x,
ξ
‖ξ‖x
)
∈ N˜u ∩ S∗Vδ =⇒ XHGm(x; ξ) ≤ c0u
8
,
where c0 > 0 is a geometric constant.
• The case where (x; ξ˜) ∈ N˜s ∩S∗Vδ is treated similarly thanks to (34). Then we can
derive similar bounds of the form(
x,
ξ
‖ξ‖x
)
∈ N˜s ∩ S∗Vδ =⇒ XHGm(x; ξ) ≤ −c0s
8
,
which concludes the construction of the escape function from Lemma 8.1.
9. Anisotropic Sobolev spaces
In this section, we aim at proving Theorems 2.1 and 2.2 or more precisely their gener-
alization to vector bundles (E ,∇) equipped with a connection ∇. More precisely, we will
consider the Lie derivative −LV,∇ acting on currents on M valued in the bundle E and the
connexion ∇ allows to lift the action of the flow from the base M to the total space of E .
The reason why we need to introduce such algebra is that we plan to discuss in [11] the
relationship between the Pollicott-Ruelle spectrum and the Reidemeister torsion. To define
the Reidemeister torsion, we need to fix a unitary representation of the fundamental group
pi1(M) and then consider geometric complexes on M twisted by the representation. Geo-
metrically, the twisting operation corresponds to considering some flat bundle (E ,∇) over
M , such that the monodromy of the flat connection ∇ gives the corresponding representa-
tion of pi1(M). In that framework, the De Rham complex of differential forms (Ω
•(M), d)
is replaced by the twisted De Rham complex of differential forms valued in E , Ω•(M, E)
with twisted differential d∇.
The purpose of this final section is to recall how one can construct anisotropic Sobolev
spaces adapted to the operator −L(k)V,∇ for every 0 ≤ k ≤ n starting from the escape
function of Lemma 8.1. More precisely, for every σ > 0, we let mσ ∈ C∞(T ∗M) be the
corresponding order function from Lemma 8.1 with |u|, s  σ, and for every 0 ≤ k ≤ n,
we will construct Hilbert spaces of currents Hmσk (M, E) such that
−L(k)V,∇ : Hmσk (M, E) −→ Hmσk (M, E)
has discrete spectrum on Re(z) > −σ – see Proposition 9.3. Once this spectral framework is
properly settled, in paragraph 9.4 we will see how one can easily deduce our main Theorems
on the existence of a discrete set of Pollicott-Ruelle resonances. Hence, everything boils
down to constructing appropriate Hilbert spaces, and now that we are given a nice escape
function m adapted to the Morse-Smale dynamics, we just need to follow step by step the
(microlocal) strategy initiated by Faure and Sjo¨strand in [17]. Recall that this consists in
showing that −L(k)V,∇ has nice spectral properties on that space via microlocal arguments
and analytic Fredholm theory. This kind of strategy is natural in the context of the study
SPECTRAL ANALYSIS OF MORSE-SMALE FLOWS I 39
of semiclassical resonances of Schro¨dinger operators [26] and we refer to [17] for a more
detailed discussion on that aspect.
The proof in [17] only deals with the scalar case for k = 0 and E = M × C. Yet, the
argument can be adapted to any 0 ≤ k ≤ n as it only relies on the construction of a proper
escape function for the flow as in the scalar case. We emphasize that the case of vector
bundles for Anosov flows was considered via microlocal methods by Dyatlov and Zworski
in order to prove the meromorphic continuation of the zeta function [13]. We chose to
use the microlocal techniques from these references but it is most likely that the methods
developed in [7, 22] could also be developed to define a proper spectral framework.
Remark 9.1. Keeping in mind the applications to differential topology [11], it may be
convenient to choose a different mσ for every 0 ≤ k ≤ n. Typically, we may pick in degree
k an order function of the form m(x; ξ) +n− k where m(x; ξ) is given by Lemma 8.1. The
following analysis would not be affected by this choice of (shifted) order function for large
enough choices of |u| and s in this Lemma.
9.1. Vector bundles and connection. Before defining the Sobolev spaces, we collect a
few definitions and properties and we refer to [30, Ch.6-8-12] for more details. For every
integer k ∈ {0, . . . , n}, recall the bundle Λk (T ∗M) of k-forms on M has all its elements of
the form
∑
06i1<···<ik6n ξi1...ikdx
i1∧· · ·∧dxik in local coordinates where (dx1, . . . , dxn) forms
a basis of T ∗M in local coordinates. Smooth sections of Λk (T ∗M) are denoted by Ωk(M).
If we are given a metric g on M , this induces some inner product 〈., .〉(k)g∗ on Λk(T ∗M).
Then, the Hodge star operator is the unique isomorphism ?k : Λ
k(T ∗M) → Λn−k(T ∗M)
such that for every ψ1 ∈ Ωk(M) = Ωk(M,C) and ψ2 ∈ Ωn−k(M) = Ωn−k(M,C),∫
M
ψ1 ∧ ψ2 =
∫
M
〈ψ1, ?−1k ψ2〉(k)g∗ ωg,
where ωg is the volume form induced by the Riemannian metric g on M . Given a smooth
Hermitian vector bundle pi : E → M [30, Def. 6.21] of rank N with inner product 〈., .〉E
on the fibers, the space Ωk(M, E), k = 1, . . . , n of k-forms on M valued in E is defined as
the tensor product Ωk(M)⊗C∞(M) Ω0(M, E) where Ω0(M, E) denotes the smooth sections
of E . Using the hermitian structure on E , we can identify E with its dual bundle and we
can also introduce the following fiberwise pairing, for every 0 ≤ k, l ≤ n,
〈. ∧ .〉E : Ωk(M, E)× Ωl(M, E)→ Ωk+l(M).
This induces a map ?k : Ω
k(M, E)→ Ωn−k(M, E) which acts trivially on the E-coefficients.
Then, we can define the positive definite Hodge inner product on Ωk(M, E) as
(ψ1, ψ2) ∈ Ωk(M, E)× Ωk(M, E) 7→
∫
M
〈ψ1 ∧ ?k(ψ2)〉E .
In particular, we can define L2(M,Λk(T ∗M) ⊗ E) as the completion of Ωk(M, E) for this
scalar product.
We would now like to define an analogue of the Lie derivative along a vector field V in
the context of differential forms with values in a vector bundle E . For that purpose, we
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observe that the contraction operator ιV is well-defined and we have to introduce a proper
substitute for the De Rham differential d. For this, we fix a smooth (Koszul) connection [30,
Def. 12.1 and p. 505], i.e. a linear map
∇ : Ω0(M, E)→ Ω1(M, E),
satisfying, for every ψ ∈ C∞(M) and for every u in Ω0(M, E),
∇(ψu) = ψ∇u+ (dψ)u,
where d is the usual De Rham differential on M . According to [30, Th. 12.57], this map
uniquely extends to a map d∇ such that, for every 0 ≤ k, l ≤ n,
• d∇ : Ωk(M, E)→ Ωk+1(M, E),
• for every (ψ, u) in Ωk(M)× Ωl(M, E),
d∇(ψ ∧ u) = dψ ∧ u+ (−1)kψ ∧ d∇u and d∇(u ∧ ψ) = d∇u ∧ ψ + (−1)lu ∧ dψ,
• for every u in Ω0(M, E), d∇u = ∇u.
The operator d∇ is the coboundary operator associated with (E ,∇), and we define the
corresponding Lie derivative along the vector field V as
(41) LV,∇ = d∇ ◦ ιV + ιV ◦ d∇.
Remark 9.2. We define the curvature of the vector bundle (E ,∇) as the unique map F∇ in
Ω2(M,End(E)) such that, for every 0 ≤ k ≤ n and for every u in Ωk(M, E),
d∇ ◦ d∇u = F∇ ∧ u.
We say (E ,∇) is a flat vector bundle if F∇ = 0, equivalently, if d∇ ◦ d∇ = 0 which means
that (Ω•(M, E), d∇) is a cochain complex.
In the following, E → M is always a smooth complex vector bundle endowed with a
Hermitian structure 〈, 〉E and a connection ∇ (not necessarily flat).
9.2. Definition of the anisotropic Sobolev spaces. Now, we set
(42) Am(x; ξ) := exp (Gm(x; ξ)) ∈ C∞(T ∗M),
where Gm(x; ξ) is given by Lemma 8.1. Let now 0 ≤ k ≤ n and E →M be a smooth vector
bundle equipped with a Hermitian structure. We consider the vector bundle Λk(T ∗M)⊗E .
Consider some finite cover (Ui)i∈I of M by contractible open subsets. For every Ui, choose
some local trivialization κ : E ⊗Λk (T ∗M) |Ui 7→ U˜ ×RN ×R
n!
k!(n−k)! of E ⊗Λk (T ∗M) where
U˜ is some open subset of Rn. Set (ej)Nj=1 to be the canonical basis of RN . Then we define
some operator Ai : Ω
k
c (Ui, E) 7→ Ωk(M, E) explicitely in local coordinates as follows :
κ ◦Ai ◦ κ−1(ejfdxi1 ∧ · · · ∧ dxik)|U˜ = OpW (Am)(f)ejdxi1 ∧ · · · ∧ dxik
for every f ∈ C∞c (Ui), j ∈ {1, . . . , r}, 1 6 i1 < · · · < ik 6 n and where OpW (Am)
is the usual Weyl quantization defined on Rn [41, equation 14.5 p. 68]. Choose some
partition of unity (χi)i∈I ,
∑
i∈I χi = 1 subordinated to the cover (Ui)i∈I and for every
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i ∈ I, choose Ψi ∈ C∞c (Ui) such that Ψi = 1 on supp(χi). Then define a global linear
operator Ωk(M, E) 7→ Ωk(M, E) as :
(43) A(k)m =
1
2
∑
i∈I
ΨiAiχi +
1
2
(∑
i∈I
ΨiAiχi
)∗
where
(∑
i∈I ΨiAiχi
)∗
is the formal adjoint of
∑
i∈I ΨiAiχi for the Hilbert space structure
on L2(M,Λk(T ∗M) ⊗ E) defined above. The operator A(k)m is elliptic in the sense of [16,
definition 8] since its principal symbol reads Am(x; ξ)⊗Id where Id means the identity map
Λk(T ∗Mx)⊗Ex 7→ Λk(T ∗Mx)⊗Ex and A(k)m is formally self–adjoint. Hence by [16, Lemma
11], it has a self–adjoint extension on the Hilbert space L2(M,Λk(T ∗M) ⊗ E). Without
loss of generality, we may assume A
(k)
m to be invertible in Ωk(M, E) since by [16, Lemma
12], there is a smoothing, self–adjoint operator r̂ such that A
(k)
m + r̂ is self–adjoint, elliptic
and invertible in Ωk(M, E). We define an anisotropic Sobolev space of currents by setting
Hmk (M, E) = (A(k)m )−1L2(M,Λk(T ∗M)⊗ E).
Mimicking the proofs of [16], we can deduce some properties of these spaces of currents.
First of all, they are endowed with a Hilbert structure inherited from the L2-structure on
M . The topological dual Hmk (M, E)′ of Hmk (M, E) can be identified with the space
Hmk (M, E)′ ' A(k)m L2(M,Λk(T ∗M)⊗ E)
by the pairing
ψ1 ∈ A(k)m L2(M,Λk(T ∗M)⊗ E), ψ2 ∈ Hmk (M, E) 7→
∫
M
〈ψ1 ∧ ?kψ2〉E
and Hmk (M, E) is in fact reflexive. We also note that the space Hmk (M, E) can be identified
with Hm0 (M,R)⊗C∞(M) Ωk(M, E), and one has
Ωk(M, E) ⊂ Hmk (M, E) ⊂ D′,k(M, E),
where the injections are continuous. Using the Hodge star, we finally find that
Hmk (M, E)′ ' ?kA(k)m L2(M,Λk(T ∗M)⊗ E) = A(n−k)m L2(M,Λn−k(T ∗M)⊗ E)
which is also equipped with a natural Hilbert space structure. The Hilbert space
A(n−k)m L
2(M,Λn−k(T ∗M)⊗ E)
will also be denoted by H−mn−k(M, E) by some little abuse of notation.
9.3. Pollicott–Ruelle resonances and their resonant states. Now that we have de-
fined our Sobolev in a similar fashion as for the Anosov setting of [17], we can follow almost
verbatim the argument of Faure and Sjo¨strand in [17] in order to show the existence of a
discrete dynamical spectrum on these spaces. Indeed, this part of their arguments only
made use of the dynamical properties of m combined with microlocal tools and analytic
Fredholm theory. More precisely, the main result on the spectral properties of −L(k)V,∇ act-
ing on these anisotropic spaces is the following Proposition:
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Proposition 9.3 (Discrete spectrum). The operator −L(k)V,∇ defines a maximal closed
unbounded operator on Hmk (M, E),
−L(k)V,∇ : Hmk (M, E)→ Hmk (M, E),
with domain given by D(−L(k)V,∇) := {ψ ∈ Hmk (M, E) : −L(k)V,∇ψ ∈ Hmk (M, E)}. It
coincides with the closure of −L(k)V,∇ : Ωk(M, E) → Ωk(M, E) in the graph norm for
operators. Moreover, there exists a constant C0 in R (that depends on the choice of
the order function m(x; ξ)) such that −L(k)V,∇ has empty spectrum for Re(z) > C0.
Finally, the operator
−L(k)V,∇ : Hmk (M, E)→ Hmk (M, E),
has a discrete spectrum with finite multiplicity in the domain
Re(z) > −Cm + CE ,
where CE > 0 depends only on the choice of the metric g, 〈, 〉E and Cm > 0 is the
constant from Lemma 8.1.
The second part on the discrete spectrum is obtained by showing that the operator
(−L(k)V,∇ − z) is a Fredholm operator of index 0 depending analytically on z in the cor-
responding half plane [26, 47]. In the case of Anosov flows, the proof of this result was
given by Faure-Sjo¨strand in [17, Sect. 3] for k = 0 while the extension to the case of cur-
rents was done by Dyatlov-Zworski in [13, Sect. 3]. Note that the proofs in both references
are of slightly different nature but they both crucially rely on the properties of the escape
function used to define the anisotropic space Hmk (M, E). The proof of this Proposition was
given in great details in [17, Th. 1.4] in the case k = 0 and E = M × C. As was already
mentioned, the extension to the case where 0 ≤ k ≤ n and where E is an arbitrary vector
bundle can be adapted almost verbatim except that we have to deal with pseudodifferential
operators with symbols in Hom(Λk(T ∗M) ⊗ E). As was already observed in [13, 9], the
main point to adapt to the vector bundle framework is that the (pseudodifferential) oper-
ators under consideration have a scalar symbol. In fact, given any local basis (ej)j=1,...Jk of
Λk(T ∗M)⊗ E and any family (uj)j=1,...Jk of smooth functions C∞(M), one has
L(k)V,∇
(
Jk∑
j=1
ujej
)
=
Jk∑
j=1
LV (uj)ej +
Jk∑
j=1
L(k)V,∇(ej)uj,
where each term in the second part of the sum on the right-hand side is of order 0 as
a differential operator acting on the uj. In other words, the principal symbol of L(k)V,∇ is
ξ(V (x))IdΛk(T ∗M)x⊗Ex . This scalar form allows to adapt the proofs of [17] to this vector
bundle framework – see [17] for a detailed proof.
For the sake of completeness, we refer to paragraph 9.5 where we give a brief picture
of the strategy developed by Faure and Sjo¨strand to prove Proposition 9.3 starting from
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Lemma 8.1. Note that, in this reference, the authors use the convention −iLV instead of
−LV .
Remark 9.4. We also note that they implicitely show [17, Lemma 3.3] that, for every z in
C satisfying Imz > C0, one has
(44)
∥∥∥∥(L(k)V,∇ + z)−1∥∥∥∥
Hmk (M,E)→Hmk (M,E)
≤ 1
Re(z)− C0 .
In particular, combining Proposition 9.3 to the Hille-Yosida Theorem [15, Cor. 3.6, p. 76],
one knows that
(45) (ϕ−t)∗ : Hmk (M, E)→ Hmk (M, E),
generates a strongly continuous semigroup which is defined for every t ≥ 0 and whose norm
is bounded by etC0 .
We now list some properties of this spectrum:
• As in [17, Th. 1.5], we can show that the eigenvalues (counted with their alge-
braic multiplicity) and the eigenspaces of −L(k)V,∇ : Hmk (M, E) → Hmk (M, E) are in
fact independent of the choice of escape function. For every 0 ≤ k ≤ n, we call
the eigenvalues the Pollicott-Ruelle resonances of index k and we denote by
Rk(V,∇) this set.
• By duality, the same spectral properties holds for the dual operator
(46) (−L(k)V,∇)∗ = −L(n−k)−V,∇ : H−mn−k(M, E)→ H−mn−k(M, E).
• Given any z0 in Rk(V,∇), the corresponding spectral projector pi(k)z0 is given by [26,
Appendix]:
(47) pi(k)z0 :=
1
2ipi
∫
γz0
(z + L(k)V,∇)−1dz : Hmk (M, E)→ Hmk (M, E),
where γz0 is a small contour around z0 which only contains the eigenvalue z0 in its
interior.
• Given any z0 in C with Re(z0) > −Cm + CE , there exists mk(z0) ≥ 1 such that, in
a small neighborhood of z0, one has
(48) (z + L(k)V,∇)−1 =
mk(z0)∑
l=1
(−1)l−1 (L
(k)
V,∇ + z0)
l−1pi(k)z0
(z − z0)l +Rz0,k(z) : H
m
k (M, E)→ Hmk (M, E),
with Rz0,k(z) a holomorphic function near z0 and with pi
(k)
z0 = 0 whenever z0 /∈
Rk(V,∇).
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9.4. Proof of Theorems 2.1 and 2.2. We will now briefly deduce the proofs of our main
Theorems in the case where E = M ×C. We will in fact prove something slightly stronger
as we will verify that these statements hold for any ψ1 ∈ Hmk (M) and any ψ2 ∈ H−mn−k(M).
Let ψ1 be an element in Hmk (M). Thanks to Remark 9.4, we know that∫ +∞
0
e−tzϕ−t∗(ψ1)dt = (L(k)V + z)−1(ψ1)
holds in Hmk (M) for Re(z) > C0. From Proposition 9.3, we have a meromorphic extension
of the right-hand side on Re(z) > −Cm+C whose poles are included in the set of Pollicott-
Ruelle resonances Rk(V ). Moreover, from (48), we also know that the following holds true
in Hmk (M):
(z + L(k)V )−1(ψ1) =
mk(z0)∑
l=1
(−1)l−1 (L
(k)
V + z0)
l−1pi(k)z0 (ψ1)
(z − z0)l +Rz0,k(z)(ψ1)
in a neighborhood of any z0 in Rk(V ) which satisfies Re(z0) > −Cm + C. Finally, as all
the results hold in Hmk (M), we can always pair these equalities with some ψ2 in H−mn−k(M).
9.5. A few words on Faure-Sjo¨strand’s construction. As was already explained,
once we are given an escape function satisfying the properties of Lemma 8.1, we are in
position to apply the strategy of reference [17]. This Lemma was indeed the only Lemma
from this reference that used the dynamical properties of the flow. After that, the authors
proceeded to a detailed analytic work based on microlocal techniques and Fredholm theory.
For the sake of completeness, let us outline the strategy of their proof and we refer to this
reference for more details. Their first observation is that studying the spectrum on the
above anisotropic Sobolev spaces is equivalent to studying the conjugated operator
A(k)m ◦
(
−L(k)V,∇
)
◦ (A(k)m )−1
on the more standard space L2(M,Λk(T ∗M)⊗E). This is a pseudodifferential operator in
Ψ1(M,Λk(T ∗M)⊗ E), and we can write
A(k)m ◦
(
−L(k)V,∇
)
◦ (A(k)m )−1 ≈ Op
(
(−iξ(V (x)) +XHGm(x; ξ)) IdΛk(T ∗M)x⊗Ex
)
,
where ≈ should be understood as an equality up to an error belonging to O(Ψ0) +
Om(Ψ−1+0). In order to explain the proof of [17], we will focus ourselves on the “principal
term” (−iξ(V (x)) +XHGm(x; ξ)) IdΛk(T ∗M)x⊗Ex even if some attention has to be paid to
these remainder terms. The next step is that Faure and Sjo¨strand verify for which z in C,
the operator
(49) A(k)m ◦
(
−L(k)V,∇
)
◦ (A(k)m )−1 − z
is invertible in L2. There are three regions that we may distinguish using the conven-
tion of Lemma 8.1. First, when (x; ξ) /∈ N0 with ‖ξ‖x ≥ R, we can use the fact that
XHGm(x; ξ) ≤ −cmin(|u|, s) in order to invert the symbol XHGm in this region of phase
space, at least for some z verifying Re(z) ≥ CE − cmin(|u|, s). On the other hand, if
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(x; ξ) ∈ N0 and ‖ξ‖x ≥ R, then XHGm is not anymore uniformly stricly negative. Yet, we
may subtract to the operator defined by (49) a (selfadjoint) pseudodifferential operator χˆ0
in Ψ0(M,Λk(T ∗M)⊗E) whose principal symbol is proportional to cmin(|u|, s)IdΛk(T ∗M)⊗E
near N0 and identically vanishes away from it. It remains to deal with the compact part
of phase space ‖ξ‖x ≤ R. Here, we can substract a compact operator χˆ1 in order to make
the real part invertible in this region too. In the end, the operator
P (z) := A(k)m ◦
(
−L(k)V,∇
)
◦ (A(k)m )−1 − χˆ1 − χˆ0 − z
is invertible in L2 for Re(z) ≥ CE − cmin(|u|, s). We shall denote its inverse by r(z).
This rough picture can be made rigorous and we refer to [17, p.340–345] for a detailed
proof. Then Faure and Sjo¨strand conclude using arguments from analytic Fredholm theory.
Precisely, they write that for Re(z) ≥ CE − cmin(|u|, s),
A(k)m ◦
(
−L(k)V,∇
)
◦ (A(k)m )−1 − z = (Id + (χˆ0 + χˆ1)r(z))P (z).
Using the ellipticity of ξ(V (x)) near N0, they show that (Id + (χˆ0 + χˆ1)r(z)) is a Fredholm
operator of index 0 [17, Lemma 3.4] as P (z) is. Hence, on Re(z) ≥ CE − cmin(|u|, s), we
have a holomorphic family of Fredholm operators of index 0 which are invertible for Re(z)
large enough. Then, the conclusion follows from classical theorems of analytic Fredholm
theory – see e.g. [47, Th. D.4].
Appendix A. Hyperbolic critical elements
In the definition of Morse-Smale flows, we implicitely assumed some results on hyperbolic
fixed points and hyperbolic closed orbits that we will briefly review in this appendix. For
more details, we invite the reader to look at the classical textbook of Palis and de Melo [34,
Ch. 2,3] – see also [27] for general results on (partially) hyperbolic invariant subsets.
A.1. Limit sets. We start with some terminology from the theory of dynamical systems.
We say that a point x in M is wandering if there exist some open neighborhood U of x
and some t0 > 0 such that
U ∩ (∪|t|>t0ϕt(U)) = ∅.
The nonwandering set of the flow is given by the points which are not wandering. The set
of nonwandering points is denoted by NW(ϕt). Given any x ∈M , we define
α(x) := ∩T≤0{ϕt(x) : t ≤ T},
and
ω(x) := ∩T≥0{ϕt(x) : t ≥ T}.
We note that for every x in M , α(x) and ω(x) are contained in NW(ϕt). For any invariant
closed subset Λ of M , we define the unstable and stable manifolds of Λ:
W u(Λ) := {x ∈M : α(x) ⊂ Λ},
and
W s(Λ) := {x ∈M : ω(x) ⊂ Λ}.
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A.2. Hyperbolic fixed points. We say that a point x0 in M is a hyperbolic fixed point
of (ϕt)t∈R if V (x0) = 0 and dx0V : Tx0M → Tx0M has no eigenvalue on the imaginary axis.
Equivalently, it means that for every t 6= 0, x0 is a fixed point of the smooth diffeomorphism
ϕt and that dx0ϕ
t : Tx0M → Tx0M has no eigenvalue of modulus one.
Consider now a hyperbolic fixed point x0 and some small enough δ > 0. We can define
the local unstable and stable manifolds as follows:
W uδ (x0) := {x ∈ B(x0, δ) : ∀t ≤ 0, ϕt(x) ∈ B(x0, δ)},
and
W sδ (x0) := {x ∈ B(x0, δ) : ∀t ≥ 0, ϕt(x) ∈ B(x0, δ)}.
Then, one has [34, Ch. 2, Prop. 6.1 and Th. 6.2]
W u(x0) =
⋃
t≥0
ϕt(W uδ (x0)), and W
s(x0) =
⋃
t≥0
ϕ−t(W sδ (x0)).
Moreover, W uδ (x0) (resp. W
s
δ (x0)) is a smooth embedded disk whose dimension is that
of the unstable (resp. stable) space of dx0V while W
u(x0) (resp. W
s(x0)) is a smooth
injectively immersed manifold in M whose tangent space at x0 is the unstable (resp. stable)
space of dx0V : Tx0M → Tx0M .
A.3. Hyperbolic closed orbits. We say that a point x0 in M is a hyperbolic periodic
point if V (x0) 6= 0, there exists T0 > 0 such that ϕT0(x0) = x0 and dx0ϕT0 : Tx0M → Tx0M
has 1 as a simple eigenvalue and no other eigenvalue of modulus 1. Equivalently, we will
say that {ϕt(x0) : 0 ≤ t ≤ T0} is a hyperbolic closed orbit.
This can also be defined in terms of Poincare´ sections which allows to make the connec-
tion with the case of hyperbolic fixed points. Let Σ be a smooth hypersurface containing
x0 which is transversal to the vector field V . We denote by PΣ : O ⊂ Σ → Σ the corre-
sponding Poincare´ map. Then, the point x0 is said to be a hyperbolic periodic point of the
flow if x0 is a hyperbolic point for the Poincare´ map. Note that this definition does not
depend on the choice of Poincare´ section Σ. Fix now a neighborhood O˜ of the closed orbit
Λ generated by the point x0. We can define the (local) unstable and stable manifolds:
W u
O˜
(x0) := {x ∈ O˜ : ∀t ≤ 0, ϕt(x) ∈ O˜},
and
W s
O˜
(x0) := {x ∈ O˜ : ∀t ≥ 0, ϕt(x) ∈ O˜}.
As in the case of fixed points, the following holds:
W u(Λ) =
⋃
t≥0
ϕt(W u
O˜
(x0)), and W
s(Λ) =
⋃
t≤0
ϕt(W s
O˜
(x0)).
Moreover, W u
O˜
(x0) and W
s
O˜
(x0) are smooth submanifolds of M which are transverse [34,
Ch. 3, Prop. 1.5] and W u
O˜
(x0)∩W sO˜(x0) = Λ. In fact, for a given Poincare´ section Σ, one can
define W uδ (x0) and W
s
δ (x0) for the induced Poincare´ map PΣ and W
u
O˜
(x0) (resp. W
s
O˜
(x0))
is an open neighborhood of Λ inside ∪t∈(0,2T0)ϕ−t(W uδ (x0)) (resp. ∪t∈(0,2T0)ϕt(W uδ (x0))).
Also, W u(Λ) and W s(Λ) are smooth immersed submanifolds of M [34, Ch. 3, Coro. 1.6].
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Finally, W u(Λ) andW s(Λ) are invariantly fibered by smooth submanifolds (W uu(x0))x0∈Λ
(resp. (W ss(x0))x0∈Λ) tangent to the unstable (resp. stable) space at ϕ
T0(x0) [27, Th. 4.1].
Points of these submanifolds are characterized as follows, for every x0 in Λ,
W uu(x0) :=
{
x ∈M : lim
n→+∞
ϕ−nT0(x) = x0
}
,
and
W ss(x0) :=
{
x ∈M : lim
n→+∞
ϕnT0(x) = x0
}
.
A.4. λ-Lemma. In the previous paragraphs, we saw that understanding the dynamics
near a critical element is related to understanding the dynamics of a diffeomorphism f
near a hyperbolic point Λ := {x0}. This reduction can be done either by considering the
time one map of the flow in the case of fixed points, or by looking at the Poincare´ map
associated with a certain transversal to the orbit. In this paragraph, we would like to
give some quantitative features of the dynamics for a diffeomorphism f : M → M near a
hyperbolic point x0. In particular, we would like to recall the λ-Lemma [39, 33] (sometimes
called the inclination lemma). We follow closely the presentation of [34, Ch. 2] – see also [6,
Ch. 5] in the case of more general hyperbolic subsets. Before that, recall that two smooth
subamnifolds S and S ′ of M are -C1 close if there exists a C1 diffeomorphism h : S → S ′
such that i′ ◦ h is -close to i in the C1 topology7.
We fix some local coordinates (x, y) ∈ Rn′ = Es ⊕ Eu around the hyperbolic point x0
(with n′ = n or n − 1). The local stable (resp. unstable) manifold is then the graph of
a smooth function κs : Bs(0, r1) → Eu (resp. κu : Bu(0, r1) → Es) where Bs(0, r1) (resp.
Bu(0, r1)) is the ball of radius r1 centered at 0 inside Es (resp. Eu). Moreover, we have
that κu(0) = κs(0) = 0 and d0κs = d0κu = 0. We then introduce the following change of
coordinates:
κ : Bs(0, r1)⊕Bu(0, r1)→ Es ⊕ Eu, (x, y) 7→ (x− κu(y), y − κs(x)).
From our construction, one can verify that for r1 > 0 small enough, κ induces a diffeo-
morphism near the origin. Hence, one can assume without loss of generality that we are
working in a local chart where the local stable (resp. unstable) manifold is represented
by the stable (resp. unstable) linear space. The λ-Lemma can then be formulated as
follows [34, Ch. 2, Lemma 7.1] (see also [6, Th. 5.7.2]):
Theorem A.1 (λ-Lemma). We use the above conventions. Let O = Bs(x0, r)×Bu(x0, r),
let x be an element in W s(x0) and let D
u be a small disk of dimension dim(Eu(x0)) which
is transversal to W s(x0) at x.
If we denote by DuN the connected component of f
N(Du)∩O containing fN(x), then for
every  > 0, there exists N0 such that, for every N ≥ N0, DuN is  C1-close to W u(x0).
A.5. Sternberg-Chen’s Theorem. In this paragraph, we collect a few results on the
linearization of vector fields near hyperbolic critical elements in order to illustrate that our
assumption of being C1 linearizable is in some sense generic.
7Here i : S →M and i′ : S′ →M denote the inclusion maps.
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A.5.1. The case of a fixed point. Recall Sternberg-Chen’s Theorem on the linearization of
vector fields near hyperbolic critical points [8] (see also [32, Th. 9, p.50]):
Theorem A.2 (Sternberg-Chen). Let V (x) =
∑
j aj(x)∂xj be a smooth vector field defined
in a neighborhood of 0 in Rn. Suppose that V (0) = 0 and that 0 is a hyperbolic fixed point.
Denote by (µj) the eigenvalues of A := (∂xkaj(0))k,j. Suppose that the eigenvalues satisfy
the non resonant assumption,
∀ α1, . . . , αn ∈ N s.t α1 + . . .+ αn ≥ 2, ∀ 1 ≤ j ≤ n, µj 6=
d∑
i=1
αiµi.
Then, there exists a smooth diffeomorphism h which is defined in a neighborhood of 0 such
that h(0) = 0 and such that
h∗(V )(x) = Dxh(L(x))
where L(x) = Ax.∂x.
Here N denotes the set of nonnegative integers. The classical Grobman-Hartman Theo-
rem ensures the existence of a conjugating homeomorphism. The crucial observation for us
is that the conjugating map is smooth provided some non resonance assumption is made.
Remark A.3. We stated here a version of the Theorem which gives conditions to have a
smooth diffeomorphism. Yet, if we only search a Ck conjugating diffeomorphism (with
k ≥ 1), we can restrict our assumptions by imposing only a finite number of conditions on
the eigenvalues – see [32, Th. 10, p. 52] for the precise statement.
A.5.2. The case of a closed orbit. Sternberg-Chen’s Theorem can be generalized in the
case of a closed hyperbolic orbit [45]. Consider a smooth vector field V (x, θ) defined on
Bn−1(0, r)×(R/PΛZ) where Bn−1(0, r) is a small ball of radius r > 0 centered at 0 in Rn−1.
We make the assumption that
(50) V (x, θ) = (1 + g(x, θ))∂θ + (A(θ)x+ f(x, θ)).∂x,
with f(x, θ) = O(‖x‖2), A(θ) smooth and g(x, θ) = O(‖x‖).
Simplifying coordinates near the periodic orbit. Let us first explain how the vector
field can be put under the form (50). Recall that the tubular neighborhood Theorem states
that some neighborhood of Λ ⊂M is C∞ diffeomorphic to some neighborhood of the zero
section of the normal bundle N(Λ ⊂M) induced by some Riemannian metric on M . But
Λ is a circle (with global coordinates θ in S1 := R/(2piZ)) hence N(Λ ⊂M) is an oriented
real vector bundle over S1. Hence, N(Λ) is trivial and diffeomorphic to a cartesian product
S1 ×Rd−1. Equivalently, triviality and the tubular neighborhood Theorem guarantee that
we have some germ of coordinate system (x, θ) near Λ where Λ is defined by the global
equation {x = 0}. In these coordinates, the vector field V associated with ϕt can be
written
(51) V (x, θ) = g˜(x, θ)∂θ + f˜(x, θ)∂x,
where (x, θ) belongs to OΛ × S1 for some small neighborhood OΛ ⊂ Rn−1 of 0. As Λ
is a closed orbit, we can suppose that f˜(0, θ) = 0 for all θ ∈ S1 and g˜(0, θ) > 0 for
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all θ ∈ S1. Before explaining the analogue of the Sternberg-Chen’s Theorem for closed
hyperbolic orbit, let us first reparametrize the θ variable. Set θ˜(θ) =
∫ θ
0
g˜−1(0, s)ds and
PΛ :=
∫ 2pi
0
g˜−1(0, s)ds. In these new coordinates, one has
dθ˜ = d
∫ θ
0
g˜−1(0, s)ds = g˜−1(0, θ)dθ =⇒ dθ˜(g˜(0, θ)∂θ) = 1.
The fact that this is a diffeomorphism relies on the fact that g˜(0, s) > 0 for all s ∈ [0, 2pi].
Therefore up to doing this reparametrization, we may assume that
(52) V (x, θ) = f˜(x, θ)∂x + g˜(x, θ)∂θ
with θ ∈ R/(PΛZ),
f˜(x, θ) = A(θ)x+ f(x, θ), and g˜(x, θ) = 1 + g(x, θ),
Moreover, f(x, θ) = O(‖x‖2) and g(x, θ) = O(‖x‖) uniformly in a small neighborhood of
{x = 0}.
Following [45] and using the conventions of paragraph 4.3, we introduce the following
nonresonance conditions:
• (µj(Λ))j=1,...,n−1 are nonresonant in space if, for every α ∈ Nn−1 with
∑n−1
k=1 αk ≥
2 and for every 1 ≤ j ≤ n− 1,
µj(Λ)−
n−1∑
k=1
αkµk(Λ) /∈ 2ipiPΛ Z,
• (µj(Λ))j=1,...,n−1 are nonresonant in time if, for every α ∈ Nn−1 with
∑n−1
k=1 αk ≥
1,
n−1∑
k=1
αkµk(Λ) /∈ 2ipiPΛ Z.
We can now state the analogue of Sternberg-Chen’s Theorem in the case of a hyperbolic
closed orbit [45, Th. 3]:
Theorem A.4. Let V (x, θ) be a smooth vector field of the form (50). Suppose that {0} ×
R/(PΛZ) is a hyperbolic closed orbit for the flow generated by V and that (µj(Λ))j=1,...,n−1
are both nonresonant in time and space. Then, there exists a smooth diffeomorphism h
which is defined in a neighborhood of {0} × (R/PΛZ) such that
V h∗(V )(x, θ) = Dxh(L(x, θ)),
with
L(x, θ) = ∂θ + A(θ)x.∂x.
Remark A.5. Fix k ≥ 1. As in [32], the proof of [45] could be adapted to ensure that under
a finite number of non resonant conditions in space and times, h can be chosen to be Ck.
However, we are not aware of a place in the literature where this condition is explicitely
written.
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Appendix B. Proof of the dynamical statements from Section 3
In this appendix, for the sake of completeness, we briefly review the instructive proofs
of some dynamical results due to Smale [39].
B.1. Proof of Lemma 3.5. Let x be an element in W u(Λi) ∩ W s(Λj) which does not
belong to Λi (otherwise i = j and the conclusion is trivial). Then, the flow line t 7→ ϕt(x)
is contained in the intersection W u(Λi) ∩W s(Λj) which should have dimension at least 1.
Also, one knows
dim(TxW
u(Λi))+dim(TxW
s(Λj)) = dim(TxW
u(Λi)+TxW
s(Λj))+dim(TxW
u(Λi)∩TxW s(Λj)).
From the transversality assumption TxW
u(Λi)+TxW
s(Λj) = TxM which, combined to the
previous observation, implies
dim(W u(Λi)) + dim(W
s(Λj)) ≥ n+ 1.
We now distinguish two cases. On the one hand, if Λj is a critical point, then dim(W
s(Λj)) =
n − dim(W u(Λj)) (by transversality at Λj). Hence, dim(W u(Λi)) ≥ 1 + dim(W u(Λj)) as
expected. On the other hand, if Λj is a closed orbit, one has, by transversality at Λj,
dim(W s(Λj)) = n − dim(W u(Λj)) + 1 from which one can conclude that dim(W u(Λi)) ≥
dim(W u(Λj)).
B.2. Proof of Lemma 3.6. From Lemma 3.5, we note that, if W u(Λj) ∩W s(Λj) 6= Λj,
then Λj is necessarily a closed orbit. In fact, it means that there exists x that belongs to
W u(Λj) ∩W s(Λj) but not to Λj. From the case of equality in Lemma 3.5, it follows that
Λj is a closed orbit.
Suppose now that there exists such a point x0, i.e. x0 belongs to W
u(Λj) ∩W s(Λj) but
not to Λj. Note that x0 does not belong to Λi for every i 6= j – see Lemma 3.3. Let U be
a small open set containing x0. We would like to prove that, for every t0 > 0, there exists
t ≥ t0 such that ϕt(U) ∩ U 6= ∅, which would contradict the fact that x0 /∈ NW (ϕt).
For that purpose, fix Σ a small Poincare´ section associated with the closed orbit Λj
and centered at the point y0 ∈ Λj – see appendix A. We also set Du to be a small open
disk containing x0 inside W
u(Λj)∩U and Ds to be a small open disk containing x0 inside
W s(Λj) ∩ U . Fix now t0 > 0 and let us show the expected contradicition. As x0 belongs
to W s(Λj), we know that there exists t ≥ t0 such that ϕt(x0) belongs to Σ. We denote by
Du(t,Σ) the connected component of ϕt(Du)∩Σ containing ϕt(x0). From the λ-Lemma A.1,
we know that, for t large enough, Du(t,Σ) is  C1-close to the unstable manifold of the
Poincare´ map near y0 (for some small ). Similarly, we can work in negative times and
construct Ds(−t′,Σ) which is  C1-close to the stable manifold of the Poincare´ map near
y0. As dimW
u(Λj) + dimW
s(Λj) = n + 1, D
u(t,Σ) (resp. Ds(−t′,Σ)) have the same
dimension as the unstable (resp. stable) manifolds of the induced Poincare´ map on Σ.
Therefore, there exists a point y1 which lies in the intersection of D
u(t,Σ) and Ds(−t′,Σ).
Then, we set y2 = ϕ
−t(y1) = ϕ−(t+t
′)(y3) which belongs to U ∩ ϕ−(t+t′)(U). This gives the
contradiction
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B.3. Proof of Theorem 3.7. The proof of Theorem 3.7 was given by Smale in [39]. The
proof of this classical result contains important ideas that enlightens our general strategy.
Hence, it seems useful to recall Smale’s argument. The proof starts with the following
Lemma [39, Lemma 3.3]:
Lemma B.1. Suppose W u(Λi) ∩W s(Λj) 6= ∅. Then, W u(Λj) ⊂ W u(Λi).
This Lemma means the following. If ϕt(x) is repelled by Λi and attracted by Λj, then
the unstable manifold W u(Λj) of the set Λj at the arrival is contained in the closure of the
bigger stratum W u(Λi).
Proof. Let x0 be a point in W
u(Λj) and let  > 0. We aim at constructing a point
y ∈ W u(Λi) which is at a distance ≤  of x0.
We start with the case where Λj is a hyperbolic fixed point. We first note that there
exists T0 > 0 such that ϕ
−T0(x0) belongs to an -neighborhood O of Λj inside W u(Λj). We
also fix a small neighborhood O′ of Λj inside M (containing x0). In order to construct y,
we will make use of a point lying inside W u(Λi) ∩W s(Λj). Such a point y0 exists from
our assumption. Let Du(y0) be a small disk contained in W
u(Λi) which is of dimension
dim(W u(Λj)), which contains y0 in its interior and which is transversal to W
s(Λj). The
existence of such a disk is provided by the dimension bound dim(W u(Λj)) 6 dim(W u(Λi))
from Lemma 3.5. Recall that, for a fixed point, dim(W u(Λj)) + dim(W
s(Λj)) = n.
Using the map f = ϕ1 in the λ-Lemma, we can find m large enough such that the
connected component of ϕm(Du(y0)) ∩O′ containing ϕm(y0) is e−CT0 C1-close to W u(Λj)
near Λj (for some C > 0 larger than the maximal expansion rate of ϕ
t). In particular, we
can find a point y1 ∈ W u(Λi) which is at a distance e−CT0 of ϕ−T0(x0) – see Figure B.3.
Recall that we said that the maximal expansion rate of the flow ϕt is less than C. Hence,
Figure 3. Proof of Lemma B.1.
we have constructed a point y = ϕT0(y1) ∈ W u(Λi) which is -close to x0 as expected.
In the case where Λj is a closed orbit, we shall fix Σ to be a Poincare´ section transversal
to Λj. For every T0 > 0 large enough, there will exist T > T0 such that ϕ
−T (x0) belongs
52 NGUYEN VIET DANG AND GABRIEL RIVIE`RE
to Σ. As in the proof of Lemma 3.6, we have to use the λ-lemma for the induced Poincare´
map and we deduce the results following the same lines as for a fixed point. 
We continue with the following Lemma [39, Lemma 3.5]:
Lemma B.2. Suppose W u(Λi1) ∩W s(Λi2) 6= ∅ and W u(Λi2) ∩W s(Λi3) 6= ∅. Then, one
has
W u(Λi1) ∩W s(Λi3) 6= ∅.
Moreover, if i1 = i3, then i1 = i2 = i3. In particular, from Lemma 3.6, all these intersec-
tions are reduced to Λi1.
Proof. The argument looks very much like the proof of the no-cycle Lemma 3.6. Let x2
be an element in W u(Λi2) ∩ W s(Λi3). Let D˜s be a small disk inside W s(Λi3) which is
of dimension dim(W s(Λi2)) and which contains x2. Again, this is possible according to
Lemma 3.5. By applying ϕ−t with t > 0 large enough, we have two options which follows
from the λ-Lemma:
• Λi2 is a hyperbolic fixed point – see figure B.3. If we set Ds(−t) to be connected
component of ϕ−t(D˜s) ∩ O (where O is a neighborhood of Λi2) containing ϕ−t(x2)
in its interior, then Ds(−t) is  C1-close to the local stable manifold of Λi2 . Note
that any element in Ds(−t) belongs to W s(Λi3) and that this small piece of disk
has dimension dim(W s(Λi2)).
Figure 4. Proof of Lemma B.2
• Λi2 is a hyperbolic closed orbit. As in the proof of Lemma 3.6, we fix a Poincare´
section Σ and we define a small disk Ds(−t,Σ) inside W s(Λi3) ∩Σ which is  close
to the stable manifold of the induced Poincare´ map on Σ. Again, any point in
Ds(−t,Σ) is contained in the stable manifold of Λi3 . Note that this small disk has
dimension dim(W s(Λi2))− 1.
Then, we fix x1 be an element in W
u(Λi1)∩W s(Λi2). Working with positive times, we can
similarly define either Du(t′) (which is of dimension dim(W u(Λi2))) or D
u(t′,Σ) (which is
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of dimension dim(W u(Λi2))− 1) inside W u(Λi1). Using the relations on the dimension as
in the proof of Lemma 3.6, we know that these small pieces of disks have at least one point
of intersection y0. Hence, the point y0 belongs to W
u(Λi1) ∩W s(Λi3) which concludes the
proof of the first part.
Now, if i1 = i3, then we have constructed a point y0 in a neighborhood of Λi2 which
is contained in W u(Λi1) ∩W s(Λi1). Then, the no-cycle Lemma implies finally i2 = i1 as
expected. 
The combination of Lemmas B.1, B.2 and 6.2 gives the proof of Smale’s Theorem 3.7
as we shall now explain. First, we note that, according to Lemma 3.3, one can find, for
every x ∈ M , a unique 1 ≤ j(x) ≤ K such that x ∈ W u(Λj(x)). To prove the first part of
Smale’s Theorem, we can verify that, for every 1 ≤ i ≤ K,
W u(Λi) =
⋃
x∈Wu(Λi)
W u(Λj(x)).
Note that that the first inclusion ⊂ is obvious by definition while the other one follows from
Lemma 6.2. It now remains to show the partial order relation on the unstable manifolds
inside M . We start with the transitivity property. Suppose that W u(Λi1)  W u(Λi2) and
that W u(Λi2)  W u(Λi3). This exactly means that W u(Λi1) ⊂ W u(Λi2) and W u(Λi2) ⊂
W u(Λi3). Applying Lemma 6.2 to (i1, i2) and to (i2, i3), we find a sequence i3 = j1, . . . , jm =
i1 such that, for every 1 ≤ p ≤ m − 1, W u(Λjp) ∩W s(Λjp+1) 6= ∅. Then, a combination
of Lemmas B.1 and B.2 shows that W u(Λi1) ⊂ W u(Λi3) which implies that W u(Λi1) 
W u(Λi3). For the reflexivity, we suppose that both W
u(Λi)  W u(Λj) and W u(Λj) 
W u(Λi) hold true for some couple (i, j) with i 6= j. Then, applying Lemmas 6.2 and B.2
in this order, and as i 6= j, it provides the existence of a point x accumulating to Λi in the
past and to Λj in the future. Similarly, we can find a point y such that the roles of i and
j are reversed. Proceeding as in the proof of Lemma B.2, we can find a point z outside
Λi which accumulate to Λi in the past and in the future. This contradicts Lemma 3.6 and
concludes the proof of the reflexivity.
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