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Properties which generalize the standard recursivity of entropies are intro- 
duced. In the first section, a certain combination of these propertms i charac- 
terized. Next, those sequences with satisfy a symmetry property m additmn to 
the generalized recursivities are determined. Finally, various regularity 
conditions are imposed to characterme classes of entropies including the 
entropies of degree a. 
In the theory of information, an important role is played by the measure 
of information known as Shannon's entropy, defined by 
H, (p l  , P2 ,..., Pn) := - -~  Pk log2 Pk (0 log 2 0 :=0)  (0.1) 
for all (pa ,p2 , . . . ,p ,~)er~:  {(P~,P2 ..... Pn) J Pk>~0,  k ~ 1,2,.. . ,n; 
~=lPk  = 1}, n = 2, 3,.... Another rather natural measure of information 
is the entropy of degree ~ (~ real), defined on I'~ for ~ :7/- 1 by 
H~(P~,  P2 ,.--,P~) :=  p~- -  1 2 ~-~-  1) (0 o :=0) .  (0.2) 
(For further reading and references, see Aczel and Daroczy, 1975.) We 
follow the practice of regarding Shannon's entropy as the entropy of degree 1 
and define H,  1 :=  Hn,  since H~ = l im~ 1 H~% Among the characterizations 
of these entropies, many make use of the property known as recursivity 
of degree ~. 
DErI~'ITION. A sequence of functions IN: I'~ --+ R (n = 2, 3,...) is said 
to be recursive of degree ~ if, for all (P l ,Pe  .... ,p~)E r~,  q~[0,  1], 
In+l(Plq, pl(1 -- q),P2 ..... p~,) = In(pl  ,p~ .... ,P~) + Pl 2(q, 1 --  q). 
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Because the parameter ~ appears explicitly in the property (0.3), charac- 
terizations which make use of this property look somewhat artificial. Forte 
and Ng (1973, 1975) succeeded in characterizing entropies of degree o~ 
(among others) without assuming the a priori existence of the parameter a. 
We do the same, but with different axioms and different methods. Our 
fundamental property is a generalization of (0.3). 
DErlI~ITION. A sequence of functions In: I'n --+ R (n = 2, 3,...) is said 
to be k-generalized recursive (k >/2)  if there exists a function G~: [0, 1] -+ R 
such that 
In+k-l(PN1, Plq2 ,..., Plqk , P~ , P~ ,..., Pn) 
= ~,(p l ,  p~ ,..., p , )  + G~(pl) I,~(q~, q~ ,..., q~) (0.4) 
for a l l (pa ,pz  .... ,p , )E rn , (q~,q2 , . . . ,qk )Er  k. 
One can show by mathematical induction that (0.3) implies (0.4), with 
Gk(p) = p% for all k = 2, 3,.... 
1. THE 2- AND 3-GENERALIZED RECURSIVITIES 
The first result characterizes 2- and 3-generalized recursivities. 
THEOREM 1. A sequence of functions In: I',~--+ R (n = 2, 3,...) satisfies 
(0.4) for k ~- 2 and k = 3 if, and only if, {/~} admits one of the following 
representations: 
(A) In ~-- c + c(n --  2)d for all n = 2, 3,..., where c and d v~ --1 are 
(real) constants; or 
(B) there exists a multiplicative funetion G: [0, 1] --~ R and a function I s 
such that 
I , (P l  , Pe ..... Pn) 
= I2(Pl @ P2 + "'" + Pn-1, Pn) 
n--1 + E G(pl +... (pl + +p -i ) 
~=2 P l+ ' "+P~ ' P i+" '+Pk  " 
The sequences generated by representations (A) and (B) will be mutually 
exclusive i f  we confine ourselves in (B) either to a nonconstant I 2 or to a constant I2 
other than zero and a nonconstant G. 
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Pro@ Using (0.4) twice, with k = 2, we have 
I ,+~(plqr , plq(1 - -  r), pl(1 - -  q), P2 , Pa ,..., Pn) 
= In+~(plq, pl(1 - -  q), P2, P~ ..... Pn) + G2(p~q)I2(r, 1 - -  r) 
= I~(p~, P2 ,"., Pn) + G2(P~)Is(q, 1 - -  q) + G2(p~q)I2(r, 1 - -  r) 
for (P l ,  P2 ,..., Pn) E rn ,  q, r E [0, 1]. On the other hand, using (0.4) first 
for k ---- 3, then for k = 2, 
In+~(paqr , p lq( l  - -  r), p~(1 --  q), P2, P3 ,..., P,) 
= I , (p~,  P2 ,'", Pn) + G~(p~) I3(qr, q(1 -- r), 1 --  q) 
= I~(p l ,  P2 ,..., Pn) + G3(pl)[I2(q, 1 - -  q) 4- G2(q)I2(r, 1 --  r)]. 
Comparing these equations, we find that 
G2(p~ ) Iz(q, 1 - -  q) 4- G2(plq) I2(r , 1 - -  r) 
: G3(p~)I2(q, 1 - -  q) 4- G3(pa ) G2(q)I2(r, 1 - -  r) (1.1) 
for all P l ,  q, r e [0, 1]. 
Now, i f I  2 is nonconstant, we see from (1.1) that a function G: [0, 1] --+ 19 
can be defined by 
G(p) :=  G2(p) = G3(p) for all p ~ [0, 1], (1.2) 
and that, so defined, it must satisfy the Cauchy multiplicative functional 
equation 
G(pq) = G(p) G(q) for all p, q E [0, 1]. (1.3) 
By induction on (0.4) with k ~- 2, using (1.2) and (1.3), we have part (B). 
I f  12 is identically zero, then by induction on (0.4) with k ~ 2 we have 
part (A) with c == 0. I f  12 is a nonzero constant, say c, then (1.1) becomes 
G2(p) 4- G2(pq ) ~- Gz(p) 4- G3(p) G2(q) for all p, q E [0, 1]. (1.4) 
I f  G2 is nonconstant, then (1.4) implies that we can again define a G: 
[0, 1] ~ R by (1.2), and it must again satisfy (1.3). By induction we have 
part (B). Finally, if G2 is constant, say identically d, then (1.4) yields d ~: -- 1, 
which is the only further restriction. By induction, we again have part (A). 
The converse is easy to check, and this concludes the proof of Theorem 1. 
We remark that any function satisfying (1.3) is nonnegative, i.e., 
G(p) >~ 0 for all p e [0, 1]. (1.5) 
This may be seen by setting q : -p  in (1.3). 
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2. SYMMETRY 
Another desirable property of an entropy is that of symmetry, or inde- 
pendence with respect to the labeling of outcomes or events. This idea 
is embodied in the following 
DEFINITION. A sequence of functions (I~} is said to be no-symmetric if
I .o(Pl , P2 ..... P.o) = I.o(P~(~) , P,~<2) ..... P=(-o)) (2.1) 
for all permutations ~r on {1, 2,..., no}, (Pl ,  P2 ,..., P%) ~ 1'%. 
Note that an entropy satisfying the conditions of Theorem 1 need not 
satisfy (2.1). Indeed, an example of such an entropy is 
I n (p l ,P~ ..... p~) = 1 if n :2 ,  
= 1 + ~ (P l+ ' "+Pk)  ~ if n>2,  
k=2 
which is not symmetric unless ~ = 0. 
THEOREM 2. A sequence of functions {I~} satisfies (2.1)for n o = 3, (0.4) 
for k = 2 and k ~ 3, if, and only if, {I~} has one of the following representations. 
(A) In ~ c + c(n - -  2)d for  all n = 2, 3,..., where c and d ~ --1 are 
constants; or 
(B) there exists a multiplicative function G: [0, 1] - -*R,  satisfying 
additionally 
G(r) + a(1 -- r) ~ 1 for all r ~ ]0, 1[, (2.2) 
such that 
L(p l  , p2 ..... p . )  = e G(pk)  - 1 
for all (Pl ,..., P~) ~ I'n , where c :/= 0 is a constant; or 
(C) there exists a function h: ]0, +~[  -+ R, satisfying 
h(uv) = h(u) + h(v) 
but otherwise arbitrary, such that 
l , (Pa , P2 ..... p~) = ~ '  pkh(p~) 
k=l 
where ~:  means the sum over all nonzero probabilities. 
for all u > O, v >0,  
for all (P l  . . . .  ,Pn) E rn,  
(2.3) 
(2.4) 
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Proof. Part (A) follows from Theorem 1 and the fact that a constant 
is trivially symmetric. Furthermore, if {In} is not of the form in (A), there 
must exist a multiplicative G: [0, 1] --~ R representing {In} according to (B) 
of Theorem 1. 
I s is symmetric if, and only if, the identity 
I~(1 - -  x, x) + a ( l  - -  x )6 ( (1  - -  x - -y ) / (1  - -  x) ,  y / (1  - -  x ) )  
=/3(1  - -  x - -  y ,y ,  x )  
= ~rdl - y - x ,  x ,y )  
= Iz(1 -- y, y) + G(1 -- 3') 12((1 -- Y -- x)/(1 --  y), x/(1 -- y)) 
is satisfied for all (x,y) eD := {(x,y) [ x ,y  ~ [0, 1[, x +y  ~< 1}. With 
f: [0, 1] --+ R defined by 
f (x )  :-- 12(1 -- x, x) for all x a [0, 1], (2.5) 
the above identity becomes 
f (x )  + G(I -- x) f (y / (1  -- x)) = f (y )  + G(1 --  y) f (x/ (1 - -y ) )  (2.6) 
for all (x, y) c D, which resembles the fundamental equation of information 
(see (2.8)). Furthermore, we can show that 
f(0) =/ (1 ) .  (2.7) 
Indeed, taking q = 1 in (1.3), we get 
G(p) = G(p) G(1) for all p c [0, 1], 
hence G(1)= I unless G~ 0. If G(1)= 1, then, by (2.5), (0.4) with 
k ---- 2, (2.1) with n o ~- 3, 
2f(0) = 212(1, 0) = I2(1, 0) + G(1)12(1, 0) 
= Id l ,  o, o) = ~rdo, 1, o) 
=/2(1,  0) + G(1)Iz(0, 1) =f (0 )  +f (1 ) ,  
which gives (2.7). When G ~ 0, (2.7) is similarly established. 
Now, by a slight modification of a result of Kannappan and Rathie (197l), 
the solution of (2.6) and (2.7), where G satisfies (1.3), is given as follows: 
(i) when G(p) + G(1 -- p) ~ 1, then G(x) -- x for all x e [0, 1], and 
(2.6) reduces to the fundamental equation of information, 
f (x)  + (1 -- x) f (y / (1  -- x)) =f(y)  + (1 - -y ) f (x / ( l  - -y ) )  (2.8) 
for all (x ,y )~D;  
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or  
else 
(ii) 
(a) G ~ 1, 
when G(po)+ G(1 --P0) @ 1 for some po•]0 ,  1[, then either 
and f (p)  ~-c, if p~]0 ,1[ ,  
=a ,  if p=0orp= 1, 
(b) G(p) =0,  i fp  =0,  and f (p)  =c ,  i fp• ]0 ,1 [ ,  
= 1, i fp~]0 ,1] ,  =a ,  i fp  =0orp  = 1; 
(c) f (p )  = c[G(p) + a(1 - -p )  -- 1], for all p • [0, 1], 
where c, a are arbitrary constants. 
The general solution of (2.8) (Aczel and Daroczy, 1975) is 
f (x )=xh(x)+(1- -x )h (1 - -x )+bx,  if x• ]0 ,  1[, 
= 0, if x = 0, 
=b,  if x=1,  
(2.9) 
where h is an arbitrary solution of (2.4). Here, (2.7) forces b to be zero, 
and by induction, we have (C). In case (ii), we show that (a) and (b) are 
subsumed in (c), which immediately leads us to part (B), again by induction 
on (0.4), because of (1.3). But let us try to define Iz by use of (0.4) in case (a). 
13(pq, p(1 -- q), 1 - -p )  = 12(p, 1 - -p)  + G(p) I2( q, 1 -- q) 
=f(1  - -p )  +f (1  --  q), 
and with p = O, 
Ia(0, 0, 1) =f (1 )  +f (1  -- q). 
Thus, /3(0, 0, 1) will not be well defined unless f is constant, i.e., a ---c, 
and case (a) is included in (c). By an argument only slightly more complicated, 
we find that a = 0 in case (b), so that it, too, can be included under (c). 
The converse is easy to check, hence Theorem 2 is proved. 
We state one important tool used by Kannappan and Rathie (1971), 
since it will be used again in Section 3. The complete set of solutions (Aczel, 
1966) of (1.3) under the condition of boundedness (or continuity, mono- 
tonicity, etc.) is given by 
G-~0,  G~- I  
lo, a(x) = x~ (0~ := 0). (2.10) if X [0, 1[, G(x)= 1, if x= 1, 
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Remark. Equation (2.1) for n o = 3 could be replaced by (2.1) for n o = 2 
in Theorem 2 and all the results in the next section, since the two symmetries 
are equivalent in the presence of (0.4) for h = 2. 
3. REGULARITY AND ENTROPIES OF DEGREE o~ 
In this section, which contains our main results, we introduce some 
natural regularity properties of entropies and also a normalizing property, 
which serves merely to fix the unit of information. 
DEFINITION. 
to be 
(i) 
A sequence of functions In: rn --+ R (n = 2, 3,...) is said 
(ii) 
(iii) 
stable, if 
lira I2(1 --  q, q) exists (finitely); 
q-~0+ 
small for small probabilities, if the limit in (3.1) is zero; 
2-continuous, resp. 2-measurable, if the map 
x ~-~ 12(1 --  x, x) 
is continuous, resp. Lebesque measurable, on ]0, 1 [; 
(iv) normalized, if 
/2 (½,½)  = 1. 
(3.1) 
(3.2) 
THEOREM 3. Let the sequence {In} satisfy (2.1) for  n o ~ 3, and (0.4) 
for k = 2 and k = 3. Then there is a constant c such that {In} has one of the 
forms 
(A) I n ~ c + c(n - -  2)d (constant d @ --1), 
(B) In(P1, P2,..., P~) = O, i f  Pk -~ 1 for some k E {1, 2,..., n}, 
= c, i f  p~ < l for all k E {1, 2 ..... n}, 
(c)  /n - cnn ~ (~ >~ o), 
with nn  ~ as defined in (0.2) and (0.1), if, and only if, {/~} is stable. 
Proof. By Theorem 2, we need only check what restrictions stability 
places on the forms in (A), (B), and (C) of that theorem. Thus, (A) is 
established at once, since a constant/2 obviously satisfies (3.1). 
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In the case of Theorem 2, part (B), stability reduces to the existence of 
lim [G(1 --  q) + G(q)]. 
q~0+ 
Hence (using (1.5)), 
limq~o+SUp G(q) <~ lim0s+up[G(q ) + G(1 --  q)] < +o% 
i.e., G is bounded above on a small interval to the right of zero. Thus G 
must be of one of the forms (2.10). The constant solutions G ~ 0 and G ~ 1 
lead back to (A), by induction with Theorem 2, part (B). Similarly, the 
"almost constant" solution, which is zero except at the right endpoint, 
leads to part (B). Finally, the power function G(x) =- x ~ leads us to part (C), 
with ~ < 0 excluded by (3.1), and with ~ = 1 so far excluded because 
of (2.2). 
Now we consider Theorem 2, part (C). Recall that, in this case, the 
function f defined by (2.5) satisfies (2.8). Letting y tend to zero in (2.8), 
stability implies that the limit exists in every term but the last one on the 
right side. Hence that limit exists, too, i.e., 
lira (1 - -  y ) f (x / (1  --  y)) exists for all x e [0, 1[. 
y~O+,x+y~l 
This means that f (x )  is bounded absolutely on some small right half- 
neighborhood of x. But by (2.9) (with b = 0), f is also bounded on a left 
half-neighborhood, hence f is bounded on a neighborhood of each point 
of [0, 1] (in the relative topology). By compactness, a finite number of these 
neighborhoods cover the interval, thus f is bounded on [0, 1]. Now by a 
result of Didderich (1975), {In} must be the Shannon entropy, and we have 
part (C) for ~ = 1. 
Since the converse is easily established, the proof of Theorem 3 is complete. 
COROLLARY 3.1. If, and only if, {Iv} satisfies (2.1) for n o = 3, (0.4) for 
k =- 2 and k = 3, and is 2-continuous, do there exist constants c and ~ such 
that {I.} is of one of the forms 
(A) In =-- c + c(n -- 2)d 
(B) In(p1 , p~ ..... p , )  = O, 
(c) I .  _= cH.~, 
(constant d =# --  1), 
i f  Pk = 1 for some k, 
i f  Pl~ < 1 for all k, 
with Hn ~ defined in (0.2) and (0.1). 
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Proof. It  is essentially the same as that of Theorem 3, except for the 
last part. In the case of part (C) of Theorem 2, we make use of a result 
of Lee (1964) which states that the only measurable (on ]0, 1D solution 
of (2.8) is a constant multiple of H 2 (defined in (0.1)). By induction, we are 
finished. 
It is interesting to note that the condition of 2-continuity is actually 
less restrictive than the seemingly weaker boundary condition of stability. 
The restrictiveness of such continuity-like boundary conditions is further 
illustrated in the following remark and corollary. 
Remark. I f  2-continuity is required on the closed interval [0, 1], instead 
of on ]0, 1[, in the hypotheses of Corollary 3.1, then we must strike part 
(B) altogether and all nonpositive a from part (C). 
The following result characterizes just the entropies of degree c~ > 0. 
Its proof is immediate, from Theorem 3. 
COROLLARY 3.2. If, and only if, {In} satisfies (2.1) for n o = 3, (0.4) 
for k = 2 and k = 3, (3.2), and is small for small probabilities, does there 
exist an ~ > 0 such that 
I~=~H#. 
While no particular attention has been drawn to the entropy H~ °, it 
is of some historical significance. Explicitly (from (0.2)), the form of this 
entropy is 
Hn°(Pl , P2 ,..., P~) = N(P)  -- 1, 
where N(P)  is the number of nonzeros among P = (Pl ,P2 ,-",Pn) ~ I'~. 
This entropy is related to that of Hartley (see Aczel and Daroczy, 1975), 
log2 N(P) = log 2 (H~ ° -}- 1), 
which was evidently the first proposed measure of information. 
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