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Abstract 
Let G = (V,E) be a simple connected graph of order n > 2 and let k 2 0 be an integer. A 
subset X C V is k-independent if the distance between every two vertices of X is at least k + 1. 
We define the k-independence number of G, [k(G), to be the maximum cardinal@ among all 
k-independent sets of G. Best possible upper bounds are established for [k(G), as functions of n 
and k, together with a lower bound which generalizes an earlier result for the case k = 1. We 
obtain sharp lower bounds for the average distance in terms of the k-independence number, and 
cite the extremal graphs. 
1. Introduction 
Let G = ( V, E) be a simple connected graph of order / VI = n 2 2 and minimum 
degree 6. Denote the open neighbourhood of a vertex u E V by l?(u) = {w : uw E E}. 
The distance between two vertices x, y E V, written d(x, y), is the minimum length of 
an x-y path in G. The diameter of G is diam(G) = max,,YCy d(x, y). 
The average (or mean) distance of G is defined to be the average of all distances in 
G, P(G) = (;)-’ &+V d(x, y). This parameter has been widely-studied [l-3, 5, 81, 
particularly in the context of communication networks. An extension of this idea was 
discussed in [6], where the present authors analysed parameters with respect to which 
a set of vertices could be judged ‘as spread out as possible’ within a graph. Another 
concept of this type is considered here, namely that of k-independence. Let s >,2 and 
k 30 be integers. A subset X C V of order s is said to be k-independent if every 
vertex of x’ is at distance at least k + 1 from every other vertex of X in G. The 
k-independence number of G, written Ik(G), is defined to be the maximum cardinality 
among all k-independent sets of G. The parameter Zk(G) therefore represents the largest 
number of vertices which can be ‘k + 1 spread out’ in G. Thus IO(G) is simply n, the 
order of G, whilst Z,(G) is cr(G), the independence number of G. Several authors have 
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explored the relationship between the average distance and the independence number 
of a graph [ 1, 2, 51. For example, in [2] Dankelmann gave bounds for p(G) in terms 
of n and U.(G), thereby addressing a question of Erdiis from [5]. 
In this paper we examine the structure of graphs containing k-independent sets, and 
in particular obtain upper bounds for Ik(G), as functions of n and k. The bounds 
given (Corollary 2) are best possible and correspond directly to those of [7] for the 
closely-related parameter ik(G), the k-independent domination number of G (i.e. the 
minimum cardinality among all maximal k-independent sets of G). We also give a 
lower bound for [k(G) (Theorem 5) which generalizes a result of Chung from [l]. 
Finally, we establish sharp lower bounds for the average distance of G, in terms of 
the k-independence number, and describe the associated extremal graphs (Theorem 8), 
thereby extending the aforementioned work of [2] for the case k = 1. 
In the ensuing work, we shall require some additional notation. Given disjoint graphs 
Gi and G2, let the sum G1 + G2 be the graph obtained by adding all possible edges 
between vertices of G1 and G2. For integers a >2 and b 3 1, let S (a, b) denote the 
generalized star comprising a paths of length b, all with one endvertex in common. 
Let ??(a, b) be the graph formed from S(a, b) by replacing the centre vertex with a 
complete graph K, so that each vertex therein is incident to a different neighbouring 
edge of the original centre. 
2. Results 
Our first theorem gives an indication of the k-independence number hierarchy of a 
connected graph G. 
Theorem 1. Suppose G contains a k-independent set of order s. Let m,q and r be non- 
negative integers uch that [(k + 1)/2] = q(m + 1) + r, where 0 < r < m < (k - 1)/2. 
(i) If 2r >m + 1, or if k is even and 2r = m, then G contains an m-independent 
set of order s(q + 1). 
(ii) If 2r < m + 1 then G contains an m-independent set of order sq + 1. 
Proof. Let X = {x0,x1,. . . ,x,_l } be a k-independent set of G, and let Qi be a minimal 
path from xo to Xi for 1 < i d s - 1. Write Qi = xi,oXi,i . . .Xi,n(i) where xi,0 = xo and 
Xi,n(i) = xi for 1 < i < s - 1; then define paths 
PO =x1,0x1,1 . ..Xl.d = ~O,O~O,l . ..uo.e, 
pi =&,n(i)Xi,n(i)-1 . . .Xi,n(i)-[ = Ui,OVt,l . . . Vi,[, 1 < i < S - 1, 
where e = L(k + 1)/2J = (m + 1)q + r. As Qi is a minimal x0-xi path, given 
Ui,a, ~<,b E V(Pi) we have 
d (vi,ayVi,b) = la - bj, 0 d i d s - 1. (1) 
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(i) If 2r >m + 1 or if k is even and 2r = m, then consider the sets 
T, = {Vi,O> Ut,m+l, Vi,2(m+l), . . . , Q,q(m+l)} ) 0 d i d S - 1. 
BY (11, if a # b then d (Vi,a(m+l), ui,b(m+l)) am+1 forOdi<s-l.Alsoanyvertex 
of Ti is distance at least m + 1 from any vertex of Tj if i # j, for otherwise there 
exists Vi,a E Ti, vj,b E Tj with d (Vi,a,Vj,b) < m + 1, which implies we can construct a 
path from vi,0 to V~,O (with i < j say) such that 
d (ui,o, u,,o) d d (u l,c,ui,a) + d (k,n,Uj,b) + d (2)i,b,Uj,O) 
< (m+l)q+(m+ l)+(m+ 1)s 
=(2q+l)(m+l). (2) 
However, if2r>m+l then i(k+l)>,[k(k+l)J = (m+l)q+r~(m+l)q+~(m+1), 
and thus 
d (vi,02 uj,o) ak+ 1>2(m+ l)q+m+ 1 =(2q+ l>(m+ l), 
contradicting the inequalities (2). 
Similarly if k is even and 2r = m then we have k/2 = Li(k + 1)J = (m + 1)q + r = 
(m + 1)q + m/2, and so 
d (ui,o>vj,o) >k + 132(m + 1)q + m + 1 = (2q + l)(m + l), 
again contradicting the inequalities (2). 
It follows that d(v, v’) >m + 1 for distinct v, v’ E Ufzd c, and 
Is-1 I s-l 
I I UTI =ClCl=s(q+l), i=O i=O 
which proves (i). 
(ii) If 2r < m + 1 then consider the sets 
T,* = To, ~*=7;-{Vi,q(m+l)}, l<i<S-1. 
Now any vertex of T;” is at distance at least m + 1 from any vertex of T; if i # j, for 
otherwise there exists Vi,= E TF, uj,b E T;” with d (Vi,g, Vj,b) < m + 1, which implies we 
can construct a path from Vi,0 to uj,o (with i < j say) such that 
d (vi,09 vj,o ) G d (ui,O,Q,a) + d (Ui,a,oj,b) + d (uj,b,uj,O) 
<(m+l)q+(m+l)+(m+l)(q-1) 
= 2(m + 1)q. 
However, since i(k + l)> Li(k + l)] = (m + 1)q + r>(m + l)q, we have 
d (vi,02 vj,o) ~k+132(m+l)q, 
contradicting the inequalities (3). 
(3) 
30 P. Firby, J. HavilandlDiscrete Applied Mathematics 75 (1997) 27-37 
Hence d(v, v’) > m + 1 for distinct u, u’ E U:Z~ y, and 
s-l 
! I 
s-l 
UT: =-jg7;*~ = q+l+(s-l)q=sq+l, 
i=o i=O 
which proves (ii). 0 
A set V’ of vertices of G is defined to be a k-dominating set of G if every vertex of 
V - V’ is at distance at most k from some vertex of V’. Likewise a k-independent set 
X of G is said to be a k-independent dominating set of G if every vertex of V -X is 
at distance at most k from some vertex of X. The k-independent domination number 
ik(G) is the minimum cardinal&y among all k-independent dominating sets of G. Since 
every maximal k-independent set is also minimal k-dominating, it follows that ik(G) is 
also the minimum cardinality among all maximal k-independent sets of G, and hence 
ik(G) < Zk(G). In [7] it was proved that if G is a connected graph of order n then 
ik(G) < 2n/(k + 2 - E), where E = k(mod 2). Corollary 2 below gives the equivalent 
result for Zk(G). 
Corollary 2. Zf G is a connected graph of order n 22 and E = k(mod 2) then 
2 (n - E) 
I’(‘) ’ (k + 2 _ E)’ 
Proof. If k = 0 then the result holds trivially. Otherwise k 2 1, so consider the case 
m = 0 (so r = 0) of Theorem 1 with s = Zk(G). If k is odd then (ii) applies with 
q = i(k + I), implying that G has order at least $Zk(G)(k + 1) + 1, i.e. Zk(G) d 2(n - 
1 )/(k + 1). If k is even then (i) applies since 2r = m = 0, implying that G has order 
at least Zk(G) (k/2 + l), i.e. Zk(G) Q 2n/(k + 2). •i 
Corollary 3. Let kZ 1 and E = k(mod 2). ZfX G V has order sk2(n - E)/(k + 2 - E)+ 
1 then it is at most (k - l)-independent. 
Corollary 4. Suppose G contains a k-independent set of order s, where k > 1 and 
E = k(mod 4). 
If&=0 or 3 then a(G)a&s(3k+s)+l; 
Zf E= 1 or 2 then a(G)ais(k-E)+s. 
Proof. If k = 1 or 2 then the result holds trivially. Otherwise k 23, so consider the 
case m = 1 of Theorem 1. If [i(k + l)] 3 O(mod 2) then kk = 2t or i(k+l) = 2t for 
some t E Zf, so k = 4t or k = 4t- 1. Now r = 0 so (ii) applies. Thus if k = s(mod 4) 
for E = 0,3 then a(G)>st + 1, where t = h(3k + E). 
If [i(k + l)j E l(mod 2) then i(k + 1) = 2t + 1 or ik = 2t + 1 for some t E Zf, 
so k = 4t + 1 or k = 4t + 2. In this case r = 1 so (i) applies. Hence if k E E (mod 4) 
for E = 1,2 then a(G)as(t + I), where t = i(k - E). 0 
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Theorem 1, Corollaries 2 and 4 are best possible, since the bounds stated are attained 
by certain classes of graphs. When k is odd we have equality for the generalized star 
S(2(n - l)/(k + l), +(k + l)), and when k is even then $ (2n/k,k/2) is extremal. 
In addition to the upper bound on Ik(G) from Corollary 2, we also have the following 
lower bound. Let D, denote the set of unordered pairs x, y E V(G) such that d(x, y) = i, 
for 1 < i < diam(G). 
Theorem 5. If kg 1 then 
ii(G)Z(;)-‘dig’[;l (Dil. 
Proof. Let G’ be the graph with V(G’) = V(G) such that xy E E( G’) if and only if 
d(x, y) d k. Write dct(x, y) for the distance between x and y in G’. 
First we prove by induction on m 3 1 that 
dG’(& y> = m w (m - 1)k < d(x,y) < mk. (1) 
Clearly dc!(x, y) = 1 if and only if d(x, y) < k, so suppose that (1) holds for all e 
with 1 <t-cm. 
If ek < d(x, y) d (e + 1 )k then consider an x-y path P of length d(x, y) in G; there 
must exist v E V(P) with d(x, u) = Lk, so by the inductive hypothesis ~GJ(X, v) = e. 
Moreover, 1 B d(v, y) d k, so dp(o, y) = 1. Therefore, 
On the other hand, if dcr(x, y) = l + 1 with XW~ . . . wty a minimal x-y path in 
G’, then the path XJV~ . . . wg has length 8 in G’, so by the inductive hypothesis, (G - 
1)k < d(x,wr) < ek. Also, as wcy EE(G’) then d(wp,y) d k, so 
4x, y) d d(x, WP) + d(we, y) d (G + 1 )k. 
Now if d(x, y) < fk then by assumption dG,(x, y) d d, a contradiction. Thus dk < 
d(x, y) d (G + 1 )k, and so (1) follows by induction. 
By the definition of average distance, we have 
0 
-1 diam(G) 
P(G)= ; C i]Dil. 
i=l 
Hence (1) and (2) imply directly that 
(2) 
(3) 
Since a maximal k-independent set of G corresponds to a maximal independent set of 
G’, clearly Zk( G) = a( G’), and by [ 1 J we have c(( G’) 2 ,u( G’). Therefore Ik( G) > ,u( G’), 
which applied to (3) yields the result. 0 
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We now examine the relationship between the k-independence number and the av- 
erage distance of a graph; the case k = 1 was considered in [ 1, 2, 51. The following 
lower bound for p(G), as a function of M(G), appeared in [2]. 
Proposition 6. If G is a connected graph of order n 22 then 
p(G)> 1 + a(G)(dG) - 1) , 
n(n- 1) . 
Equality holds if and only if G g Kn--a(G) + a(G)Ki. 
Combining Corollary 4 and Proposition 6 yields this next lower bound for the average 
distance of a graph. 
Theorem 7. Suppose G contains a k-independent set of order s, and let E = k(mod 4). 
Zfe=O or 3 then p(G)>l+ 
s(3k + E) [s(3k + E) + 121. 
144n(n - 1) ’ 
Zf E=l or 2 then p(G)>l+ 
[s(k - E) + 4s] [s(k - E) + 4(s - l)] 
16n(n - 1) 
When s = n - 1 and k = 1, the lower bounds of both Corollary 4 and Proposition 6 
(and hence Theorem 7) are attained by the graph S(n - 1,1) S’ K,,_IJ. However, we 
can improve upon Theorem 7 for some values of s and k by obtaining sharp lower 
bounds for the average distance independently of Proposition 6, as follows. 
Theorem 8. Suppose G contains a k-independent set of order s, and let E = k(mod 2). 
Zf e=O then p(G)al+ 
k [3ns(k + 2) - s(k - 2)(k + 2) - 12n]. 
12n(n - 1) 
Zf E= 1 then p(G)>l+ 
s(k+ 1)[3n(k- 1)+3s(k+ l)-k(k+5)] 
12n(n - 1) 
Proof. As in the proof of Theorem 1, let X = {x0,x1,. . . ,x,-l } be a k-independent 
set of G, and let Qi be a minimal path from x0 to xi for 1 < i < s - 1. Write Qi = 
xi,Oxi,l . . . Xi,n(i) where Xi,0 = ~0 and Xi,+) = xi for 1 < i < s - 1. Define paths 
PO = x1,om,1 . . .x1,Lk/2J = vO,O~O,l . . . “O,[k/ZJ > 
pi = xi,n(i)xi,n(i)-1 . . *xi,n(i)- [k/2] = vi,Ovi, 1 . . . “i,[k/2J 9 l<i<s-1. 
Now form the sets 
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Arguing similarly to the proof of Theorem 1, it is easily shown that d(ni,j, Vi,jl) = 
Ij-j’l7 d(vi,j, Vi’ j , ) 3 k+l-2j and d(vi,,,vi,jr) 3 kfl-j-j’, where 0 <i # i’ <s-l 
and 0 d j # j’ < Lk/2J. 
Cuse 1: k is odd. Consider the set Vrkpl; if k is odd then all vertices therein are 
at distance at least k + 1 - 2[ikj = 2 apart, so there must exist z E I (Vck+1)/2) n
( 
v - Uk I=ck+1)i2 V, 
) 
such that d(z, vi,j) 2 i(k + 1) -j for Ui,j E Vk-j, 0 d j d i(k - 1). 
Counting vertices, we deduce that G contains a subgraph H of order l+~~=(,+,),, 1 V, 1 = 
is(k + l)+ 1 satisfying the conditions above. Summing all distances in H, i.e. summing 
d(v,v’) over all unordered pairs v,u’ E V(H), we obtain 
c d(u, v’) = 5 c d(z,v’) + e c d(v,v’) 
li,L”E V(H) j=(k+1)/2 dEV, i=(k+l)i2 u,v’E V, 
k-l 
+ c k c d(v,v’) 
i=(k+1)/2 j=i+l ~EC; 
l.‘Cbi 
E e 
3 y-j)+k(i)(k+l-2i) 
i=O 
L-3 k--l 
2 2 
+ c c s [(j - i) + (s - 1 )(k + 1 - i - j)] 
i=O j=i+l 
y y y 
=,g+ (;) g2i+sc (I) 
i=2 
k-3 i--I 
+s(s-1) cc (F_ 
[-- i=O j=i+l 
i)+gjg,(+)] 
=s(3 +2(;)(Y) +s(7) +3S(S_ l)(q 
s(k+ l)(k+3)[(3s-2)(k+ 1)+4] 
48 
(1) 
Now let W = V - V(H) = V - {z} - lJf+k+l),2 K, so IFV] = :[2(n - 1) - s(k + l)]. 
If W # 0 then consider a choice of w E W which minimises xuEV(H) d(w, v). Define 
A4 = max{i : d(w,v) = i for some VE V(H)} and Z,(W) = {VE V(H) : d(w,v) < i}, 
0 d i d M. Clearly, Z,(w) = 0, Z,(w) = lHI = is(k + 1) + 1, and we claim that 
]Zi(w)] < 1 + min{si, is(k + l)} for 1 < i < M, with M > i(k + 1). 
For suppose /Zi(w)l asi+ for some i < i(k-1). Writing Hi = {z}LJ$~ V(k+2j-l)/>, 
then IHil = si + 1 so Zi(w) n Hi # 0. If there exist v/,,,,v~,~ EZ~(W) n Hi, t # p, 
m < q, then d (uP,o,Q,~) d d (u~,o,D~,~) < d (~,,0,~~,(k-2i-l)~2) = i(k - 2i - 11, and 
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d (ve,m,vp,q) d 2i as ve,m,vp,s E Zi(W). Recalling that vt,o = xe, 0 < 8 < s - 1, we have 
d (v,o, vp,o) d d (Q,o, ~,m) + d (V&N Q,~) + d (o~,~, ~0) < k - 1, 
contradicting the fact that d (ve,o, vp,o) ak+l. Thus we must have (Zi(w) nE) C_ V(P,) 
for a single L’ in the range 0 d 8 d s - 1. 
NOW choose V[,,, EZi(W) n Hi, v~,~ l Zi(w) n Hi, & # p, satisfying the conditions 
Zi(w) n v(p!) n (Urn/<, Vk--l)zt) = Zi(w) n V(Pt) n (u,,, Vk_q/) = 0. Such a v*,~ 
exists because the fact that any two vertices of Zi(w) are distance at most 2i apart 
implies IZi(W) fl V(Pt)j < 2i + 1 < si + 2 for ~22. Writing IZ,(w) n Hi n V(Pt)I = t, 
since [Hin V(Pe)I = (s- l)i+ 1 we have IZi(w) n Hi n V(Pl)I = (s - 1)i + 1 - t, so 
I&(w) n vV’e)I = I&(w)1 - (-G(w) n Hi n vV’e)l 
> (si + 2) - [(s - 1)i + 1 - t] 
=i+t+l. 
This implies ue,,,, E Vk_m where k - m d(k + 1)/2 + i + t, i.e. m d (k - 1)/2 - i - t. In 
addition we have v~,~ l Vk-~wherek-q>(k+2i-1)/2-Lt/(s-l)j,i.e.q<(k+ 
1)/2 - i + [t/(s - 1 )J . Hence 
d (ve,o, up,o) d d(ue,o, ue,m) +4vc.m up,q) + d(v,,o, vp,q) 
bm+2i+q 
k-l 
< -- 
2 
k+l 
--i+ 
2 
t L-1) S-l 
a contradiction. Thus IZi(w)l < si+ 1 for 1 6 i < i(k - l), and so Ma i(k+ 1). Also 
if i> i(k + 1) then )Zi(w)l < IHI = $s(k + 1) + 1, so ]Zi(w)l < 1 +min{si, is(k + 1)) 
for 1 < i < M, as claimed. Therefore, 
c d(u,v) 2 IWI c d(w,u) 
uEW,YEY(H) vf V(H) 
M 
= IWI Ci(l&(w)l - Izi-l(W)l) 
i=l 
M-l 
= JWI C (IzM(w>l - Izdw)l) 
i=O 
3 lWl[(““-i”“) 
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M-l 
+C 
s(k + 1) 
i=l 
T+l) - (I+min{.si,~})) 
k-l 
T 
+l+Cs F-i 
i=l 
( )I = $2(” - 1) - s(k + l)][s(k + l)(k + 3) + 81. 
35 
(2) 
Finally, summing over all unordered pairs of vertices of W, we have the lower bound 
(3) 
Therefore summing the terms on the right-hand sides of (l)-(3) we obtain 
c d( u, u’) 
L’, 1°C v 
= c d(u,u’)+ c d(u,u’)+ c d(u,u’) 
L’.C’EV(H) UEW,U’EV(H) G,V'EW 
3 ~[12n(n-1)+3ns(k-l)(k+1)+3s’(k+1)2-sk(k+l)(k+5)]. 
Thus if k is odd then 
p(G)2 ; 
0 
-’ c d(v,u’)~l+ 
s(k+1)[3n(k-1)+3s(k+l)-k(k+5)] 
12n(n - 1) 
9 
U,l!I Ev 
as claimed. 
Case 2: k is euen. Consider the set Vrk121; if k is even then all vertices therein are 
distance at least k + 1 - 2]k/21 = 1 apart, so may be adjacent. Counting vertices, we 
deduce that G contains a subgraph H’ of order Et,, 1 Vi1 = is(k + 2) satisfying the 
given conditions. Summing all distances in H’ in a similar fashion to the odd case yields 
c d(u,u’) = 2 c d(u,u’) + F e c d(u,u’) 
I!, U’E V(H’) i=$ U,lJ’EV, r=k/2 j=l+l ?tY 
i’tb, 
k/2 
3 co I=0 1 (k + 1 - 2i) 
(k-2)/2 k/2 
+ c xs[G-i)+(s-l)(k+l-i-j)] 
i=O j=i+l 
= (;) [2(!!) + F] +fT) $$- l)y2)’ 
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= -&s(k + 2)[(3s - 2)(k + 2)’ - 41. (4) 
Now let W’ = V - V(H’) = V - U&, 6, so ]W’] = ;[2n - s(k + 2)]. If W’ # 0 
then consider a choice of w E IV’ which minimises CVEVCH,) d(w, 0). For H’ we define 
h4 and Z,(w) as above, so Z,-,(w) = 0, Z,(w) = IH’I = is(k + 2), and a similar 
argument to the odd case reveals that ]Zi(w)] d min{si + 1, ks(k + 2)) for 1 6 i d M, 
with M > $(k + 2). Therefore, 
c d(u,a) 3 IW’I c d(w,n) 
uE W’,vE V(H)) vE V(H’) 
= IW’I ~i(14(WIl - IZ-l(W)l) 
i=l 
M-l 
= IW’I C (lZM(w)l - Izi(w)O 
i=O 
2 IW’I 
[ 
s(k + 2) 
-y-- 
M-1 s(k+2) 
i=l ( 
___ _ min 
2 
2:, ( 
1 
si + 1, ‘dz!!+?d })I 4 / s(k;2) I c 472) 
si - 1 
i=l )I 
= +2n - s(k + 2)][s(k + 2)(k + 4) - 4/C]. 
We also have the lower bound 
“&“(U,d)$y = (i[2n-;k+2)l). 
Summing the terms on the right-hand sides of (4)-(6) we obtain 
c d(v,v’) = c d(v,v’) + c d(v,u’) + c d(v, U’) 
U,dEV v,u’E V(H’) uE W’,U’E V(H’) U,U’EW’ 
k &[12”(” - 1) + 3ns(k + 2) - sk(k - 2)(k + 2) - 12nk]. 
Thus if k is even then 
(5) 
(6) 
p(G)3 2” 0 -l c d(u,v’)31+ k [3ns(k + 2) - s(k - 2)(k + 2) - 12n] 3 - U,V’EV 12n(n 1) 
as claimed. 0 
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To see that Theorem 8 is sharp, we can construct the following extremal graphs. 
When k is odd, take s paths of length i(k - 1) and join one endvertex of each to all 
vertices of a clique of order n - is(k + 1) 2 1. In the case n - is(k + 1) = 1 this is 
simply the generalized star S(2(n - l)/(k + l), i(k + 1)). When k is even, take the 
graph $s, ik) and let rc/ be a subset of its vertices with ]$I = s + 1 such that the 
subgraph induced on I/J is a KS with a vertex of degree one attached. Now join all 
vertices of $ to all vertices of a clique of order n - is(k + 2)30. Clearly in the case 
n - is(k + 2) = 0 this is the graph $2n/k, k/2) itself. Straightforward calculations 
reveal that the graphs described attain the lower bounds claimed. 
The following upper bound for the average distance of a graph appeared in [9], and 
is also implied directly by theorems of [2-41. 
Proposition 9. If G is a connected graph of order n 2 2 then 
p(G) 6 f(n + 1). 
Equality holds if and only if G is a path of order n. 
We observe that when s = 2 and k = n - 2 the graphs S(2, i(n - 1)) and $2, i(n - 
2)) which are simply the paths of order n for n odd and even, respectively, are such 
that the average distance attains both the lower bounds of Theorem 8 and the upper 
bound of Proposition 9. 
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