Abstract: This paper deals with the boundary control for scalar non-linear hyperbolic systems of conservation laws. One of the issues arising from these systems is the formation of singularities (called shocks) in the domain. We will show that to avoid the shock, a set of constraints for the control and the state at the boundary has to be fulfilled. Then, a proof of the exponential stability of the system is established provided that there is no shock and that the state at the boundary is exponentially stable. These conditions are shown to be achieved by the Receding Horizon Optimal Control approach. A simulation is finally carried out with the freeway traffic model to demonstrate the potential of here-proposed control.
INTRODUCTION
Conservation laws are first-order partial differential equations (PDEs) which describe a number of interesting physical problems in diverse areas such as gas dynamics, road traffic (see Serre [1996] ) and open-channel system (see Georges and Litrico [2002] ). One among the challenges of these systems is that they are of infinite dimension. In addition, they are generally nonlinear and admit singularities called shocks. The presence of shocks in the solution can translate into (very) critical situations in practice, such as traffic jams for car flows or tsunamis for water flows. As a starting point here, let us restrict the proposed study to the case of scalar nonlinear conservation laws. The extension of this approach to higher dimension will be studied in our future works. Then the following system is considered:
This equation represents the conservation of the quantity a under the action of the flux F (a). We suppose that F is differentiable which means that (1) can be also be written as:
where f (a) = dF da . Without loss of generality, we can also suppose that the control acts at the boundary x = 0 as:
For the regularity of the solution, an extended state at the boundary is introduced:ẇ = u
The control problem for a network of such equations was previously studied by Bastin et al. [2007] . In this former paper, the stability is guaranteed by using a Lyapunov approach but the problem of shocks is not explicitly treated. The objective of the present paper is to exploit the boundary control so as to prevent the shock to appear. The idea is to use the model in order to anticipate the behavior of the system and then add the constraints to the control. This motivates to use the Predictive control relying on the Receding Horizon Optimal control (RHOC) approach. This method has been well studied for finite dimensional systems, even in nonlinear cases. It was shown to have various advantages such as the ability to manipulate explicitly the constraints and to use the nonlinear model (see Findensen and Allgower [2002] ). The extension of the RHOC approach to infinite-dimensional systems was already investigated. Among them we can mention the work of Dubljevic et al. [2006] where this approach was applied to linear parabolic systems with state and control constraints. The RHOC for boundary control of nonlinear Saint-Venant equations was considered by Georges [2009] , and solved by using the variational calculus approach. A numerical solution of this control was also proposed and validated in simulation. A complete proof for the stability of RHOC for linear Saint-Venant equations was also presented by Pham et al. [2010] .
The main ideas of the present article are summarized as follows: We first formulate the constraints for the boundary state and the boundary control so that the shock cannot appear, and then use the RHOC to guarantee these constraints and the convergence of the boundary state. As shown later, the convergence of the state at boundary leads to the convergence of the whole domain.
In the next section, the characteristic form of the system is presented and the shock-avoiding conditions are formulated. We will then show that the convergence of the boundary state leads to the convergence of the whole domain. As an example, the shock-avoiding conditions are derived for a freeway traffic model. The RHOC is then presented in section 3. It is shown that this control guarantees the convergence of the boundary state. The case with a measurable disturbance is also treated. Section 4 presents the method to solve the optimal control and some simulation results to illustrate the approach. Finally, some conclusions and perspectives are provided.
THE STABILITY OF SCALAR BOUNDARY CONTROL HYPERBOLIC SYTEMS

The well-posedness and shock-avoiding conditions
The well-posedness of the above problem is guaranteed if f (w(t)) ≥ c > 0 for all t ≥ 0. This condition ensures that the state value in the domain is determined by the boundary value at x = 0. It is well known that the characteristics of the system are determined by dx dt = f (a) and along the characteristics, the total time derivation of the solution a is then da dt = 0 (see Serre [1996] ). It follows that a is constant and the characteristics are straight lines whose slopes are determined by the boundary or initial condition.
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Fig. 1. Characteristics and shock-avoiding conditions
We refer to Fig.1 to illustrate the shock-avoiding conditions. To avoid the shock, a characteristic should not intersect another one in the interval [0, 1] . It follows that the ordinate of the intersection of the characteristic with the line x = 1 must be an increasing function of time. We consider 2 cases: (0)) . In this case the value at x = 1 is governed by the initial condition. The intersection emerging from the point (x, 0) has the abscissa
. This must be an increasing function of x, then:
which is equivalent to: (0)) . The value at x = 1 is governed by the condition at x = 0. So one has:
This inequality leads to:
where
For conclusion, if the initial condition satisfies (6) and the boundary control satisfies (8), there is no shock appearing in the domain.
Stability
In this section, we will show that the stability of the state at the boundary can lead to the stability of the state in the whole domain. First of all, we demonstrate the following lemma which is very useful to show the stability of our system Lemma 1. Let f : R + → R be continuous. If lim t→∞ f (t) = 0, then for any positive constant θ, we have:
In addition, if there exists F 0 > 0 and µ > 0 such that:
then there exists F 1 such that:
Proof. By definition, we have to show that:
In fact, we have:
For all ǫ, we choose δ = ǫ/θ, then for all t > T 1 :
Now supposing that (9) holds, then:
which means that (10) is true with
Proposition 2. We consider the following problem:
with the state space a ∈ L 2 ([0, 1]), w ∈ W, and the control space u ∈ U. Under the following hypotheses:
i) a 0 satisfies the shock-avoiding condition (6). ii) W and U are closed. iii) f (w) ≥ c with a constant c > 0 for all w ∈ W. iv) f 2 (w) ≥ f ′ (w)u for all w ∈ W and u ∈ U.
If w(t) converges to a reference w r ∈ W , then a(., t) converges (in L 2 norm) to this one as well.
Proof. The solution of (15) is determined by:
We denote:
The L 2 norm between a(x, t) and w r is then:
where τ is determined by an implicit relation
On the other hand, we have:
Then:
This inequality along with lemma 1 implies that if w(t) converges to w r , so does a(., t) and if w(t) converges exponentially, so does a(., t).
Note: Condition iv) in Proposition 2 can be treated less conservatively by introducing an auxiliary control v = f 2 (w), but this leads to a nonlinear system which will be considered in our future works.
Freeway traffic model
Let us show here the procedure to satisfy the four conditions of the above proposition for the freeway traffic model. Other models, such as the famous Burgers' equation (see Serre [1996] ) or the diffusive wave model for open channel system (see Georges and Litrico [2002] ) can be treated in the same way. The convergence of the boundary can be attained by using the RHOC as presented in the next section. We consider the Lighthill-Whitham-Richards (LWR) model presented by Garavello and Piccoli [2006] . The governing equation is:
where ρ ≥ 0 is the vehicle density, and the traffic flux F (ρ, v) is given by ρv. The main assumption of the LWR model is that the average velocity depends only on the density. The flux is then determined by F (ρ) = ρv(ρ) called the fundamental diagram. A reasonable property of v is that it is a decreasing function of the density. The simplest fundamental diagram is obtained by setting v to be a linear function of ρ:
with v f the free flow speed and ρ max the maximal density. So we have:
The control acts at point x = 0:
We assume that the initial condition satisfies (6). Condition iii) is equivalent to:
Condition iii) holds if:
If we choose W = [0, w max ], U = [u min , u max ] where:
and u max is any constant greater than u min , then the four conditions are fulfilled.
RECEDING HORIZON OPTIMAL CONTROL (RHOC)
We now use the RHOC to guarantee the shock-avoiding conditions and the convergence of the boundary state. Firstly, we summarize the principle of RHOC, then the proof of the stability is given.
Principal of RHOC
Let us consider system (15) and recall for it the principle of RHOC:
• At each time t, we obtain the current state [a(., t) w(t)] T
• Then, for a given prediction time T and the cost function J(ā,w,ū) which will be determined later, we compute the optimal solution of the problem: min
s.t.
where the notation. stands for the predicted variables.
• The first part of the optimal control is applied on the system in period [t, t + σ] for a small σ, and the procedure restarts at t = t + σ.
Stability of the RHOC
Supposing that the four conditions of proposition 2 hold for system (15). We now show that the RHOC can be used to obtain the exponential convergence of w. To this end, we consider the following cost function:
The goal of this function is to regulate the state at x = 1 around a constant reference a r . The prediction time T is determined by the relation:
with a positive constant T f . The reason for which this prediction time is chosen is that the infinite dimensional optimal problem (26) and (27) can be transformed into a finite dimensional optimal problem as presented in what follows.
The cost function can be separated into two parts: one under the effect of the initial condition and the other under the effect of the control:
(30) where t 0 = [f (a(0, 0))] −1 . The first term does not depend onū. For the second one, we haveā(1, τ ) =w(s) where
The control in the interval [t+T f , t+T ] does not affect the state at x = 1 in the prediction horizon, so it can be set to zero in order to minimize the cost function. As a result, the third term in (30) is canceled. The original problem (26), (27) is now equivalent to: min
s.t.ż =ū,z(t) = z(t) = w(t) − a r ,ū ∈ U,z ∈ Z, where we introduced the variablez(s) =w(s) − a r and
We set:
Obviously, we have F (0, 0) = 0 and F (z, u) > 0 ∀(z, u) ∈ Z × U \ (0, 0) thanks to condition iv) of proposition 2. Then theorem 1 introduced by Findensen and Allgower [2002] can be applied if we can find a control u = k(z) such that:
and k(z) ∈ U, ∀z ∈ Z. We search the control in the form k(z) = k.z where k is a constant such that kZ ⊆ U. Such a constant exists because (0, 0) ∈ Z × U. In addition, we can choose a constant Q such that:
we choose a constant κ ∈ [0, ∞) satisfying κ < −k and take:
With these parameters, we can easily check that:
From this, it results that z is asymptotically stable by the RHOC scheme which leads to the appropriate convergence for the original system. Note: We can consider a simpler cost function, which treats only the state at the boundary x = 0 as follows:
This cost function leads also to the convergence of w to a r and as consequence guarantees the convergence of the system, but it can not take into account the disturbance in the domain. This case will be considered in the next section.
Shock-avoiding conditions in presence of measurable disturbance
Let us consider system (15) in the presence of a disturbance. In this case, the conservation equation takes the form:
and the characteristics are no longer straight lines in general. In this paper, let us deal with a simpler problem where the disturbance acts at one point x = x p of the domain. So it takes the form:
where δ(x) denotes the Dirac function. We assume in addition that p(t) is a sufficiently smooth function of t. We The first simulation is carried out to demonstrate the capacity of the here-proposed approach to prevent the formation of shocks when there is no disturbance. To this end, we set the system at the critical point where w ≈ w max and u ≈ u min (see (23) and (24)). At this point, the shock easily appears. The results are presented in Fig.2 . We can see that ρ at x = 1 converges to the reference after some delay in comparison with ρ at x = 0. At the beginning, the control is saturated at its minimum to satisfy the shock avoiding condition. The characteristics from t = 0 to t = 1 are presented in the left part of Fig.3 . It can be noticed that there is no intersection in the domain. To emphasize the essential role of the shockavoiding conditions, we carry out the same simulation, but without limit on the control, and the characteristics are presented in the right part of Fig.3 . The intersecting characteristics mean that a shock appears.
In Fig.4 , we present the simulation result in the presence of an asymptotic constant disturbance. We can see that the control rejects completely this type of disturbance. An interesting point is that the control reacts before the disturbance appears since the evolution of the disturbance is included in the control scheme. In this paper, a complete proof of the stability of RHOC for scalar nonlinear hyperbolic systems is established and validated by simulation. Firstly, a set of constraints to avoid shocks is introduced. Once these constraints are satisfied, the stability of the boundary state results into the stability of the system. The RHOC is then used to guarantee all above conditions. Finally, a simulation with a freeway traffic model is given to illustrate the potential of the here-proposed approach.
These results open some directions for our future works. Among them, we can mention that same conditions to avoid shocks for a network of conservation laws can be considered. Another direction is to include the nonlinear constraints iv) of proposition 2 into the dynamics of the system to obtain a less conservative condition.
