of C" and C' interpolations over triangles are presented.
INTRODUCTION
During the last several years a research program, comprehensive of both theoretical investigations and numerical experimentations, has been conducted at Washington University with the purpose to create a new finite element technique. Its main features are as follows:
1. 7 _.
3.
4.

5.
It is based on assumed displacements. The assumed displacements are approximated by complete polynomial sequences of arbitrary order. The interelement continuity conditions are satisfied exactly, however the order of polynomial interpolation may vary from element to element. The shape functions corresponding to a polynomial approximation of order p constitute a subset of the set of shape functions corresponding to the (p + 1)" order polynomial approximation. Consequently, the stiffness matrix of the element of order p is a submatrix of the stiffness matrix of the (p + l), order element. Since the order of the approximating polynomials can be increased in just a few elements where it is needed merely by bordering the global stiffness matrix by the rows and columns corresponding to the new variables, improved solutions may be computed by very efficient numerical techniques.
The distinguishing feature of the proposed finite element computer program is that it permits the user to exercise control over both the number of finite elements and the order of approximation over each element. Consequently, it will not be necessary to define more finite elements than needed for describing the geometry of the structure. This will lead to substantial savings in mesh generation, particularly around stress concentrations where automated mesh grading is difficult to obtain and in three dimensional problems where perspective views of the mesh are difficult to scrutinize.
The capability of including, at a low cost, additional degrees of freedom where needed in order to improve the accuracy is likely to give automated control on the discretization error. We shall not discuss this point here but merely note that preliminary results are already available [ l-31 and further numerical experimentation is in progress. In this paper nodal variables and related shape functions for conforming plane triangular elements both in extension and in bending are presented. The theory can be extended to cover three dimensional simplex elements as well [3] .
Fully compatible finite elements for Kirchoff bending are quite difficult to create, as discussed in [4] , however any relaxation of the C' continuity requirement has been avoided for two reasons:
(a) If compatibility is satisfied exactly, some measure of the unbalanced forces provides an error estimation in a way meaningful to stress analysts.
(b) If C' continuity is not completely enforced, the plate can fold without any internal work and convergence for fixed mesh size and increasing polynomial order may be impossible. Note that the C' elements presented in this paper do note enforce C" continuity at vertices as most high order fully compatible bending elements do. Elements which have C* continuous interpolation polynomials at vertices have limited application to plate and shell bending problems because they cannot deal efficiently with singular points (such as reentrant corners), varying thickness and other important practical situations. On the other hand, the elements presented in this paper can be easily made CZ continuous at internal vertices of the mesh during the assembly of the stiffness matrix in case the user wishes to reduce the total number of degrees of freedom and the bandwidth.
The quest for a family of fully conforming plate and shell elements naturally leads to preference for triangular rather than quadrilateral elements. There are other reasons as well. First, triangular elements can be more readily combined in a structural mode1 than quadrilaterals. Second, triangular elements go hand in hand with complete polynomial expansions in the sense that for any polynomial degree p it is possible to create a set of shape functions which do not contain any term of degree higher than p and are complete up to the order p.
Finally, we note that higher order finite elements must be formulated in triangular "area" coordinates because the consequent three way symmetry is essential for efficient stiffness matrix computation, particularly if numerical integration is used. A new interpretation of triangular coordinates is given in the next section. This interpretation is expected to clarify the use of area coordinates particularly when high order derivatives are used as nodal variables. In Section 3 we show how to guarantee completeness of the proposed set of shape functions up to an arbitrarily high polynomial degree and simultaneously we define the internal deformation modes. The hierarchical approach and the selection of nodal variables for both C" and C' finite elements is presented in Section 4 and the construction of corresponding shape functions is presented in the last two sections.
TRIANGULAR COORDINATES
It is possible and advantageous to formulate shape functions corresponding to a given set of nodal variables in a standard triangle. The shape functions can then be generalized to arbitrary triangles.
In the triangular coordinate system the shape functions for triangular finite elements possess three-way symmetry, therefore it is particularly advantageous to work with triangular (also called "area") coordinates. Unfortunately, the standard interpretation of triangular coordinates as "area coordinates" is difficult to visualize. This probably explains why triangular coordinates do not have the complete acceptance they deserve in the finite element literature. We must evidently identify the x, y plane with the plane z = 1 of a three dimensional x, y, z space, then we can write:
l=L,+L2+L3
and also we note that the third equation (obtained from z, = z2 = zp = 1) defines the plane into which the given plane is mapped.
In matrix form we have:
where the transformation matrix will be denoted by M. Inverting these equations we can obtain the natural coordinates in terms of x and y :
Ll y2-y3 x3-x2 x2y3-x3y2
I! [
;: =A ;;I;: x:-x:
(2)
The determinant [MI is equal to twice the area of the triangle. We point out a very important fact: in the x, y plane the triangular coordinates Li = Li(x, y) are linear functions and their intersection with the x, y plane (Li(x, y) = 0) gives the equations of lines to which the sides of the triangle belong. This property will allow us to use the efficient techniques of analytical geometry when establishing shape functions.
We shall now outline the procedure of differentiation in area coordinates. The subject is rather involved in terms of area coordinates because differentiation implies some direction. This becomes trivial, however, if the previously given three-dimensional interpretation is applied. It is clear that partial differentiation with respect to a triangular coordinate refers to a direction outside the x, y plane (that is the plane L, + L2+ L, = 1). However the differences of these partial derivatives yield the derivatives along the directions of the sides of the standard triangle. As usual, we shall denote by li the length of side opposite to vertex i, by si an abscissa along side i and by ni an abscissa along the outward normal to side i: From simple geometrical consideration we obtain, for instance, the differentiation formula along side 1 of the standard triangle:
When transforming back from the standard to the x, y triangle we have:
For convenience, and in order to avoid introducing superfluous numerical factors, it is simpler to define normalized derivatives, denoted with a star, to obtain: (5b) ml (6) Differentiation along the normal to a side is not simple because the transformation A4 does not conserve angles. However, we can express the normal slopes as linear combinations of the derivatives along the other two sides, which are easily expressed in terms of derivatives in the standard triangle. Suppose we are given the derivatives along directions a and b in the x, y plane, namely alaa and dab, and we are looking for the derivative along a direction c such that &, and &, are respectively the angles Z and E. 
From coordinate transformations
we derive:
Let us now apply this result to a general triangle using the notation shown below, which is consistent with the notation given in Fig. 2 . We have:
Hierarchies of conforming finite elements for plane elasticity and plate bending
Let us now define:
Since:
We obtain:
And posing:
We obtain: 215 (9) (10) (12)
Since in the standard triangle cc, = 0, a/an 7 can be interpreted as a normalized normal slope in the standard triangle. We note also that
so the transformation from natural derivatives to the Cartesian ones is given in terms of the area of the triangle and of the lengths of sides only. Analogous relationships hold for the derivatives along and normal to sides 2 and 3. Note that an early and useful treatment of "area" coordinates has been given by Felippa [5] and a very extensive presentation is due to Argyris et al. [6] . An important contribution is also due to Irons [7] .
POLYNOMIAL BASIS IN TRIANGULAR COORDINATES
From Pascal's Triangle we know that there are r, = l/2@ + l)(p + 2) independent polynomial terms in x, y of degree less or equal to p. They span a function space that we will denote by S,. The linear independence of a set of r, shape functions of degree p can be established by showing that any term of Pascal's triangle up to the order p can be represented by the proposed new basis.
Analogously the linear independence of a set of r, shape functions in triangular coordinates should be established by showing its equivalence to a reference basis of S, in triangular coordinates. We could tentatively consider a "Pascal's Tetrahedron" of terms like L ,iL2"Lg' of degree p = j + k + 1. There are three linear terms (L,, L2 and
However, it is possible to show that all homogeneous terms of degree p are independent and form a basis for S, [7] . In fact we note that: (a) Any p-order polynomial in triangular coordinates is equivalent to a homogeneous p-order polynomial.
For instance, a quadratic term, say L&,, is trivially expressed as a homogeneous cubic L2L,(LI + L2 + L3).
(b) Any p-order polynomial in triangular coordinates is equivalent to a polynomial in X, y of order less than or equal to p. (c) Any p-order polynomial in x, y is equivalent to a p-order polynomial in triangular coordinates. Since there are not more than r, homogeneous terms and they span the r,-dimensional space S,, they must be independent.
Homogeneous series in triangular coordinates have been extensively used as reference basis by Argyris and co-workers. Unfortunately they are not suited for our purposes because we are interested in non-homogeneous bases with arbitrary high polynomial degree. Let us now define the infinite dimensional space Ho spanned by the polynomials:
. . . We note that these polynomials are linearly independent. A proof is given in Appendix 1. Let us further introduce the spaces H", n = 1,2,. . . p, . . . whose basis functions are obtained by multiplying the basis functions of Z-Z by (L, L2L3)". Evidently H" is a space of polynomials which have a contact or order II -1 (but not higher than n -1) with the perimeter of the triangle. We note that the spaces H": n = 0, 1, 2, . . . are disjoint. Let us now consider a space U defined as direct sum of all spaces H' :
In Table 1 we present a basis of U obtained by collecting the elements of subspaces H' according to their polynomial order. Since
From Table 1 we see that we have exactly p + 1 terms of degree p and therefore r,, terms of degree 4 G p. Since all these terms are linearly independent we can guarantee that they span the space S, for any p. Therefore the space U is the same space spanned by the terms of Pascal's Triangle or equivalently the infinite series of non-homogeneous modes in triangular coordinates given in Table 1 constitute a basis of the Hilbert space. We will call it a canonical triangular basis and we will call the representation of the Hilbert space as a direct sum of subspaces H' the canonical triangular decomposition of the Hilbert space.
In the following paragraphs we will introduce other bases in triangular coordinates which are more suited to enforce the needed continuity requirements across the element boundary. However by showing their equivalence to the canonical basis that we have just introduced we will prove that they are complete. Completeness is necessary in order to guarantee convergence for increasing polynomial approximation.
CHOICE OF NODAL VARIABLES: HIERARCHIES OF Co AND C' FINITE ELEMENTS
Co and C' continuities can be satisfied by many choices of nodal variables. However as soon as the problem of automatically merging elements of different polynomial order is considered, Table I . Polynomial basis in triangular coordinates
Hierarchies
one set of nodal variables proves to be optimal: these are the high order tangential derivatives along each side evaluated at the midside. Definition of these nodal variables, leading hierarchies of Co and C' finite elements was given by Peano [S] .
To illustrate the essentials of the hierarchic approach, let us consider the C" hierarchy of elements. The first (and simplest) member of the hierarchy is the well known constant strain triangle (CST). The nodal variables are the functional values at the vertices, the corresponding shape functions are the triangular coordinates L,, Lz. L+ The next member of the hierarchy is the linear strain triangle (LST). Here we select as additional nodal variables the second derivatives of the approximating function evaluated along the sides at the midside points. Because the second derivatives of the shape functions for the CST vanish everywhere, we may retain those shape functions as shape functions for the LST also. Of course, we must ensure that the shape functions corresponding to the midside nodes of the LST vanish at the vertices of the triangle. This is illustrated in Fig. 5 .
Hlerarchlc
Co fmlte elements Because the shape functions for the CST constitute a subset of the shape functions of the LST, the stiffness matrix of the CST is a submatrix of the stiffness matrix of the LST. This feature is an example of the fundamental characteristics of our family of finite elements: the shape functions corresponding to an interpolation of order p constitute a subset of the set of the shape functions corresponding to an interpolation of order p + 1 and therefore the stiffness matrix of the element of order p is a submatrix of the stiffness matrix of the element of order p + 1.
We shall call "hierarchy" any family of increasing order finite elements which possess this property. Hierarchical finite elements are indispensable tools for realizing convergence with respect to increasing polynomial orders. The reason for this is that the improved global stiffness matrix will contain, as a submatrix, the previous stiffness matrix. In fact, the improved global stiffness matrix differs from the previous stiffness matrix in that it contains rows and columns corresponding to the additional nodal variables. Hence the numerical effort spent in triangularizing the previous stiffness matrix is entirely saved and improved solutions are obtained by ad hoc iterative or direct procedures.
It is important to note, however, that relevant computation advantages can be gained for fixed p as well. Let us first consider the use of numerical integration. The computational effort depends on the number of integration points and therefore on the degree of the function to be integrated. Usually, all shape functions have the same polynomial order and the burden of numerical integration rapidly increases with the order of the polynomial. In the present approach the number of integration points depends on the element of the stiffness matrix to be computed and in many cases is much lower than in conventional analysis.
Another interesting feature of the new approach is that the matrix which relates polynomial coefficients to the nodal variables has a block upper triangular structure. This may be exploited at different stages; for instance during the evaluation of the stresses. When increasing the polynomial degree from a starting value p -1 to p. p + I new independent terms are added and therefore p + 1 nodal variables have to be introduced (the other nodal variables will be equal to those of the element of degree p -1). The hierarchical structure we just described arises if and only if we choose as nodal variables p + I p"' order derivatives. Three of them are derivatives tangentials to each side evaluated at midside. These are needed in order to enforce continuity across sides. The others define internal interpolation modes.
We can now go back to the starting point of our discussion that is the problem of merging elements of different degrees. In standard approaches C" continuity is achieved by degrading the higher order elements through extensive matrix manipulation [9] .
In the present approach the higher order derivatives associated with edges in common with a lower order element are simply set to zero. Merging of elements of different degree is achieved by enforcing kinematic boundary conditions at element interfaces.
A similar construction is possible for C' finite elements. The first member of the C' hierarchy is the 5th order element. The 21 nodal variables are given in Fig. 6 .
Fig. 6. Nodal variables for the fifth order hierarchic C' finite element
We note that the element shown in Fig. 6 satisfies Co continuity but not C' continuity exactly. In order to make it C' continuous, constraints on the second derivatives at vertices must be enforced. This can be done very efficiently as shown by Peano 18, I]. A more extensive treatment is given in [4] . This is why we will not consider this point here. If, on the other hand, rational functions are introduced, as discussed in section 6 and earlier in [ 11, then the three mixed second partial derivatives at the vertices can be replaced by sir orthogonal partial derivatives as shown in Fig. 7 , and the resulting 24 nodal variables will then satisfy the C, continuity conditions exactly.
Fig. 7. Nodal variables for the fifth order hierarchic C' finite element with rational functions
In both cases for the next member of the hierarchy, the sixth order element, we define two additional nodal variables at each of the three midside points and an internal mode. Letting si represent the positive direction along the side opposite to vertex i and ni the positive (outward) normal to the side, the new nodal variables are: a"w/as", a6w/anias? (i = 1,2, 3 ). Thus the shape functions for the sixth order element include the shape functions for the fifth order element. As we have already noted. this is the fundamental hierarchic property of this new family of elements. Similarly, for the seventh order element we retain all of the nodal variables for the sixth order element, at the midside points we add a'wlas,', a'wlanJsi6 and we add two internal modes.
After Ref. 8 had been published, a paper of Zienkiewicz et al. [lO] , where a variant of the Serendipity family of elements was described, came to our attention. Evidently, the authors were not concerned with convergence for increasing p but merely with a simplified computation of stiffness matrices of elements of different polynomial order along different sides. The proposed variables are amplitudes of boundary polynomial modes and cannot be interpreted as nodal variables. This may cause some difficulty if an isoparametric mapping of degree p >2 were applied. Evidently these quadrilateral elements can be degenerated into triangles, but completeness of the polynomial expansion up to an arbitrary polynomial order p is difficult to preserve, if at all [ 111. The "nodeless" variables introduced in [IO] , which are called hierarchical by the authors, do actually have the properties discussed in this paper and in fact it is just for this reason that we shall refer to the elements presented earlier in [8] as "hierarchical elements".
Evidently we can go one step further and adopt the nodeless approach for our triangular elements also. Then alternative ways of defining shape functions become possible and a choice can be made only on the basis of numerical experience. The shape functions presented in this paper have been selected as those which contain the minimum number of monomial terms in area coordinates. This is expected to minimize the volume of computations. On the other hand, other criteria could be proposed: for instance we could select those shape functions which are "as closely orthogonal to one another as possible". Further investigation of this point may lead to very useful results.
SHAPE FUNCTIONS FOR Co ELEMENTS
We have already given typical shape functions for the Co hierarchy in Fig. 5 . In general, the shape functions corresponding to (external) nodal variables are constructed from elements of subspace H". Those shape functions that represent internal displacement modes are taken from subspaces H', (i = 1,2,. , .). Thus the internal modes for St are presented by L,LL.,; for S," by L,'L>L,, L,Lz2L, and so on.
To generalize the construction of shape functions for external nodal variables, we note that L,. Lz, L, correspond to the nodal displacements at the vertices, and for any n 3 1 the shape functions at the midside node are: (-L,) ". Of course, these shape functions can be normalized by an appropriate multiplying factor for each n.
In order to establish that the shape functions are equivalent to the canonical basis we note: (a) The shape functions belong to Ho because they are different from zero along one side of the triangle. (b) The shape functions are non-degenerate polynomials of order n + 1. In particular, let us consider their restriction to one side of the triangle and denote as s a coordinate which is zero at one vertex and one at the other. Then the boundary mode becomes (-s)"s -(1 -s)(-s)" which is a polynomial in s of degree n + 1. Taking now into account the fact that polynomials in x, y of different degrees are independent and that polynomials of the same degree which are non-zero along different sides are also independent. it follows that all of the proposed new modes are independent. Since their number is equal to the number of corresponding canonical modes, the new basis is complete. As mentioned earlier other choices of the shape functions of the side variables are possible. For instance along side I the shape functions corresponding to the high order derivative nodal variables are:
Formulas corresponding to the other two sides are obtained by cyclic index permutation.
Finally we note that the side shape functions are either symmetric (if p is even) or antisymmetric (if p is odd) with respect to midside point. Clearly stiffness contributions corresponding to antisymmetric modes must be assembled with opposite signs in adjacent elements.
SHAPE FUNCTIONS FOR C'ELEMENTS
In Fig. 6 we presented the definition of nodal variables for the fifth order hierarchic finite element. At vertex 1 we have w, awl&,, awl&, a'w/&',
-(a'w/as,&), azwlasz2 and the corresponding modes (shape functions) will be denoted by N,, (i = 1,2,. . .6). At vertex 2 we have W, adas,, adds,, a2wl&,2, -(a'wlas,as,) , a'wlas,' and the corresponding modes Ni, (i = 7,8,. . . 12). At vertex 3 we have w, awlas,, awlas,, a2wasz2, -(a'e/&as2), a2wlas12 and the corresponding modes are Ni, (i = 13, 14,. . . 18). At midside we have a5w/anias4 (i = 1,2,3) and the modes are NIV, Nzo, Nz,. Later on we shall consider higher order modes. Let us now determine the shape functions for the quintic element. We recall that when a function has zeroeth order contact with a line in the x, y plane then the function and all its derivatives along that line are zero. When the function has first order contact then also the normal and the mixed partial derivatives are zero. We can immediately pose N19 = L,L22L32, Nzo = LIzL2L3', N2, = L12Lz2L, because these functions have a zeroth order contact with one side and first order contact with the other two, hence are shape functions related to midside slope. The exact value of aSN19/an 78s T'is -48, but it is not necessary to normalize the modes by a numerical value (that is by -l/48). Now we create the shape functions corresponding to the second derivatives. Evidently L,'L2*(L2 -1) has a first order contact with sides 1 and 2. On the other hand the factor (L, -1) assures that the second derivative along s, at vertex 2 is also zero. Hence this is tentatively N4 and in fact at vertex 1 a'/&:" (LIzLz3-L12L2') = -2. Now we must correct for the midside slopes. Evidently, order contact with one side and zeroeth order contact with the other two. Noting that these are fourth order polynomials, we conclude that no correction for midside slopes is required. This completes presentation of shape functions for the second derivatives shown on Fig. 6 . In order to avoid enforcement of constraints we can introduce, as mentioned earlier, the six rational functions:
We note that n,, Q, . . . q6 are the shape functions of the orthogonal mixed partial derivatives shown in Fig. 7 a2wlas2an2, a*wlas,an, at vertex 3. We note also that:
Thus the functions ni (i = 1,2,. . .6) increase the number of the shape functions by three only and completeness of the quintic polynomial expansion is retained. A successful use of rational interpolation functions is reported in Ref. [12] where the authors create a conforming element by supplementing an incomplete third order polynomial space with three rational functions l i. Since l , + l z + e2 = L, L,L, and this is the missing term any third order polynomial mode can be represented. Note that the n's are related to the E'S:
Further research on elements with rational interpolation functions is presented in [71, [13] and [141.
Let us now consider the shape functions for the other nodal variables, retaining the numbering system for the shape functions adopted earlier in this section. The shape function corresponding to alas, at P, is evidently Lj2L2(1 -LJ: the factor L,* gives first order contact with side 1 and the factors L2 and (1 -L,) give a zero value to the second derivative along s1 at P1 and the second derivatives along s3 at P,, respectively. Moreover, L, gives a zero value at P, to the function, one first derivative and one second derivative. We need to check alasj2 which turns out to be -6'and a2/as2as,, which turns out to be -2. Hence we get:
No correction for midside slopes is needed since L12L2(l -L2) is a fourth order polynomial and N, and N, have already been corrected. Taking symmetry into account, we have:
We can now compute the shape functions of the deflections at vertices. Let us take at vertex 1 L13. Since second order contact gives zero derivatives up to the second order, we need to check only nodal variables at vertex 1. We obtain: We have now succeeded in creating the shape functions of our basic fifth order element. It is interesting that no matrix inversion was needed (as is usually necessary) since we used the powerful methods of analytical geometry.
We can now create shape functions for higher order elements as well. We have already defined the internal modes; however for each p and for each side we must define two boundary modes. One of the variables represents rotation, the other represents deflection. The modes corresponding to the rotations are simple. For instance along side 1:
The modes corresponding to the deflections are a little more Involved. Let US consider side 1 and define:
Clearly, the first term corresponds to a side deflection (note the cubic factors needed in order to make all second derivatives at vertices equal to zero). The second term contains a polynomial F(L2, L,) to be determined in such a way that the normal slope of N&is zero along the side. The transformation of the second derivatives is still simple because they do not need to be rotated to the global x, y reference frame but they need only to be scaled by the length of the sides. For instance. at vertex I the Cartesian shape functions are l,*N,, lJ,N,, I,*N,. This scaling is required in order to enforce the constraints proposed in [ 11. If the rational function approach is preferred then the 77 functions have to be scaled by /MI but the tangential derivatives may remain unchanged.
Let us now consider the boundary rotational modes: they simply have to be scaled by /MI. All other modes do not need to be changed.
As for the C" elements. we caution that odd degree shape function corresponding to side variables are antisymmetric and therefore the corresponding stiffness contributions must be assembled with opposite signs in adjacent elements.
CONCLUSION
New families
of C" and C" interpolations over triangles have been presented: in both cases they are complete up to any arbitrary polynomial degree p. The interpolation functions were formulated in "area" coordinates, using elementary concepts of analytical geometry.
Because the new finite element families are hierarchical, joining elements of different polynomial degree is not difficult. Moreover, if the discretization error of a trial finite element model turns out to be unacceptable. accuracy can be increased by introducing higher order approximation functions only where needed. This can be done very efficiently because the improved stiffness matrix contains the initial stiffness matrix as a submatrix and therefore the numerical effort spent in triangularizing the initial stiffness matrix can be saved.
The C' continuous finite elements proposed in this paper are not C2 at vertices, which is important in many situations of practical engineering significance such as at corners of plates or along lines where the plate or shell thickness changes.
The available numerical experience with the refined elastic analysis capability described in this paper has been very encouraging [2, 151. 
