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1. Introduction
In the course of investigating the truth of Broué’s Abelian defect group conjecture for symmetric
groups, Rouquier [13] singled out a special class of blocks of symmetric groups which he believed
to have good properties. These blocks, and their corresponding blocks of the Iwahori–Hecke algebras
(of type A) and the q-Schur algebras, are now known as Rouquier blocks, and are well understood, by
the works of several authors (see, for example, [1,3,5,12,14]). In particular, there exist closed formulas,
in terms of Littlewood–Richardson coeﬃcients, for the decomposition numbers of these blocks when
they are of ‘Abelian defect.’
These formulas coincide with those for the v-decomposition numbers arising from the canonical
basis of the Fock space representation of Uv (ŝle) obtained by Leclerc and Miyachi [8] upon evaluation
at v = 1. In fact, such formulas for the v-decomposition numbers hold not only for the Rouquier
partitions—the partitions indexing the simple modules of Rouquier blocks. As shown by Chuang and
the author [2], whenever κ is an e-core partition of Rouquier type—one having an abacus display
in which the number of beads on each runner is non-decreasing as we go from left to right—then
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e-regular partitions having e-core κ and ‘locally small’ e-quotients.
However, this larger class of partitions is unsatisfactory for the following reasons:
• It does not contain any e-singular partition.
• It is not closed under the Mullineux involution μ → μ∗; i.e. μ ∈ Pκ does not imply that μ∗ ∈ Pκ ′
(even though, as shown in Proposition 3.7, that if the formula holds for the canonical basis ele-
ment labeled by μ, then it also holds for that labeled by μ∗).
• κ is not arbitrary.
We address all the above shortcomings in the ﬁrst part of this paper. Our class P∗κ , consisting of
partitions having e-core κ and ‘locally small’ e-quotients (though our deﬁnition of ‘locally small’ is
different from that for Pκ ), is deﬁned for all e-core partitions κ , is closed under the Mullineux invo-
lution, and consists of e-singular partitions as well. Furthermore, if κ is of Rouquier type, then Pκ is
a proper subclass of P∗κ .
In the second part of this paper, we show that, upon evaluation at v = 1, our formula for the
canonical basis element labeled by a partition μ ∈ P∗κ gives the corresponding decomposition num-
bers of the q-Schur algebras in characteristic l (where q is a primitive eth root of unity if l = e, and
q = 1 otherwise) whenever l is larger than the sizes of each constituent of the e-quotient of μ. This
thus includes cases where the blocks, in which the simple modules labeled by such partitions lie, are
not of ‘Abelian defect.’
The paper is organized as follows: we begin in Section 2 with a short account of the background
theory which we require. In Section 3, we introduce the notations used in this paper, and state the
main theorem. Sections 4 and 5 are devoted to the proof of the main theorem.
2. Preliminaries
In this section, we give a brief account of the background theory which we shall require. From
now on, we ﬁx an integer e  2.
2.1. Partitions
Let Pn be the set of partitions of a natural number n, and denote the lexicographical ordering and
dominance ordering on Pn by  and  respectively. Write P =⋃n Pn for the set of all partitions.
Let λ = (λ1, λ2, . . . , λs) be a partition, with λ1  λ2  · · ·  λs > 0. We write |λ| =∑si=1 λi and
l(λ) = s. The conjugate partition of λ will be denoted as λ′ .
The James e-abacus (see, for example, [4, Section 2.7]) has e runners, numbered 0 to e − 1 from
left to right, and its positions are numbered from left to right and down the rows, starting from 0.
Any partition may be displayed on such an abacus; this display is only unique when the number of
beads used is ﬁxed. In this paper, if λ is a partition with e-core κ , we shall always display λ on an
e-abacus with l(κ)+ Ne beads for suﬃciently large N , and denote its e-quotient by (λ0, λ1, . . . , λe−1),
where λi is the partition read off from runner i of the abacus display of λ. Deﬁne the e-weight of a
bead in the abacus display of λ to be the number of vacant positions above it in the same runner.
The e-weight of a runner is the sum of e-weights of all the beads in the runner, and the e-weight of
λ is the sum of e-weights of all the beads in the abacus display of λ.
If s + t = r and α ∈ Ps and β ∈ Pt , let cλαβ denote the multiplicity of the ordinary irreducible
character χλ of the symmetric group Sr in the induced character Ind
Sr
Ss×St (χ
α ⊗ χβ). We refer the
reader to [10, I.9] for a combinatorial description of cλαβ , which is known as a Littlewood–Richardson
coeﬃcient. By convention, we deﬁne cλαβ to be 0 when |λ| = |α| + |β|.
2.2. The Fock space representation
The algebra Uv (ŝle) is the associative algebra over C(v) with generators er , fr , kr , k−1r (0  r 
e − 1), d, d−1 subject to some relations (see, for example, [7, §4]). An important Uv (ŝle)-module is
250 K.M. Tan / Journal of Algebra 321 (2009) 248–263the Fock space representation F , which as a C(v)-vector space has P as a basis. For our purposes,
an explicit description of the actions of er and fr will suﬃce.
Display a partition λ on the e-abacus with t beads, where t  l(λ) and e  (r + t). Let i be the
residue class of (r + t) modulo e. Suppose there is a bead on runner i − 1 whose succeeding position
on runner i is vacant; let μ be the partition obtained when this bead is moved to its succeeding
position. Let N>(λ,μ) (resp. N<(λ,μ)) be the number of beads on runner i − 1 below (resp. above)
the bead moved to obtain μ minus the number of beads on runner i below (resp. above) the vacant
position that becomes occupied in obtaining μ. We have
fr(λ) =
∑
μ
vN>(λ,μ)μ;
er(μ) =
∑
λ
v−N<(λ,μ)λ,
where μ in the ﬁrst sum runs over all partitions that can be obtained from λ by moving a bead on
runner i − 1 to its vacant succeeding position on runner i, while λ in the second sum runs over all
partitions that can be obtained from μ by moving a bead on runner i to its vacant preceding position
on runner i − 1.
In [9], Leclerc and Thibon introduced an involution x → x on F , having the following properties
(among others):
a(v)x = a(v−1)x, er(x) = er(x), fr(x) = fr(x) (a(v) ∈ C(v), x ∈ F).
For k ∈ Z+ , we write [k]! =∏ki=1 vi−v−iv−v−1 , and let e(k)r = ekr /[k]! and f (k)r = f kr /[k]!. Note that e(k)r (x) =
e(k)r (x) and f
(k)
r (x) = f (k)r (x). There is a distinguished basis {G(σ ) | σ ∈ P} of F , called the canonical
basis, having the following characterization [9, Theorem 4.1]:
(1) G(σ ) − σ ∈ vL, where L is the Z[v]-lattice in F generated by P .
(2) G(σ ) = G(σ ).
The v-decomposition number dλσ (v) is the coeﬃcient of λ in G(σ ); these numbers enjoy the follow-
ing property:
Theorem 2.1. (See [7, Theorem 9, Proposition 11, Corollary 14].) We have
dσσ (v) = 1,
dλσ (v) ∈ vN0[v] for all λ = σ .
Furthermore, dλσ (v) = 0 only if σ  λ and λ and σ have the same e-core.
There is an involution μ → μ∗ , known as the Mullineux involution, on the set of e-regular parti-
tions (see, for example, [11, p. 120]). The v-decomposition numbers dλμ(v) and dλ′μ∗ (v) are related
in the following way:
Theorem 2.2. (See [6, Theorem 7.2].) We have dλ′μ∗ (v) = vwdλμ(v−1) where w is the e-weight of μ.
The partition μ∗′ can be characterized in the following way using the v-decomposition numbers.
Theorem 2.3. (See [6, Corollary 7.7].) We have dμ∗′μ(v) = vw , where w is the e-weight of μ, and
degdλμ(v) < w for all λ = μ∗′ .
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Let F be a ﬁeld of characteristic l, and let q ∈ F∗ be such that e is the least integer such that 1+q+
· · ·+qe−1 = 0. The q-Schur algebra SF,q(n) = SF,q(n,n) over F has a distinguished class {Δμ | μ ∈ Pn}
of right modules called Weyl modules. Each Δμ has a simple head Lμ , and the set {Lμ | μ ∈ Pn} is a
complete set of non-isomorphic simple modules of SF,q(n). The projective cover Pμ of Lμ (or of Δμ)
has a ﬁltration in which each factor is isomorphic to a Weyl module; the multiplicity of Δλ in such
a ﬁltration is well deﬁned, and is equal to the multiplicity of Lμ as a composition factor of Δλ . We
denote this multiplicity as dlλμ , which is a decomposition number of SF,q(n).
The decomposition numbers in characteristic l and those in characteristic 0 are related by an
adjustment matrix Al: let Dl = (dlλμ)λ,μ∈Pn , then Dl = D0Al . Furthermore, the matrix Al is lower
unitriangular with non-negative integer entries when the partitions indexing its rows and columns
are ordered by a total order extending the dominance order on Pn (such as the lexicographic order).
As a consequence, we have
Lemma 2.4. dlλμ  d0λμ .
The link between the v-decomposition numbers of the Fock space and the decomposition numbers
of q-Schur algebras is established by Varagnolo and Vasserot:
Theorem 2.5. (See [15].) dλμ(1) = d0λμ .
Thus the canonical basis vector G(μ) of F corresponds to the projective cover Pμ of q-Schur
algebras, while the standard basis element λ of F corresponds to the Weyl module Δλ . Under this
correspondence, the action of er, fr ∈ Uv (ŝle) on F corresponds to r-restriction and r-induction (see,
for example, [11, 6.4]) of modules of q-Schur algebras.
2.4. Jantzen order
Let λ be a partition, and consider its abacus display, with k beads say. Suppose in moving a bead,
say at position a, up its runner to some vacant position, say a − ie, we obtain (the abacus display of)
a partition μ. Write lλμ for the number of occupied positions between a and a − ie, and let hλμ = i.
Also, write λ
μ→ τ if the abacus display of μ with k beads is also obtained from that of τ by moving a
bead at position b to b− ie, and a < b. Thus if λ μ→ τ , then the abacus display of τ with k beads may
be obtained from λ in two steps: ﬁrst move the bead at position a to position a − ie (which yields
the abacus display of μ), and then move the bead at position b − ie to position b.
The Jantzen sum formula (see, for example, [11, 5.32]) provides an upper bound for the decompo-
sition numbers, and may be stated as follows:
Theorem 2.6. Let λ and μ be distinct partitions, and let
Jλμ =
∑
(−1)lλσ +lτσ +1(1+ νl(hλσ ))dlτμ,
where the sum runs through all τ and σ such that λ
σ→ τ , and where νl denotes the standard l-valuation if
l > 0 and ν0(x) = 0 for all x. Then dlλμ  Jλμ , and dlλμ = 0 if and only if Jλμ = 0.
We write λ → τ if there exists some μ such that λ μ→ τ . We further write λ < J σ (or σ > J λ)
if there exist partitions τ0, τ1, . . . , τr such that τ0 = λ, τr = σ and τi−1 → τi for all i = 1,2, . . . , r. It
is clear that  J (which means > J or =) deﬁnes a partial order on the set P of all partitions, and
that if λ J μ, then λ and μ have the same e-core and e-weight. Furthermore, the dominance order
extends  J .
The Jantzen sum formula motivates the study of  J , as it provides this easy consequence.
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Thus, if λ  J μ, then dlλμ = 0. Unfortunately, it is not easy to determine by inspection if λ  J μ.
To this end, we introduce another partial order p .
Let λ be a partition, and suppose that when displayed on an e-abacus with N beads, the beads
having positive e-weights are at positions a1,a2, . . . ,ar , with say the bead at position ai having e-
weight wi . The induced e-sequence of λ, denoted s(λ) = s(λ)N , is deﬁned as
r⊔
i=1
(
ai,ai − e, . . . ,ai − (wi − 1)e
)
,
where (b1,b2, . . . ,bs) unionsq (c1, c2, . . . , ct) denotes the (unique) weakly decreasing sequence obtained by
rearranging the terms in the sequence (b1,b2, . . . ,bs, c1, c2, . . . , ct).
Example. Let λ = (6,6,5,4). Its 3-abacus display with 6 beads is
• • −
− − −
• − •
− • •
.
Thus s(λ)6 = (11,8) unionsq (10,7) unionsq (8,5) unionsq (6) = (11,10,8,8,7,6,5).
We record some basic properties of induced e-sequences.
Lemma 2.8. Let λ be a partition. We have
(1) s(λ) ∈ Nw0 where w is the e-weight of λ;
(2) if M j andm j denote respectively the largest occupied position and least vacant position on runner j of the
abacus display of λ, and s(λ) = (l1, l2, . . . , lw), then M j = maxi{li | li ≡ j (mod e)} and m j = mini{li |
li ≡ j (mod e)} − e whenever runner j has positive e-weight;
(3) if μ is the partition obtained by moving a bead in the abacus display of λ (with N beads) from position x
to position x− ie, then s(λ)N = s(μ)N unionsq (x, x− e, . . . , x− (i − 1)e).
The partial order p on the set of partitions is deﬁned as: λ p μ if and only if λ and μ have
the same e-core and the same e-weight, say w , and s(λ)N  s(μ)N (for suﬃciently large N) in the
standard product order on Nw0 .
Lemma 2.9. If λ J μ, then λp μ.
Proof. It suﬃces to prove that λ <p μ when λ
τ→ μ. But if λ τ→ μ, then there exist integers i, x, y
with i  1 and 0 x < y such that
s(λ) = s(τ ) unionsq (x, x− e, . . . , x− (i − 1)e),
s(μ) = s(τ ) unionsq (y, y − e, . . . , y − (i − 1)e),
by Lemma 2.8(3). Thus, s(λ) < s(μ) in the product order. 
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In this section, we set up the notations which shall henceforth be used in this paper and state the
main theorem. We devote the next two sections to the proof of the main theorem.
We shall consider partitions with a ﬁxed e-core, say κ . We display all these partitions on an abacus
with l(κ)+ Ne beads, where N is ‘suﬃciently large.’ For each 0 i < e, let ni be the number of beads
on runner i of such an abacus. Deﬁne ≺ as follows: i ≺ j if and only if any of the following holds:
• ni < n j , or
• ni = n j and i < j.
We note that ≺ is independent of N , and is a total order on {0,1, . . . , e − 1}. We write i  j for ‘i ≺ j
or i = j.’ As the abacus has l(κ)+Ne beads, we have n0  ni for all 0 < i < e, so that 0 is the minimal
element with respect to ≺. We denote the maximal element with respect to ≺ by M .
For i ≺ M , deﬁne i+ as the least (with respect to ≺) k such that i ≺ k, and for 0 ≺ j, deﬁne j− as
the largest (with respect to ≺) k such that k ≺ j.
For 0< i < e, deﬁne
di =
{
ni − ni− , if i− < i;
ni − ni− − 1, if i− > i.
Let π be deﬁned recursively as follows: π(0) = 0 and π(i+) = π(i) + 1 for all 0 ≺ i ≺ M . Thus, π
is a permutation on the set {0,1, . . . , e − 1}, and π(i) < π( j) if and only if i ≺ j.
When there is a need to indicate the e-core κ for which ≺, M , i± , di and π are deﬁned, we will
include κ as a subscript or superscript; we thus have ≺κ , Mκ , i±κ , dκi and πκ .
The following lemma is clear.
Lemma 3.1. Let κ be an e-core partition. The following statements are equivalent:
(1) κ has an abacus display in which the number of beads in each runner is non-decreasing as we go from left
to right.
(2) i ≺ j if and only if i < j.
(3) i+ = i + 1 for all 0 i  e − 2.
(4) i− = i − 1 for all 0< i < e.
(5) π(i) = i for all 0 i < e.
When any of these statements hold, we say κ is of Rouquier type.
We note that ≺κ , Mκ , i±κ , dκi and πκ and ≺κ ′ , Mκ ′ , i±κ ′ , dκ
′
i and πκ ′ are related as follows:
Lemma 3.2. Let κ be an e-core partition. Let Φ be the involution on {0,1, . . . , e − 1} deﬁned by Φ(i) ≡
Mκ − i (mod e). Then
(1) i ≺κ j if and only if Φ( j) ≺κ ′ Φ(i);
(2) Mκ = Mκ ′ ;
(3) Φ(i±κ ′ ) = Φ(i)∓κ , Φ(i±κ ) = Φ(i)∓κ ′ ;
(4) dκ
′
i = dκΦ(i)+κ ;
(5) πκ ′ (i) = e − 1− πκ(Φ(i)).
Proof. This follows from the fact that an abacus display of κ ′ may be obtained from that of κ by ro-
tating it through an angle of π and reading the occupied positions as empty and the empty positions
as occupied. 
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(μ0,μ1, . . . ,μe−1) respectively, deﬁne
δ(λ,μ) =
e−1∑
j=1
π( j)
(∣∣μ j∣∣− ∣∣λ j∣∣);
Cλμ =
∑ e−1∏
j=0
cλ
j
α jβ j
cμ
j
(β j
−
)′α j
,
where in the expression for Cλμ , the sum runs over all partitions α0, . . . ,αe−1 and β0, . . . , βM−1,
βM+1, . . . , βe−1, and βM = ∅ = β0− . For convenience, we deﬁne Cλμ and δ(λ,μ) to be 0 if λ and μ
do not have the same e-core.
We note the following:
Lemma 3.3. Let μ and λ be partitions with e-core κ , and e-quotients (μ0,μ1, . . . ,μe−1) and (λ0, λ1,
. . . , λe−1) respectively, such that for some partitions α0, . . . ,αe−1 and β0, . . . , βM−1, βM+1, . . . , βe−1 ,
e−1∏
i=0
(
cλ
i
αiβ i
cμ
i
(β i
−
)′αi
) = 0,
where β0
− = βM = ∅. Then
(1) δ(λ,μ) =∑0i≺M |β i |;
(2) whenever x is the least vacant position on runner j, y is the largest occupied position on runner i, and
i ≺ j, we have
x− y >
{
(d j + 1− |μ j−| − |μ j| − |μ j+|)e, if i+ = j;
(
∑
i≺r j dr + 1− |μi | − |μi
+| − |μ j | − |μ j+|)e, if i+ ≺ j.
Proof. (1) Since
∏e−1
i=0 (cλ
i
αiβ i
cμ
i
(β i
−
)′αi
) = 0, we have, for all i, |λi | = |αi |+ |β i | and |μi| = |β i−|+ |αi |, so
that |λi | − |μi| = |β i | − |β i− |. Thus,
δ(λ,μ) =
e−1∑
j=1
π( j)
(∣∣μ j∣∣− ∣∣λ j∣∣)
=
e−1∑
j=1
π( j)
(∣∣β j− ∣∣− ∣∣β j∣∣)
=
e−1∑
j=1
π( j)
∣∣β j− ∣∣− e−1∑
j=1
π( j)
∣∣β j∣∣
=
∑
0 j≺M
(
π( j) + 1)∣∣β j∣∣− ∑
0≺ jM
π( j)
∣∣β j∣∣
=
∑
0 j≺M
∣∣β j∣∣.
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and y = (ni + λi1 − 1)e + i, so that
x− y = (n j − ni + 1− l(λ j)− λi1)e + ( j − i)
=
( ∑
i≺r j
(nr − nr− ) + 1− l
(
λ j
)− λi1)e + ( j − i).
If i < j, then clearly
x− y 
( ∑
i≺r j
dr + 1− l
(
λ j
)− λi1)e + ( j − i) > ( ∑
i≺r j
dr + 1− l
(
λ j
)− λi1)e.
On the other hand, if i > j, then there exists i ≺ r  j such that r− > r, so that nr −nr− = dr + 1; thus
x− y 
( ∑
i≺r j
dr + 2− l
(
λ j
)− λi1)e + ( j − i) > ( ∑
i≺r j
dr + 1− l
(
λ j
)− λi1)e.
Part (2) now follows since
l
(
λ j
)+ λi1  ∣∣λ j∣∣+ ∣∣λi∣∣ { |μ j−| + |μ j| + |μ j+ |, if i+ = j;|μi| + |μi+| + |μ j| + |μ j+|, if i+ ≺ j. 
Deﬁnition 3.4. Let P∗κ be the collection of partitions μ having e-core κ and e-quotient (μ0,μ1,
. . . ,μe−1) such that
(1) |μi−| + |μi| + |μi+| di + 1 for all 0 < i < e,
(2) whenever i and j (i ≺ j) satisfy
(a) |μ j | + |μ j+| = d j + 1,
(b) |μi−| + |μi| = di + 1,
there exists k such that i ≺ k ≺ j and dk > 0.
Here, |μi−| (resp. |μi+|) is to be read as 0 when i− (resp. i+) is undeﬁned.
Example. Let e = 5 and κ = (3,3). Then (d1,d2,d3,d4) = (0,0,1,0). Let μ = (8,3,2,1,1,1). Then μ
has 5-core κ and 5-quotient (∅, (1),∅,∅, (1)), so that μ ∈ P∗κ (but μ is not an element of Pκ deﬁned
in [2]).
Remark.
(1) As a partition having e-core κ is Rouquier1 if and only if its e-weight is not more than mini(di)+
1, we see that P∗κ includes all Rouquier partitions with e-core κ .
(2) In [2], a collection Pκ of partitions with e-core κ is deﬁned when κ is of Rouquier type. This is
a subcollection of P∗κ .
1 Rouquier partitions are those indexing the simple modules of Rouquier blocks of q-Schur algebras. Here we call a weight
w block of a q-Schur algebra Rouquier if the abacus display of its associated e-core has the following property: whenever
0  i < j < e, either runner j has at least w − 1 beads more than runner i, or runner i has at least w beads more than
runner j.
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Lemma 3.5. If μ ∈ P∗κ , and Cλμ = 0, then any occupied position on runner i of the abacus display of λ is less
than any vacant position on runner j as long as i ≺ j.
Proof. This follows directly from the deﬁnition of P∗κ and Lemma 3.3. 
We now state the main theorem of this paper.
Theorem 3.6. Let μ ∈ P∗κ with e-quotient (μ0,μ1, . . . ,μe−1). Then
(1) dλμ(v) = Cλμvδ(λ,μ) for all λ ∈ P ;
(2) dlλμ = Cλμ for all λ ∈ P and l > maxi(|μi |).
We shall devote the next two sections to the proof of Theorem 3.6.
It is easy to describe the image under the Mullineux involution of an e-regular partition for which
Theorem 3.6(1) holds; furthermore, Theorem 3.6(1) also holds for the image:
Proposition 3.7. Suppose that an e-regular partition μ has e-core κ and e-quotient (μ0,μ1, . . . ,μe−1), and
that dλμ(v) = Cλμvδ(λ,μ) for all λ ∈ P . Then
(1) μ0 = ∅;
(2) μ∗ has e-core κ ′ and e-quotient (∅,μΦ(1)+κ ,μΦ(2)+κ , . . . ,μΦ(e−1)+κ ), where Φ is the involution on
{0,1, . . . , e − 1} deﬁned by Φ(i) ≡ Mκ − i (mod e);
(3) dτμ∗ (v) = Cτμ∗ vδ(τ ,μ∗) for all τ ∈ P .
Proof. By Theorem 2.3, if dλμ(v) is a non-zero polynomial in v with degree equal to the e-weight
of μ, then λ = μ∗′ . When ∏e−1j=0 cλ jα jβ j cμ j(β j−κ )′α j = 0 with β0− = βMκ = ∅, we have deg(dλμ(v)) =
δ(λ,μ) =∑0 j≺Mκ |β j | by Lemma 3.3(1). Thus deg(dλμ(v)) =∑e−1i=0 |μi| only if (β j−κ )′ = μ j and
α j = ∅ for all 0 j ≺ Mκ . It follows that μ0 = β0− = ∅, giving part (1).
Furthermore, the e-quotient of μ∗′ equals
(
β0, β1, . . . , βe−1
)= ((μ0+κ )′, (μ1+κ )′, . . . , (μ(e−1)+κ )′),
where μM
+κ is to be read as ∅.
Now, when a partition has e-core κ , and e-quotient (λ0, λ1, . . . , λe−1) say, then its conjugate has
e-core κ ′ and e-quotient ((λΦ(0))′, (λΦ(1))′, . . . , (λΦ(e−1))′), where Φ is the involution on {0,1, . . . ,
e − 1} deﬁned by Φ(i) ≡ Mκ − i (mod e). Thus the e-quotient of μ∗ is(
μΦ(0)
+κ
,μΦ(1)
+κ
,μΦ(2)
+κ
, . . . ,μΦ(e−1)+κ
)= (∅,μΦ(1)+κ ,μΦ(2)+κ , . . . ,μΦ(e−1)+κ ),
giving part (2).
Using Theorem 2.2, we need to show that Cλ′μ∗ = Cλμ and δ(λ′,μ∗) =∑e−1j=1 |μ j | − δ(λ,μ) for
part (3). Since μ0 = ∅, we can simplify the expression of Cλμ , where λ has e-core κ and e-quotient
(λ0, λ1, . . . , λe−1), to
Cλμ =
∑( ∏
0ie−1
i =0,Mκ
cλ
i
αiβ i
∏
0 je−1
j =0,0+κ ,M
cμ
j
(β j
−κ )′α j
)
cμ
0+κ
(λ0)′α0+κ
cμ
Mκ
(βM
−κ
κ )′λMκ
,κ
K.M. Tan / Journal of Algebra 321 (2009) 248–263 257where the sum runs over all partitions α1, . . . ,αMκ−1,αMκ+1, . . . ,αe−2 and β1, . . . , βMκ−1, βMκ+1,
. . . , βe−2. Similarly, we have
Cλ′μ∗ =
∑( ∏
0ie−1
i =0,Mκ ′
cν
i
γ iδi
∏
0 je−1
j =0,0+κ ′ ,Mκ ′
cρ
j
(δ j
−κ ′ )′γ j
)
cρ
0
+κ ′
(ν0)′γ 0
+κ ′ c
ρMκ ′
(δ
M
−κ ′
κ ′ )′νMκ ′
,
where the sum runs over all partitions γ 1, . . . , γ Mκ ′ −1, γ Mκ ′ +1, . . . , γ e−2 and δ1, . . . , δMκ ′−1, δMκ ′+1,
. . . , δe−2, and e-quotients of λ′ and μ∗ are denoted as (ν0, ν1, . . . , νe−1) and (∅,ρ1, . . . , ρe−1), re-
spectively. We now simplify Cλ′μ∗ using the fact that ν i = (λΦ(i))′ and ρ i = μΦ(i)+κ for all i, and
Lemma 3.2; we have
Cλ′μ∗ =
∑( ∏
0ie−1
i =0,Mκ
c(λ
Φ(i))′
γ iδi
∏
0 je−1
j =0,0+κ ′ ,Mκ
cμ
Φ( j
−κ ′ )
(δ j
−κ ′ )′γ j
)
cμ
Mκ
λMκ γ 0
+κ ′ c
μ0
+
(δM
−κ ′
κ )′(λ0)′
=
∑( ∏
0ie−1
i =0,Mκ
c(λ
Φ(i))′
γ iδi
∏
0 je−1
j =0,M−κ ′κ ,Mκ
cμ
Φ( j)
(δ j)′γ j
+κ ′
)
cμ
Mκ
λMκ γ 0
+κ ′ c
μ0
+κ
(δM
−κ ′
κ )′(λ0)′
=
∑( ∏
0ie−1
i =0,Mκ
c(λ
i)′
γ Φ(i)δΦ(i)
∏
0 je−1
j =0,0+κ ,Mκ
cμ
j
(δΦ( j))′γ Φ( j−κ )
)
cμ
Mκ
λMκ γ Φ(M
−κ
κ )
cμ
0+κ
(δΦ(0
+κ ))′(λ0)′
= Cλμ.
When Cλμ (= Cλ′μ∗) = 0, then dλμ(v) = 0, so that λ and μ must have the same e-weight, i.e.∑e−1
i=0 |λi | =
∑e−1
i=1 |μi| (since |μ0| = 0). Using Lemma 3.2, we have
δ
(
λ′,μ∗
)= e−1∑
j=1
πκ ′ ( j)
(∣∣μΦ( j)+κ ∣∣− ∣∣(λΦ( j))′∣∣)
=
e−1∑
j=1
(
e − 1− πκ
(
Φ( j)
))(∣∣μΦ( j)+κ ∣∣− ∣∣λΦ( j)∣∣)
= (e − 1)
e−1∑
j=1
∣∣μΦ( j)+κ ∣∣− (e − 1) e−1∑
j=1
∣∣λΦ( j)∣∣− e−1∑
j=1
π
(
Φ( j)
)(∣∣μΦ( j)+κ ∣∣− ∣∣λΦ( j)∣∣)
= (e − 1)∣∣λMκ ∣∣− ∑
0 je−1
j =Mκ
π( j)
(∣∣μ j+κ ∣∣− ∣∣λ j∣∣)
= (e − 1)∣∣λMκ ∣∣− ∑
0 je−1
j =Mκ
π( j)
∣∣μ j+κ ∣∣+ ∑
0 je−1
j =Mκ
π( j)
∣∣λ j∣∣
= (e − 1)∣∣λMκ ∣∣− e−1∑
j=1
(
π( j) − 1)∣∣μ j∣∣+ ∑
0 je−1
j =M
π( j)
∣∣λ j∣∣κ
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e−1∑
j=1
∣∣μ j∣∣− e−1∑
j=1
π( j)
(∣∣μ j∣∣− ∣∣λ j∣∣)
=
e−1∑
j=1
∣∣μ j∣∣− δ(λ,μ).
This completes the proof. 
We end this section by obtaining some corollaries on the e-regular partitions contained in P∗κ
while assuming Theorem 3.6.
Firstly, the e-regular partitions in P∗κ can be easily described:
Corollary 3.8. Let μ ∈ P∗κ , with e-quotient (μ0,μ1, . . . ,μe−1). Then μ is e-regular if and only if μ0 = ∅.
Proof. Suppose μ is e-regular. Then μ0 = ∅ by Theorem 3.6(1) and Proposition 3.7(1). Conversely,
suppose μ0 = ∅. Then the least N positions on runner 0 in the abacus display of μ (with l(κ) + Ne
beads) are occupied, while the rest are vacant. By Lemma 3.5 (with i = 0), the least (N − 1) positions
on runner j are all occupied for all j > 0. It follows that μ is e-regular. 
Also, P∗κ is closed under the Mullineux involution:
Corollary 3.9. Suppose μ ∈ P∗κ is e-regular. Then μ∗ ∈ P∗κ ′ .
Proof. This follows directly from Proposition 3.7(2), Lemma 3.2 and the deﬁnitions of P∗κ and P∗κ ′ . 
4. Canonical basis
In this section, we provide the proof of part (1) of Theorem 3.6.
We begin with a reformulation of the theorem.
Deﬁnition 4.1. For any partition μ, let H(μ) =∑λ∈P Cλμvδ(λ,μ)λ.
Theorem 3.6(1) can thus be reformulated as follows:
If μ ∈ P∗κ , then G(μ) = H(μ).
Lemma 4.2. G(μ) = H(μ) if and only if H(μ) = H(μ).
Proof. Note that δ(λ,μ) is always non-negative. Furthermore, Cλμ = 0 and δ(λ,μ) = 0 if and only if
λ = μ, and Cμμ = 1. Thus, H(μ) − μ ∈⊕λ vZ[v]λ and the lemma follows. 
We now review the results of [2]. For an e-core partition κ of Rouquier type, and integers a and k
with 1 a e − 1 and k 1, let
Fa,k = f(k)a f(k)a+1 · · · f(k)e−1f(k)a−1f(k)a−2 · · · f(k)0 ,
where, if j is the residue class of i + l(κ) modulo e, then f j = f i ∈ Uv (ŝle). Note that Fa,k(x) = Fa,k(x)
for all x ∈ F .
Lemma 4.3. (See [2, Lemma 3.1].) Let κ be an e-core partition of Rouquier type. Let λ be a partition with e-core
κ and e-quotient (λ0, λ1, . . . , λe−1), and consider its abacus display. Let xa and ya (resp. xa−1 and ya−1) be
respectively the least vacant position and largest occupied position on runner a (resp. a − 1). Suppose that
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(ii) t − ya > e for all vacant positions t lying on a runner to the right of runner a.
If 1 k (xa − ya−1 − 1)/e, then
Fa,k(λ) =
k∑
j=0
v j
∑
α,β
cα
λa−1( j)c
β
λa(1k− j) λ(α,β),
where λ(α,β) denotes the partition having e-core κ and e-quotient(
λ0, . . . , λa−2,α,β,λa+1, . . . , λe−1
)
.
The proof of Proposition 4.1 of [2] can be easily adapted to prove the following proposition.
Proposition 4.4. Let κ be an e-core partition of Rouquier type. Let μ be a partition with e-core κ and e-
quotient (μ0,μ1, . . . ,μe−1), and suppose that for all λ such that Cλμ = 0, we have
Fa,k(λ) =
k∑
j=0
v j
∑
α,β
cα
λa−1( j)c
β
λa(1k− j) λ(α,β).
Then
Fa,k
(
H(μ)
)=∑
η
cη
μa(1k)
H(μη),
where μη denotes the partition having e-core κ and e-quotient(
μ0, . . . ,μa−1, η,μa+1, . . . ,μe−1
)
.
The following is a direct consequence arising from the deﬁnition of P∗κ and Lemma 3.3.
Lemma 4.5. Let κ be an e-core partition of Rouquier type. Let μ ∈ P∗κ with e-quotient (μ0,μ1, . . . ,μe−1).
Suppose μa = ∅ for some a 1. Let τ a be any partition such that |τ a| < |μa|, let τ be the partition having e-
core κ and e-quotient (μ0, . . . ,μa−1, τ a,μa+1, . . . ,μe−1). Then any λ such that Cλτ = 0, a and k = |μa| −
|τ a| satisfy the hypothesis of Lemma 4.3.
Proposition 4.6. Let κ be an e-core partition of Rouquier type. Let μ ∈ P∗κ . Then G(μ) = H(μ).
Proof. We prove by induction. Clearly, G(κ) = κ = H(κ). Let |μ| > |κ |, and suppose G(τ ) = H(τ )
holds for all τ ∈ P∗κ satisfying either |τ | < |μ| or τ < μ.
Suppose ﬁrst that there exists a  1 such that μa = ∅. Let τ a be the partition obtained from
μa by removing its ﬁrst column, and let τ denote the partition having e-core κ and e-quotient
(μ0, . . . ,μa−1, τ a,μa+1, . . . ,μe−1). Let k = |μa| − |τ a|. By Lemmas 4.3 and 4.5 and Proposition 4.4,
we have Fa,k(H(τ )) =∑η cητ a(1k)H(τη). Now, τ , τη ∈ P∗κ for all η such that cητ a(1k) = 0. Furthermore,
H(μ) occurs exactly once as a summand of Fa,k(H(τ )) and all the other summands H(τη) satisfy
τη < μ. Thus, Fa,k(H(τ )), and all its summands H(τη) with τη = μ are bar-invariant by induction
hypothesis, and hence so is H(μ). Thus G(μ) = H(μ) by Lemma 4.2.
It remains to consider the case where μi = ∅ for all i > 0. In this case, H(μ) = μ. Let λ be a
partition having e-core κ and e-quotient (λ0, λ1, . . . , λe−1). It is not diﬃcult to see that if λi = ∅
for some i > 0, then λ > μ, so that dλμ(v) = 0. If λi = ∅ for all i > 0, then we shall show later in
260 K.M. Tan / Journal of Algebra 321 (2009) 248–263Corollary 5.6 that d0λμ = 0 if λ = μ. Since dλμ(1) = d0λμ and dλμ(v) ∈ N0[v], we thus have dλμ(v) = 0
if λ = μ. Hence G(μ) = μ = H(μ). 
Proposition 4.7. Let κ be an e-core partition, and for 0  j < e, let n j be the number of beads on runner j
of its abacus display. Suppose that ni−1 > ni for some i  2. Given a partition λ with e-core κ , let Ψ (λ) be
the partition obtained from λ by interchanging the (i − 1)th and ith runners of its abacus display. Let μ ∈ P∗κ .
Then
(1) Ψ (μ) ∈ P∗Ψ (κ);
(2) f (k)r H(μ) = H(Ψ (μ));
(3) e(k)r H(Ψ (μ)) = H(μ),
where r is the residue class of l(κ) − i modulo e, and k = ni−1 − ni .
Proof. Part (1) follows from the deﬁnition of P∗κ (and P∗Ψ (κ)). For parts (2) and (3), it suﬃces to show
the following:
• for all partitions λ with e-core κ , Cλμ = CΨ (λ)Ψ (μ) and δ(λ,μ) = δ(Ψ (λ),Ψ (μ));
• whenever Cτμ = 0, the largest occupied position on runner i of the abacus display of τ is less
than the least vacant position on runner i − 1.
The ﬁrst assertion follows from deﬁnition, while the second follows from Lemma 3.5. 
We are now ready to prove Theorem 3.6(1).
Proof of Theorem 3.6(1). We prove by induction on Nκ = |{(i, j) | i < j, j ≺κ i}|. If Nκ = 0, then κ is
of Rouquier type, so that G(μ) = H(μ) by Proposition 4.6. Assume thus Nκ > 0. Then there exists 2
i < e such that ni−1 > ni (here, and hereafter in this proof, we keep the notations of Proposition 4.7).
By Proposition 4.7(1), Ψ (μ) ∈ P∗
Ψ (κ) . Since NΨ (κ) < Nκ , we have G(Ψ (μ)) = H(Ψ (μ)) by induction
hypothesis. By Proposition 4.7(3), we have H(μ) = e(k)r H(Ψ (μ)) = e(k)r G(Ψ (μ)), so that H(μ) is bar-
invariant. Hence G(μ) = H(μ) by Lemma 4.2. 
5. q-Schur algebras
In this section, we provide the proof of part (2) of Theorem 3.6, which may be reformulated as
follows: If μ ∈ P∗κ with e-quotient (μ0,μ1, . . . ,μe−1), then dlλμ = d0λμ for all l > maxi(|μi |).
Deﬁnition 5.1. Let ≈ be the equivalence relation deﬁned on P as follows: λ ≈ μ if and only if λ
and μ are partitions having the same e-core, and |λi | = |μi| for all i, where (λ0, λ1, . . . , λe−1) and
(μ0,μ1, . . . ,μe−1) are the e-quotients of λ and μ, respectively.
Deﬁnition 5.2. Let κ be an e-core partition of Rouquier type. Let Pκ be a collection of partitions with
e-core κ , having the following two properties:
(1) On the abacus display of any partition in Pκ , any pair (x, y), where x is an occupied position on
runner i while y is a vacant position on runner j, with i < j, satisﬁes x < y.
(2) If λ,μ ∈ Pκ , λ ≈ μ, with respective e-quotients (λ0, λ1, . . . , λe−1) and (μ0,μ1, . . . ,μe−1), then
every partition having e-core κ , and e-quotient of the form (μ0, . . . ,μi−1, λi, . . . , λe−1) (1 i 
e − 1) lies in Pκ .
Lemma 5.3. Let κ be an e-core partition of Rouquier type. Then P∗κ satisﬁes the two conditions of Pκ .
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holds follows directly from the deﬁnition of P∗κ . 
The following is an immediate consequence.
Lemma 5.4. Let κ be an e-core partition of Rouquier type. Let λ ∈ Pκ , and let s(λ) = (c1, c2, . . . , cw) be its
induced e-sequence. Then ci  ci+1 for all 1 i  w − 1, where x denotes the residue class of x modulo e.
Proof. This follows from Lemma 2.8(2) and condition (1) of Pκ . 
Proposition 5.5. Let κ be an e-core partition of Rouquier type. Suppose λ,μ ∈ Pκ with λ ≈ μ. If λ → τ with
λ ≈ τ , then τ p μ.
Proof. Suppose λ
σ→ τ . By Lemma 2.8(3), there exist integers N, x, y with N  1 and 0 x < y such
that
s(λ) = s(σ ) unionsq (x, x− e, . . . , x− (N − 1)e),
s(τ ) = s(σ ) unionsq (y, y − e, . . . , y − (N − 1)e).
Suppose x = i and y = j, where a denotes the residue class of a modulo e. Condition (1) of Pκ
forces j > i. Let s(λ) = (l1, l2, . . . , lw), and let r be the least index such that lr = i. Then ls > i for
all s < r by Lemma 5.4, so that l1, l2, . . . , lr−1 are terms of s(σ ). Let s(μ) = (m1,m2, . . . ,mw). Then
since λ ≈ μ, we have mt = lt for all t by Lemma 5.4; in particular, ms > i for all s < r. Let ρ de-
note the partition having e-core κ and e-quotient (μ0, . . . ,μi, λi+1, . . . , λe−1). Then ρ ∈ Pκ , and
s(ρ) = (l1, . . . , lr−1,mr, . . . ,mw) by Lemma 5.4. In the abacus display of ρ , mr is the largest occu-
pied position on runner i, so it is less than all the vacant positions on runners to the right of runner
i by condition (1) of P ; in particular, mr < y since y is a vacant position on runner j of λ (and
j > i), and hence of ρ . Thus, mr is less than r terms of s(τ ), namely, l1, l2, . . . , lr−1, y. This implies
that μ p τ . 
Corollary 5.6. Let κ be an e-core partition of Rouquier type. Let λ,μ ∈ Pκ with λ ≈ μ. If l = 0 or l is greater
than the size of each constituent of the e-quotient of λ, then dlλμ = δλμ .
Proof. By Theorem 2.6, it suﬃces to prove that Jλμ = 0 when λ = μ. For each τ such that λ → τ ,
let jτμ =∑σ (−1)lλσ +lτσ +1, where σ runs over all partitions such that λ σ→ τ . By Proposition 5.5 and
Lemmas 2.9 and 2.7, dlτμ = 0 for all τ such that λ → τ and λ ≈ τ . Furthermore, the condition on
l implies that we always have νl(hλσ ) = 0. Thus Jλμ =∑τ jτμdlτμ , where τ runs over all partitions
such that λ → τ and λ ≈ τ . Fix such a τ ; suppose τ can be obtained from λ by ﬁrst moving a bead at
position x on runner j to position x−Ne and then moving a bead at position y−Ne on runner j to y,
with x < y. Let ρ1 (resp. ρ2) be the partition obtained from λ by moving the bead at position x (resp.
y − Ne) to x − Ne. Then λ σ→ τ if and only if σ = ρ1 or ρ2. Furthermore, lλρ1 + lτρ1 and lλρ2 + lτρ2
are of different parity. Thus jτμ = 0. Hence Jλμ = 0. 
We need the following results, which are analogous to each other, and which we believe are well
known, but we are not able to ﬁnd an appropriate reference in the existing literature.
Proposition 5.7. Suppose Pμ
C
↑ = ⊕ni=1 ai PσiC (where (−↑) is a composition of (divided powers) of r-
induction functors), d0λμ = dlλμ for all λ, and dlσiσ j = δi j . Then P
μ
F
↑ =⊕ni=1 ai PσiF , and d0τσi = dlτσi for all
τ and all i.
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C
↓= ⊕ni=1 ai PσiC (where (−↓) is a composition of (divided powers) of r-
restriction functors), d0λμ = dlλμ for all λ, and dlσiσ j = δi j . Then P
μ
F
↓=⊕ni=1 ai PσiF , and d0τσi = dlτσi for all
τ and all i.
We provide a proof of Proposition 5.7 only; that of Proposition 5.8 is entirely analogous.
Proof of Proposition 5.7. Note that, since Δμ
F
and Δμ
C
have the same branching rule and d0λμ = dlλμ
for all λ, we have
[
Pμ
F
↑ : Δτ
F
]= [Pμ
C
↑ : Δτ
C
]= n∑
i=1
aid
0
τσi

n∑
i=1
aid
l
τσi
.
We may assume that σi > J σ j implies that i < j. We prove by induction on t that P
μ
F
↑ =⊕t
i=1 ai P
σi
F
⊕ Qt for some Qt . This is clear for t = 0, with Q 0 = PμF ↑. Suppose t > 0, and PμF ↑ =⊕t−1
i=1 ai P
σi
F
⊕ Qt−1, so that
t−1∑
i=1
aid
l
τσi
=
[
t−1⊕
i=1
ai P
σi
F
: Δτ
F
]

[
Pμ
F
↑ : Δτ
F
]

n∑
i=1
aid
l
τσi
(∗)
for all τ . If τ > J σt , then σ j  J τ for all j  t , so that dlτσ j = 0, and hence we have equality in (∗).
This shows that if τ > J σt , then P τF is not a summand of Qt−1. Now,
at =
[
Pμ
F
↑ : Δσt
F
]= t−1∑
i=1
ai
[
Pσi
F
: Δσt
F
]+ [Qt−1 : ΔσtF ]= t−1∑
i=1
aid
l
σtσi
+ [Qt−1 : ΔσtF ]= [Qt−1 : ΔσtF ].
Thus, Qt−1 = at PσtF ⊕ Qt for some Qt . Hence, by induction,
⊕n
i=1 ai P
σi
F
is a direct summand of Pμ
F
↑,
and so (∗) holds when t − 1 is replaced by n, and in fact with equality throughout. This gives Pμ
F
↑=⊕n
i=1 ai P
σi
F
, and d0τσi = dlτσi for all τ and all i. 
We are now ready to prove Theorem 3.6(2).
Proof of Theorem 3.6(2). We only need to show the theorem holds when l > maxi(|μi |) and λ has
e-core κ and e-quotient (λ0, λ1, . . . , λe−1) with
∑e−1
i=0 |λi| =
∑e−1
i=0 |μi |.
Let Nκ = |{(i, j) | i < j, j ≺κ i}|.
Suppose ﬁrst that Nκ = 0. Then κ is of Rouquier type.
Case 1. μi = ∅ for all i  1. If λi = ∅ for some i  1, then λ > μ so that dlλμ = 0 = Cλμ . If λi = ∅ for
all i  1, then λ ≈ μ, so that dlλμ = δλμ = Cλμ by Corollary 5.6.
Case 2. μa = ∅ for some a 1. From the proof of Proposition 4.6, we can ﬁnd a τ ∈ P∗κ and an integer
k such that G(μ) occurs exactly once as a summand of Fa,kG(τ ). Furthermore, if G(α) and G(β)
are summands of Fa,kG(τ ), then α ≈ β , so that dlα,β = δαβ by Corollary 5.6. We may assume that
dlστ = d0στ for all σ ∈ P by induction hypothesis. Thus, dlλμ = d0λμ for all λ ∈ P by Proposition 5.7.
Now, suppose Nκ > 0. Then there exists 2 i < e such that ni−1 > ni (here, and hereafter in this
proof, we keep the notations of Proposition 4.7). By Proposition 4.7, we have e(k)r G(Ψ (μ)) = G(μ).
Since NΨ (κ) < Nκ , we may assume that d0σΨ (μ) = dlσΨ (μ) for all σ ∈ P by induction hypothesis. Thus
d0λμ = dlλμ for all λ ∈ P by Proposition 5.8. 
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