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Exponential Sums Related to Maass Forms
Jesse Ja¨a¨saari∗ and Esa V. Vesalainen†
Abstract
We estimate short exponential sums weighted by the Fourier coeffi-
cients of a Maass form. This requires working out a certain transfor-
mation formula for non-linear exponential sums, which is of independent
interest. We also discuss how the results depend on the growth of the
Fourier coefficients in question. As a byproduct of these considerations,
we can slightly extend the range of validity of a short exponential sum
estimate for holomorphic cusp forms.
The short estimates allow us to reduce smoothing errors. In particular,
we prove an analogue of an approximate functional equation previously
proven for holomorphic cusp form coefficients.
As an application of these, we remove the logarithm from the classi-
cal upper bound for long linear sums weighted by Fourier coefficients of
Maass forms, the resulting estimate being the best possible. This also
involves improving the upper bounds for long linear sums with rational
additive twists, the gains again allowed by the estimates for the short
sums. Finally, we shall use the approximate functional equation to bound
somewhat longer short exponential sums.
1 Introduction and the main results
1.1 Maass forms
Let ψ be a Maass form for the full modular group, corresponding to an eigenvalue
1/4 + κ2 of the hyperbolic Laplacian, and with the Fourier expansion
ψ(x+ yi) = y1/2
∑
n6=0
t(n)Kiκ(2π |n| y) e(nx) ,
where x ∈ R and y ∈ R+. We may assume without loss of generality that ψ is
even or odd, i.e. that t(−n) = t(n) for all n ∈ Z+, or that t(−n) = −t(n) for all
n ∈ Z+. For standard references on Maass forms we refer to [25, 45].
The Fourier coefficients t(n) satisfy a bound of the kind
t(n)≪ nϑ+ε
for some ϑ ∈ [0,∞[. The best known exponent ϑ = 764 is due to Kim and
Sarnak [37]. The Ramanujan–Petersson conjecture for Maass forms declares
that ϑ = 0 is admissible. On average, the Fourier coefficients are of constant
∗University of Helsinki, Department of Mathematics and Statistics, P.O.Box 68 (Gustaf
Ha¨llstro¨min katu 2b), FI-00014 University of Helsinki, FINLAND
†University of Jyvaskyla, Department of Mathematics and Statistics, P.O.Box 35 (MaD)
FI-40014 University of Jyvaskyla, FINLAND
1
size. In particular, we have a Rankin–Selberg type estimate for the Fourier
coefficients. One such result is the following (see e.g. [25], Chapter 8):
1∫
0
∣∣∣∣∣∣
∑
n6M
t(n) e(nα)
∣∣∣∣∣∣
2
dα =
∑
n6M
|t(n)|2 = AM +O(M7/8), (1)
where A is a positive real constant depending on ψ.
1.2 Objects of study and motivation
In the following we will consider linear exponential sums of the form∑
M6n6M+∆
t(n) e(nα),
where M ∈ [1,∞[, ∆ ∈ [1,M ] and α ∈ R. When ∆ = o(M), we call such sums
short.
The reasons for considering such sums are manifold. First of all, the Fourier
coefficients t(n) are interesting mathematical objects which are not as well un-
derstood as one might wish. The exponential sums above contain all the infor-
mation about the Fourier coefficients and thus provide an interesting window
into their behaviour. The study of Maass forms and their L-functions also
naturally leads to exponential sums weighted by the corresponding Fourier co-
efficients of which the above linear sums are an important special case.
When α is a rational number h/k, the problem of estimating long sums with
∆ =M is very analogous to classical problems in analytic number theory, such
as the problems of estimating the error terms in the circle and Dirichlet divisor
problems. Furthermore, the problem of estimating such sums with ∆ = o(M)
provides an analogue for problems such as studying the behaviour of the afore-
mentioned error terms in short intervals. For further information about these
classical topics, see e.g. Chapter 13 of [22] or [49].
Finally, good estimates for the short exponential sums above can sometimes
be used to reduce smoothing error. An example of such an application is given
e.g. by Theorems 4 and 6 below.
For holomorphic cusp forms, short exponential sums have been studied by
Jutila [31], and the best known bounds are due to Ernvall-Hyto¨nen and Karp-
pinen [12, 5].
It is interesting to study how sensitive the arguments used for holomorphic
cusp forms are to the value of ϑ. In a sense, the strictly positive value of ϑ
is the main difference between the holomorphic and non-holomorphic cases: in
both cases one applies heavily the corresponding Voronoi summation formula,
and even though the Voronoi summation formulae have a different appearance,
what remains after the Bessel functions have been cashed in in terms of their
asymptotics is similar.
1.3 The results: Bounds for short exponential sums with applications
The following is a Maass form analogue of the related estimate for holomorphic
cusp forms due to Ernvall-Hyto¨nen and Karppinen, Theorem 5.5 in [12]. The
proof is based on techniques analogous to those in [12].
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Theorem 1. Let M ∈ [1,∞[ and let ∆ ∈ [1,M ] be such that ∆≪M2/3. Then∑
M6n6M+∆
t(n) e(nα)≪ ∆1/6−ϑM1/3+ϑ+ε,
uniformly for α ∈ R. This is better than estimating via absolute values when
M2/(5+6ϑ) ≪ ∆≪M2/3.
When ∆ =M2/3 this gives the upper bound≪Mϑ/3+4/9+ε, and so splitting
a longer sum into sums of this length and estimating the subsums separately
gives the following bound for longer sums.
Corollary 2. Let M ∈ [1,∞[ and let ∆ ∈ [1,M ] be such that M2/3 ≪ ∆≪M .
Then ∑
M6n6M+∆
t(n) e(nα)≪ ∆Mϑ/3−2/9+ε.
This is better than the bound ≪M1/2+ε when M2/3 ≪ ∆≪M (13−6ϑ)/18.
Actually, Theorem 1 is valid for a slightly larger range of ∆ than Theorem
5.5 in [12] is. In fact, with a minor modification [11], the proof of Theorem 5.5
of [12] can be easily modified to give the analogous result for holomorphic cusp
forms:
Theorem 3. Let us consider a fixed holomorphic cusp form of weight κ ∈ Z+
for the full modular group with the Fourier expansion
∞∑
n=1
a(n)n(κ−1)/2 e(nz)
for z ∈ C with ℑz > 0. Also, let M ∈ [1,∞[, ∆ ∈ [1,M ], and let α ∈ R. If
∆≪M2/3, then ∑
M6n6M+∆
a(n) e(nα)≪ ∆1/6M1/3+ε,
where the implicit constant depends only on the underlying cusp forms and ε.
Similarly, if M2/3 ≪ ∆, then∑
M6n6M+∆
a(n) e(nα)≪ ∆M−2/9+ε.
The proof of Theorem 1 depends on an estimate for short non-linear sums,
analogous to Theorem 4.1 in [12]. Fortunately, the proof in [12] works almost
verbatim for Maass forms and we shall indicate the differences later. On the
other hand, the proof of the non-linear estimate requires a transformation for-
mula of a certain shape for smoothed exponential sums, and this particular
result does not seem to have been worked out before yet. Thus, in Section 4, we
will give an analogue of the relevant Theorem 3.4 of Jutila’s monograph [30],
which considers smooth sums with holomorphic cusp form coefficients, with full
details for Maass forms. An analogue of Theorem 3.2 of [30] has been given by
Meurman in [40].
The following estimates provide a concrete example of how estimates for
short sums allow one to reduce smoothing errors thereby leading to improved
upper bounds.
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Theorem 4. Let M ∈ [1,∞[, h ∈ Z, k ∈ Z+ and (h, k) = 1. Also, let δ ∈
]0, 1/2[ and assume that k ≪M1/2−δ. Then∑
n6M
t(n) e
(
nh
k
)
≪δ k2/3M1/3+ϑ/3+ε.
When M3/(5+6ϑ)−1/2+ϑ ≪ k ≪M5/18+ϑ/3, we have the upper bound∑
n6M
t(n) e
(
nh
k
)
≪ k(1−6ϑ)/(4−6ϑ)M3/(8−12ϑ)+ε.
Similarly, for M5/18+ϑ/3 ≪ k ≪M1/2−ε, we have∑
n6M
t(n) e
(
nh
k
)
≪ k2/3M7/27+ϑ/9+ε.
The case k = 1 was considered by Hafner and Ivic´ [19] who essentially
obtained the bound ≪ M1/3+ϑ/3. Similar reduction for certain ranges of k in
the case of holomorphic cusp forms have recently been proved by Vesalainen
[50]. The proof is analogous to the approach of [22].
It is of interest to note here that for small enough k, the rationally twisted
sum has on average (in the mean square sense) the order of magnitude k1/2M1/4.
This kind of result was first proven by Crame´r [2] for the error term in the Dirich-
let divisor problem. Jutila [29] extended this to the divisor problem with rational
additive twists, and in [30] Jutila proved the analogous result for holomorphic
cusp forms. We shall elaborate on this in the last section.
Theorem 3 allows us to improve Theorem 1 from [50] in the range k ≫M1/4:
Corollary 5. Let a(n) be the Fourier coefficients of a holomorphic cusp form
as in Theorem 3. Then, for coprime integers h and k with M1/10 ≪ k ≪M5/18,
we have ∑
n6M
a(n) e
(
nh
k
)
≪ k1/4M3/8+ε,
and for M5/18 ≪ k ≪M1/2−ε, we have∑
n6M
a(n) e
(
nh
k
)
≪ k2/3M7/27+ε.
1.4 The results: an approximate functional equation and applications
Wilton [52] proved an approximate functional equation for exponential sums
involving the divisor function. Jutila [29] extended this to sums with addi-
tive twists, and in [31] he proved an analogue for holomorphic cusp forms. In
[5] Ernvall-Hyto¨nen improved the error term. The following is an analogue of
Ernvall-Hyto¨nen’s result, and the proof is analogous to that in [5]. We write
h for an integer such that hh ≡ 1 (mod k). Also, to simplify the notation, we
write
T (M,∆;α) =
∑
M6n6M+∆
t(n) e(nα).
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Theorem 6. Let α ∈ R have the rational approximation α = hk+η, where h and
k are coprime integers with 1 6 k 6 M1/4 and |η| 6 k−1M−1/4. Furthermore,
let M ∈ [1,∞[ and ∆ ∈ [1,M ]. If k2 η2M ≫ 1, then
T (M,∆;α)
M1/2
=
T (k2 η2M,k2 η2∆;β)
(k2 η2M)1/2
+O
(
(k2 η2M)ϑ/2−1/12+ε
)
,
where β = −h
k
− 1
k2η
.
Wilton [51] proved that for the normalized Fourier coefficients a(n) of a fixed
holomorphic cusp form, ∑
n6M
a(n) e(nα)≪M1/2 logM,
uniformly in α ∈ R. The Rankin–Selberg bound on the mean square of Fourier
coefficients implies that
1∫
0
∣∣∣∣∣∣
∑
n6M
a(n) e(nα)
∣∣∣∣∣∣
2
dα =
∑
n6M
|a(n)|2 = AM +O(M3/5),
for a certain positive real constant A depending on the underlying cusp form,
and so at most the logarithm can be removed from Wilton’s estimate, and
this indeed was done by Jutila [31]. For Maass forms, the estimate analogous
to Wilton’s was proved by Epstein, Hafner and Sarnak [4, 18]. The following
estimate is an analogue of Jutila’s logarithm removal, and its proof is largely
analogous to the arguments in [31].
Theorem 7. We have ∑
n6M
t(n) e(nα)≪M1/2,
uniformly in α ∈ R.
This is sharp in view of (1).
With the approximate functional equation at hand, we may prove further
estimates for short sums.
Theorem 8. Let M ∈ [1,∞[ and ∆ ∈ [1,M ] with M2/3 ≪ ∆≪M3/4, and let
α ∈ R. Then∑
M6n6M+∆
t(n) e(nα)≪M3/8+(3+12ϑ)/(32+48ϑ)+ε +∆M−1/4+3ϑ/(32+48ϑ)+ε.
In particular, for ϑ = 7/64 we have∑
M6n6M+∆
t(n) e(nα)≪M585/1192+ε +∆M−575/2384+ε,
which is better than the estimate≪M1/2+ε for ∆≪M1767/2384, and for ϑ = 0,
we have ∑
M6n6M+∆
t(n) e(nα)≪M15/32+ε +∆M ε−1/4.
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1.5 Ω-results
Finally, it is naturally interesting to consider what are the limits of estimating
short sums. In [7] Ernvall-Hyto¨nen proved that, if d ∈ Z+ is a fixed integer such
that t(d) 6= 0, then ∑
M6n6M+∆
t(n) e(nα)w(n) ≍ ∆M−1/4,
where w is a suitable weight function, α =
√
d/
√
M , and M1/2+ε ≪ ∆ 6
d−1/2M3/4. This immediately implies that for this range of lengths ∆,
∑
M6n6M+∆
t(n) e
(
n
√
d√
M
)
= Ω(∆M−1/4). (2)
This result also has counterparts for the divisor function and Fourier coefficients
of holomorphic cusp forms in the papers of Ernvall-Hyto¨nen and Karppinen [12]
and Ernvall-Hyto¨nen [5, 6]. The above Ω-result implies that the bound∑
M6n6M+∆
t(n) e(nα)≪M1/2
from Theorem 7 is sharp for M3/4 ≪ ∆≪M .
For sums of length ∆≪M1/2, it turns out that square root cancellation is
the best that could be hoped for. Essentially, combining the truncated Voronoi
identity of Meurman [41] with the arguments of Jutila [28], one gets the following
mean square asymptotics
2M∫
M
∣∣∣∣∣∣
∑
x6n6x+∆
t(n)
∣∣∣∣∣∣
2
dx ≍ ∆M,
for M2ϑ+ε ≪ ∆ ≪ M1/2−ε. In fact, a sharper result could be obtained, but
this is enough for the relevant Ω-result. The paper [28] actually considered the
behaviour of the error terms in the Dirichlet divisor problem and the second mo-
ment for the Riemann ζ-function in short intervals, but the proof for the divisor
function carries through fairly easily for Fourier coefficients of holomorphic cusp
forms or Maass forms. In the last section, we will discuss the second moments
with more details, and add here only that for holomorphic cusp forms second
moments of rationally additively twisted short sums have been considered in
the works [9, 10, 50].
We would like to emphasize that there are reasons to believe that even if the
best possible upper bounds conform to the above Ω-results, they are likely to
be very difficult to prove. For example, the conjectural upper bounds∑
M6n6M+M1/2
a(n) e(nα)≪M1/4+ε
and ∑
M6n6M+M1/2
t(n) e(nα)≪M1/4+ε
6
would be analogous to the conjectural upper bound
∆(M +M1/2)−∆(M)≪M1/4+ε
for the error term in the Dirichlet divisor problem. Jutila [27] has proved that
if the last estimate is true, then Riemann’s zeta-function satisfies the bound
ζ(1/2 + it) ≪ t3/20+ε on the critical line, and this exponent 3/20 is better
than the best known exponent 53/342 due to Bourgain [1] or Huxley’s exponent
32/205 [21].
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1
2
2
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199
288
Figure 1. Estimates for short linear sums related to holomorphic cusp forms:
a point 〈γ, β〉 on the solid thick line or on the dotted thick line signifies an
estimate of the form
∑
M6n6M+Mγ
a(n) e(nα)≪Mβ+ε, or
∑
M6n6M+Mγ
a(n) e(nα) = Ω(Mβ),
respectively. The first estimate holds uniformly in α ∈ R. The first upper
bound segment comes from estimating by absolute values with Deligne’s esti-
mate for individual Fourier coefficients from [3], the second and third segments
from Theorem 5.5 of [12] and Theorem 3, the fourth and fifth segments from
Theorem 5.16 in [12], and the horizontal sixth segment from Wilton’s and Ju-
tila’s estimates [51, 31]. The first lower bound segment follows from the work
of Jutila [28], and the second follows from Theorem 6.1 in [12]. The upper
bounds in the range M23/32+ε ≪ ∆≪M are sharp.
1.6 Complements: uniformity and higher rank
We would like to say a few words about Maass forms for GL(n). For them,
a Voronoi summation formula exists and was implemented in [43, 44, 15, 16].
It has been applied to exponential sums weighted by Fourier coefficients of
GL(n) Maass forms. As examples, we mention the works [42, 39, 8, 13, 14]. In
particular, [42] gives an upper bound for long linear sums in GL(3), and [8, 13]
give higher rank analogues of the above mentioned Ω-result (2).
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277/576
64/181
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Figure 2. Estimates for short linear sums related to Maass forms: a point
〈γ, β〉 on the solid thick line or on the dotted thick line signifies an estimate of
the form
∑
M6n6M+Mγ
a(n) e(nα)≪Mβ+ε, or
∑
M6n6M+Mγ
a(n) e(nα) = Ω(Mβ),
respectively, when ϑ is taken to be 7/64. The first estimate holds uniformly
in α ∈ R. The first upper bound segment comes from estimating by absolute
values, the second and third from Theorem 1, the fourth and fifth segments
from Theorem 8, and the sixth horizontal segment from [4, 18] and Theorem 7.
The first lower bound segment follows from the arguments in [28] (but see also
Theorem 35 below), the second lower bound segment comes from Theorem 2
in [7]. The upper bounds in the range M3/4 ≪ ∆≪M are sharp. If ϑ can be
taken to be zero, then this picture reduces to the one in Figure 1.
We have only considered a fixed cusp form for the full modular group. The
dependence of the upper bound for long linear sums on the underlying cusp form
has been considered in [39] and [14]. The discussion of the Farey and similar
methods for holomorphic cusp forms in [20] also considers the depence on the
underlying cusp forms, and the papers [40] and [41] consider the dependence on
the underlying Maass form.
1.7 Notation
All the implicit constants are allowed to depend on the underlying Maass form,
and ε, which denotes an arbitrarily small fixed positive number, which is not
necessarily the same on each occurrence. Implicit constants depend also on
chosen positive integers J and K, when they appear.
The symbols≪,≫, ≍, and O are used for the usual asymptotic notation: for
complex valued functions f and g in some set Ω, the notation f ≪ g means that
|f(x)| 6 C |g(x)| for all x ∈ Ω for some implicit constant C ∈ R+. When the
implicit constant depends on some parameters α, β, . . ., we use ≪α,β,... instead
of mere ≪. The notation g ≫ f means f ≪ g, and f ≍ g means f ≪ g ≪ f .
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The symbol
∑′
a6n6b signifies summation over the integers n with a 6 n 6 b,
with possible terms corresponding to a and b halved if a or b is an integer. The
symbol ∑
L6X
dyadic
signifies summation over the values L = X , L = X/2, L = X/4, . . .
Finally, the characteristic function of a set B is denoted by χB, and e(x)
denotes e2πix for all x ∈ R.
2 The Voronoi type summation formula for Maass forms
The main tool in the following is a Voronoi type summation formula for Maass
forms with rational additive twists, proved by Meurman [41]. The following
result is Theorem 2 in [41].
Theorem 9. For a function f ∈ C1([a, b]), where a < b are positive real num-
bers, and for a positive integer k and an integer h coprime to k, we have
′∑
a6n6b
t(n) e
(
nh
k
)
f(n)
=
π i
k sinhπκ
∞∑
n=1
t(n) e
(−nh
k
) b∫
a
(
J2iκ
(
4π
√
nx
k
)
− J−2iκ
(
4π
√
nx
k
))
f(x) dx
+
4 coshπκ
k
∞∑
n=1
t(−n) e
(
nh
k
) b∫
a
K2iκ
(
4π
√
nx
k
)
f(x) dx.
The following upper bound for the K-Bessel function will be enough for
estimating all the integrals involving it:
Kν(x)≪ν x−1/2 e−x ≪A x−A,
where A > 0 is fixed and x ≫ 1. This follows from (5.11.9) in [38]. Here ν is
fixed. In particular, we may estimate
K2iκ
(
4π
√
nx
k
)
≪A kA n−A/2 x−A/2, (3)
for x ∈ [1,∞[ and n, k ∈ Z+ satisfying nx≫ k2.
For the J-Bessel functions appearing in the Voronoi summation formula, we
have the following asymptotics For every K ∈ Z+, we have the asymptotics,
again for nx≫ k2,
J2iκ
(
4π
√
nx
k
)
− J−2iκ
(
4π
√
nx
k
)
=
k1/2 sinhπκ
π
√
2
n−1/4 x−1/4
·
∑
±
(±1)e
(
∓1
8
± 2
√
nx
k
)(
1 +
K∑
ℓ=1
c±ℓ k
ℓ n−ℓ/2 x−ℓ/2
)
9
+OK
(
k1/2+(K+1) n−1/4−(K+1)/2 x−1/4−(K+1)/2
)
. (4)
This follows form (5.11.6) of [38].
3 Theorems on exponential integrals
The use of the Voronoi summation formula leads to many exponential integrals,
and so we will introduce several facts about such integrals.
Let us consider an interval [M1,M2] ⊆ R+, and let U ∈ R+ and J ∈ Z+ be
such that 2JU < M2 −M1. Following [30], we introduce weight function ηJ by
requiring that
M2∫
M1
ηJ (x)h(x) dx = U
−J
U∫
0
U∫
0
· · ·
U∫
0
M2−u1−...−uJ∫
M1+u1+...+uJ
h(x) dxduJ · · · du2 du1 (5)
for any integrable function h on R. It is not too difficult to see that actually ηJ
is given by the convolution
ηJ =
1
U
χ[0,U ] ∗
1
U
χ[0,U ] ∗ . . . ∗
1
U
χ[0,U ] ∗ χ[M1,M2−JU ],
with U−1χ[0,U ] appearing J times. In particular, ηJ is J − 1 times continuously
differentiable on R, and supported in [M1,M2].
The following saddle point theorem is a special case of Theorem 2.2 in [30].
Theorem 10. Let us consider an interval [M1,M2] ⊆ R+, let µ ∈ R+, and let
D stand for the domain
D =
{
z ∈ C : |z − x| < µ for some x ∈ [M1,M2]
}
.
Let f, g : D −→ C be holomorphic, let F,G ∈ R+, and assume that
f(x) ∈ R, f ′′(x) > 0 and f ′′(x)≫ F µ−2,
for x ∈ [M1,M2], and that
f ′(z)≪ F µ−1 and g(z)≪ G
for z ∈ D.
Next, let U ∈ R+ and J ∈ Z+ be such that 2 J U < M2 −M1, and let ηJ
denote the weight function defined as above, namely the convolution
ηJ =
1
U
χ[0,U ] ∗
1
U
χ[0,U ] ∗ . . . ∗
1
U
χ[0,U ] ∗ χ[M1,M2−JU ],
with U−1χ[0,U ] appearing J times.
Finally, let α ∈ R, and let x0 ∈ ]M1,M2[ be such that f ′(x0) + α = 0. Then
M2∫
M1
g(x) e(f(x) + αx) ηJ (x) dx
= ξJ (x0) g(x0) f
′′(x0)−1/2 e
(
f(x0) + αx0 + 1/8
)
+ error,
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M1 M2
1
x
η0(x)
M1 M1+U M2−U M2
1
x
η1(x)
M1 M1+U M1+2U M2−2U M2−U M2
1
1/2
x
η2(x)
Figure 3. A sketch of the weight functions η0, η1 and η2. Please note that
for J > 1 the weight function ηJ is C
∞-smooth except for the points M1 + ℓU
and M2 − ℓU , where ℓ ∈ {0, 1, . . . , J}, where it belongs only to C
J−1.
where the error is
≪ (M2 −M1)
(
1 + µJ U−J
)
Ge−A|α|µ−AF
+
(
1 + χ(x0)F
1/2
)
GµF−3/2
+ U−J
J∑
j=0
(EJ (M1 + jU) + EJ(M2 − jU)) .
Here A is some positive real constant independent of f , g, α, and [M1,M2], χ
denotes the characteristic function of the set ]M1,M1 + JU [ ∪ ]M2 − JU,M2[,
the symbol EJ (x) stands for
EJ (x) =
G(|f ′(x) + α|+ f ′′(x)1/2)J+1 ,
and the factor ξJ (x0) is as follows:
1. If M1 + JU < x0 < M2 − JU , then
ξJ (x0) = 1.
2. If M1 < x0 6 M1 + JU , then
ξJ(x0) = (J !U
J )−1
j1∑
j=0
(
J
j
)
(−1)j
∑
06ν6J/2
cν f
′′(x0)−ν (x0 −M1 − jU)J−2ν ,
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where j1 is the largest integer with M1 + j1U < x0.
3. If M2 − JU 6 x0 < M2, then
ξJ(x0) = (J !U
J )−1
j2∑
j=0
(
J
j
)
(−1)j
∑
06ν6J/2
cν f
′′(x0)−ν (M2 − jU − x0)J−2ν ,
where j2 is the largest integer with M2 − j2U > x0.
The coefficients cν are fixed numerical constants only depending on J . Further-
more, ξJ (x) is continuously differentiable in the intervals ]M1,M1 + JU [ and
]M2 − JU,M2[ except for the points M1 + jU and M2 − jU appearing in the
above sums, and the derivative satisfies in these intervals, where it exists, the
estimate ξ′J (x)≪ U−1.
Strictly speaking, the last statement about ξ′J(x) does not appear in the state-
ment of Theorem 2.2 in [30], but it follows easily by inspecting the above sums
for ξJ (x0).
Some of the exponential integrals we will meet will not have saddle points.
They can be handled with the following theorem, which is a special case of
Theorem 2.3 in [30].
Theorem 11. Let us consider an interval [M1,M2] ⊆ R+, let µ ∈ R+, and let
D stand for the domain
D =
{
z ∈ C : |z − x| < µ for some x ∈ [M1,M2]
}
.
Let f, g : D −→ C be holomorphic, let F,G ∈ R+, and assume that
f(x) ∈ R, and f ′(x) ≍ F µ−1,
for x ∈ [M1,M2], and that
f ′(z)≪ F µ−1 and g(z)≪ G
for z ∈ D.
Next, let U ∈ R+ and J ∈ Z+ be such that 2 J U < M2 −M1, and let ηJ
denote the weight function defined as above, namely the convolution
ηJ =
1
U
χ[0,U ] ∗
1
U
χ[0,U ] ∗ . . . ∗
1
U
χ[0,U ] ∗ χ[M1,M2−JU ],
with U−1χ[0,U ] appearing J times.
Finally, let α ∈ R. Then
M2∫
M1
g(x) e(f(x) + αx) ηJ (x) dx
≪ U−J GµJ+1 F−J−1 + (µJ U1−J +M2 −M1)Ge−AF .
Here A is some positive real constant independent of f , g, α, and [M1,M2].
We will also use the following lemma for estimating exponential integrals. It
is Lemma 6 in [34].
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Lemma 12. Let M1,M2 ∈ R+ and M1 < M2, let J ∈ Z+, and let g ∈ CJc (R+)
with supp g ⊆ [a, b], and let G0 and G1 be such that
g(ν)(x)≪ν G0G−ν1
for all x ∈ R+ for each ν ∈ {0, 1, 2, . . . , J}. Also, let f be a holomorphic function
defined in D ⊆ C, which consists all points in the complex plane with distance
smaller than µ ∈ R+ from the interval [M1,M2] of the real axis. Assume that
f is real-valued on [M1,M2] and let F1 ∈ R+ be such that
F1 ≪ |f ′(z)|
for all z ∈ D. Then, for all all P ∈ {1, 2, . . . , J},
M2∫
M1
g(x) e(f(x)) dx≪P G0 (G1 F1)−P
(
1 +
G1
µ
)P
(M2 −M1) .
Finally, for completeness, we state the following two classical tools, known
as the first derivative test and the second derivative test, respectively. For a
discussion of these, see e.g. Section 5.1 in [20].
Lemma 13. Let M1,M2 ∈ R with M1 < M2, let λ ∈ R+, and let f be a real-
valued continuously differentiable function on ]M1,M2[ such that |f ′(x)| > λ
for x ∈ ]M1,M2[. Also, let g be a complex-valued continuously differentiable
function on the interval [M1,M2], and let G ∈ R+ be such that g(x) ≪ G for
x ∈ [M1,M2]. Then
M2∫
M1
g(x) e(f(x)) dx≪ G
λ
+
1
λ
M2∫
M1
|g′(x)| dx.
Lemma 14. Let M1,M2 ∈ R with M1 < M2, let λ ∈ R+, and let f be a real-
valued twice continuously differentiable function on ]M1,M2[ such that |f ′′(x)| >
λ for x ∈ ]M1,M2[. Also, let g be a complex-valued continuously differentiable
function on the interval [M1,M2], and let G ∈ R+ be such that g(x) ≪ G for
x ∈ [M1,M2]. Then
M2∫
M1
g(x) e(f(x)) dx≪ G√
λ
+
1√
λ
M2∫
M1
|g′(x)| dx.
4 A transformation formula for smoothed exponential sums
4.1 Statement of the transformation formula
In the following theorem δ1, δ2, . . . denote positive constants which may be
supposed to be arbitrarily small. Further, we write L for logM1.
Theorem 15. Let 2 6 M1 < M2 6 2M1. We assume that M1 is sufficiently
large, the notion of sufficiently large depending on the implicit constants in the
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assumptions below and on δ1. Let f and g be holomorphic functions in the
domain
D =
{
z ∈ C : |z − x| < cM1 for some x ∈ [M1,M2]
}
,
where c is a positive constant. Suppose that f(x) is real for x ∈ [M1,M2].
Suppose also that, for some positive numbers F and G,
g(z)≪ G, f ′(z)≪ F M−11
for z ∈ D, and that
f ′′(x) > 0 and f ′′(x)≫ F M−21 for x ∈ [M1,M2] .
Let r = h/k be a rational number such that (h, k) = 1,
1 6 k ≪M1/2−δ11 ,
r ≍ F M−11
and
f ′(M(r)) = r
for a certain number M(r) ∈ ]M1,M2[. Write
Mj =M(r) + (−1)jmj, j = 1, 2.
Suppose that m1 ≍ m2, and that
M δ21 max
{
M1 F
−1/2, |hk|
}
≪ m1 ≪M1−δ31 .
Define for j ∈ {1, 2}
pj,n(x) = f(x)− rx + (−1)j−1
(
2
√
nx
k
− 1
8
)
,
nj = (r − f ′(Mj))2 k2Mj ,
and for n < nj let xj,n be the (unique) zero of p
′
j,n(x) in the interval ]M1,M2[.
Also, let J be a fixed positive integer and sufficiently large depending on δ2 and
δ4. Let
U ≫ F−1/2M1+δ41 ≍ F 1/2 r−1M δ41 ,
where δ4 > δ2, and assume also that
JU <
M2 −M1
2
.
Write for j ∈ {1, 2}
M ′j =Mj + (−1)j−1 J U =M(r) + (−1)jm′j ,
and suppose that m′j ≍ mj. Define
n′j = (r − f ′(M ′j))2 k2M ′j .
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Then we have∑
M16m6M2
ηJ (m) t(m) g(m) e(f(m)) (6)
= i 2−1/2 k−1/2
2∑
j=1
(−1)j−1
∑
n<nj
wj(n) t(n) e
(−nh
k
)
n−1/4 x−1/4j,n
· g(xj.n) p′′j,n(xj,n)−1/2 e
(
pj,n(xj,n) +
1
8
)
+O
(
k−1/2m1/21 F
−1G |h|3/2 U LF 1/4Mϑ1
)
,
where
wj(n) = 1 for n < n
′
j ,
wj(n)≪ 1 for n < nj,
wj(y) and w
′
j(y) are piecewise continuous functions in the interval
]
n′j , nj
[
with
at most J − 1 discontinuities, and
w′j(y)≪
(
nj − n′j
)−1
for n′j < y < nj
whenever w′j(y) exists.
4.2 The proof
A word on the notation: In the following j ∈ {1, 2}. This parameter comes about
as follows: After applying the Voronoi summation formula and replacing the J-
Bessel function by a simpler asymptotic expression, the cosine is replaced by the
sum of two exponentials with phase factors of opposite signs. The value j = 1
corresponds to the +-sign, and j = 2 corresponds to the −-sign. For simplicity,
we consider the various errors with fixed j; i.e. we omit the summation symbol∑2
j=1.
4.2.1 Sizes of the parameters
Suppose, to be specific, that r > 0, and thus h > 0. The proof is similar for
r < 0.
The assertion (6) should be understood as an asymptotic result, in which
M1 and M2 are large.
We observe that since,
h kM δ21 ≪M1−δ31 ,
we have h≪M1−δ2−δ31 .
On the size of F . The number F wil be large. In fact,
F ≫M1 r > k−1M1 ≫M1/2+δ11 .
Before proving the latter, we observe that, in [M1,M2],
f ′′(x) =
∫
∂B(x,cM1/2)
f ′(z) dz
(z − x)2 ≪M1 ·
F M−11
M21
= F M−21 ,
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so that f ′′(x) ≍ F M−21 . Here c is the positive constant from the definition
of D. The same argument shows in fact more: we have f ′′(z) ≪ F M−21 for z
in, say, D(M1,M2, cM1/4).
We should also point out that F is not very large either: Since
hk ≪M1−δ3−δ21 and
F
M1
≍ h
k
,
we have
F ≪ M1 h
k
≪ M
2−δ3−δ2
1
k2
≪M2−δ3−δ21 .
Very crudely, but more simply, F is bounded from above and below by powers
of M1:
M
1/2
1 ≪ F ≪M21 .
On the sizes of nj and n
′
j. The number nj will also be large:
nj ≫ h kM2δ21 .
Now
h
k
− f ′(Mj) ≍
M(r)∫
Mj
f ′′(x) dx ≍ mj F M−21 ,
so that
nj =
(
h
k
− f ′(Mj)
)2
k2M1 ≍ m2j F 2M−41 k2M1 ≍ F−1 h3 k−1m2j
≫ F−1 h3 k−1M2+2δ21 F−1 = F−2 h3 k−1M2+2δ21
≫ k2 h−2M−21 h3 k−1M2+2δ21 = h kM2δ21 .
By using the estimate derived in the previous calculation we get
nj ≍ F−1 h3 k−1m2j ≍ k h−1M−11 h3 k−1m2j
≪M−11 h2m2j ≪M3−2δ21 ,
since h≪M1. In particular,
lognj ≪ logM1.
We also have a simple estimate
nj ≍ F−1h3k−1m2j ≍ F−1h3k−1m′2j ≍ n′j
due to the fact mj ≍ m′j.
We will also need to know the size of nj − n′j . To this end, let us write
nj − n′j = (r − f ′(Mj))2 k2Mj − (r − f ′(M ′j))2 k2M ′j
= k2
Mj∫
M ′j
d
dt
(
(r − f ′(t))2 t
)
dt
= k2
Mj∫
M ′j
(
(r − f ′(t))2 − 2t (r − f ′(t)) f ′′(t)
)
dt.
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In the integrand the first term is
≍
M(r)∫
t
f ′′(t) dt

2
≍ (mj F M−21 )2 ≍ m2j F 2M−41 ,
and the second term is similarly
≍M1mj F 2M−41 ≍ mj F 2M−31 .
The first term is smaller than the second by the extra factor mjM
−1
1 ≪M−δ31 ,
and so the second term dominates in the integral, and we get
nj − n′j ≍ k2 U mj F 2M−31 .
4.2.2 The behaviour of pj,n
After the application of Voronoi’s summation formula and replacing the J-Bessel
function by its asymptotics, the phase functions in the individual integrals will
be given by
pj,n(x) = f(x)− hx
k
+ (−1)j−1
(
2
√
nx
k
+
1
8
)
,
where x ranges over [M1,M2].
The parameter nj (which, despite the notation, is not necessarily an integer)
is chosen so that
p′j,nj (Mj) = 0.
As the derivative is
p′j,n(x) = f
′(x)− h
k
+ (−1)j−1
√
n
k
√
x
,
this simplifies to
nj =
(
h
k
− f ′(Mj)
)2
k2Mj.
Now the first salient feature of the function pj,n is that p
′
j,n has a unique
zero xj,n in the interval ]M1,M2[ for n < nj . The second feature is that p
′
j,n(x)
has no zero in ]M1,M2[ when n > nj .
The existence of a zero in ]M1,M2[ when n < nj is easily seen from the
inequalities
(−1)j p′j,n(M(r)) < 0
and
(−1)j p′j,n(Mj) > (−1)j p′j,nj (Mj) = 0,
where the latter follows from the fact that p′j,n behaves monotonically with
respect to n. Furthermore, the zero xj,n, whose existence is guaranteed when
n < nj, lies on ]M1,M(r)[ when j = 1, and on ]M(r),M2[ when j = 2.
When j = 2, the derivative p′2,n(x) is monotonically increasing and therefore
it is clear that x2,n is unique for n < n2, and that there is no zero when n > nj
as
p′2,n(M2) < p
′
2,n2(M2) = 0.
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We mention in passing that, in fact,
p′′2,n(x) = f
′′(x) +
√
n
2k x3/2
≍ F M−21
on the interval [M1,M2].
The case j = 1 is slightly less obvious. The main point is that by inspecting
p′′1,n(x), we will see that p
′
1,n is strictly increasing in [M1,M2] when n 6 nj ,
which will guarantee the uniqueness of x1,n and the non-existence of zero n = n1
(if n1 happens to be an integer) as
p′1,n1(M1) = 0.
In particular, p′1,n1 takes only non-negative values in [M1,M2] and we get, for
n > n1, that
p′1,n(x) > p
′
1,n1(x) > 0,
thereby excluding the possibility of zeros.
Now it only remains to show that p′′1,n(x) is positive for n 6 n1, when M1 is
supposed to be sufficiently large. Since
p′′1,n(x) = f
′′(x) − 1
2
k−1 n1/2 x−3/2,
and
1
2
k−1 n1/2 x−3/2 ≪ k−1 n1/21 M−3/21
≍ k−1m1 F M−21 kM1/21 M−3/21 = m1 F M−31 ,
as well as m1 ≪ M1−δ1 , we indeed have p′′1,n(x) ≍ f ′′(x) ≍ F M−21 if only
M1 is sufficiently large, depending (at most) on the implicit constants in the
assumptions of the theorem and δ1.
The reason for introducing the numbers n′j is the following: when n < n
′
j ,
the corresponding saddle-points xj,n lie on the interval ]M1,M2[. This is not
hard to see: for j = 1 the saddle-point x1,n decreases strictly monotonically as n
increases, and the value n′1 corresponds to the situation where x1,n lies precisely
at M1. For j = 2 things work similarly, except that x2,n increase monotonically
as n increases. The monotonicity of xj,n with respect to n follows from the fact
that the expression for p′j,n(x) depends strictly monotonically on n.
4.2.3 The derivative of the saddle-point
Let us define more generally for y ∈ ]n′j , nj[ the saddle-point xj,y so that it is
the unique zero of
p′j,y(x) = f
′(x)− r + (−1)j−1
√
y
k
√
x
,
so that
f ′(xj,y)− r + (−1)j−1
√
y
k
√
xj,y
= 0.
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Differentiating this with respect to y gives first
dxj,y
dy
f ′′(xj,y) + (−1)j−1 1
2
√
y k
√
xj,y
+ (−1)j−1
√
y
k
(
−1
2
)
x
−3/2
j,y
dxj,y
dy
= 0,
which simplifies to
dxj,y
dy
p′′(xj,y) =
(−1)j
2
√
y k
√
xj,y
.
Since p′′(xj,y) ≍ F M−21 and y ≍ nj, we have
dxn,y
dy
≍ F−1M21 k−1M−1/21 n−1/21 ≍
m1
n1
.
4.2.4 Voronoi summation and Bessel asymptotics
We begin the transformation of the exponential sum by applying the Voronoi-
type summation formula for Maass forms:∑
M16m6M2
ηJ (m) t(m) g(m) e(f(m))
=
∑
M16m6M2
ηJ (m) t(m) g(m) e
(
mh
k
)
e
(
f(m)− mh
k
)
=
πi
k sinhπκ
∞∑
n=1
t(n) e
(−nh
k
)
·
M2∫
M1
(
J2iκ
(
4π
√
nx
k
)
− J−2iκ
(
4π
√
nx
k
))
ηJ (x) g(x) e
(
f(x)− hx
k
)
dx
+
4 coshπκ
k
∞∑
n=1
t(−n) e
(
nh
k
)
·
M2∫
M1
K2iκ
(
4π
√
nx
k
)
ηJ (x) g(x) e
(
f(x)− hx
k
)
dx.
Using the asymptotics of J- and K-Bessel functions we combine above calcula-
tions to∑
M16m6M2
ηJ(m) t(m) g(m) e(f(m)) (7)
= i 2−1/2 k−1/2
2∑
j=1
(−1)j−1
∞∑
n=1
t(n)n−1/4 e
(−nh
k
)
·
M2∫
M1
x−1/4 e(pj,n(x))
(
1 +
K∑
ℓ=1
c
(j)
ℓ k
ℓ n−ℓ/2 x−ℓ/2
)
ηJ (x) g(x) dx
+O
(
1
k
∞∑
n=1
|t(n)| k1/2+K+1 n−1/4−(K+1)/2
M2∫
M1
x−1/4−(K+1)/2ηJ (x) |g(x)| dx
)
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+O
(
1
k
∞∑
n=1
|t(−n)|
M2∫
M1
kA n−A/2 x−A/2 ηJ(x) |g(x)| dx
)
for anyK ∈ Z+ and fixed A > 0. Fixing large enoughK depending on the Maass
form in question, the first error term on the right-hand side can be absorbed in
the error term on the right-hand side of (6). Also, clearly the second error term
is negligible in view of the error term by choosing large enough A.
Next, we will estimate the integral
M2∫
M1
x−1/4 e(pj,n(x))
(
1 +
K∑
ℓ=1
c
(j)
ℓ k
ℓn−ℓ/2x−ℓ/2
)
ηJ(x) g(x) dx. (8)
4.2.5 Large frequencies
When n > 2nj, the integrals are estimated using Theorem 11 with
µ ≍ mj , F µ−1 := k−1M−1/21 n1/2 ≫ mj F M−21 ,
and
G :=M
−1/4
1 G.
Of the conditions of the theorem, only the ones related to the size of p′j,n(x) are
not immediately checked. Also, the parameter µ is ≍ m1 instead of, say, ≍M1,
in order for p′j,n(x) to be satisfy these conditions.
Since f ′′(z)≪ F M−21 in D(M1,M2, cM1/2), we have
f ′(z)− h
k
≍
z∫
M(r)
f ′′(w) dw ≪ m1 F M−21
for z ∈ D(M1,M2, µ), where it is best to integrate along the straight line segment
connecting M(r) and z. Thus we have
p′j,n(z) = f
′(z)− h
k
+ (−1)j−1
√
n
k
√
z
≪ m1 F M−21 + k−1M−1/21 n1/2 ≪ k−1M−1/21 n1/2.
The conclusion that p′j,n(x) ≍ M on the interval [M1,M2], when n > 2nj,
can be obtained by comparing p′j,n(x) with p
′
j,nj
(x). More precisely, when j = 1,
the function p′j,nj (x) is non-negative, bounded from above by≪M by estimates
similar to the ones above, and the difference p′j,n(x) − p′j,nj (x) is
=
√
n−√nj
k
√
x
≍
√
n
k
√
M1
.
When j = 2, the conclusion is obtained in the same way, except that now
p′j,nj (x) is non-positive, and the difference p
′
j,n(x) − p′j,nj (x) has the opposite
sign.
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Now that the assumptions of the theorem certainly hold, the estimate will
be
M2∫
M1
x−1/4 e(pj,n(x))
(
1 +
K∑
ℓ=1
c
(j)
ℓ k
ℓn−ℓ/2x−ℓ/2
)
ηJ (x) g(x) dx
≪ U−J M−1/41 G
(
k−1M−1/21 n
1/2
)−J−1
+
(
mJ1 U
1−J +m1
)
M
−1/4
1 G exp
(
−A
(
k−1M−1/21 n
1/2
)
m1
)
≪ kJ+1 U−J GMJ/2+1/41 n−J/2−1/2
+
(
mJ1 U
1−J +m1
)
M
−1/4
1 G exp
(
−A
(
k−1M−1/21 n
1/2
)
m1
)
The terms with n > 2nj contribute
≪ k−1/2
∑
n>2nj
|t(n)| n−1/4
(
kJ+1 U−J GMJ/2+1/41 n
−J/2−1/2
+
(
mJ1 U
1−J +m1
)
M
−1/4
1 G exp
(
−A
(
k−1M−1/21 n
1/2
)
m1
))
.
The first error term. The error from the first error term is
≪ kJ+1/2 U−J GMJ/2+1/41
∑
n>2nj
|t(n)|n−J/2−3/4
≪ kJ+1/2 U−J GMJ/2+1/41 n−J/2+1/4j
≪ kJ+1/2 U−J GMJ/2+1/41
(
m21 F
2M−41 k
2M1
)−J/2+1/4
≪ k U−J GF−J+1/2M2J−1/21 m−J+1/21
≪ k F J/2M−δ4J−J1 GF−J+1/2M2J−1/21
(
F−1/2M1+δ21
)−J+1/2
≪ k F J/2M−δ4J−J1 GF−J+1/2M2J−1/21
(
F−1/2M1+δ21
)−J+1/2
≪ k GF 1/2M−δ4J−δ2J−δ2/21 ,
and this is, provided that J is sufficiently large, depending on δ2 or δ4,
≪ F−1Gh3/2 k−1/2m1/21 U L,
which is small enough.
The second error term. Since
k−1M−1/21 n
1/2m1 ≫ k−1M−1/21
(
m21 F
2M−41 k
2M1
)1/2
m1
≍ F M−21 m21
≫ F M−21
(
M1+δ21 F
−1/2
)2
≍M2δ21 ≫ 1,
21
we may estimate
exp
(
−Ak−1M−1/21 n1/2m1
)
≪B
(
k−1M1/21 n
1/2m1
)−B
for any positive integer B.
The error from the “middle terms” (i.e. the terms involving U1−J) is, pro-
vided that k−1M−1/21 n
1/2m1 ≫ 1 for n > 2nj,
≪B k−1/2GM−1/41 mJ1 U1−J
·
∑
n>2nj
|t(n)|n−1/4
(
k−1M−1/21 n
1/2m1
)−2B
≪ F−1Gk−1/2m1/21 U · F k2B U−J MB−1/41 mJ−1/2−2B1 n−B+3/4j
≪ F−1Gk−1/2m1/21 U · F k2B
(
M1+δ41 F
−1/2
)−J
·MB−1/41 mJ−1/2−2B1
(
m21 F
2M−41 k
2M1
)−B+3/4
≪ F−1Gk−1/2m1/21 U · k3/2 F 1+J/2−2B+3/2M−J−δ4J+B−1/4+3B−31 m1+J−2B1
≪ F−1Gk−1/2m1/21 U · k3/2 F 1+J/2−2B+3/2M−J−δ4J+B−1/4+3B−31
·
(
M1+δ21 F
−1/2
)1+J−2B
≪ F−1Gk−1/2m1/21 U · k3/2 F 2−BM δ2J−δ4J+2B−2δ2B−1/4−2+δ21 .
Choosing here B = 2 (which is sufficiently large to make everything finite) gives
≪ F−1Gk−1/2m1/21 U ·M−3δ1/2+δ2J−δ4J+5/4−3δ21 ,
and this is ≪ k−1/2m1/21 F−1Mϑ1 Gh3/2 U , provided that J is so large that the
exponent of M1 is not positive. Thus, the lower bound for J depends on δ1, δ2
and δ4, and we must have δ4 > δ2.
The error from the “last term” (not involving U at all) is
≪B k−1/2GM−1/41 m1
∑
n>2nj
|t(n)|n−1/4
(
k−1M−1/21 n
1/2m1
)−2B
≪ F−1Gk−1/2m1/21 U · k2B F MB−1/41 m1/2−2B1 n−B+3/4j
≪ F−1Gk−1/2m1/21 U · k2B F MB−1/41 m1/2−2B1
(
m21 F
2M−41 k
2M1
)−B+3/4
≪ F−1Gk−1/2m1/21 U · k3/2 F 5/2−2BM4B−5/21
(
M1+δ21 F
−1/2
)2−4B
≪ F−1Gk−1/2m1/21 U · k3/2 F 3/2M−1/2+2δ2−4δ2B1
≍ F−1Gk−1/2m1/21 U · h3/2M1+2δ2−4δ2B1
≪ F−1Gh3/2 k−1/2m1/21 U,
provided that B is sufficiently large, depending on δ2.
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4.2.6 Applying the saddle-point theorem: the error terms
In this section we shall treat the error terms coming from the saddle point
Theorem 10. It is applied with the parameters
G := GM
−1/4
1 , F := F, µ :=
1
2
cM1.
The first error term. For a single integral, the first error term arising from
the saddle point theorem is, in view of the estimates
1≪ M1
m1
≪ M1
U
≪ F 1/2M−δ41 ,
at most
≪ m1
(
1 +MJ1 U
−J)GM−1/41 e−ArM1−AF
≪ m1 F J/2M−1/4−δ4J1 Ge−AF .
The total error is then
≪ k−1/2
∑
n62nj
|t(n)|n−1/4m1 F J/2M−1/4−δ4J1 Ge−AF
≪ k−1/2 F−1Gm1/21 · n3/4j m1/21 F 1+J/2M−1/4−δ4J1 e−AF
≪ k−1/2 F−1Gm1/21 ·m3/21 F 3/2 k3/2M−9/41 m1/21 F 1+J/2M−1/4−δ4J1 e−AF
≪ k−1/2 F−1Gm1/21 h3/2 ·m21M−1−δ4J1 F 1+J/2 e−AF ,
and since
m21M
−1−δ4J
1 F
1+J/2 e−AF ≪B M1+δ4J1 F 1+J/2 F−B,
we are done once we choose B to be sufficiently large depending on δ4 and J .
The second error term. Let us recall that
nj − n′j ≍ k2mj F 2 U M−31 .
When n < n′j , the saddle point xj,n lies inside the interval ]M
′
1,M
′
2[ and a single
second error term coming from the saddle point theorem is
≪ GM−1/41 M1 F−3/2.
In total these contribute
≪ k−1/2
∑
n6n′j
|t(n)|n−1/4GF−3/2M3/41
≪ k−1/2GF−3/2M3/41 n′3/4j
≪ k−1/2GF−3/2M3/41 m3/2j F 3/2M−9/41 k3/2
≪ k−1/2GF−1m1/21 · F m1M−3/21 k3/2
≪ k−1/2GF−1m1/21 · F m1 h3/2 F−3/2,
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and since m1 F
−1/2 ≪M1 F−1/2 ≪ U ≪ U L, this is
≪ k−1/2GF−1m1/21 h3/2 U L
as required.
When n′j 6 n < nj , the saddle point xj,n is in the range ]M1,M
′
1]∪[M ′2,M2[,
and a single second error term is
≪ GM3/41 F−1.
Since t(n)≪ nϑ+ε for all n, the total contribution is
≪ k−1/2
∑
n′j6n<nj
|t(n)|n−1/4GM3/41 F−1
≪ k−1/2GF−1M3/41 nε−1/4+ϑj
(
nj − n′j
)
≪ k−1/2GF−1 LM3/41 M ε+δ2(ϑ−1/4)1 |h|ϑ−1/4 kϑ−1/4 k2mj F 2 U M−31
≪ k−1/2GF−1 LU m1/21 |h|3/2 · |h|−7/4 k7/4 F 2M3/4−31 m1/21
·M ε+δ2(ϑ−1/4)1 |h|ϑ kϑ
≪ k−1/2GF−1 LU m1/21 |h|3/2 · F 1/4M−1/21 m1/21 · |h|ϑ kϑ
≪ k−1/2GF−1 LU m1/21 |h|3/2 · F 1/4Mϑ1
which is the desired error term.
The third error term. A single last error term is
≪ U−J
J∑
ℓ=0
(EJ (M1 + ℓ U) + EJ (M2 − ℓ U)) ,
where
EJ (x) = GM
−1/4
1
(∣∣p′j,n(x)∣∣+ p′′j,n(x)1/2)−J−1 .
Since p′′j,n(x) ≍ F M−21 , we have
EJ (x) ≍ GM−1/41
(
F 1/2M−11
)−J−1
.
The total error from these error terms is
≪ k−1/2
∑
n<2nj
|t(n)|n−1/4 U−J GM−1/41
(
F 1/2M−11
)−J−1
≪ k−1/2GU n3/4j M−1/41
(
F 1/2 U M−11
)−J−1
≪ k−1/2GU m3/21 F 3/2 k3/2M−3/41 M−1/41
(
M δ41
)−J−1
≪ k−1/2GU m1/21 h3/2 F−1 ·m1 F M1/21
(
M δ41
)−J−1
≪ k−1/2GU m1/21 h3/2 F−1 ·M31
(
M δ41
)−J−1
.
Now, if J is sufficiently large with respect to δ4, then this is
≪ k−1/2GU m1/21 h3/2 F−1
and we are done.
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4.2.7 Applying the saddle-point theorem: the main terms
Obtaining the main terms. For each n < nj in the integral (8) we get a
saddle-point term
ξJ (xj,n)x
−1/4
j,n
(
1 +
K∑
ℓ=1
c
(j)
ℓ k
ℓn−ℓ/2x−ℓ/2j,n
)
g(xj,n) p
′′
j,n(xj,n)
−1/2 e
(
pj,n(xj,n) +
1
8
)
.
Substituting this back to (7) gives
i 2−1/2 k−1/2
2∑
j=1
(−1)j−1
∑
n<nj
ξJ (xj,n) t(n)n
−1/4e
(
−nh
k
)
x
−1/4
j,n g(xj,n)
·
(
1 +
K∑
ℓ=1
c
(j)
ℓ k
ℓn−ℓ/2x−ℓ/2j,n
)
p′′j,n(xj,n)
−1/2e
(
pj,n(xj,n) +
1
8
)
.
This is exactly what it should be except for the term in brackets involving a
sum over ℓ, the removal of which gives an error (for each j and ℓ)
≪ k−1/2
∑
n<nj
|t(n)|n−1/4M−1/41 Gn−ℓ/2M−ℓ/21 kℓ F−1/2M1
≪ k−1/2 n1/4j GF−1/2 kM1/41
≪ k−1/2m1/21 F 1/2 k1/2M−3/41 GF−1/2 kM1/41
≪ k−1/2m1/21 F−1G · k3/2 F 3/2 F−1/2M−1/21
≪ k−1/2m1/21 F−1Gh3/2M1 F−1/2
≪ k−1/2m1/21 F−1Gh3/2 U,
which is small enough.
The new weight functions wj(n). In this subsection we show that the
function wj(n) = ξJ(xj,n), where n < nj , has the claimed properties.
The identity wj(n) = 1 for n < n
′
j follows at once from property 1 of the
function ξJ(x) on p. 11 for M
′
1 < xj,n < M
′
2. To prove the estimate wj(n)≪ 1
for n < nj , we have three cases to consider. If M
′
1 < xj,n < M
′
2 the claim is
trivial by the property 1 of ξJ .
On the other hand, if M1 < xj,n 6M
′
1 the claim follows from property 2 of
ξJ (x) using the estimates p
′′
j,n ≍ F M−21 and U ≫ F−
1
2 M
(1+δ4)
1 :
wj(n) = (J !U
J)−1
j1∑
j=0
(
J
j
)
(−1)j
·
∑
06v6 J
2
cv p
′′
j,n(xj,n)
−v (xj,n −M ′1)J−2v
≪ F J2 M−J(1+δ4)1 F−
J
2 M−J1 ≪M−Jδ41 ≪ 1,
where j1 is the largest integer such that M1 + j1U < xj,n
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The third case M ′2 6 xj,n < M2 is similar; we have by property 3 on p. 12
that
wj(n) = (J !U
J)−1
j2∑
j=0
(
J
j
)
(−1)j
·
∑
06v6 J
2
cv p
′′
j,n(xj,n)
−v (M ′2 − xj,n)J−2v
≪ F J2 MJ(1+δ4)1 F−
J
2 M−J1 ≪M−Jδ41 ≪ 1,
where j2 is the largest integer such that M2 − j2U > xj,n.
To check the upper bound for w′j(y), we recall that ξ
′
J (x0) ≪ U−1 in the
saddle point theorem 10, whenever the derivative exists. Furthermore, since
nj − n′j ≍ k2 U mj F 2M−31 ≍
nj U
mj
and
dxj,y
dy
≍ mj
nj
,
we conclude that for y ∈ ]n′j , nj[, where the derivative exists,
w′j(y) =
d
dy
ξJ (xj,y) = ξ
′
J (xj,y) ·
dxj,y
dy
≪ 1
U
· mj
nj
≍ 1
nj − n′j
.
5 Estimates for non-linear sums
The savings in the estimates for short sums depend on an estimate for the
kind of nonlinear sums that appear after the application of the Voronoi type
summation formula. In the following theorem, it is essential that the estimate
is better when shorter sums are considered.
Theorem 16. Let M ∈ [1,∞[, η ∈ R, B ∈ R, and ∆ ∈ [1,M ]. Denote
F = |B|M1/2, and assume that
M2 ≪ ∆F.
Let g be a C1-function on the interval [M,M +∆] satisfying bounds
g(x)≪ G and g′(x)≪ G′
on [M,M +∆] for some positive real numbers G and G′. Then∑
M6m6M+∆
t(m) g(m) e
(
ηm+Bm1/2
)
≪ ∆5/6 (G+∆G′)Mϑ−1/3 F 1/3+ε.
Proof. This is analogous to Theorem 4.1 in [12], and in fact, the proof given
in [12] works almost verbatim in our case, except that now we use Theorem
15 instead of the corresponding result for holomorphic cusp form, i.e. Theorem
3.4 in [30], and naturally, when smoothing error is to be estimated, an extra
Mϑ appears in a few places. There is only one point which requires extra
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clarification, the error term in Theorem 15 has the extra factor F 1/4Mϑ; this
time the total error from the error terms coming from using the transformation
formula contributes
≪ ∆
M
M1/2+ϑ F 1/4+ε ≪ ∆5/6Mϑ−1/3 F 1/4+ε,
which is smaller than the desired upper bound.
It turns out that for long sums, the ϑ in the upper bound may be erased. This
was proved by Karppinen in [35] by considering the mean value of the relevant
exponential sums. Earlier, Jutila [32, 33] had considered similar mean values
for holomorphic cusp forms and the divisor function. The following estimate is
Theorem 8.2 in [35].
Theorem 17. Let M ∈ [1,∞[, η ∈ R, B ∈ R, and ∆ ∈ [1,M ]. Denote
F = |B|M1/2, and assume that M ≪ F . Let g be a C1-function on the interval
[M,M +∆] satisfying the bounds
g(x)≪ G and g′(x)≪ G′
on [M,M +∆] for some positive real numbers G and G′. Then∑
M6m6M+∆
t(m) g(m) e
(
ηm+Bm1/2
)
≪ (G+∆G′)M1/2 F 1/3+ε.
In fact, the proofs of our main theorems do not require Theorem 17 as we
could use Theorem 16 instead. However, one of the upper bounds in Theorem
18 is better if Theorem 17 is applied instead of Theorem 16.
6 Proof of Theorem 1
We shall prove Theorem 1 by first proving estimates for smooth short exponen-
tial sums. For this purpose, we shall use a wide weight function w ∈ C∞c (R+)
taking only values from [0, 1], supported in [M,M +∆], and for which
w(ν)(x)≪ν ∆−ν ,
for every nonnegative integer ν. The following estimates give an analogue of
Theorem 5.1 of [12].
Theorem 18. Let M ∈ [1,∞[, and let ∆ ∈ [1,M ] with ∆ ≫ Mβ for some
arbitrarily small fixed β ∈ R+. Furthermore, let α ∈ R, and let h ∈ Z, k ∈ Z+
and η ∈ R be such that
α =
h
k
+ η, (h, k) = 1, k 6 K, |η| 6 1
kK
,
where K = ∆1/2−δ for an arbitrarily small fixed δ ∈ R+.
1. If η ≪ ∆−1+δ, then∑
M6n6M+∆
t(n) e(nα)w(n)≪β,δ ∆1/6M1/3+ε.
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2. If ∆−1+δ ≪ η and k2 η2M < 1/2, then∑
M6n6M+∆
t(n) e(nα)w(n)≪β,δ 1.
3. If ∆−1+δ ≪ η ≪M ∆−2, k2 η2M ≫ 1 and k2 ηM ∆−1+δ ≪ 1, then∑
M6n6M+∆
t(n) e(nα)w(n)≪β,δ 1 + k−1/2∆M−1/4
(
k2 η2M
)ϑ−1/4+ε
.
4. If ∆−1+δ ≪ η ≪M ∆−2, k2 η2M ≫ 1 and k2 ηM ∆−1+δ ≫ 1, then∑
M6n6M+∆
t(n) e(nα)w(n)≪β,δ
(
k2 η2M
)ϑ
∆1/6M1/3+ε.
Remark. The proof of the estimate 1 employs Theorem 17. We could use
Theorem 16 instead to obtain the upper bound ≪ ∆1/6−ϑM1/3+ϑ+ε, which
would be good enough to obtain the main theorems.
Proof. We begin by applying the Voronoi summation formula to the sum
under study. The proof will soon split into two cases depending on whether η
is smaller than larger than ∆−1+δ. Voronoi summation yields∑
M6n6M+∆
t(n) e(nα)w(n)
=
πi
k sinhπκ
∞∑
n=1
t(n) e
(−nh
k
) M+∆∫
M
(J2iκ − J−2iκ)
(
4π
√
nx
k
)
e(ηx)w(x) dx
+
4 coshπκ
k
∞∑
n=1
t(−n) e
(
nh
k
) M+∆∫
M
K2iκ
(
4π
√
nx
k
)
e(ηx)w(x) dx.
Using the asymptotics for the K-Bessel function, and picking some large
A ∈ R+, the K-series can be estimated by
≪A 1
k
∞∑
n=1
|t(n)|
M+∆∫
M
kA n−A/2 x−A/2 w(x) dx.
This is ≪A kA−1∆M−A/2, provided that A > 2, and since k ≪ M1/2−δ, it is
furthermore ≪δ 1, provided that A ≫δ 1. Similarly, by replacing the J-Bessel
expression by the asymptotics given in (4) with some K ∈ Z+, the resulting
O-terms contribute
≪K 1
k
∞∑
n=1
|t(n)|
M+∆∫
M
k1/2+(K+1) n−1/4−(K+1)/2 x−1/4−(K+1)/2 w(x) dx,
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and this is again ≪δ 1 for a fixed K ≫δ 1. Thus, we are led to∑
M6n6M+∆
t(n) e(nα)w(n)
= O(1) +
C
k
∞∑
n=1
t(n) e
(−nh
k
)
·
M+∆∫
M
k1/2
n1/4 x1/4
∑
±
(±1)e
(
±2
√
nx
k
)
e
(
∓1
8
)
g±(x;n, k) e(ηx)w(x) dx,
where
g±(x;n, k) = 1 +
K∑
ℓ=1
c±ℓ k
ℓ n−ℓ/2 x−ℓ/2,
and C is some real constant.
6.1 The case η ≪ ∆−1+δ
Write X = k2M ∆3δ−2. We shall handle separately the terms with n > X and
the terms with n 6 X .
The high-frequency terms with n > X contribute
≪ 1
k
∑
n>X
t(n) k1/2 n−1/4 e
(−nh
k
)
·
M+∆∫
M
x−1/4 g±(x;n, k) e
(
±2
√
nx
k
+ ηx
)
w(x) dx.
Since we now have X1/2 k−1M−1/2 ≫ ∆δ η, Lemma 12 says that the integral
here is
M+∆∫
M
. . . dx≪P M−1/4
(
∆n1/2 k−1M−1/2
)−P
∆.
Provided that P > 2, the contribution from these high-frequency terms is
≪ 1
k
∑
n>X
|t(n)| k
1/2
n1/4
M−1/4
(
∆n1/2 k−1M−1/2
)−P
∆
≪ kP−1/2∆1−P MP/2−1/4
∑
n>X
|t(n)| n−1/4−P/2
≪ kP−1/2∆1−P MP/2−1/4X3/4−P/2,
and for a fixed P ≫δ 1, this is ≪δ 1.
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Let us consider next the low-frequency terms with n 6 X . These contribute
≪ 1
k
∑
n6X
t(n) k1/2 n−1/4 e
(−nh
k
)
·
M+∆∫
M
x−1/4 g±(x;n, k) e
(
±2
√
nx
k
+ ηx
)
w(x) dx
= k−1/2
∑
L6X/2
dyadic
M+∆∫
M
x−1/4 w(x)
·
∑
L<n62L
t(n)n−1/4 g±(x;n, k) e
(
±2
√
nx
k
− nh
k
+ ηx
)
dx.
By Theorem 17, the conditions of which are met under the present circum-
stances, the sum
∑
L<n62L can be estimated by
≪ L−1/4L1/2
(
M1/2 k−1 L1/2
)1/3+ε
≪ L5/12M1/6+ε k−1/3.
Thus, the low-frequency terms contribute
≪ k−1/2
∑
L6X/2
dyadic
∆M−1/4 L5/12M1/6+ε k−1/3
≪ k−5/6∆M−1/12+εX5/12 ≪ ∆1/6M1/3+ε,
and we are finished with the case η ≪ ∆−1+δ.
6.2 The case η ≫ ∆−1+δ
This time we will choose X = k2 η2M . The high-frequency terms with n > 2X
are again handled in the same way as in the case η ≪ ∆−1+δ. For an integer
P > 2, we have
≪ 1
k
∑
n>2X
t(n) k1/2 n−1/4 e
(−nh
k
)
·
M+∆∫
M
x−1/4 g±(x;n, k) e
(
±2
√
nx
k
+ ηx
)
w(x) dx
≪P 1
k
∑
n>2X
|t(n)| k1/2 n−1/4M−1/4
(
∆n1/2 k−1M−1/2
)−P
∆
≪P k−1/2+P ∆1−P MP/2−1/4X3/4−P/2.
For P ≫δ 1, this contribution is again ≪δ 1.
If X < 1/2, then the above already proves case 2 of the theorem, so let us
assume that X ≫ 1. The remaining terms, the ones with n 6 2X , are then
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partitioned into two sets: those with |n−X | >W and those with |n−X | < W ,
where W = k2M η∆−1+δ.
So, let us consider the terms with n 6 2X and |n−X | > W . The crucial
observations here are that
√
X
k
√
x
−
√
n
k
√
x
≍ 1
k
√
M
X∫
n
dt√
t
≫ |n−X |
k
√
M
√
X
≫ W
k
√
M
√
X
= ∆−1+δ,
and that, thanks to the assumption η ≪M ∆−2,
|η| −
√
X
k
√
x
=
√
X
k
√
M
−
√
X
k
√
x
≍
√
X
k
x∫
M
dt
t3/2
≪
√
X∆
kM3/2
=
η∆
M
≪ ∆−1.
Using these appropriately (depending on the sign of η), we conclude that
d
dx
(
±2
√
nx
k
+ ηx
)
= ±
√
n
k
√
x
+ η ≫ ∆−1+δ,
and so, by Lemma 12, the terms under consideration contribute
≪P 1
k
∑
n62X,
|n−X|>W
|t(n)| k1/2 n−1/4M−1/4∆−δ P ∆
≪P k−1/2X3/4M−1/4∆−δ P ∆,
and for a fixed P ≫δ 1 this is again ≪δ 1.
Next, if W ≪ 1, then the remaining terms, the ones with |n−X | < W ,
contribute
≪ k−1/2Xϑ−1/4+ε∆M−1/4 ≪ k−1/2 (k2η2M)ϑ−1/4+ε∆M−1/4,
and we have established case 3. Finally, only case 4 remains.
So, let us assume that W ≫ 1. The idea now is to exchange integration and
summation, apply Theorem 16 to the integrand with the parameters
M = X, ∆ =W, and B =
√
x
k
,
observing that the condition ∆F ≫ M2 of Theorem 16 holds, since it reduces
to
W ·
√
X
√
M
k
≫ X,
which follows from k2 η ≪ 1 ≪ W . The remaining terms are then seen to
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contribute
≪ 1
k
∑
X−W<n<X+W
t(n) k1/2 n−1/4 e
(−nh
k
)
·
M+∆∫
M
x−1/4 g±(x;n, k) e
(
±2
√
nx
k
+ ηx
)
w(x) dx
≪ k−1/2
M+∆∫
M
x−1/4 e(ηx)w(x)
·
∑
X−W<n<X+W
t(n)n−1/4 e
(
−nh
k
± 2
√
nx
k
)
dx
≪ k−1/2
M+∆∫
M
x−1/4 w(x)
(
W
X
)5/6
X−1/4X1/2+ϑ
(√
X
√
M
k
)1/3+ε
dx
≪ k−1/2∆M−1/4
(
k2 ηM ∆−1+δ
k2 η2M
)5/6 (
k2 η2M
)1/4+ϑ (k ηM
k
)1/3+ε
≪ k−1/2∆M−1/4
(
∆−1+δ
η
)5/6
k1/2+2ϑ η1/2+2ϑM1/4+ϑ η1/3M1/3+ε
≪ (k2 η2M)ϑ ∆1/6M1/3+ε,
and we are done.
w−1(x) w0(x) w1(x)
· · · · · ·
M ··· M−2 M−1 M0 M1 M2 ··· M+∆
1
x
wℓ(x)
Figure 4. The weight functions wℓ(x) used in the proofs of Theorem 1,
Proposition 19 and Lemma 31.
Proof of Theorem 1. We can now remove the weight function w from the
estimates for short sums. For this purpose we shall introduce a partition of
unity of ]M,M +∆[. Let us define a set of points Mℓ for ℓ ∈ Z by first setting
M0 =M +
∆
2
,
and then for each ℓ ∈ Z+
M±ℓ =M +
∆
2
±
(
∆
4
+
∆
8
+ . . .+
∆
2ℓ+1
)
.
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We pick functions wℓ ∈ C∞c (R) such that each wℓ only takes values from [0, 1],
wℓ is supported on [M2ℓ−1,M2ℓ+2], wℓ ≡ 1 on [M2ℓ,M2ℓ+1], and
w
(ν)
ℓ (x)≪ν
(
∆
4|ℓ|
)−ν
,
for x ∈ [M2ℓ−1,M2ℓ+2], uniformly in ℓ. Furthermore, wℓ +wℓ+1 is to be ≡ 1 on
[M2ℓ+1,M2ℓ+2]. Figure 4 depicts the situation.
Let now ∆ be such that ∆3/2+δ ≪ M for some arbitrarily small δ ∈ R+,
and let L ∈ Z+ be such that
∆2−L =M2/(5+6ϑ).
Since ∆−1/2+δ ≪M ∆−2, we have for any Farey approximation α = h/k+ η of
order ∆1/2−δ that
|η| 6 1
k∆1/2−δ
6
1
∆1/2−δ
≪ M
∆2
.
Thus, we may apply Theorem 18 to get∑
n∈Z
t(n) e(nα)wℓ(n)≪ ∆1/6−ϑM1/3+ϑ+ε +∆M−1/4 ≪ ∆1/6−ϑM1/3+ϑ+ε,
and so
L∑
ℓ=−L
∑
n∈Z
t(n) e(nα)wℓ(n)≪
L∑
ℓ=−L
(
∆
4|ℓ|
)1/6−ϑ
M1/3+ϑ+ε ≪ ∆1/6−ϑM1/3+ϑ+ε,
and estimating by absolute values,
∑
M6n6M+∆
t(n) e(nα)
(
1−
L∑
ℓ=−L
wℓ(n)
)
≪M2/(5+6ϑ)Mϑ+ε ≪ ∆1/6−ϑM1/3+ϑ+ε.
Proposition 19. Let M ∈ [1,∞[ and let ∆ ∈ [1,M ] satisfy ∆≫ M2/3. Also,
let α ∈ R have a rational approximation α = h/k+η, where h and k are coprime
integers with 1 6 k ≪ M1/3−ε, and where η ∈ R satisfies η ≪ k−1∆ε−1/2 and
η ≪M ∆−2. Then∑
M6n6M+∆
t(n) e(nα)≪ ∆1/6−ϑM1/3+ϑ+ε+k−1/2∆M−1/4 (k2 η2M)ϑ−1/4+ε .
Proof. This is very similar to the proof of Theorem 1 above. In particular,
we may use the same weight functions wℓ, and we simply have an extra term
on the right-hand side.
We also need a slightly more complicated version:
Proposition 20. Let M ∈ [1,∞[, let ∆ ∈ [1,M ] with ∆ ≫ M2/3, and let
δ ∈ ]0, 1/2[ be fixed. Also, let α ∈ R have rational approximations
α =
h1
k1
+ η1 =
h2
k2
+ η2 = . . . =
hL
kL
+ ηL,
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where L ∈ Z+ is chosen so that ∆2−L ≍ M2/3, and that h1, h2, . . . , hL ∈ Z,
k1, k2, . . . , kL ∈ Z+ with
k1 6 ∆
1/2−δ, k2 6
(
∆
2
)1/2−δ
, . . . , kL 6
(
∆
2L
)1/2−δ
,
and η1, η2, . . . , ηL ∈ R with
|η1| 6 k−11 ∆δ−1/2, |η2| 6 k−12
(
∆
2
)δ−1/2
, . . . , |ηL| 6 k−1L
(
∆
2L
)δ−1/2
,
and assume that ηℓ ≪M (∆ 4−ℓ)−2 for each ℓ ∈ {1, 2, . . . , L}. Then∑
M6n6M+∆
t(n) e(nα)≪δ ∆1/6−ϑM1/3+ϑ+ε
+
L∑
ℓ=1
k
−1/2
ℓ ·
∆
2L
·M−1/4 (k2ℓ η2ℓ M)ϑ−1/4+ε .
Furthermore, here the term corresponding to a given value of ℓ can be deleted
unless k2ℓ ηℓM ∆
−1+δ ≪ 1≪ k2ℓ η2ℓ M .
Proof. Again, the proof is very much similar to the proof of Theorem 1, but
in this case each subsum
∑
t(n) e(nα)wℓ(n) is estimated with a Farey approx-
imation appropriate for the length of the support of wℓ, which is ≍ ∆4−|ℓ|.
Proof of Theorem 3. These estimates follow from the proofs of Theorems
5.5 and 5.7 in [12], except that Theorem 5.1 should be modified a little [11]. The
term k−1∆ |η|−1/2M−1/2+ε only appears in the case in which k2 η2M ≫ 1, in
which case the relevant estimate (on p. 27 of [12]) is actually
A˜(M,∆, α)≪ ∆1/6M1/3+ε + k−1/2∆M−1/4 (k2 η2M)ε−1/4
≪ ∆1/6M1/3+ε + k−1/2∆M−1/4.
Thus, the second upper bound of Theorem 5.1 is actually∑
M6n6M+∆
a(n) e(nα)w(n)≪ ∆1/6M1/3+ε + k−1/2∆M−1/4+ε.
7 Proof of Theorem 4 and Corollary 5
Let U ∈ R+. We shall pick a weight function w ∈ C∞c (R+) taking only
nonnegative real values, supported in [M,M +∆], identically equal to 1 in
[M + U,M +∆− U ], for which
w(ν)(x)≪ U−ν ,
and whose derivatives are supported in [M,M + U ] ∪ [M +∆− U,M +∆].
Sums with this weight function can be estimated rather nicely:
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Lemma 21. Let X ∈ R+ with X ≫ 1, let M ∈ [1,∞[, and let U and w as
above. Also, let h and k be coprime integers with 1 6 k ≪ M1/2−δ, where δ is
a fixed positive real number. Then∑
M6n6M+∆
t(n) e
(
nh
k
)
w(n)≪δ k1/2X1/4M1/4 + k3/2X−1/4M3/4 U−1.
Furthermore, if we select X = 1/2, we can forget the first term.
M M+U M+∆−U M+∆
1
x
w(x)
Figure 5. The weight function w(x) of Lemma 21.
Proof of Theorem 4. Introducing the above weight function w gives∑
M6n6M+∆
t(n) e
(
nh
k
)
≪ U Mϑ+ε +
∑
M6n6M+∆
t(n) e
(
nh
k
)
w(n).
If we select U = k2/3M1/3−2ϑ/3 and X = k2/3M1/3+4ϑ/3 in Lemma 21, we
obtain ∑
M6n6M+∆
t(n) e
(
nh
k
)
≪ U Mϑ+ε + k1/2X1/4M1/4 + k3/2X−1/4M3/4 U−1
≪ k2/3M1/3+ϑ/3+ε,
as required.
When M3/(5+6ϑ)−1/2+ϑ ≪ k ≪ M1/4+3ϑ/8 we argue similarly, except that
now the smoothing error is estimated by Theorem 1 to be≪ U1/6−ϑM1/3+ϑ+ε,
and we choose X = kM U−1 and U = k3/(2−3ϑ)M (1−6ϑ)/(4−6ϑ). We observe
that Theorem 1 is applicable here since a little simplification shows that
U ≪
(
M5/18+ϑ/3
)3/(2−3ϑ)
·M (1−6ϑ)/(4−6ϑ) =M2/3.
This choice of X and U leads to∑
n6M
t(n) e
(
nh
k
)
≪ U1/6−ϑM1/3+ϑ+ε + k1/2X1/4M1/4 + k3/2X−1/4M3/4 U−1
≪ k(1−6ϑ)/(4−6ϑ)M3/(8−12ϑ)+ε,
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as required.
When M5/18+ϑ/3 ≪ k ≪ M1/2−ε we choose X = k2M U−2 and U =
k2/3M13/27−2ϑ/9, so that U ≫M2/3, and get∑
n6M
t(n) e
(
nh
k
)
≪ U Mϑ−2/9+ε + k1/2X1/4M1/4 + k3/2X−1M3/4 U−1
= k2/3M7/27+ϑ/9+ε.
Proof of Lemma 21. We shall feed the sum in question to the Voronoi type
summation formula cited in Theorem 9 with the choice f = w. The series
involving the K-Bessel function will be negligible: Pick any A ∈ ]2,∞[. Then
the series involving the K-Bessel function can estimated as follows
≪A 1
k
∞∑
n=1
|t(n)|
M+∆∫
M
w(x) kA n−A/2 x−A/2 dx
≪A 1
k
∆(kM−1/2)A ≪ 1
k
∆M−δA.
For A≫δ 1, this is ≪δ 1.
In the series involving the J-Bessel function, we apply (4) with K = 2. The
terms involving the error term contribute only
≪ 1
k
∞∑
n=1
|t(n)|
M+∆∫
M
w(x) k5/2 n−5/4 x−5/4 dx
≪ k3/2∆M−5/4.
We shall consider the series involving the J-function in two parts according
to whether n 6 X or n > X . The high-frequency terms n > X are again treated
by integrating by parts twice. However, here there will be a slight twist: the
bound for the integral
M+∆∫
M
w(x) k1/2 n−1/4 x−1/4
(
1 + C± k n−1/2 x−1/2
)
e
(
±2
√
nx
k
)
dx
will be
≪ k5/2 n−5/4M3/4 (M−2∆+ U−1)≪ k5/2 n−5/4M3/4 U−1,
instead of ≪ k5/2 n−5/4M3/4U−2∆. The reason for this is that after having
integrated by parts twice, the resulting integral is estimated by absolute values,
and most of the terms in the integrands will be supported on suppw′ which is
a set of length ≪ U . The only terms in which the integrand is supported in a
larger set are those, which still feature w(x) after differentiation, but here the
other factors all give an extra M−1 instead of mere U−1 upon differentation.
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Substituting the bound from integration by parts back into the series, we
see that the contribution from the high-frequency terms is
≪ 1
k
∑
n>X
|t(n)| k5/2 n−5/4M3/4 U−1 ≪ k3/2X−1/4M3/4U−1.
With the low-frequency terms, we estimate the integral in question by the
first derivative test to get
M+∆∫
M
. . . dx≪ k1/2 n−1/4M−1/4 k
√
M√
n
,
and so the contribution from the low-frequency terms is
≪ 1
k
∑
n6X
|t(n)| k1/2 n−1/4M−1/4 kM1/2 n−1/2 ≪ k1/2X1/4M1/4.
Proof of Corollary 5. This is proved in exactly the same way as the corre-
sponding result, Theorem 1, in [50], except that Theorem 3 above is used to esti-
mate the smoothing error. The only change in the computations when M1/4 ≪
k ≪ M5/18 is to observe that when k ≪ M5/18, we have k3/2M1/4 ≪ M2/3.
When k ≪M5/18, we choose U = k2/3M13/27 instead of U = k2/3M11/24, and
we observe that for these choices we have the required lower bound U ≫M2/3.
8 Proof of Theorem 6
Let J ∈ Z+. In order to be able to apply the Voronoi summation formula, we
shall consider the smoothed exponential sum∑
M−16n6M2
t(n)w(n) e(αn), (9)
where w is the weight function ηJ (see Section 3) which corresponds to the
interval [M−1,M2] with parameter U ∈ R+, which is defined as follows: Let d ∈
R+ be a small constant depending on ε, and write U =M
1/2 η−1/2
(
k2 η2M
)d
.
Let M−1 = M − JU , M1 = M + ∆, and M2 = M + ∆ + JU . Also, we define
Ni = k
2 η2Mi for i ∈ {−1, 1, 2} and N = k2 η2M . The choice of J depends on
d, and a fortiori on ε.
8.1 Estimating smoothing error
First, we estimate the error caused by the introduction of the weight function
w.
Lemma 22. Let M ∈ [1,∞[, and let α ∈ R, h ∈ Z, k ∈ Z+ and η ∈ R be such
that
α =
h
k
+ η, k 6M1/4, (h, k) = 1 and |η| 6 1
kM1/4
.
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Furthermore, write U = M1/2 η−1/2
(
k2 η2M
)d
, where d ∈ R+. Then, given
ε ∈ R+, we have ∑
M6n6M+U
t(n) e(nα)≪M1/2 (k2 η2M)ϑ/2−1/12+ε ,
for any fixed d≪ε 1.
Now, by partial summation and Lemma 22 we have∑
M−16n<M
t(n) e(αn)w(n) +
∑
M1<n6M2
t(n) e(αn)w(n)
≪M1/2 (k2 η2M)ϑ/2−1/12+ε . (10)
Proof of Lemma 22. Let us first dispose of the case U ≪M2/3. In this case
we have, by Theorem 1,∑
M6n6M+U
t(n) e(nα)≪ U1/6−ϑM1/3+ϑ+ε
≪
(
M1/2 η−1/2
(
k2 η2M
)d)1/6−ϑ
M1/3+ϑ+ε
≪M1/2 (k2 η2M)ϑ/2−1/12+d/6−dϑ M ε k1/6−ϑ η1/12−ϑ/2.
If k2 η2M ≫M1/4, then certainly
M ε k1/6−ϑ η1/12−ϑ/2 6 M ε ≪ (k2 η2M)ε .
If k2 η2M ≪M1/4, then
k1/12−ϑ/2 η1/12−ϑ/2 ≪
(
M−3/8
)1/12−ϑ/2
=M−1/32+3ϑ/16,
so that
M ε k1/6−ϑ η1/12−ϑ/2 ≪M ε k1/12−ϑ/2M−1/32+3ϑ/16
≪M ε+1/48−1/32−ϑ/8+3ϑ/16 ≪ 1.
Thus, in either case the sums of length U ≪ M2/3 are sufficiently small. The
same argument also takes care of all the later terms which have the shape
U1/6−ϑM1/3+ϑ+ε.
Let us next focus on the case U ≫ M2/3. Let us first assume that h/k is
a Farey fraction of order U1/2−δ for some small δ ∈ ]0, 1/2[, sufficiently small
depending on ε, i.e. that |η| 6 k−1U−1/2+δ. Then the second error term from
Proposition 19 contributes
≪ k−1/2 U M−1/4 (k2 η2M)ε+ϑ−1/4
≪ k−1/2M1/2 η−1/2 (k2 η2M)dM−1/4 (k2 η2M)ε+ϑ−1/4
≪M1/2 (k2 η2M)d+ε+ϑ/2−1/12 (k2 η2M)ϑ/2−1/6−1/4
≪M1/2 (k2 η2M)d+ε+ϑ/2−1/12 ,
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provided that η ≪M U−2. But this condition holds since it reduces to
η ≪ 1
η−1 (k2 η2M)2d
,
and we have
η2 ≪ 1
k2M1/2
≪ (k2 η2M)−2d
for sufficiently small d.
Let us observe next that if U ≫M5/6, then M5/4 ≪ U3/2. Further,
kM
(
k2 η2M
)2d ≪ U3/2+δ,
for sufficiently small d, so that, by the definition of U ,
η =M U−2
(
k2 η2M
)2d ≪ 1
k U1/2−δ
.
Thus, if U ≫ M5/6, then h/k is indeed a Farey fraction of order U1/2−δ and
everything is fine.
The remaining length range isM2/3 ≪ U ≪M5/6, and the only problematic
case is the one in which η ≫ k−1 U δ−1/2. In this case we use Proposition 20
which involves many Farey approximations possibly different from h/k. Let us
consider one such Farey approximation
α =
hℓ
kℓ
+ ηℓ,
where ℓ ∈ {1, 2, . . . , L}, L ∈ Z+, U 2−L ≍M2/3, and hℓ ∈ Z, kℓ ∈ Z+, ηℓ ∈ R+,
(hℓ, kℓ) = 1, kℓ 6 U
1/2−δ/2, and |η| 6 k−1ℓ (U 4−ℓ)δ/2−1/2.
Let us observe that if we had kℓ 6M
1/4/2, then we would have
1
k kℓ
6
∣∣∣∣hℓkℓ − hk
∣∣∣∣ 6 |η|+ |ηℓ| 6 1kM1/4 + 1kℓ (U 4−ℓ)1/2−δ/2 ,
so that
1 6 kℓM
−1/4 + k
(
U
2ℓ
)δ/2−1/2
6
1
2
+M1/4+ε−1/3 =
1
2
+M ε−1/12 =
1
2
+ o(1),
which is impossible. Thus, we must have kℓ ≫M1/4.
Let us now consider the term k
−1/2
ℓ U 4
−ℓM−1/4
(
k2ℓ η
2
ℓ M
)ϑ
which only
arises when
k2ℓ ηℓM (U 4
−ℓ)−1+δ/2 ≪ 1 and k2ℓ η2ℓ M ≫ 1.
Let us check that the condition ηℓ ≪ M (U 4−ℓ)−2 required in this case holds.
Namely, since
k2ℓ ηℓM (U 4
−ℓ)−1+δ/2 ≪ 1,
we have
ηℓ ≪ (U 4
−ℓ)1−δ/2
k2ℓ M
.
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It is therefore enough that
(U 4−ℓ)1−δ/2
k2ℓ M
≪ M
(U 4−ℓ)2
,
i.e. that (U 4−ℓ)3−δ/2 ≪ k2ℓ M2. Since kℓ ≫ M1/4, it is enough that U 4−ℓ ≪
M5/6+δ/6, which is indeed true.
Next, we need to check that the term k
−1/2
ℓ U 4
−ℓM−1/4
(
k2ℓ η
2
ℓ M
)ϑ
is small
enough. We have
k
−1/2
ℓ U 4
−ℓM−1/4
(
k2ℓ η
2
ℓ M
)ϑ
≪M−1/8 U 4−ℓM−1/4 (U 4−ℓ)−ϑ+2δϑMϑ
≪ (U 4−ℓ)1−ϑMϑ−3/8+ε.
We have
(U 4−ℓ)1−ϑMϑ−3/8 ≪ (U 4−ℓ)1/6−ϑM1/3+ϑ
if and only if
(U 4−ℓ)5/6 ≪M17/24,
or equivalently, U 4−ℓ ≪M17/20. But this holds, since 5/6≪ 17/20.
Finally, we need to check that the condition ηℓ ≪ M (U 4−ℓ)−2 holds also
in the case in which k2ℓ η
2
ℓ M ≫ 1 and k2ℓ ηℓM (U 4−ℓ)−1+δ/2 ≫ 1. Since U =
M1/2 η−1/2
(
k2 η2M
)d
, the question is, whether
ηℓ ≪ η
(
k2 η2M
)−2d
22ℓ?
If this was not the case, then we could estimate
ηℓ ≫ η
(
k2 η2M
)−2d
22ℓ ≫ k−1 U δ−1/2 (k2 η2M)−2d 22ℓ
≫ k−1ℓ
(
U
2ℓ
)δ/2−1/2
U δ/2
(
k2 η2M
)−2d
23ℓ/2+ℓδ/2,
≫ ηℓM δ/3−d,
giving a contradiction when d is sufficiently small, and we are done.
8.2 Voronoi summation formula and saddle-points: the main terms
Now we consider the smoothed sum (9). We start by estimating terms that arise
when Voronoi summation formula is applied and Bessel functions are replaced
by their asymptotic expressions. As always, the terms involving the K-Bessel
function contribute a negligible amount. Asymptotics of the J-Bessel function
lead to certain exponential integrals which are estimated by using standard
tools. We will assume throughout the proof that η > 0, as the other case is
similar.
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The Voronoi summation formula says that∑
M−16n6M2
t(n) e(nα)w(n)
=
πi
k sinhπκ
∞∑
n=1
t(n) e
(−nh
k
) M2∫
M−1
(J2iκ − J−2iκ)
(
4π
√
nx
k
)
e(ηx)w(x) dx
+
4 coshπκ
k
∞∑
n=1
t(−n) e
(
nh
k
) M2∫
M−1
K2iκ
(
4π
√
nx
k
)
e(ηx)w(x) dx.
The sum involving K-Bessel function contributes ≪ 1 as before. Replacing
the difference between J-Bessel functions by the asymptotic expression (4) gives
∑
M−16n6M2
t(n) e(nα)w(n)
= O(1) +
C′
k
∞∑
n=1
t(n) e
(−nh
k
)
·
M2∫
M−1
k1/2
n1/4 x1/4
∑
±
(±1)e
(
±2
√
nx
k
)
e
(
∓1
8
)
g±(x;n, k) e(ηx)w(x) dx,
where
g±(x;n, k) = 1 +
K∑
ℓ=1
c±ℓ k
ℓ n−ℓ/2 x−ℓ/2,
and C′ = i/
√
2, just like in the proof of Theorem 18 as the error term from the
J-Bessel asymptotics gives the contribution ≪ 1 when K is fixed and chosen to
be large enough. Now by Lemma 12 we have
∞∑
n=1
t(n)n−1/4
M2∫
M−1
k−1/2 x−1/4 e
(
xη +
2
√
nx
k
)
g+(x;n, k)w(x) dx≪ 1,
and so the main terms come from the integrals involving g−.
Let c be a positive constant so that the term
xη − 2
√
nx
k
≫
√
nM
k
when n > cN . A direct application of Lemma 12 gives
∑
n>cN
t(n)n−1/4
M2∫
M−1
k−1/2 x−1/4 e
(
xη − 2
√
nx
k
)
g−(x;n, k)w(x) dx ≪ 1.
For the terms with n 6 cN we split g−(x;n, k) into two parts 1 and g−(x;n, k)−1
and estimate corresponding terms differently.
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For the first term, using the second derivative test we get
M2∫
M−1
x−3/4 e
(
xη − 2
√
nx
k
)
w(x) dx≪ k
1/2
n1/4
.
Therefore we have
∑
n6cN
t(n)n−1/4
M2∫
M−1
k−1/2 x−1/4 e
(
xη − 2
√
nx
k
)
(g−(x;n, k)− 1)w(x) dx
≪ k
∑
n6cN
|t(n)|
n
≪ kNε = k (k2 η2M)ε.
The remaining terms are treated using the first saddle point lemma, Theorem
10. For 1 6 n < cN we get
M2∫
M−1
e
(
xη − 2
√
nx
k
)
w(x)x−1/4 dx
= ξ(n) ·
√
2n1/4√
k η
e
(
− n
k2η
+
1
8
)
+O
(
(M2 −M−1)
(
1 +MJ U−J
)
M−1/4 e−A|η|M−A
√
nM/k
)
+O
(
k3/2
n3/4
+ χ(n)
M1/4k√
n
)
+O
M−1/4U−J J∑
j=0
(∣∣∣∣η − √nk√M + jU
∣∣∣∣+ n1/4√kM3/4
)−J−1
+O
M−1/4U−J J∑
j=0
(∣∣∣∣η − √nk√M +∆+ jU
∣∣∣∣+ n1/4√kM3/4
)−J−1 ,
where we have written for simplicity ξ(·) = ξJ(·/(k2η2)), and where
ξ(n) = 0 and χ(n) = 0 if n 6 N−1 or n > N2,
ξ(n) = 1 and χ(n) = 0 if N 6 n 6 N1,
ξ(n)≪ 1 and χ(n) = 1 otherwise.
Furthermore, ξ′ is piecewise continuously differentiable and ξ′(n)≪ (k2η2U)−1
where the derivative exists.
The main term on the right-hand side produces the total contribution
1
kη
∑
N6n6N1
t(n) e
(
−nh
k
− n
k2η
)
+
1
kη
∑
N−16n<N
t(n) ξ(n) e
(
−nh
k
− n
k2η
)
+
1
kη
∑
N1<n6N2
t(n) ξ(n) e
(
−nh
k
− n
k2η
)
.
The first term is exactly what appears in the statement of the theorem. Let
us first estimate the contribution of error terms arising from the saddle point
lemma and after that estimate the contribution of other main terms.
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8.3 The error terms from the saddle point theorem
The first error term contributes
k−1/2
∑
16n6cN
|t(n)|
n3/4
(∆ + U)
(
1 +MJU−J
)
M−1/4 exp
(
−A|η|M1/4 − A
√
nM
k
)
≪ (∆ + U)MJ−1/4N1/4 · e−AM1/4 ≪ 1.
The second error term is also easy to handle:
k−1/2
∑
16n6cN
|t(n)|
n1/4
(
k3/2
n3/4
+ χ(n)
M1/4k
n1/2
)
≪ k (k2η2M)ε+d+ϑ ≪M1/2 (k2η2M)d−1/12+ε
just by using partial summation.
The estimation of the other two error terms is covered by the following
lemma.
Lemma 23. Let c be any given positive constant. Let T be any number of type
M ± jU , where 0 6 j 6 J . Then
k−1/2
∑
16n6cN
t(n)
n1/4
M−1/4 U−J
(∣∣∣∣η − √n√T k
∣∣∣∣+ n1/4√kM3/4
)−J−1
≪
√
M (k2η2M)1/2−Jd.
Proof. We estimate the left-hand side as ≪ S1 + S2 + S3, where
S1 = k
−1/2M−1/4 U−J
∑
|n−k2η2T |6√N
nϑ+ε−1/4
(
n1/4√
kM3/4
)−J−1
,
S2 = k
−1/2M−1/4 U−J
∑
16n6k2η2T−
√
N
nϑ+ε−1/4
∣∣∣∣η − √n√Tk
∣∣∣∣−J−1 ,
and
S3 = k
−1/2M−1/4 U−J
∑
k2η2T+
√
N6n6cN
nϑ+ε−1/4
∣∣∣∣η − √n√Tk
∣∣∣∣−J−1 .
Next we compute the claimed upper bound for each of them. Observe that by
partial summation
S1 =M
1/2(k2η2M)−JdkJ/2M−J/4ηJ/2
∑
|n−k2η2T |6√N
nϑ+ε−1/2−J/4
≪M1/2(k2η2M)−JdkJ/2M−J/4ηJ/2(k2η2M)ϑ+ε+1/2−J/4
≪M1/2(k2 η2M)ε−Jd+ϑ.
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The sum S2 is estimated as follows:
k−1/2M1/4M−J/2 ηJ/2N−dJ
∑
n6k2η2T−
√
N
|t(n)|
n1/4
∣∣∣∣η − √nk√T
∣∣∣∣−J−1
≪ k−1/2M1/4M−J/2 ηJ/2N−dJ kJ+1MJ/2+1/2
·
∑
n6k2η2T−√N
|t(n)|
n1/4
·
∣∣∣kη√T +√n∣∣∣J+1
|k2η2T − n|J+1
≪ k−1/2M−1/4M−J/2 ηJ/2N−dJ kJ+1MJ/2+1/2N−J/2+1/2NJ/2+1/2N3/4
≪ k1/2+J ηJ/2M1/4N−dJ+3/4 ≪M3/8N3/4−dJ ≪M1/2N1/2−dJ .
Finally, the sum S3 is estimated in the same manner as S2.
8.4 Removing the weight function ξ
By partial summation it is enough to deal with the sum without ξ(n). Observe
that N −N−1 = N2 −N1 = k2 η2 J U and
k2 η2 U = (k2 η2M)d+1/2 k η1/2 ≪ (k2 η2M)2/3 = N2/3
for sufficiently small d ∈ R+.
Therefore, using Theorem 1 we get that other two main terms given by the
main term of the saddle point lemma contribute
1
kη
 ∑
N−16n<N
+
∑
N1<n6N2
 t(n) ξ(n) e(−nh
k
− n
k2η
)
≪ 1
kη
(
k2 η2
(
M1/2 η−1/2 k2 η2M
)d)1/6−ϑ
· (k2 η2M)1/3+ϑ+ε
≪ (k2 η2M)d(1/6−ϑ)+εM1/2−ϑ/2
≪M1/2(k2 η2M)d/6+(1/2−d)ϑ−1/12
≪M1/2(k2 η2M)d/6+ϑ/2−1/12
for small enough d ∈ R+.
At this point we have proved that∑
M−16n6M2
t(n)w(n) e(αn) =
1
kη
∑
N6n6N1
t(n) e(−βn) +O(M1/2 (k2η2M)1/2−Jd)
+O(M1/2 (k2 η2M)ε+d/6−1/12+ϑ/2)
+O
(
k (k2 η2M)ε
)
.
Furthermore, using (10), this tells that
∑
M6n6M+∆
t(n) e(αn) =
1
kη
∑
N6n6N1
t(n) e(−βn) +O(M1/2 (k2η2M)1/2−Jd)
+O
(
M1/2 (k2 η2M)ε+d/6−1/12+ϑ/2
)
+O
(
k (k2η2M)ε
)
.
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Choosing J sufficiently large depending on d, and letting d ∈ R+ to be arbitrarily
small finishes the proof.
9 Proof of Theorem 7
We shall prove theorem 7 first near rational points, and then iterate approximate
functional equation in the remaining cases until either we end up near a rational
point or the sum in question has become shorter than some given constant.
9.1 Logarithm removal near rational points
The following lemma, which we will soon prove, covers the logarithm removal
near rational points.
Lemma 24. Let M ∈ [1,∞[, let α ∈ R, and h ∈ Z and k ∈ Z be coprime with
1 6 k 6 M1/4, and α = h/k + η with |η| 6 k−1M−1/4. If k2 η2M < 1/2, then∑
M6n62M
t(n) e(nα)≪ k(1−6ϑ)/(4−6ϑ)M3/(8−12ϑ)+ε.
In particular, with the exponent ϑ = 7/64 the upper bound is ≪ M203/428+ε ≪
M1/2.
The following Voronoi type identity for Maass forms can be found in Section
12 of Meurman’s paper [41].
Theorem 25. Let x ∈ [1,∞[, and let h and k be coprime integers with k > 1.
Then
′∑
n6x
t(n) e
(
nh
k
)
=
2π
k sinhπκ
∞∑
n=1
t(n) e
(−nh
k
) x∫
0
ℜ
(
i J2iκ
(
4π
√
nv
k
))
dv
+
4 coshπκ
k
∞∑
n=1
t(−n) e
(
nh
k
) x∫
0
K2iκ
(
4π
√
nv
k
)
dv,
and where the series are boundedly convergent for x restricted in any bounded
subinterval of [1,∞[.
The integrals involving the J-Bessel function will have an asymptotic expansion
reminiscent of those for the J-Bessel function itself. The following asymptotics
for the J-Bessel function integral are obtained from Section 6 of [41], and the
asymptotics for the integral involving the K-Bessel function is easily obtained
from the asymptotic properties of K2iκ.
Lemma 26. Let n ∈ Z+, x ∈ [1,∞[, and k ∈ Z+. If nx ≫ k2, then we have
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an asymptotic expansion
x∫
0
ℜ
(
i J2iκ
(
4π
√
nv
k
))
dv
= k3/2 n−3/4 x1/4
∑
±
A1,± e
(
±2
√
nx
k
)
+A2 k
2 n−1
+ k5/2 n−5/4 x−1/4
∑
±
A3,± e
(
±2
√
nx
k
)
+Oκ(k
7/2 n−7/4 x−3/4),
where A1,+, A1,−, A2, A3,+ and A3,− are some constants only depending on κ,
and the implicit constant in the lower bound nx ≫ k2. Similarly, we have the
asymptotic expansion
x∫
0
K2iκ
(
4π
√
nv
k
)
dv = B2 k
2 n−1 +Oκ,C(k2+C n−1−C/2 x−C/2),
where C ∈ R+ is arbitrary and B2 is a constant only depending on κ and the
implicit constant in nx≫ k2.
We need one more lemma before the proof as the special value L(1, h/k) will
appear there.
Lemma 27. Let h and k be coprime integers with k > 1. Then
∞∑
n=1
t(n)
n
e
(
nh
k
)
≪ kε.
Proof. It is proved in [41] that the rationally additively twisted L-function
attached to our fixed Maass form,
L
(
s,
h
k
)
=
∞∑
n=1
t(n)
ns
e
(
nh
k
)
,
at first defined only for complex numbers s with ℜs > 1, has an entire analytic
extension to C. Furthermore, this L-function, in a sense, satisfies a functional
equation with Γ-factors. Using the fact that the twisted L-functions are ≪δ 1
on the vertical line ℜs = 1 + δ for any fixed δ ∈ R+, the functional equations
combined with Stirling’s formula easily give the bound
L
(
s,
h
k
)
≪δ k1+2δ (1 + |t|)1+2δ on the vertical line ℜs = −δ.
Phragme´n–Lindelo¨f principle then tells us that
L
(
s,
h
k
)
≪δ k1+δ−σ (1 + |t|)1+δ−σ
in the vertical strip −δ 6 ℜs 6 1 + δ. Applying this with s = 1 gives the
Lemma. For more details about the functional equations used here, we refer to
Section 2 of [41].
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Proof of Lemma 24. We begin by integrating by parts:
∑
M6n62M
t(n) e(nα) = e(ηx)
∑
n6x
t(n) e
(
nh
k
)x=2M
M
− 2πiη
2M∫
M
e(ηx)
∑
n6x
t(n) e
(
nh
k
)
dx.
As k 6 M1/4, Theorem 4 immediately tells us that the substitution terms
are ≪ k(1−6ϑ)/(4−ϑ)M3/(8−12ϑ)+ε. We will prove that the term involving the
integral is actually≪ k1/2M1/4. The full Voronoi identity for Maass forms tells
us that
η
2M∫
M
e(ηx)
∑
n6x
t(n) e
(
nh
k
)
dx
=
2π η
k sinhπκ
∞∑
n=1
t(n) e
(−nh
k
) 2M∫
M
e(ηx)
x∫
0
ℜ
(
i J2iκ
(
4π
√
nv
k
))
dv dx
+
4η coshπκ
k
∞∑
n=1
t(−n) e
(
nh
k
) 2M∫
M
e(ηx)
x∫
0
K2iκ
(
4π
√
nv
k
)
dv dx.
We emphasize that termwise integration of the series is allowed since the se-
ries converge boundedly. We note that the integral
∫ x
0
involving the K-Bessel
function has better asymptotic behaviour than the similar integral involving
the J-Bessel function, and since the two series otherwise have largely the same
shape, it is enough to consider the series involving J2iκ.
Next we simply replace the
∫ x
0 ℜ(i . . . )dv by the asymptotics given by Lemma
26. We start with the contribution from either of the first main terms. Since
k2 η2M < 1/2, we have
d
dx
(
±2
√
nx
k
+ η
)
= ±
√
n
k
√
x
+ η ≍
√
n
k
√
x
≍ n1/2 k−1M−1/2.
Thus, using the first derivative test, the contribution from these terms is
≪ η
k
∞∑
n=1
|t(n)| k
2
n
2M∫
M
e(ηx)
n1/4 x1/4
k1/2
e
(
±2
√
nx
k
)
dx
≪ 1
k2M1/2
∞∑
n=1
|t(n)| k
2
n
· n
1/4M1/4
k1/2
· kM
1/2
n1/2
≪ k1/2M1/4.
The contribution from the constant term of the asymptotics is
≪ η
k
∞∑
n=1
t(n) e
(−nh
k
)
k2
n
2M∫
M
e(ηt) dt
≪ k
∞∑
n=1
t(n)
n
e
(−nh
k
)
≪ k1+ε ≪ k1/2M1/8+ε.
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The contribution from the third main terms is clearly smaller than that from
the first main terms since k n−1/2 x−1/4 ≪ 1. Finally, the contribution from the
O-term of the asymptotics contributes
≪ η
k
∞∑
n=1
|t(n)| k7/2 n−7/4
2M∫
M
x−3/4 dx
≪ k−1M−1/2 k5/2M1/4 = k3/2M−1/4 ≪ k1/2,
and we are done.
9.2 Away from rational points; applying the approximate functional
equation
When k2 η2M ≫ 1, the logarithm removal is implemented quite easily using
the approximate functional equation. The result will be as follows:
Lemma 28. Let M ∈ [1,∞[, let α ∈ R, let h and k be coprime integers with
1 6 k 6 M1/4, and let α = h/k+ η with |η| 6 k−1M−1/4. If k2 η2M ≫ 1, then∑
M6n62M
t(n) e(nα)≪M1/2.
We start by applying the approximate functional equation, obtaining:
1
M1/2
∑
M6n62M
t(n) e(nα) =
1
(k2 η2M)1/2
∑
k2η2M6n62k2η2M
t(n) e(nβ)
+O
(
(k2 η2M)ϑ/2−1/12+ε
)
,
where β = −h/k−(k2 η)−1. Write for β a rational approximation β = h1/k1+η1
with h1 and k1 coprime and 1 6 k1 6 (k
2 η2M)1/4 and with remainder satisfying
|η1| 6 k−11 (k2 η2M)−1/4. If k21 η21 (k2 η2M) < 1/2, then the first term on the
right-hand side is ≪ 1 by Lemma 24, and the error term is clearly ≪ 1, and we
are done.
If instead k21 η
2
1 (k
2 η2M) ≫ 1, then we apply the approximate functional
equation again to the right-hand side, and iterate the above argument as many
times as necessary. Since the length of the new sum from the approximate
functional equation is at most the square root of the length of the previous sum,
the exponential sum term will eventually be covered by Lemma 24 or become
shorter than some constant length. In either case, the sum will ultimately be
≪ 1, and the error terms will form a nice geometric progression which sums up
to ≪ 1.
10 Proof of Theorem 8
Let us begin with a simple corollary to Theorems 6 and 1.
Lemma 29. Let M ∈ [1,∞[ and ∆ ∈ [1,M ] with M ≫ 1 and M2/3 ≪ ∆ ≪
M3/4. Furthermore, let α ∈ R, h ∈ Z, k ∈ Z+ and η ∈ R with h and k coprime,
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α = h/k + η, k 6 M1/4 and |η| 6 k−1M−1/4. Also, let k2 η2M = Mγ with
γ ∈ R+. Then∑
M6n6M+∆
t(n) e(nα)≪ ∆1/6−ϑM1/3+ϑ+ε +M1/2−(1/12−ϑ/2)γ+ε.
Proof. The approximate functional equation of Theorem 6 immediately gives∑
M6n6M+∆
t(n) e(nα)
=
1
kη
∑
k2η2M6n6k2η2(M+∆)
t(n) e(nβ) +O(M1/2−(1/12−ϑ/2)γ+ε),
where β = −h/k − 1/(k2 η). We also have k2 η2∆≪ (k2 η2M)2/3 since this is
equivalent to (
k2 η2
)1/3
∆≪M2/3,
which is true in view of(
k2 η2
)1/3
∆≪M−1/6M3/4 =M7/12 ≪M2/3.
Thus, we may use Theorem 1 to estimate∑
k2η2M≪n≪k2η2(M+∆)
t(n) e(nβ)
≪ (k2 η2∆)1/6−ϑ (k2 η2M)1/3+ϑ+ε ≪ k η∆1/6−ϑM1/3+ϑ+ε,
and the lemma has been proved.
Next, we shall prove from the Voronoi summation formula an another esti-
mate for the same sum which works nicely for a different range of k2 η2M .
Lemma 30. Let M,∆ ∈ R+ with M ≫ 1 and Mβ ≪ ∆ ≪ M3/4, where
β ∈ [2/3, 3/4]. Furthermore, let α ∈ R, h, k ∈ Z and η ∈ R with h and
k coprime, 1 6 k 6 M1/4, α = h/k + η and |η| 6 k−1M−1/4. Also, let
w ∈ C∞c (R+) be supported on [M,M +∆], take values only from [0, 1] and
satisfy w(ν)(x)≪ν ∆−ν for all ν ∈ R+ and ν ∈ {0} ∪ Z+.
If k2 η2M 6 1/2, then∑
M6n6M+∆
t(n) e(nα)w(n)≪M9/8−β.
If k2 η2M ≫ 1, then, for any S ∈ [1,∞[,∑
M6n6M+∆
t(n) e(nα)w(n)≪ k3 |η|3/2M3/2∆−1 (k2 η2M)ϑ+ε S−1
+ k−1/2∆M−1/4
(
S + k2 η2∆
) (
k2 η2M
)−1/4+ϑ+ε
+M9/8−β.
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Proof. We shall apply the full Voronoi summation formula for one last time
and write as before∑
M6n6M+∆
t(n) e(nα)w(n)
=
πi
k sinhπκ
∞∑
n=1
t(n) e
(−nh
k
) M+∆∫
M
(J2iκ − J−2iκ)
(
4π
√
nx
k
)
e(ηx)w(x) dx
+
4 coshπκ
k
∞∑
n=1
t(−n) e
(
nh
k
) M+∆∫
M
K2iκ
(
4π
√
nx
k
)
e(ηx)w(x) dx.
As in the proof of Theorem 18, the K-terms give only the small contribution
≪ 1. Also, applying the asymptotics (4) with a sufficiently large fixed K ∈ Z+,
the error terms also give ≪ 1. Thus, we have∑
M6n6M+∆
t(n) e(nα)w(n) = k−1/2
∞∑
n=1
t(n)n−1/4 e
(−nh
k
)
·
M+∆∫
M
x−1/4
∑
±
A± e
(
±2
√
nx
k
)
e
(
±1
8
)
g±(x;n, k) e(ηx)w(x) dx +O(1),
where A± are constants, and
g±(x;n, k) = 1 +
K∑
ℓ=1
c±ℓ k
ℓ n−ℓ/2 x−ℓ/2.
If k2 η2M 6 1/2, then we may simply estimate using Lemma 12 with P = 2
that the infinite series is
≪ k−1/2
∞∑
n=1
|t(n)|n−1/4M−1/4
(
∆n1/2 k−1M−1/2
)−2
∆
≪ k3/2M3/4∆−1 ≪M3/8M−βM3/4 ≪M9/8−β .
Thus, we may focus on the case k2 η2M ≫ 1.
Next, writing X = k2 η2M , the high-frequence terms n > 2X contribute,
again using Lemma 12 with P = 2,
≪ k−1/2
∑
n>2X
|t(n)|n−1/4M−1/4
(
∆n1/2 k−1M−1/2
)−2
∆
≪ k3/2M3/4∆−1X−1/4 ≪M3/8M3/4M−βM−γ/4 ≪M9/8−β−γ/4.
And so we are left with∑
M6n6M+∆
t(n) e(nα)w(n) = k−1/2
∑
±
A±
∑
n62X
t(n)n−1/4 e
(−nh
k
)
·
M+∆∫
M
x−1/4 g±(x;n, k) e
(
±2
√
nx
k
+ ηx
)
w(x) dx +O(M9/8−β−γ/4) +O(1).
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We shall split the sum
∑
n62X into three parts∑
n62X
=
∑
n<X−S
+
∑
X−S6n6X′+S
+
∑
X′+S<n62X
,
where for simplicity X ′ = k2 η2 (M +∆) and S is a parameter to be chosen
later but which satisfies S ≫ 1. The first and third sums might be empty; this
happens when S ≫ k2 η2M . Also, large values of S pose no problems in the
middle terms as they are estimated via absolute values. Let us first consider
the case S ≪ k2 η2M .
The third sum is estimated using Lemma 12 with P = 2 to get
k−1/2
∑
X′+S<n62X
. . .
≪ k−1/2
∑
X′+S<n62X
|t(n)|n−1/4 ·M−1/4∆−P
( √
n
k
√
M +∆
− |η|
)−P
∆
≪ k−1/2M−1/4∆−1Xϑ−1/4+ε k2M
∑
X′+S<n62X
1
(
√
n−
√
X ′)2
≪ k3/2M3/4∆−1Xϑ−1/4+ε
∑
X′+S<n62X
X
(n−X ′)2
≪ k3/2M3/4∆−1Xϑ+3/4+ε S−1 ≪ k3 |η|3/2 M3/2∆−1Xϑ+ε S−1.
The first terms are estimated similarly, but with a dyadic split over the range
of n:
k−1/2
∑
n<X−S
. . .
≪ k−1/2
∑
n<X−S
|t(n)| n−1/4 ·M−1/4∆−P
( √
n
k
√
M +∆
− |η|
)−P
∆
≪ k−1/2M−1/4∆−1 k2M
∑
L6X−S
dyadic
∑
L6n<2L
|t(n)|
n1/4
∣∣∣√n−√X∣∣∣2
≪ k3/2M3/4∆−1X
∑
L6X−S
dyadic
Lϑ−1/4+ε
∑
L6n<2L
1
|n−X |2
≪ k3/2M3/4∆−1Xϑ+3/4+ε S−1 ≪ k3 |η|3/2 M3/2∆−1Xϑ+ε S−1.
The middle terms are estimated by absolute values to get
k−1/2
∑
X−S6n6X′+S
≪ k−1/2
∑
X−S6n6X′+S
|t(n)|n−1/4 ·∆M−1/4
≪ k−1/2∆M−1/4 (S + k2 η2∆)X−1/4+ϑ+ε.
When S 6 X/2, say, then the last estimate follows immediately from estimate
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by absolute values. If S > X/2, we may use a dyadic split to estimate:∑
X−S6n6X′+S
|t(n)|
n1/4
≪
∑
X−S≪L≪X′+S
dyadic
∑
L<n62L
|t(n)|
n1/4
≪
∑
X−S≪L≪X′+S
dyadic
Lϑ+3/4+ε ≪ Xϑ+3/4+ε ≪ S Xϑ−1/4+ε.
Finally, if S ≫ k2 η2M , then the first terms and third terms do not exist, and
the middle terms satisfy the same upper bound as before.
We have obtained∑
M6n6M+∆
t(n) e(nα)w(n)≪ k3 |η|3/2M3/2∆−1Xϑ+ε S−1
+ k−1/2∆M−1/4
(
S + k2 η2∆
)
X−1/4+ϑ+ε +M9/8−β−γ/4 + 1.
Lemma 31. Let M ∈ [1,∞[ and ∆ ∈ [1,M ] with M ≫ 1 and M2/3 ≪ ∆ ≪
M3/4, and let α ∈ R, h ∈ Z, k ∈ Z+ and η ∈ R with α = h/k + η, (h, k) = 1,
k 6 M1/4 and |η| 6 k−1M−1/4.
If k2 η2M 6 1/2, then∑
M6n6M+∆
t(n) e(nα)≪M11/24 +M4/9+ϑ/3+ε.
If k2 η2M ≫ 1, then∑
M6n6M+∆
t(n) e(nα)≪M11/24+M4/9+ϑ/3+ε+M3/8+γ/4+γϑ+ε+∆M−1/4+µ+ε,
provided that ∆ ≪ M1+µ−3γ/4−γϑ, where γ ∈ R is such that k2 η2M = Mγ,
and µ ∈ [0,∞[.
Proof. Let us use the same weight functions wℓ as in the proof of Theorem 1
(cf. also Fig. 4), and let us pick L ∈ Z+ so that ∆4−L ≍ M2/3. Theorem 1
says that
∑
M6n6M+∆
t(n) e(nα)
(
1−
L∑
ℓ=−L
wℓ(n)
)
≪
(
M2/3
)1/6−ϑ
M1/3+ϑ+ε ≪M4/9+ϑ/3+ε.
Next, let us consider a single value ℓ ∈ {−L,−L+ 1, . . . , L}. If k2 η2M 6
1/2, then the previous lemma gives the upper bound∑
n∈Z
t(n) e(nα)wℓ(n)≪M9/8−2/3 ≪M11/24,
so assume that k2 η2M ≫ 1.
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If k2 |η|M ∆−1 ≫ k2 η2∆, then we apply the previous lemma with S =
k2 |η|M ∆−1 which has been optimized so that the first two terms in the upper
bound coincide. We get∑
n∈Z
t(n) e(nα)wℓ(n)
≪ k−1/2∆M−1/4 k2 |η|M ∆−1 (k2 η2M)−1/4+ϑ+ε +M9/8−2/3.
Writing |η| =M (γ−1)/2 k−1, this is∑
n∈Z
t(n) e(nα)wℓ(n)≪ k1/2M1/4
(
k2 η2M
)1/4+ϑ+ε
+M11/24
≪M3/8+γ/4+γϑ+ε +M11/24.
If k2 |η|M ∆−1 ≪ k2 η2∆, then we apply the previous lemma with S = k2 η2∆
and get∑
n∈Z
t(n) e(nα)wℓ(n)≪ k |η|−1/2∆−2M3/2
(
k2 η2M
)ϑ+ε
+ k3/2 η2M−1/4∆2
(
k2 η2M
)ϑ−1/4+ε
+M9/8−2/3.
Now M ≪ |η|∆2, so that the first term is
≪ k |η|3/2∆2M−1/2 (k2 η2M)ϑ+ε ,
and the second term is, writing again |η| =M (γ−1)/2 k−1,
= k |η|3/2∆2M−1/2 (k2 η2M)ϑ+ε ≪ k−1/2∆2M3γ/4−5/4+γϑ+ε.
This is ≪ ∆M−1/4+µ+ε, provided that ∆≪M1+µ−3γ/4−γϑ, and we are done.
Proof of Theorem 8. We shall get the result by combining Lemmas 29 and
31. To optimize the terms involving γ, we choose γ0 so that
1
2
−
(
1
12
− ϑ
2
)
γ0 =
3
8
+
γ0
4
+ γ0ϑ, i.e. γ0 =
3
12ϑ+ 8
.
So, let α = h/k+η with h and k coprime integers, 1 6 k 6M1/4, and η ∈ R
with |η| 6 k−1M−1/4. When k2 η2M ≫Mγ0 , Lemma 29 gives∑
M6n6M+∆
t(n) e(nα)≪ ∆1/6−ϑM1/3+ϑ+ε +M3/8+(3+12ϑ)/(32+48ϑ)+ε.
When ∆≪M1+µ−(3/4+ϑ)γ0 and k2 η2M ≪Mγ0 , Lemma 31 gives∑
M6n6M+∆
t(n) e(nα)≪M11/24 +M4/9+ϑ/3+ε
+M3/8+(3+12ϑ)/(32+48ϑ)+ε +∆M−1/4+µ+ε,
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where the exponent µ ∈ [0,∞[ is to be chosen later. It is easy to check that
max
{
11
24
,
4
9
+
ϑ
3
}
6
3
8
+
3 + 12ϑ
32 + 48ϑ
for ϑ ∈
[
0,
7
64
]
.
Also, it is easy to check that for ∆≪M1+µ−(3/4+ϑ)γ0 , we have
∆1/6−ϑM1/3+ϑ+ε ≪M3/8+(3+12ϑ)/(32+48ϑ)+ε for ϑ ∈
[
0,
7
64
]
,
provided that µ 6 (3 + 12ϑ)/(32 + 48ϑ). Combining the above facts gives the
estimate ∑
M6n6M+∆
t(n) e(nα)≪M3/8+(3+12ϑ)/(32+48ϑ)+ε +∆M−1/4+µ+ε,
for ∆ ≪ M1+µ−(3/4+ϑ)γ0 . However, when ∆ ≍ M1+µ−(3/4+ϑ)γ0 , it is easy to
check that
M3/8+(3+12ϑ)/(32+48ϑ)+ε ≍ ∆M−1/4+µ+ε, for any fixed ϑ ∈
[
0,
7
64
]
,
with equal exponents ε, of course, if we choose
µ =
3ϑ
32 + 48ϑ
.
This choice trivially satisfies the required upper bound 6 (3 + 12ϑ)/(32+ 48ϑ).
Thus, by splitting longer sums into sums of length M1+µ−(3/4+ϑ)γ0 , and esti-
mating these subsums separately, we have∑
M6n6M+∆
t(n) e(nα)≪M3/8+(3+12ϑ)/(32+48ϑ)+ε +∆M−1/4+µ+ε,
with the weaker condition ∆≪M3/4.
11 Ω-results from second moments
We end with some details about the Ω-results. Two important results are ac-
tually mean square results for which the key is the following truncated Voronoi
identity due to Meurman [41].
Theorem 32. Let x ∈ [1,∞[, let N ∈ R+ be such that N ≪ x, let k be a
positive integer with k ≪ √x, and let h be an integer coprime to k. Then
∑
n6x
t(n) e
(
nh
k
)
=
1
π
√
2
k1/2 x1/4
∑
n6N
t(n) e
(−nh
k
)
n−3/4
· cos
(
4π
√
nx
k
− π
4
)
+O
(
k x1/2+ϑ+εN−1/2
)
.
This is simpler than the formulation in [41] where care was taken to retain an
explicit dependence on ψ. For a fixed ψ, the above formulation follows easily.
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This simplified formulation can be used in the same manner as the truncated
Voronoi identities for the error terms of the Dirichlet divisor problem or circle
problem, or for holomorphic cusp forms.
For long exponential sums with rational additive twists, we have the follow-
ing result, which is a Maass form analogue of Theorem 1.2 in [30].
Theorem 33. For M ∈ [1,∞[, and for coprime integers h and k for which
1 6 k 6 M , we have
M∫
1
∣∣∣∣∣∣
∑
n6x
t(n) e
(
nh
k
)∣∣∣∣∣∣
2
dx = AkM3/2 +O(k2M1+2ϑ+ε) +O(k3/2M5/4+ϑ+ε),
where
A =
1
6π2
∞∑
n=1
|t(n)|2
n3/2
.
For sufficiently small k, the main term dominates:
Corollary 34. For M ∈ [1,∞[ and for coprime integers h and k for which
1 6 k ≪M1/2−2ϑ−ε, we have
M∫
1
∣∣∣∣∣∣
∑
n6x
t(n) e
(
nh
k
)∣∣∣∣∣∣
2
dx ≍ kM3/2.
In particular, these sums are Ω(k1/2M1/4).
For shorter sums we have the following theorem, which is similar to Theorem
6 in [50].
Theorem 35. Let M ∈ [1,∞[, let ∆ ∈ R+ with M ε ≪ ∆ ≪ M1/2−ε, and let
h and k be coprime integers with 1 6 k ≪ ∆1/2−εM−ϑ. Then
2M∫
M
∣∣∣∣∣∣
∑
x6n6x+∆
t(n) e
(
nh
k
)∣∣∣∣∣∣
2
dx ≍M ∆.
In particular, the sum in question is Ω(∆1/2) when ∆≫M2ϑ+ε.
This follows for intance by following the proof of Theorem 6 in [50]: the main
difference is that the error terms k2 ΞM ε + k Ξ∆1/2M ε are to be replaced by
k2 ΞM2ϑ+ε+k Ξ∆1/2Mϑ+ε. Except for the error term of the truncated Voronoi
identity, the exponent ϑ never appears as the Fourier coefficients are estimated
by the Rankin–Selberg estimate.
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