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Sampling information using timing is an approach that has received renewed attention
in sampling theory. The question is how to map amplitude information into the timing
domain. One such encoder, called time encoding machine, was introduced by Lazar and
Tóth (2004 [23]) for the special case of band-limited functions. In this paper, we extend
their result to a general framework including shift-invariant subspaces. We prove that
time encoding machines may be considered as non-uniform sampling devices, where
time locations are unknown a priori. Using this fact, we show that perfect representation
and reconstruction of a signal with a time encoding machine is possible whenever this
device satisﬁes some density property. We prove that this method is robust under timing
quantization, and therefore can lead to the design of simple and energy eﬃcient sampling
devices.
© 2013 Elsevier Inc. All rights reserved.
1. Introduction
Given a function f (t) from a functional space E , sampling can be done in two different ways. In one approach, samples
are taken at pre-deﬁned sampling times {tn}n∈Z , leading to a sequence { fn}n∈Z = { f (tn)}n∈Z . In this case, the question is
when a set {tn} allows an exact representation of f (t), or more fundamentally, a stable representation of f (t). Examples
of such sampling results are the Whittaker–Shannon sampling theorem [26], where E is the set of band-limited functions
BL([−Ω,Ω]) and tn = n(π/Ω), sampling in shift-invariant subspaces [29], or sampling of signals with ﬁnite rate of innova-
tion (FRI) [30].
Another, dual method, is sampling based on timing. Instead of recording the value of f (t) at a preset time instant, one
records the time at which the function takes on a preset value. Instead of the function itself, one may also consider the
output of an operator O [·] applied to the function. For example, one may record the instants where f (t) or O [ f ](t) crosses
a certain threshold.
Examples of such sampling methods include Logan’s theorem for the representation of octave band functions from zero
crossing [24], various schemes generally known as delta-modulation [27], as well as a method called time encoding machine
by Lazar and Tóth [23] that mimics the integrate-and-ﬁre model of neurons.
Why study such sampling with time schemes? On the one hand, the duality with respect to the more traditional sampling
at preset time makes it intriguing from a mathematical point of view. On the other hand, sampling by timing appears in
nature, neurons being an example, and can lead to the implementation of very simple and low-cost sampling devices.
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Finally, sampling by timing is potentially a more energy eﬃcient way to acquire signals, since the basic elements (clocks,
comparators, integrators, . . . ) are lower power devices than high resolution analog-to-digital converters.
The purpose of the present paper is to analyze one class of sampling by timing schemes, namely time encoding machines
of which the integrate-and-ﬁre scheme of Lazar and Tóth [23] is an example. The goal is to extend the validity of exact
sampling by timing to broader classes of signals and operators, and to quantify robustness to timing quantization for these
classes. By using the tools of frame theory and non-uniform sampling developed by Aldroubi, Feichtinger and Gröchenig
[1,3,15,17–19], it is possible to show that exact time encoding machines can be derived for a broad class of shift-invariant
subspaces, and that these machines are robust to bounded timing noise.
The outline of the paper is as follows. Section 2 deﬁnes general time encoding machines (TEM) with two exemplary cases,
crossing and integrate-and-ﬁre TEMs. Section 3 reviews some properties of shift-invariant subspaces (SISS). In particular, the
notion of reproducing kernel Hilbert spaces is reviewed. The main theorems linking density and invertibility of TEMs on
SISS are presented in Section 4, as well as the fast reconstruction of the signal. Section 5 handles the special case of ﬁnite
dimensional problems, to provide implementable algorithms. The question of stability under quantization noise is studied
both theoretically and numerically in Section 6. Finally, possible research directions are indicated in Section 7.
2. Time encoding machine
We ﬁrst extend the deﬁnition of Time Encoding Machine (or TEM) introduced by Lazar and Tóth [21–23]:
Deﬁnition 1. A Time Encoding Machine is an operator T which maps a space E of real valued functions to strictly increasing
sequences of reals:
T : E →RZ
f (t) → T f = {tn} with
{ · · · < tn < tn+1 < · · ·
limn→±∞ tn = ±∞.
The set {tn} denotes the sampling times. We also say that T sampled f at time t if t ∈ T f .
We call a Time Decoding Machine (or TDM) an operator D which maps an increasing sequence of reals into the space E .
If D ◦ T = IdE , T is said to be invertible, and D is an inverse of T .
The expression to sample may be confusing, for no measure of amplitude is recorded. In practice, TEM are meant to
encode a signal in real time, so that the fact that T samples f at some time t depends only on the set {(t′, f (t′)), t′  t}.
We will only consider those types of TEMs in this paper. An important property of TEM is T-density:
Deﬁnition 2. A sequence {tn}n∈Z is T -dense if
∀n ∈ Z, tn+1 − tn  T .
A TEM is T -dense if, for every input signals in E , the output is T -dense.
We now present two common cases of TEMs, namely crossing TEM and integrate-and-ﬁre TEM.
2.1. Crossing TEM
The study of TEMs is mainly motivated by their design and implementation. One easy example relies on a test function
and a comparator only. The sampling times then correspond to the times when the signal crosses the test function (i.e. the
difference of the two is null). An electronic implementation may be very energy eﬃcient, for we do not need to measure
amplitudes to encode the signal, but only the times when this amplitude is null, which requires a single comparator.
Deﬁnition 3. A crossing TEM (or C-TEM) with continuous test functions {Φn}, denoted CT {Φn} , outputs the sequence {tn} =
CT {Φn} f such that:
• Φn may be recovered from the set {ti, i  n − 1}
• f (tn) = Φn(tn)
• f (t) 
= Φn(t) ∀t ∈]tn−1, tn[
For instance, Φn may be a rapidly increasing function, which is replaced by Φn+1 as soon as the TEM samples. In this
case, the crossing TEM has a feedback, and tn−1 may act as a time reference, so that a time shift between an encoder and
a decoder will not affect the reconstruction. On the other hand, if Φn(t) = Φ(t) is independent of n, then, the output is
exactly:
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CT Φ f =
{
t ∈R, f (t) = Φ(t)},
so that we don’t need a feedback with those C-TEMs, but the knowledge of some ﬁxed time reference is important. Those
notions are illustrated in Fig. 1. Let us introduce two implementations of such devices.
We suppose ﬁrst that E ⊂ { f ∈ C(R), ‖ f ‖∞  δ} with δ < 1. Then, we can use
ΦT = cos
(
2π
T
t
)
. (1)
According to the mean value theorem, there exists a ﬁring time in each ]k(T /2), (k + 1)(T /2)[, k ∈ Z, so that CT ΦT is
T -dense. Furthermore, ΦT is easily implementable with a RLC circuit, and potentially energy eﬃcient. We could also have
used
Ψn,T = −1+ 2 · (t − tn−1)
T
, (2)
so that Ψn,T (tn−1) = −1, Ψn,T (tn−1 + T ) = 1 and Ψn,T is continuous and strictly increasing. Again, the mean value theorem
states that tn ∈ [tn−1, tn−1 + T ], hence CT {Ψn,T } is T -dense. In this case, Ψn,T is linear, and can be approximated by the
exponential charge of a capacitor which is reset at each spike, making it again potentially energy eﬃcient.
2.2. Integrate-and-ﬁre TEM
The study of neurons leads to a different class of TEMs. It is shown that a neuron may be well-represented by an
integrate-and-ﬁre TEM [12,16]:
Deﬁnition 4. An Integrate-and-Fire TEM (or IF-TEM) with test functions {Φn}, denoted IT {Φn} , outputs the sequence {tn} =
IT {Φn} f such that:
• Φn may be recovered from the set {ti, i  n − 1}
• ∫ tntn−1 f (u)du = Φn(tn)
• ∫ t f (u)du 
= Φn(t) ∀t ∈]tn−1, tn[tn−1
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suitable model for neurons, it may be interesting to study those TEMs for integrated signals since they have nice properties,
such as being continuous and differentiable. We will show in Section 4.3 that integrate-and-ﬁre TEMs are adjoint to crossing
TEMs.
3. Non-uniform sampling and shift-invariant subspaces
Throughout this study, we will work within the context of shift-invariant subspaces. The purpose of this section is to
review the tools related to this framework. The notion of reproducing kernel Hilbert space will also be recalled, as sampling
theory requires the samples to be well-deﬁned. All those notions but Lemma 3.2 may be found in [1,3,4,10,11,13,14,25].
3.1. Shift-invariant subspaces
Deﬁnition 5. A Shift-Invariant SubSpace (or SISS) generated by the real function λ(t) and of order p is deﬁned by
V p(λ) :=
{
f (t) =
∑
k∈Z
ckλ(t − k), (ck)k∈Z ∈ lp(R)
}
.
We use the term shift-invariant, but only shifts over Z are considered in this deﬁnition. A special case is the space of
band-limited functions B := { f ∈ L2(R), Supp( fˆ ) ⊂ [−π,π ]} = V 2(sincπ ), where sincπ (t) = sin(πt)/(πt), and fˆ = F f is
the classic Fourier transform:
fˆ (ω) =
∞∫
−∞
f (t)e−iωt dt.
B is invariant under every shift. This result comes directly from the Shannon sampling theorem [26]. We will work mainly
in the Hilbert space L2(R) (p = 2). We recall (see [11] or [25]) that
∀ f , g ∈ V 2(λ), 〈 f | g〉 = 1
2π
2π∫
0
cˆ(ω)dˆ(ω)Gλ(ω)
2 dω (3)
where cˆ(ω) =∑ ck exp(−ikω), dˆ(ω) =∑dk exp(−ikω), and the coeﬃcients ck,dk are respectively the one of f and g:
f =∑k∈Z ckλ(· − k) and g =∑k∈Z dkλ(· − k). We have deﬁned
Gλ(ω) :=
(∑
k∈Z
∣∣λˆ(ω + 2kπ)∣∣2)1/2.
We deduce from this that
Lemma 3.1. The norms ‖ · ‖L2 and ‖ f ‖l2 :=
∑
k∈Z |ck|2 are equivalent if and only if
∃0 < A  B < ∞ such that 0 < A  Gλ(ω) B < ∞.
Those properties are also equivalent to the fact that {λ(· − k)}k∈Z is a frame of V 2(λ) (see [25, chap. 5]).
3.2. Reproducing kernel Hilbert space
In order to calculate the crossings of a function from V 2(λ) with a test function, we would like f (t) to be well-deﬁned
for each t ∈R.
Deﬁnition 6. A Hilbert space H is called a reproducing kernel Hilbert space (or RKHS) if the linear operators
Kx0 :H→R
f → f (x0)
are continuous, for all x0 ∈H.
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Feichtinger and Gröchenig proved that it is enough to have λ in the so-called amalgam Wiener space W 1(C), i.e.(∑
k
ess sup
x∈[0,1]
∣∣λ(x+ k)∣∣)< ∞.
These authors have studied these spaces extensively in theory [13,14] and in the non-uniform sampling framework [1,3,4].
We will not review this theory, and use the different condition that λ satisﬁes 0 < A  Gλ  B < ∞ and is in the Sobolev
space H1(R):
H1(R) := { f ∈ L2, ‖ f ‖H1 < ∞} with ‖ f ‖2H1 = ‖ f ‖2L2 + ∥∥ f ′∥∥2L2 = 12π
∫
R
(
1+ ω2)∣∣ fˆ (ω)∣∣2 dω.
Lemma 3.2. If λ ∈ H1(R) satisﬁes 0 < A  Gλ  B < ∞, then V 2(λ) is an RKHS, and we have V 2(λ) ↪→ L∞ ∩ C.
Proof. Let f =∑k∈Z ckλ(· − k) be an element of V 2(λ). Let x0 ∈ [0,1] (the extension to x0 ∈R is similar), then we have:
f (x0)
2 =
(∑
k∈Z
ckλ(x0 − k)
)2

(∑
k∈Z
|ck|2
)
·
(∑
k∈Z
∣∣λ(x0 − k)∣∣2) (Cauchy–Schwarz).
The ﬁrst term is ‖ f ‖2
l2
, which is equivalent to ‖ f ‖2
L2
according to Lemma 3.1. The second one is bounded, as the following
calculation shows. We recall that H1(R) ↪→ C(R) (injection of Sobolev), so that λ is continuous, and we can deﬁne yk =
argmin[−k,−k+1] |λ|. Then, with the Cauchy–Schwarz inequality, and the AM–GM inequality:
∑
k∈Z
∣∣λ(x0 − k)∣∣2 =∑
k∈Z
(
λ(yk)
2 + 2
x0−k∫
yk
λ(t)λ′(t)dt
)

∑
k∈Z
λ(yk)
2 + 2
∑
k∈Z
( x0−k∫
yk
λ(t)2 dt
)1/2
·
( x0−k∫
yk
λ′(t)2 dt
)1/2

∑
k∈Z
( −k+1∫
−k
λ(yk)
2dt
)
+
∑
k∈Z
( x0−k∫
yk
λ(t)2 dt
)
+
∑
k∈Z
( x0−k∫
yk
λ′(t)2 dt
)

∑
k∈Z
( −k+1∫
−k
λ(t)2 dt
)
+
∑
k∈Z
( −k+1∫
−k
λ(t)2dt
)
+
∑
k∈Z
( −k+1∫
−k
λ′(t)2 dt
)
= 2‖λ‖2L2 +
∥∥λ′∥∥2L2  2‖λ‖2H1 .
We have therefore proved that f (x0) c‖λ‖H1‖ f ‖L2 , hence V 2(λ) is an RKHS.
To prove that f is continuous, we write again:
∣∣ f (x) − f (y)∣∣2  (∑
k∈Z
|ck|2
)
·
(∑
k∈Z
∣∣λ(x− k) − λ(y − k)∣∣2)
 ‖ f ‖2l2 ·
∑
k∈Z
( y−k∫
x−k
λ′(t)dt
)2
 ‖ f ‖2l2 · |x− y| ·
∑
k∈Z
y−k∫
x−k
λ′(t)2 dt
which converges to 0 whenever y → x, so that f is continuous. 
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a T -dense C-TEM for any T > 0 (take for instance CT a cosωt with a > 1 and ω = π/T ).
In this case, pointwise evaluations are continuous functionals in this space. Therefore, the Riesz theorem states that for
all x ∈R, there exists a function Kx ∈ V 2(λ) such that:
∀ f ∈ V 2(λ), f (x) = 〈 f | Kx〉.
K (y, x) = Kx(y) is called the reproducing kernel of the space. An expression of Kx is given by
Kx(t) =
∑
k∈Z
λ(x− k)λ˜(t − k) =
∑
k∈Z
λ˜(x− k)λ(t − k), (4)
where {λ˜(· − k)}k is the bi-orthogonal frame of the frame {λ(· − k)}k:
λ˜(t) :=F−1
(
λˆ(ω)
G2λ(ω)
)
so that ˆ˜λ(ω) = λˆ(ω)
G2λ(ω)
.
This fact can be easily proved using (3), so that we have the relations:〈
λ(· − k) ∣∣ λ˜(· − l)〉= δkl.
This bi-orthogonal frame is useful to write explicitly the projector PV 2 on V
2(λ) (which is closed whenever 0 < A 
Gλ  B < ∞):
∀ f ∈ L2, (PV 2 f )(t) = 〈 f | Kt〉 =
∑
k∈Z
〈
f
∣∣ λ˜(· − k)〉λ(t − k), (5)
so that the kth coeﬃcient of (PV 2 f ) in the {λ(· − k)} frame is 〈 f | λ˜(· − k)〉.
4. Time encoding machine on shift-invariant subspaces
After this review of non-uniform sampling on SISS, we are ready to analyze TEM in detail and give a suﬃcient conditions
for these machines to be invertible.
4.1. General analysis
Time encoding machines provide an elegant way to encode amplitude information into the timing domain. Indeed,
from the output {tn}n∈Z of a known Crossing-TEM, we can reconstruct the test functions Φn , hence recover f (tn) = Φn(tn).
Therefore, we can consider TEMs as a special method of non-uniform sampling, where the locations of the samples depend
on the input function. In order to construct an approximation of the signal, we introduce the operator V {tn} (denoted V )
deﬁned as follows. Let
sn = tn−1 + tn
2
so that 1[sn,sn+1[ is the Voronoï region of tn . Then V f is deﬁned by:
V f (t) =
∞∑
n=∞
f (tn) · 1[sn,sn+1[(t). (6)
V f is a piecewise constant function: V f (t) = f (tn) for t ∈ [sn, sn+1[. The key fact is that, for a Crossing-TEM CT , we can
compute V f from the output {tn} = CT f . Hence, if we can invert V , we can recover the signal f (t). This is the case
whenever ‖Id− V ‖ < 1 on a well-deﬁned space. ‖ f − V f ‖L2 is an integral of the difference between a function f (t) and its
approximation by a piecewise linear function V f (t). According to the Riemann sums, we have the intuition that, provided
that tn are dense enough, this difference should be small. The following calculations have been used by Gröchenig in [17],
then by Lazar and Tóth in [23], or Chen, Han and Jia in [6,8]. We review them for completeness. We have:
‖ f − V f ‖2L2 =
∞∫
−∞
∣∣ f (t) − V f (t)∣∣2 dt =∑
n∈Z
sn+1∫
sn
∣∣ f (t) − f (tn)∣∣2 dt
=
∑
n∈Z
tn∫
sn
∣∣ f (t) − f (tn)∣∣2 dt +∑
n∈Z
sn+1∫
tn
∣∣ f (t) − f (tn)∣∣2 dt. (7)
We then use Wirtinger’s inequality:
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b∫
a
f (u)2 du  4
π2
(a − b)2
b∫
a
f ′(u)2 du.
Proof. We calculate, for f ∈ L2(0,π/2) with f (0) = 0,
b∫
a
(
f ′(u)2 − f (u)2)du =
π/2∫
0
[
f ′(u) − f (u) cot(u)]2du −
π/2∫
0
(
f 2(u) cot(u)
)′
du
︸ ︷︷ ︸
0
 0,
and we obtain the general inequality with a change of variables. 
We suppose now that f ′ ∈ L2, so that using Wirtinger’s inequality in (7) leads to
‖ f − V f ‖2L2 
∑
n∈Z
4
π2
(tn − sn)2
tn∫
sn
∣∣ f ′(t)∣∣2 dt + 4
π2
(sn+1 − tn)2
sn+1∫
tn
∣∣ f ′(t)∣∣2 dt. (8)
We can see that this error depends on the differences (tn − sn), or (tn+1 − tn). If we suppose that (tn+1 − tn) < T , so that
(tn − sn) < T /2 and (sn+1 − tn) < T /2, Eq. (8) becomes:
‖ f − V f ‖2L2 
T 2
π2
∑
n∈Z
tn∫
sn
∣∣ f ′(t)∣∣2 dt +
sn+1∫
tn
∣∣ f ′(t)∣∣2 dt  T 2
π2
∥∥ f ′∥∥2L2 . (9)
Finally, if f ∈ V 2(λ), and λ′ ∈ L2, we can use a ﬁnal inequality:
Lemma 4.2. (See Chen, Han and Jia [8].) Let λ ∈ H1(R), then,
∀ f ∈ V 2(λ), ∥∥ f ′∥∥L2 
(
sup
ω∈[0,2π [
Gλ′(ω)
Gλ(ω)
)
‖ f ‖L2 .
Proof. Let f (t) =∑k ckλ(t − k), so that f ′(t) =∑k ckλ′(t − k). We use the formula of the scalar product in V 2(λ) described
in (3): we can write cˆ(ω) =∑k ck · exp(−ikω), so that:
‖ f ‖2L2 =
1
2π
2π∫
0
∣∣cˆ(ω)∣∣2 · Gλ(ω)2 dω.
In a similar way, we have:
∥∥ f ′∥∥2L2 = 12π
2π∫
0
∣∣cˆ(ω)∣∣2 · Gλ′(ω)2 dω 12π
2π∫
0
∣∣cˆ(ω)∣∣2 · Gλ(ω)2 ·(Gλ′(ω)
Gλ(ω)
)2
dω
(
sup
ω∈[0,2π [
Gλ′(ω)
Gλ(ω)
)2
‖ f ‖2L2 . 
Plugging this into (9) leads to:
‖ f − V f ‖2L2 
T 2
π2
∥∥ f ′∥∥2  T 2
π2
·
(
sup
ω∈[0,2π [
Gλ′(ω)
Gλ(ω)
)2
· ‖ f ‖2L2 . (10)
We are now able to state our main theorem.
4.2. Suﬃcient conditions for invertibility of TEMs
We deﬁne
E = {λ ∈ H1(R), 0 < A  Gλ(ω) B < ∞ and Gλ′(ω) < ∞}
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sup
ω
Gλ′(ω)
Gλ(ω)
< ∞.
In the following, we will denote P := PV 2 the projection on V 2(λ) as deﬁned in (5).
Theorem 1. Let λ ∈ E and
τ = π · inf
ω
Gλ(ω)
Gλ′(ω)
> 0,
then, for all T < τ , every Crossing-TEM CT which is T -dense is invertible. Moreover, if {tn} = CT f , an iterative reconstruction is given
by the sequence:
f1 = P V f0
fk+1 = f1 + (Id− P V ) fk, (11)
where P is the orthogonal projector on V 2(λ) and V = V {tn} is deﬁned in (6). We have:
‖ f − fk‖L2 
(
T
τ
)k
‖ f ‖L2 k→0−−−→ 0.
Proof. With the above notations, using (10), we have:
‖ f − P V f ‖L2 =
∥∥P ( f − P V f )∥∥L2 = ‖ f − V f ‖L2  Tτ ‖ f ‖L2 , ∀ f ∈ V 2(λ).
The operator (P V ) : V 2(λ) → V 2(λ) veriﬁes ‖Id− P V ‖ T /τ < 1 whenever T < τ , hence is invertible. We then show that
f − fk = (Id− P V )k f by induction. We have indeed:
f − fk+1 = f − f1 − (Id− P V ) fk = (Id− P V ) f − (Id− P V ) fk = (Id− P V )( f − fk) = (Id− P V )k+1 f ,
so that ‖ f − fk‖L2  (T /τ )‖ f ‖L2 . Finally, because f1, hence all the fk can be calculated from the output {tn} of the Crossing-
TEM, this TEM is invertible. 
In the case λ = sincπ for instance, we have λˆ = 1[−π,π [ , so that Gλ = 1. Then, we have λˆ′(ω) = ω1[−π,π [ , hence
(infGλ/Gλ′ ) = π . Our theorem states in this case that if T < 1, then a T -dense TEM on band-limited functions is invertible.
We ﬁnd the Nyquist bound, which is (almost) the optimal bound we could hope for, according to the Beurling–Landau
theorem. The reader may ﬁnd a complete study of the band-limited case in [5,20] or in the very good book [31]. In the
general case, this bound is not optimal. Chen, Han and Jia discussed this bound in [6]. Chen, Itoh and Shiki studied the
case of wavelet subspaces in [9]. Aldroubi and Feichtinger have calculated an optimal bound for cardinal spline spaces in
[2], which is better than the one given with this theorem. Gröchenig has also studied the case where λ ∈ H2(R) in [17],
and derived another bound using a different Wirtinger inequality. He also noticed that one can speed up the convergence
using piecewise linear functions instead of piecewise constant functions for the operator V (we get a convergence in O (βn)
instead of O (αn), with β < α).
The operator (P V ) consists in calculating a piecewise constant function approximating f ∈ V 2(λ) on {tn}, and projecting
the result back on V 2(λ). This theorem states that the operator (P V ) is invertible whenever {tn} is dense enough. It links
therefore density and invertibility of TEMs, and provides an iterative method to reconstruct the signal with an exponential
speed of convergence. We could also have calculated the inverse directly: let f ∈ V 2(λ) be represented by the inﬁnite
column vector c= (. . . , ck, ck+1, . . .)T of its coeﬃcients: f (t) =∑k ckλ(t − k), then
Lemma 4.3. Let M and A be inﬁnite matrices over Z × Z with coeﬃcients M jk = λ(t j − k) and Aki =
∫ si+1
si
λ˜(u − k)du. If f (t) =∑
k ckλ(t − k) and g(t) = P V f =
∑
k dkλ(t − k), then d= AMc.
Proof. We ﬁrst have:
f1(t) := (V f )(t) =
∑
j∈Z
f (t j) · 1V j (t)
and according to (5),
g(t) = (P V f )(t) = (P f1)(t) =
∑∑
f (t j) ·
〈
1V j
∣∣ λ˜(· − k)〉λ(t − k).
k∈Z j∈Z
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∫ s j+1
s j
λ˜(u − k)du = Akj and that f (t j) =∑k ckλ(t j − k) = (Mc) j . Altogether,
dk =
∑
j
f (t j) ·
〈
1V j
∣∣ λ˜(· − k)〉=∑
j
Akj(Mc) j
which can also be written d= AMc. 
The question of whether we can recover a signal f from its samples f (tn) = 〈 f | Kn〉 has a classic answer in frame
theory: we can do so whenever there exists 0 < A  B < ∞ such that for all f ∈ V 2(λ), A‖ f ‖2
L2

∑
f (tn)2  B‖ f ‖L2 , i.e.{Ktn } is a frame. In particular, if there exists 0 < δ  T such that δ  tn+1 − tn  T , then this is the case (see [3]), and we
can recover the signal in a stable way with:
f (t) =
∑
k∈Z
f (tn)K˜tn (t)
where {K˜tn } is the bi-orthogonal frame of {Ktn }. In our case, we are not using the fact that tn+1 − tn  δ, but the weaker
form: limn→±∞ tn = ±∞. This may lead to an unstable reconstruction, but we can always deduce a stable one by erasing
some extra data, according to this result. Instead of deleting data, we have chosen the more elegant way of weighting the
samples (see [17]). Indeed, we can show that:
A‖ f ‖2L2 
∑
n∈Z
wn f (tn)
2 = ‖V f ‖2L2  B‖ f ‖2L2 with wn = sn+1 − sn.
4.3. Integrate-and-ﬁre TEM as the adjoint of crossing TEM
We show in this section that IF-TEMs may be seen as the quasi-adjoint case of C-TEMs. Indeed, with an IF-TEM IT , we
may now recover Φn(tn) =
∫ tn+1
tn
f (u)du from {tn}n∈Z = IT f . We introduce the operator Z = Z{tn} deﬁned by
(Z f )(t) :=
∑
n∈Z
tn+1∫
tn
f (u)du · Ksn+1(t).
We do not comment on the spaces on which Z acts, for we are mainly interested into the operator (P Z) which will have a
meaning. Note for instance that P : L2 → V 2(λ) can be deﬁned on a larger space than L2, namely V 2(λ)′ , the dual space of
V 2(λ). Let also introduce the operator(
V ′ f
)
(t) :=
∑
n∈Z
f (sn+1) · 1[tn,tn+1[(t).
Lemma 4.4. If {tn} is T-dense, with limn→±∞ tn = ±∞, then
• V ′ is well-deﬁned and linear continuous as an operator from H1 to L2 .
• If λ ∈ E, (P V ′) is an operator from V 2(λ) to V 2(λ), and we have:
∀ f , g ∈ V 2(λ), 〈 f ∣∣ (P V ′)g〉= 〈(P Z) f ∣∣ g〉.
Proof. Let f ∈ H1(R), then∥∥V ′ f ∥∥2L2 =∑
n∈Z
(tn+1 − tn) f (sn+1)2.
As in the proof of Lemma 3.2, we introduce yn+1 = min[tn,tn+1] | f |, so that
∥∥V ′ f ∥∥2L2 =∑
n∈Z
(tn+1 − tn) ·
(
f (yn+1)2 +
sn+1∫
yn+1
2 f (u) f ′(u)du
)

∑
n∈Z
(tn+1 − tn) f (yn+1)2 + T
∑
n∈Z
( tn+1∫
tn
f (u)2 du +
tn+1∫
tn
f ′(u)2 du
)
 (T + 1)‖ f ‖22 + T
∥∥ f ′∥∥22  (T + 1)‖ f ‖2 1 ,L L H
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V 2(λ) to itself. Finally, for f , g ∈ V 2(λ),
〈
f
∣∣ (P V ′)g〉= 〈P f ∣∣ (P V ′)g〉= 〈 f ∣∣ V ′g〉= ∫ f (u)∑
n
1[tn,tn+1[(u) 〈g | Ksn+1〉du
=
∑
n∈Z
tn+1∫
tn
f (u)
∞∫
−∞
g(t)Ksn+1(t)dt
=
∞∫
−∞
g(t)
(∑
n
tn+1∫
tn
f (u)du · Ksn+1(t)
)
dt = 〈Z f | g〉 = 〈(P Z) f ∣∣ g〉. 
The operator V ′ is very close to the operator V introduced previously: only the role of tn and sn has been permuted.
But because the only important property of V used to prove the invertibility of (P V ) is that sn+1 − sn < T whenever
tn+1 − tn < T , and because of the tautology tn+1 − tn < T whenever tn+1 − tn < T , we can conclude as in Theorem 1:
Theorem 2. Let λ ∈ E and
τ = π · inf
ω
Gλ(ω)
Gλ′(ω)
,
then, for all T < τ , every IF-TEM which is T -dense is invertible. Moreover, the reconstruction is similar to the one of Theorem 1, using
the operator Z instead of V .
Proof. Similar to Theorem 1. Notice that, restricted on V 2(λ), (Id − P Z)∗ = (Id − P V ′), so that ‖Id − P Z‖V 2 = ‖Id −
P V ′‖V 2 < 1, and the same reconstruction method works. 
This duality has been noticed by Lazar and Tóth in [23] in the case of V 2(sincπ ), and we have extended it for all SISS
using only properties from RKHS.
In the rest of the paper, we will only consider Crossing-TEM, due to this duality.
4.4. Fast algorithm for reconstruction
We now present an algorithm which does not need the knowledge of λ˜ to work. Indeed, according to Lemma 4.3,
we have to calculate Aki =
∫ s j+1
s j
λ˜(u)du. But λ˜ may have a large support, so that those elements are computationally
expensive to calculate. An alternative has been given by Gröchenig in [18]. We recall that M is the matrix with elements
Mik = λ(ti − k). We suppose that the output {tn} is T -dense, and we denote τ = π · inf(Gλ/Gλ′ ) as in Theorem 1.
Lemma 4.5. (See Gröchenig [18].) Let D be the diagonal matrix with elements dii = wi = si+1 − si , let M∗ be the adjoint of M, then
U := (M∗DM) is an operator from V 2(λ) to itself, and for all μ ∈R,
‖Id− μU‖V 2 max
{
1− μ(1− γ )2,μ(1+ γ )2 − 1} with γ = T
τ
.
In particular, if T < τ , with the optimal choice μ = (1+ γ 2)−1 , we ﬁnd
‖Id− μU‖V 2  β :=
2γ
1+ γ 2 < 1.
Note that the speed of convergence is slower (we have a convergence in O (βn) instead of O (αn), and β > γ ), but each
iterative step is faster to calculate: the matrix A is no longer required; we only need to compute the diagonal matrix D
and M , which is inexpensive.
As we did before, we conclude that U is invertible, and it gives a reconstruction of the signal with an iterative method.
We have actually proved that M is left-invertible as soon as T < τ , and a left inverse of M may be M‡ = U−1M∗D =
(μM∗DM)−1μM∗D . Of course, we could have used the pseudo-inverse M† = (M∗M)−1M∗ , but the inverse of (M∗M) is
more diﬃcult to calculate, and less stable with respect to numerical error. We also notice that we introduced the matrix D
to compensate an accumulation of {tn}.
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As we have seen, TEMs allow to encode a large class of signals in real time, without loss of information. However,
the decoding cannot be executed in real time. We also have considered inﬁnite length signals in our model, which is not
practical from an algorithmic point of view. In this section, we focus on the ﬁnite dimensional case. For instance, the signal
may be in a shift-invariant subspace and K -periodic, so that it can be described with a ﬁnite number of coeﬃcients. The
signal could also be with ﬁnite support, but this case can be handled as a periodic case, which is why we will focus on
periodic signals. Studying the ﬁnite dimensional case will also allow us to estimate the effects of noise.
5.1. Shift-invariant subspace and TEMs on L2K
We will work in the Hilbert space
L2K (R) :=
{
f , ∀x ∈R, f (x+ K ) = f (x),
K∫
0
f 2(x)dx < ∞
}
together with the scalar product
〈 f | g〉 = 1
K
K∫
0
f (x)g¯(x)dx.
The Fourier series theorem states that f ∈ L2K (R) may be written as
f (t) =
∑
n∈Z
fˆ n · exp
(
2iπn
K
t
)
, with fˆ n = ¯ˆf −n =
〈
f (t)
∣∣∣∣ exp
(
2iπn
K
t
)〉
.
We introduce, for λ ∈ L2K (R), the periodic shift-invariant subspace:
V 2K (λ) :=
{
f (t) =
K∑
k=1
ckλ(t − k), ck ∈R
}
.
The space is now of ﬁnite dimension, hence it is always closed in L2K (R). The two norms ‖ f ‖l2 := (
∑K
k=1 |ck|2)1/2, where
f =∑Kk=1 ckλ(· − k), and ‖ f ‖L2K are equivalent whenever the map
R
K → V 2K (λ)
(ck) →
K∑
k=1
ckλ(t − k)
is injective.
Because we would like to recover the signal working only on [−K/2, K/2], we suppose that TEMs samples only within
this interval. The output is therefore {tn}n=1,..., J = T f , where −K/2 t1 < t2 < · · · < t J < K/2. We introduce t J+1 := t1 + K ,
and we modify slightly the deﬁnition of T -density, to handle periodicity:
Deﬁnition 7. An increasing sequence {t1, t2, . . . , t J } is T -dense if
tn+1 − tn  T , ∀n = 1, . . . , J .
With this deﬁnition, all the previous results hold: a TEM on V 2K (λ) is invertible if it is T -dense on [−K/2, K/2], and we
can recover the signal using iterative algorithms. We are now interested in a more convenient way to recover our signal. If
λ satisﬁes some additional properties, then this reconstruction may be done in a more eﬃcient way.
5.2. λ with ﬁnite support
This method was introduced by Gröchenig and Schwab in [19]. We suppose that the restriction of λ over [−K/2, K/2]
has support of size S , and that S  K . Without loss of generality, we can suppose Supp(λ) ⊂ [−S/2, S/2]. We can think
of polynomial splines for instance, since they have a small support. Let J be the number of samples taken by our C-TEM
inside [−K/2, K/2], and let M be the matrix of size J × K with elements M jk = λ(t j − k). Let f be the column vector of
size J with elements f (t j), and c= (c1, . . . , cn)T the vector representing our input signal: f (t) =∑Kk=1 ckλ(t − k). Then:
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and we can recover c if and only if M is left invertible. According to Lemma 4.5, this is the case if {tn} is dense enough, and
a left inverse may be calculated by:
M‡ = (μMT DM)−1μMT D.
The positive deﬁnite matrix U := MT DM of size K × K has elements:
Ukl =
J∑
j=1
w jλ(t j − k)λ(t j − l). (12)
Lemma 5.1. A necessary condition to have λ(t j − k)λ(t j − l) 
= 0 is to have |t j − k| mod K  S/2 and |t j − l| mod K  S/2. In
particular, if |k − l| mod K > S, then Ukl = 0.
Proof. This follows from the fact that the support of λ is included in ([−S/2, S/2]+ KZ), and from the triangular inequality
|k − l| |k − t j | + |t j − l|. 
Therefore, most of the coeﬃcients of the matrix U are zero: U is zero except on a large diagonal of size S , plus on its
corners. Notice that if we work with ﬁnite support signals and not with periodic ones, then this property holds, without the
modulo K . In this case, U has just a large non-null diagonal. In both cases, the matrix U is invertible with a fast algorithm
in O (S2), using the Choleski decomposition for sparse matrices.
6. Robustness to noise
With physical devices, time locations of the samples can only be recorded with ﬁnite precision, so that the effective
recorded time t′n is different from the real time tn . This may result from quantization error for instance. The purpose of this
section is to show that time encoding machines are robust under this type of error. Note that we do not suppose the signal
to be noisy, but only the locations of the samples.
6.1. Some generalities about bounded errors
We will study the error in the case of periodic signals. We suppose therefore that λ is K -periodic. We recall the study
so far in this ﬁnite case:
Lemma 6.1. There exists τ such that, for all T < τ , for all t = (t1, . . . , t J ) which is T -dense, the matrix M(t) with elements M(t) jk =
λ(t j − k) of size J × K is left invertible.
We will denote in the following
N(t) = (M(t)T M(t))−1M(t)T
to be the pseudo-inverse of M(t). In this case, the reconstruction is given by:
c= N(t)Φ(t)
where Φ(t) = (Φ1(t1), . . . ,Φ J (t J )) = ( f (t1), . . . , f (t J )) for a Crossing-TEM. Because of the noise, we would have access to
t′ = (t′1, . . . , t′J ), and thus to some M(t′) and some Φ ′(t′). The reconstruction from the noisy data is:
c′ = N(t′)′(t′).
Several problems may occur. The fact that the functions Φn may depend on the past is not well suited for our study, for
we do not have a model to describe the effect of the noise on those functions. Therefore, we will study the case Φn = Φ , or
′(t′) =(t′). Then, if we want M(t′) to be left invertible, we should ensure that t′ is T ′-dense with T ′ < τ . In particular,
we cannot use an unbounded model for the noise in the timing domain. We introduce the inﬁnite norm of t− t′ to be:∥∥t− t′∥∥∞ := sup
n=1,..., J
(∣∣tn − t′n∣∣),
and for  > 0, we denote the closed ball of center t and radius  by
B(t, ) := {t′ = (t′1, . . . , t′J ), ∥∥t− t′∥∥∞  }.
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In particular, M(t′) is invertible for all t′ ∈ B(t, 0).
Proof. We use the triangular inequality:
t′n+1 − tn 
∣∣t′n+1 − tn+1∣∣+ |tn+1 − tn| + ∣∣tn − t′n∣∣ 0 + T + 0  T ′. 
If J is too big, then the size of the matrices may explode. However, we may always suppose this number to be bounded
by a constant:
Lemma 6.3. Let t = (t1, . . . , t J ) be T -dense. Then there exists J ′ < 2K/T  and a sequence (i1, . . . , i J ′ ) such that t˜= (ti1 , . . . , ti′J ) is
still T -dense. In particular, M(t˜) is a sub-matrix of M(t) of size J ′ × K which is left invertible.
Proof. With the notation t J+1 = t1 + K , we construct in by induction:
i1 = 1
in+1 = max
{
j ∈ [in + 1, J + 1], |t j − tin | T
}
.
This sequence is constant from a certain rank J ′ + 1, and we have ti J ′+1 = t J+1 = ti1 + K . Moreover, with this deﬁnition, we
always have tin+2 − tin  T . Finally, we write:
K = ti J ′+1 − ti1 = (ti J ′+1 − ti(2 J ′/2+1) ) + (ti(2 J ′/2+1) − ti(2 J ′/2−1) ) + · · · + (ti3 − ti1) >
⌊
J ′/2
⌋ · T .
Therefore, (K/T ) >  J ′/2, K/T  > J ′/2 and J ′ < 2K/T . 
Because M(t˜) is left invertible, of size J ′ × K , we can use it to reconstruct the signal: c′ = N(t˜)Φ(t˜). Thus, we can
always suppose the number of lines of M to be less than 2K/2 without loss of generality. Note that because M is full
column rank, there exists K lines such that the K × K resulting sub-matrix is invertible. We could have concluded that this
sub-matrix is still invertible whenever t is taken in a small neighborhood, for the set of invertible matrices is an open set.
However, we do not have any expression of this neighborhood. This is why we have chosen to take more lines, to guarantee
T -density, and therefore left-invertibility on a large neighborhood, according to Lemma 6.2.
6.2. Robustness under bounded noise in the timing domain
In sampling theory for band-limited signals, the error introduced by quantization in the amplitude domain leads to an
error MSE(X ′, X) = O (2), where X ′ is the reconstruction from the noisy data, X is the original data, and MSE stands for the
Mean Square Error: MSE(X ′, X) = ‖X ′ − X‖2
l2
. Thao and Vetterli have shown in [28] that we also have MSE(X ′, X) = O (r−2)
where r denotes the oversampling rate. This theorem has been extended by Chen, Han and Jia in [7,8] for non-uniform
sampling in shift-invariant subspaces. Using the mean value theorem, these articles use the fact that having oversampling
is equivalent to having inﬁnite precision of the amplitude of some f (tn), where the locations {tn} are not known precisely
(but are more and more precise with the oversampling factor). Here, we are working in the framework of TEMs in a ﬁnite
dimensional space. In this case, we also have MSE(X ′, X) = O (2). The calculations are similar to the ones in [28].
Theorem 3. Let λ be of class C1 and K -periodic. Let CT Φ be a C-TEM on V 2K (λ) without feedback which is T -dense, with T < τ =
π inf(Gλ/Gλ′ ). Let T ′ such that T < T ′ < τ and 0 = (T ′ − T )/2. Then, there exists a constant α which depends only on λ,Φ, K and
T ′ such that, for all output t = (t1, . . . , t J ) of CT Φ , for all t′ = (t′1, . . . , t′J ) ∈ B(t, 0), we have:∥∥N(t′)Φ(t′)− N(t)Φ(t)∥∥l2  α∥∥t′ − t∥∥∞.
Proof. According to Lemma 6.3, we can always suppose J = J0 = 2K/T . We introduce  = ‖t′ − t‖∞ < 0. Let Sδ := {t =
(t1, . . . , t J0 ), t is increasing, t is δ-dense}. According to Lemma 6.2,
ST + B(0, 0) ⊂ ST ′
and ST ′ is compact (it is closed and bounded in R J0 ). Lemma 6.2 ensures that N(t) is well-deﬁned in ST + B(0, 0), and its
expression is:
N(t) = (M(t)T M(t))−1M(t)T .
In particular, the coeﬃcients of N(t) are continuous with respect to the coeﬃcients of M(t). Therefore, if λ is of class C1, so
are the coeﬃcients of N(t). Actually, if we denote by Nkj(t) the coeﬃcients of N(t), and F ikj(t) = ∂∂ti Nkj(t) the coeﬃcients
of F i(t) = ∂ N(t), then all those functions are continuous on the compact ST ′ . Thus, we can ﬁnd a constant α1 such that:∂ti
76 D. Gontier, M. Vetterli / Appl. Comput. Harmon. Anal. 36 (2014) 63–78∀t ∈ ST ′ ,
∣∣Nkj(t)∣∣ α1 and ∣∣F ikj(t)∣∣ α1.
For a matrix A = (Aij) of size K × J0, and for b ∈R J0 , using the Cauchy–Schwartz inequality, we have:
‖Ab‖2l2 =
K∑
i=1
( J0∑
j=1
Aijb j
)2

K∑
i=1
( J0∑
j=1
A2i j
)
·
( J0∑
j=1
b2j
)
 K · J20 ·
(
max A2i j
) · (maxb2j ). (13)
We also have the Taylor inequality:∣∣Φ(t′i)− Φ(ti)∣∣ ∣∣t′i − ti∣∣ · sup
t˜∈(ti ,t′i)
Φ ′(t˜) 
∥∥Φ ′∥∥∞ (14)
and
∣∣Nik(t′)− Nij(t)∣∣ J0∑
j=1
∣∣t′j − t j∣∣ · sup
t˜∈(t j ,t′j)
∣∣F jik(t˜)∣∣ α1 J0. (15)
We now write∥∥N(t′)Φ(t′)− N(t)Φ(t)∥∥l2  ∥∥N(t′)(Φ(t′)− Φ(t))∥∥l2 + ∥∥(N(t′)− N(t))Φ(t)∥∥l2 .
Using inequalities (13) and (14), the ﬁrst term is bounded above by:∥∥N(t′)(Φ(t′)− Φ(t))∥∥2l2  K J20 ·maxNij(t)2 ·max (Φ(t′i)− Φ(ti))2  (K J20α21∥∥Φ ′∥∥2∞)2.
The second term is bounded in the same way with (13) and (15):∥∥(N(t′)− N(t))Φ(t)∥∥2l2  K J20 ·max(Nij(t′)− Nij(t))2 ·maxΦ(ti)2  (K J40α21‖Φ‖2∞)2.
Altogether, we proved that∥∥N(t′)Φ(t′)− N(t)Φ(t)∥∥l2  α ·  with α := √K J0α1
√∥∥Φ ′∥∥2∞ + J20‖Φ‖2∞. 
6.3. Numerical results
We have implemented the method described above with the following parameters. We took f (t) =∑Kk=1 ckλ(t − k) with
K = 50, λ the cardinal spline of order 3, and ck are chosen uniformly at random in [−1,1]. Then, we normalized f (t) so
that ‖ f ‖∞ = 1. We encode such a signal with the Crossing-TEM CT Φ with:
Φ(t) = α · cos(2πt),
with α = 1.1. It is easy to check that this TEM is 1-dense, and therefore is invertible according to [2]. The crossing times
(t˜1, . . . , t˜ J ) are then recorded with a quantization error  . From those points, we calculate the matrix M with elements
Mik = λ(t˜i − k), and the vector f˜ = (Φ(t˜1), . . . ,Φ(t˜n)), and we recover c˜ = (c˜1, . . . , c˜K ) with c˜ = M† f˜. We then have the
reconstructed signal f˜ (t) =∑Kk=1 c˜kλ(t − k). We then recorded the L2 error between f and f˜ for various f . In Fig. 2, we
plotted the mean and the 95% conﬁdence interval of the L2 error for 1000 different signals f (t), with respect to the l2 norm
of {t˜n − tn}n=1,..., J0 . We recall that because the number of samples is ﬁnite, this l2 error is equivalent to the l∞ error. The
choice of the l2 quantization error leads to a linear behavior. Therefore, the L2 error of the signals with respect to the l∞
quantization error of the time locations is sub-linear, as Theorem 3 stated.
7. Future work
The tools we used to prove the invertibility of dense C-TEMs are the following facts: V 2(λ) is an RKHS, there exists an
orthogonal projection onto this space, we can use Wirtinger’s inequality on this space, and ﬁnally, there is an inequality of
the form:
∀ f ∈ V 2(λ), ∥∥ f ′∥∥L2  C‖ f ‖L2
saying that the map:
D : V 2(λ) ⊂ H1 → L2
f → f ′
is continuous. Therefore, similar results may be derived on a space F where those requirements are satisﬁed. We have the
general
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Theorem 4. If F is a closed subspace of H1 such that the norms ‖.‖H1 and ‖.‖L2 are equivalent on F , i.e. there exists a constant C such
that:
∀ f ∈ F , ∥∥ f ′∥∥L2  C · ‖ f ‖L2 ,
then, every C-TEM (and IF-TEM) which is T -dense, with T < τ := π/C, is invertible.
Proof. Because F ⊂ H1 ⊂ L2 is closed, we already have the existence of an orthogonal projector on F . We can use
Wirtinger’s inequality for F ∈ L2. Finally, F is an RKHS because H1 is an RKHS for its norm (with kernel Kt(u) = e−|t−u|/2),
and because the H1 norm and L2 norm are equivalent on F . Finally, the exact same proof of Theorem 1 and Theorem 2 can
be derived, which gives the result. 
Therefore, our result about TEMs on SISS can probably be extended in this direction. However, while it is easy to show
that V 2(λ) satisﬁes the conditions of Theorem 4, it may be more diﬃcult to extend it to some other cases. Moreover, the
case of SISS allowed us to deduce the algorithms for this case.
Another direction to look at for future work is the behavior of the error. While we showed that the error is sub-linear in
the l∞ quantization error, we noticed that this error appears to be actually linear in the l2 quantization error. We could not
prove this fact, nor could we give an explicit bound of the decay of the error.
A ﬁnal direction, and probably the most diﬃcult one is the following remark. If λ has ﬁnite support [0, S], then all the
elements of the matrix M are zero, except on a large diagonal, and the matrix M is left-invertible. Suppose that the TEM
has sampled J times during the interval [k1,k2], then the value of the function on this interval depends on K = k2 − k1 + S
coeﬃcients. In particular, if the TEM has density T < 1, and if the interval is large enough, we can ensure that J  K , so that
there are more equations than coeﬃcients involved. But we cannot conclude that the sub-matrix involving those equations
and coeﬃcients is still left-invertible. Aldroubi and Gröchenig showed that it is the case for cardinal splines SISS, because
of the very special structure of those functions [2]. This would allow us to reconstruct the signal independently of the past,
and therefore provides us better algorithms for reconstruction, or bounds for the error.
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