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CHAPTER 0 
INTRODUCTION 
In practice we often encounter situations where a given 
population can be divided into several subpopulations by strat-
ification. Suppose population rr can be stratified into two sub-
populations, say rr. 
i 
(associated with parameter 8.), i = 1,2. 
i 
For example, a given human population can be divided into males 
and females. Suppose our major interest is in e1• Then our 
inference is usually based on the observations from rr1 • Are 
observations from rr2 helpful to our inference about e1? Shall 
we restrict our attention only to the observations from rr1 , or 
shall we ignore the stratification and pay attention to observa-
tions· from rr2 also? The present thesis discusses this problem 
from several different points of view. 
In Chapter 1, we discuss this problem in the case that no past 
data are available and our major interest is to find an estimator 
for e1 by using mean square error criterion. We consider a 
sample of fixed size n for estimating e1• We demonstrate 
that in both Bernoulli and Poisson populations, where mean and 
variance are related, sometimes we can find a better estimator 
for e1 by ignoring stratifications when we take the sample. 
That is, n observations from rr1 and rr2 pooled together are 
sometimes better than n observations from rr1 • However, for 
the case of constant variance we don't gain by ignoring strati-
fications when we take the sample. The reason is that when mean 
- 2 -
is related to variance there is a trade off between bias introduced 
by failing to stratify and a possibly increased variance resulting 
from stratifications. 
The next question is what we shall do when we have past data 
at our disposal. In this case "ignoring stratifications" is 
equivalent to "pooling of data". It is well known that sometimes 
we can find a better estimator for el by pooling data from rrl 
with data from rr2 , since pooling of data will provide us with 
more observations. The problem of pooling data has been discussed 
quite extensively in the literature. Earlier work applies the 
method of preliminary tests of significance to the problem of pooling 
data. Suppose we make a preliminary test of the hypothesis that 
81 = e2 • If we accept the hypothesis, we pool the data; otherwise, 
we don't pool the data. 
The idea of "ignoring stratifications" is related to the problem 
of choice of a regr~ssion prediction model. In standard regression 
models wher~ the distribution of a dependent variab~e Y depends 
on several independent variables Xi it is well known that the 
mean square error of a predicted future observation may be smaller 
when it is based on a "deleted model" {with some of the x1 deleted) 
than when the full-model predictor is used. 
In Chapter 2, we briefly discuss literature on preliminary 
tests of significance. We also briefly discuss the problem of 
·choosing a regression prediction model. The relationship between 
these two problems is established in the sense that the always-
pooled, the never-pooled and the sometimes-pooled estimators 
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correspond respectively to what we call the deleted-model, the full-
model and the conditional predictors. 
In Chapter 3, under the situation of availability of past 
data, we propose a pooling rule different from the one based on 
a preliminary test. In the case of two binomial populations we 
propose a sometimes-pooled estimator based on a linearly approxi-
mated pooling region. We carry out a numerical study to compare 
the performance of this estimator to that of the sometimes-pooled 
estimator using a preliminary test (in the Kale-Bancroft (1967) 
sense). The numerical results indicate that when the difference 
of two parameters is large the sometimes-pooled estimator based 
on the linearly approximated pooling region has a better performance 
as measured by mean square error. We also briefly discuss the 
properties of the always-pooled, the never-pooled and the sometimes-
pooled estimators in normal and Poisson cases. 
In Chapter 4, under the situation of availability of past 
data we introduce a new concept that puts the always-pooled, the 
never-pooled and the sometimes-pooled estimators into "action". 
We introduce the idea of treatment decision rule in connection 
with a pooling decision rule. We define the always-pool, the 
never-pool and the sometimes-pool treatment decision rules accord-
ing to the corresponding estimators being used. We find that the 
pooling of data is irrelevant in this framework in the sense that 
the sometimes-pool treatment decision rule and the never-pool 
treatment decision rule always make the same treatment decision. 
- 4 -
This result holds in the following cases: 
two binomial populations and two treatments, arcsine square 
root transformation, two binomial populations and s treatments, 
two r-variate multinomial populations and two treatments and 
predictions in two normal populations. 
In Chapter 5, we generalize this result in the three popula-
tions case. 
In Chapter 6, we also discuss the problem of choosing a 
regression prediction model in a similar fashion when we discretize 
the problem. When we discretize the regression prediction problem, 
in the case of equal losses the deletion of independent variables 
is irrelevant in the sense that the full-model prediction decision 
rule and the sometimes deleted-model prediction decision rule always 
make the same prediction decision. In the case of unequal losses 
a necessary and sufficient condition for which the sometimes 
deleted-model prediction decision rule to be "better" than the 
full-model prediction decision rule is derived. 
In Chapter 7, we still assume the availability of past data. 
We consider a standard Bayesian approach with our prior knowledge 
of parameters expressed in probabilistic form. In normal and 
regression cases we derive a necessary and sufficient condition 
for the Bayes risk associated with the always-pooled estimator 
{the deleted-model predictor) to be less than the Bayes risk assoc-
iated with the never-pooled estimator {the full-model predictor). 
The Bayes estimators are found in normal, binomial and Poisson cases. 
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The Bayes predictor is also found in the regression case. Again, 
the relationship between the problem of pooling data and the 
problem of choosing a regression prediction model is established. 
In binomial and Poisson cases, even under the assumption of 
independent priors, a linear combination of the never-pooled and 
the always-pooled estimators is a "better" estimator than the 
never-pooled, although not the best. 
- 6 -
CHAPTER I 
THE PROBLEM OF ESTIMATION IN A STRATIFIED POPULATION 
WHEN PAST DATA ARE NOT AVAILABLE 
1.1 Introduction. 
In practice we often have situations that a given population 
can be divided into several subpopulations by stratifications. For 
example, a given human population can be divided into four subpop-
ulations, say young men, young women, old men and old women, by two 
stratifications, namely age and sex. Suppose that subpopulation i 
is associated with parameter p .• For example, the old male subpop-
1. 
ulation is associated with a Bernoulli random variable Y., where 
1 
Yi= 1 with probability pi if he is sick; and Y. = 0 with 
l. 
probability 1 - p. 
1. 
if he is healthy. Our problem is to estimate 
pi when no past data are available. We take a sample of n observ-
ations to estimate p .• 
1 
We consider different sampling procedures, which depend on 
whether or not we ignore stratifications. We can take n observa-
tions from the subpopulation i which is associated with the 
parameter of interest. Or we can ignore one stratification and take 
n observations randomly from all the subpopulations associated with 
this stratification. Or we can ignore more stratifications and take 
n observations randomly from the subpopulations associated with these 
ignored stratifications. We demonstrate that sometimes we can gain 
more by ignoring stratifications when we take the sample. 
Among different sampling procedures we look for the best one 
according to a certain criterion. The two criteria that we will 
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consider are "mean square error" and "expected penalty". It turns 
out that both criteria yield the same result. Also we have three 
assumptions concerning sample sizes from each sub~opulation, namely, 
(i) uniform discrete distribution on a simplex space, (ii) multi-
nomial distribution with parameters uniformly distributed on a simplex 
space, (iii) multinomial distribution with equal probabilities. It 
turns out that {i) and {ii) give the same result. Fornrulas are 
derived according to a certain sampling assumption and a certain 
criterion to tell us which sampling procedure is the best. The Bernoulli, 
the Poisson and the constant variance cases are discussed separately. 
Section 1.2 gives us some general theorems and a lemma which will 
be useful in our later discussions. Section 1.3 discusses the case 
that a given population is divided into two subpopulations by one 
stratification. Section 1.4 discusses the case that a given population 
is divided into four subpopulations by two stratifications and para-
meters are under "additive" restrictions. Section 1.5 discusses the 
same case but without "additive" restrictions. 
To estimate the mean associated with a certain subpopulation, 
we demonstrate that in both Bernoulli and Poisson cases we can 
sometimes gain by ignoring one or two stratifications when we take 
the sample. We note that in both cases the variance is related to 
the mean. But in the constant variance case, where mean and variance 
are not related, we can never gain by ignoring either one or both 
stratifications. Normal distributions furnish an example. 
- 8 -
1.2. Some useful theorems. 
The following theorems and lemma will be needed in our later 
discussions. 
Definition 2.1. We say that at-variate (t ~ 2) integer random 
variable (n1 ,n2 , ... ,nt) has a uniform discrete distribution on a 
simplex space if it satisfies the equation 6 n. = n, where n is 
1. 
a fixed integer and each solution of the equation has the same prob-
ability. 
Theorem 2.1. Suppose that at-variate (t ~ 2) integer random 
variable (n., i = 1,2, ••• ,t) has a uniform discrete distribution 
l. 
on a simplex space. Then 
E(n.) = n/t, 
l. 
for all i, (i) 
(ii) 
(iii) 
Var(n.) = [(t-l)n2 + t(t-l)n]/[t2 (t+l)], 
l. 
for all i, 
Cov(n.,n.) = (-n2 -tn)/(t2 (t+l)], 
l. J 
Proof: See Appendix A. 
for all 
Theorem 2.2. Let {n., i = 1,2, ••• ,t) be distributed as the t-1 
1. 
variate multinomial distribution with parameters {n; qi, i = 1,2, ••• ,t), 
i.e., 
where n. c!: 0, ~ n. = n, 0 < q. < 1, 
1. 1. 1. 
E q. = 1. Assume that the 
1. 
prior distribution of (q., i = 1,2, ••• ,t) 
1. 
is uniform· on the simplex 
( q . > 0, ~ q. = 1) • Then 
1. 1. 
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(i) 
(ii) 
E(n.), Var(ni) and Cov(n.,n.) 
1. 1. J are as stated in Theorem 2.1., 
The 1st and the 2nd moments of n. 's 
1. 
under the above 
assumptions are the same as they are un~er assumptions in 
Theorem 2.1. 
Proof: See Appendix A. 
Theorem 2.3. Suppose Yij are independent Bernoulli random variables 
with parameter p., i.e., Y •• = 1 with probability p.; 
1. 1.J l. 
rl n. 
with probability 1-p.. Let X = Li. 1 'E.
1
1 Y1 ., where 1. ~ ~ J 
Y .. = O, 
1.J 
(n., i = 1,2, ••• ,t) 
1. 
is at-variate integer random variable with a uniform discrete distribu-
tion on a simplex space (as defined in Definition 2.1). Then 
(i) EX = n(~ p. )/t, 
1 
(ii) Var X = n~ p. )/t + {[(t-l)n2 -2tn]0: p~)-2(n2 +tn-)~.<.p.p.))/[t2 (t+l)]. 
l. l. l.J1J 
Proof: See Appendix A. 
Theorem 2 .3'. Suppose Yij N Poisson (Ai). ni Let X = ~ l °E. l Yi · , l.= J= J 
where (n., i = 1,2, ••• ,t) is at-variate integer random variable 
l. 
with a uniform discrete distribution on a simplex space (as defined in 
Definition 2.1) and Yij's are independent. Then 
(i) EX = n~ A1)/t, 
(ii) VarX = n (L' 1. ) / t + [ ( n+t )( t-1) nOJ A 21 ) - 2 { n2 +tn )(°E 1 1 ) ] / l. i<j i j 
[t2 {t+l)] • 
Proof: Similar to the proof of Theorem 2.3. 
Theorem 2.3''. Suppose 
mean µ,i and variance 
- 10 -
Y .• 
1.J 
has an arbitrary distribution with 
~ ~ni 
X = L-J. 1 u. 1 y .. ' 
l.= J= l.J 
cr2. Let where 
(n., i = 1,2, ••• ,t) is at-variate integer random variable with 
1. 
a uniform discrete distribution on a simplex space (as defined in 
Definition 2.1) and Y .. 's are independent. Then 
l.J 
( i) EX = n ~ µ,. ) / t , 
l. 
(ii) VarX = no2 + [(n+t)(t-l)n{L µ.~)-2(n2 +tn)~.<.µ..µ..)]/[t 2 (t+l)]. 
1. l.Jl.J 
Proof: Similar to the proof of Theorem 2.3. 
Theorem 2.4. 
with parameter 
Suppose 
p .• 
l. 
Y .. are independent Bernoulli random variables 
1.J ~ n. 
Let X = Li. 1 L.
1
1 Yi., where n 's are random l.= J= J i 
--· 
' 
I I 
·i..,J 
-
j. • 
variables distributed as multinomial with parameters (n; qi, i = 1,2, ••• ,t). ~ 
Then 
(i) 
(ii) VarX = n ~ q. p . ( 1-q . p . ) - 2n ~-<. q . q . p . p .• 
1. 1. 1. 1. 1. J 1. J 1. J 
Proof: Similar to the proof of Theorem 2.3. 
Corollary 2.1. In addition to the assumptions in. Theorem 2.4, we 
assume that the prior distribution of (q., i = 1,2, ••• ,t) 
1. 
is uniform 
on the simplex (q. > O, ~ q. = 1). Then EX and VarX are the same 
1. 1. 
as stated in Theorem 2.3. 
Proof: See Appendix A. 
rl ni 
Remark: Let X = ~i=l ~j=l Yij' where Yij's .are independent Bernoulli 
random variables and n. 's are random variables. The 1st and the 2nd 
1. 
moments of X (or the mean and the variance of X) under the assump-
tion that (n., i = 1,2, ••• ,t) has a uniform discrete distribution 
1. 
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on a simplex space !E! the~~ those of X under the assumption 
that are multinomial with parameters uniformly distributed 
on the simplex space. Actually, this striking fact is a consequence 
of Theorem 2.2. This fact makes it possible to conclude in later 
discussions that two different sampling assumptions will yield the 
same result. 
Corollary 2.2. In addition to the assumptions in Theorem 2.4, we 
assume that q. = 1/t, for all i. Then 
1. 
(i) EX = n~ p. )/t, 
l. 
(ii) VarX = n~pi)/t - [n~p~) + 2n{L!.<.p.p.)]/t2 • 
1. 1. J 1. J 
Proof: It follows directly from Theorem 2.4. 
Theorem 2.4:· Suppose Yij NPoisson (1i). 
~ n. 
Let X = LJ. l ~- 1.l YiJ", 
1= J= 
where are random variables distributed as multinomial with 
parameters {n; qi, i = 1,2, ••• ,t) and Yij's are independent. Then 
(i) EX= n ~ qi1i, 
(ii) VarX = n['E qi ).i +~:\~qi (1-q1) - 2 ~i<j).i 1j qi qj]. 
Proof: Similar to the proof of Theorem 2.3. 
I Corollary 2.1. In addition to the assumptions in Theorem 2.4', we 
assume that the prior distribution of (q., i = 1,2, ••• ,t) is 
]. 
uniform on the simplex (qi > 0, ~ qi = 1). Then EX and VarX 
are the same as stated in.Theorem 2.3 1 • 
Proof: Similar to the proof of Corollary 2.1. 
- 12 -
Corollary I') ,..,, Co. C. • In addition to the assumptions in Theorem 2.4', 
we assume that q. = 1/t, for all i. Then 
l. 
EX = n (~ 1'.. ) / t, 
1. 
{i) 
(ii) VarX = n{'E L )/t + [n(t-1)(µ )~~) 
1. 1. 2n~·<· "-.1'..)]/t
2
• 
1. J l. J 
Proof: It follows directly from Theorem 2.4'. 
Theorem 2.4''. Suppose 
and variance cr2. 
y .. 
l.J 
has an arbitrary distribution with mean 
~ n. 
Let X = Li. l °E. 1.l Y .. , 
l.= J= l.J 
where n 's 
i 
are random 
variables distributed as nrultinomial with parameters (n; qi, i = 1,2, ••• t) 
and Y •• 's are independent. Then 
l.J 
(i) EX = n ~ q. µ,., 
l. 1. 
(ii) VarX = n[a2 + ~ µ~ 
l. 
q. (1-q.) 
l. 1. - 2 ~-<· 1. J µ.µ,. q.q.]. 1. J l. J 
Proof: Similar to the proof of Theorem 2.3. 
Corollary 2.1''. In addition to the assumptions in Theorem 2.4'', 
we assume that the prior distribution of (q., i = 1,2, ••• ,t) is 
l. 
uniform on the simplex (q. > 0, ~ q, = 1). Then EX and VarX 
1. 1. 
are the same as stated in Theorem 2.3 1 '. 
Proof: Similar to the proof of Corollary 2.1. 
Corollary 2 .2''. In addition to the assumptions in Theorem 2 .4'', 
we assume that q. = 1/t, for all i. Then 
1. 
{i) EX = n~ µ,1 )/t, 
(ii) VarX = no2 + [ n ( t-1) ~ µ,~) - 2n~. < . µ. µ, . ) ] / t 2 • 
1. l. J 1. J 
Proof: It follows directly from Theorem 2.4''. 
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,,. 
.Lemma 2.1. Let p., i = 1,2 be the estimators of p. Then 
]. 
Remark: Lemma 2.1 will make us able to conclude in later discussions 
that in the Bernoulli case two criteria, namely "mean square error" 
and "expected penalty", always yield the same result. 
1.3. 1 X 2 case. 
1.3.1. Bernoulli case. 
Suppose a given population can be divided into two subpopulations, 
say A and A, by a certain stratification. Suppose each subpopulation 
is associated with a Bernoulli random variable with a parameter as 
indicated respectively in Table 3.1 and Table 3.2. 
A A 
ylj I y2j 
Table 3.1 
We define 
{ 
ylj = 1, 
= O, 
and 
t 
y2j = 1, 
= o,. 
A A 
p p+'r 
Table 3.2 
with probability p 
with probability 1-p 
with probability p+'r 
with probability 1-p-'r. 
We want to estimate p when no past data are available. We have 
to take a sample of n observations to estimate p. We have the 
- 14 -
following two different sampling procedures, depending on if we ignore 
the stratification or not. 
Sampling procedure 1. Consider stratification. We take n observations 
(Ylj' j = 1,2, ••• ,n) randomly from the subpopulation A. Let 
;1 = ~=1 ylj/n 
be an estimator of p. 
Sampling procedure 2. Ignore stratification. We take n observations 
randomly from both subpopulations A and A. Let the n observations 
be denoted by Y . . , j = 1,2, ••• ,n., l.J ]. 
A ~ ni 
P2 = LJ-; 1 ~- 1 y . ./ n 
l.= J= 1.J 
be an estimator of p. 
i = 1,2, Let 
We want to know when p2 is better than p1 , and vice versa. 
The two criteria that we will consider are as follows: 
Criterion 1. Mean square error (M.S.E.). 
of p. Then 
A 
Let p. be an estimator 
.l. 
Criterion 2. Expected penalty {E.P.). 
Then we define that 
A 
Let p. be an estimator of p. 
1. 
penalty= 
Then 
A A A A '1l 
E.P. (p.) = E(p.)2 (1-p) + E(l-p1)
2 p = Ep~ - 2pEpi + p. 
l. 1. l. 
I 
I I 
\ ( 
-. 
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I I 
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.. 
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By Lenma 2.1, it is easy to see that 
If we take n observations randomly from t· subpopulations 
(in this particular case, t = 2) in such a manner that n. is from 
l. 
the ith subpopulation and ~=l ni = n, it is clear that ni is 
a random variable. We have the following assumptions concerning the 
distribution of n .• 
l. 
Assumption 1. Uniform discrete distribution on a simplex space {as 
defined in Definition 2.1). 
Assumption 2. Multinomial distribution with parameters uniformly 
distributed on a simplex space. 
Assumption 3. Multinomial distributions with equal probabilities. 
Because of Corollary 2.1, we will get the same M.S.E.{pi), i = 1,2, 
either under Assumption 1 or 2. 
Now under Assumption 1 or 2, we apply Corol~ary 2.1 to compute 
A 
M.S.E.(pi); and we get 
(i) M.s.E.(p1) = p{l-p)/n, 
{ii) M.s.E.(p2) = p(l-p)/n + T(2nT - 2T - 6p+3)/(6n). 
,. 
Therefore, under Criterion 1 or 2 and Assumption 1 or 2, is better 
than ; 1 (in the sense that M.S.E.(p2 ) < M.S.E.(p1)) if and only 
if either (i) 0 < T < 3(p - ½)/(n-1) and p > ½ or (ii). 
3(p-½)/(n-1) < T < 0 and p < ½. 
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Next, under Assumption 3, we can apply Corollary 2.2 to compute 
M.S.E.(~1); and we get 
(i) M.S.E.(p1) = p(l-p)/n, 
(ii) M.s.E. (p,...) = p(l-p)/n + -r[n-r--r-4p+2]/(4n) • 
C. 
A 
Consequently, under Criterion 1 or 2 and Assumption 3, p2 is better 
than p1 (in the sense that M.S.E.(p2) < M.S.E.(p1)) if and only if 
efther {i) 0 < 'T' < 4(p-½)/(n-1) and p > ½ or (ii) 4(p-½)l(n-1) < '1" < 0 
and p < ½. 
1.3.2. Poisson case. 
Next, we consider the case that each subpopulation is associated 
with a Poisson random variable with a parameter as indicated respect-
ively in Talbe 3.3 and Table 3.4. 
A A A A 
Table 3.3 Table 3.4 -
That is, Ylj,..,,, Poisson (l). and Y2 j N Poisson (l+T). 
Our problem is to estimate A when no past data are available. 
We have to take a sample of n observations to estimate A. Con-
sequently, we have two estimators for l, namely, 
~l = ~=l Y1j/n (under Sampling procedure 1) 
A ~ Qi 
12 = l.J-: 1 ~- 1 Y . .In (under Sampling procedure 2). 1= J= 1J 
Again, we want to know when i2 is better than ~l according to a 
. ,. 
r 
-: ( 
w 
-i 
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r- .... 
I I 
-! 
--
J 
,.1 • 
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certain criterion. In the Poisson case it is meaningful to consider 
only Criterion 1. 
Under Assumption 1 or 2 we can apply Corollary 2.1' to compute 
,. 
M.S.E.(1.); and we get 
:L 
,. 
{i) M.s.E.(11) = 1/n, 
,. 
(ii) M.s.E.(12) = 1/n + 'r(2n'r + 'r + 3)/(6n). 
It follows that under Assumption 1 or 2, M.s.E.(t2 ) < M.s.E.(~1 ) 
if and only if -3/(2n + 1) < 'r < O. 
Similarly, under Assumption 3, we can apply Corollary 2.2 1 to 
,. 
compute M.S.E.(li}; and we get 
(i) M.S.E.(l1 ) = 1/n, 
(ii) M.s.E.(~2) = 1/n + T(n'r + 'r + 2)/(4n). 
It follows that under Assumption 3, M.S.E.(i2 ) < M.S.E.(t1 ) if and 
only if -2/(n+l) < 'r < o. 
We note that under either assumption, the ne~essary and sufficient 
condition for M.S.E.(i2 ) < M.S.E.(t1) does not involve X. 
1.3.3. Constant variance case. 
Finally, we consider the case that each subpopulation is assoc~ 
iated with a random variable Y .. (indicated in Table 3.5) having an 
l.J 
arbitrary distribution. Its mean is indicated in Table 3.p. 
A A A A 
µ, µ,+'r 
Table 3.5 Table 3.6 
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We assume that Var(Y .. ) = if?., for all i and j. 
l.J 
Again, our problem is to estimate µ when no past data are 
available. We have to take a sample of n observationsto estimate 
µ. We have two estimators for µ, namely, 
~l = ~=l Y1j/n {under Sampling procedure 1) 
,. -2 n. 
~2 = LJ. 1 :B.
1
1 Y . .In {under Sampling procedure 2). l.= J= 1.J 
,. 
We want to know when is better than µ1 according to Criterion 1. 
In this case, it is meaningful to consider only Criterion 1. 
Under Assumption 1 or 2, we can apply Corollary 2.1'' to get 
,. 
(i) M.S.E.{µ1) = cr2/n, 
(ii} MoS.E. {~2 ) = [fu2 + (2n+l)'f"2]/(6n). 
Under Assumption 3, we can apply Corollary 2.2 11 to get 
,. 
(i) M.S.E.(µ1) = cr2/n, 
(ii) M.S.E.(~2) = [4o-2 + (n+l)'f"2]/(4n). 
,. ,. 
Under either assumption, M.S.E.(µ1) ~ M.S.E.(µ2). In other 
words, in the constant variance case, we don't gain by ignoring 
stratification. Normal distributions furnish an example. 
1.4. 2 X 2 additive case. 
1.4.1. Bernoulli case. 
Suppose a given population can be divided into four sub-
populations, say AB, AB, AB and AB, by two stratifications. 
Suppose each subpopulation is associated with a Bernoulli random 
,. .. 
C, 
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variable with parameter 
A A 
B ylj y3j 
B y2j y4j 
Table 4.1 
We define that 
p .. 
1J 
{ 
ylj = 1, 
= o, 
as indicated in Table 4.1 and Table 4.2. 
A A 
B pll P21 
B P12 P22 
Table 4.2 
with probability p11 
with probability l-p11 • 
Similarly defined for other Y .. 's. We assume that pi. 's are 
1J J 
under "additive" restrictions, namely (i) P21-P11 = P22-P12 = T, 
{ii) p12-p11 = p22-p21 = a. We can rewrite Table 4.2 as follows: 
A A 
B p p+T 
B p+f; p+f;+T 
Table 4.3 
We want to estimate p when no past data are available. We 
have to take a sample of n observations to estimate p. We have 
the following three sampling procedures, which depend on the strat-
ifications we ignore. 
Sampling procedure 1. Consider both stratifications. We take n 
observations {Ylj' j = 1,2, ••• ,n) randomly the subpopulation AB. Let 
P1 = ~=1 Y1j 10 
be an estimator of p. 
- 20 -
Sampling proce<lure 2. Ignore one stratification. Without loss of 
generality, assume that we ignore B stratification. We take n 
observations randomly from subpopulations AB and AB. Let the 11 
observations be denoted by Y .. , j = 1,2, ••• , n., i = 1,2, 
l.J l. 
Let ,. ~ n. 
P = i.J ~ 1. y /n 2 i=l j=l ij 
be an estimator of p. 
Sampling procedure 3. Ignore both stratifications. We take n 
observations randomly from all four subpopulations. Let the n 
observations be denoted by Y . . , j = 1,2, ••• ,n., i = 1,2,3,4, 
l.J l. 
Let 
--1+ n. P3 = ~: 1 'B. 1 1 Y · .In l.= J= l.J 
be an estimator of p. 
,.. 
We have three estimators, pi, i = 1,2,3, for p, depending on 
which sampling procedure we use. We want to know which estimator is 
the best. The two criteria that we will consider are Criterion 1 and 
2 as indicated in Section 1.3.1. Also we have the same three assump-
tions concerning the distribution of n. 
l. 
as indicated in Section 1.3.1. 
Under Assumption 1 or 2, we apply Corollary 2.1 to compute 
,. 
M.S.E.(p.); and we get 
l. 
,. 
(i) ~l = M.S.E.{p1 ) = p(l-p)/n, 
,.. 
(ii) ~2 = M.S.E.(p2 ) = p(l-p)/n + S[2n~-2S-6p+3]/{6n), 
,. 
{iii) ~
3 
= M.S.E.(p
3
) = p(l-p)/n+[{3n-3)(S2 +-r2)+(S+~)(5-10p) 
+(5-5n)S~]/(10n) • 
~ -.. 
• 
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It follows that 
(i) cpl-q,2 =-13[2nl3-2a-6p+3]/(6n), 
(4.1) (ii) cpl -cp3 = -[ {3n-3){J3
2 +,i2)+(J3+T){5-10p_)+(5-5n)a,-]/(10n), 
{iii) ~2-cp3 = {(n-l)J3
2
-T[(9n-9)T-(15-15n)a+30p-l5])/(30n). 
· Consequently, under Criterion 1 or 2 and Assumption 1 or 2, (4.1) can 
give us respectively a necessary and sufficient condition for which 
A 
pi is best, i = 1,2,3. 
Under Criterion 1 or 2 and Assumption 1. or 2, we have the following 
interesting examples and cases. 
(1) Example 1. "' If n = 30, p = 3/4, 13 = 1/1000, ,- = 1/10, then p2 
is best. 
"' (2) Example 2. If n = 30, p = 3/4, 13 = 0, ,- = 1/1000, 
is best. 
then p
3 
( 3) If '1" = 13 = 0, 
,. ,. ,. 
then M.s.E.(pl) = M.s.E.{p2) = M.S.E.(p3) as 
we expect. 
(4) As n ~ co, we note that (i) q,1 ~ 0 (ii) q,2 · ~ a~/3 . {iii) 
q,3 ~ (3/1o)(a
2 +,2)+aT/2. 
It is easy to see that {3/10)(132 +,r2)+aT/2 ~ (~+½,-)2 ~ o. Hence 
,. ,. 
p1 is a consistent estimator for p1• Also p1 is best when 
n is sufficiently large. In other words, we don't gain by 
ignoring stratifications when the sample size is sufficiently 
large. 
Under Assumption 3, we apply Corollary 2.2 to compute M.s.E.(p1); 
and we get 
- 22 -
(i) ~~ = M.S.E.(p1) = p(l-p)/n, 
{ii) cp~ = M.S.E. (p2) = p(l-p)/n + fj(nS-S-4p+2]/(4n), 
(iii) cp3 = M.S.E.(p3) = p(l-p)/n + [(n-1)(~2 +cr2)+(S+T)(2-4p) 
+ (2-2n)ST]/(4n). 
It follows that 
(i) cp{-~~ = - e[ns-e-4p+2]/(4n), 
(4.2) (ii) cp1-~3 = - [(n-1)(S2 +-r2)+(S+T)(2-4p)+(2-2n)ST]/(4n), 
(iii) cp~~3 = ~[(1-n)(T-2~)¥1-p-2]/(4n). 
Consequently, under Criterion 1 or 2 and Assumption 3, (4.2) can give 
us respectively a necessary and sufficient condition for which p. 
l. 
is best, i = 1,2,3. 
Under Criterion 1 or 2 and Assumption 3, we have the following 
interesting examples and cases. 
(1) Example 3. If n = 30, p = 3/4, e = 1/1000, T = 1/10, then 
,,. 
p
2 
is best. 
A (2) Example 4. If n = 30, p = 3/4, e = O, T = 1/1000, then p3 
is best. 
(3) If T = e = 0, 
we expect. 
(4) p1 is a consistent estimator for 
n is sufficiently large. 
is best when 
( ;' 
( I 
~ 
. ') 
; ~ 
: 
. I 
i.., 
' 
I f 
I 
) 
~ 
I I 
I I 
w 
I j 
w 
I i 
--
•• 
-
- 23 -
1.4.2. Poisson case. 
Next, we consider the case that each subpopulation is associated 
with a Poisson random variable Yij with its par~meter {under 
"additive" restrictions) as indicated by Table 4 .4 and Table 4.5. 
A X A A 
B ylj y3j B }... }...+-r 
B y2j Y4j B l+{3 1+{3+1' 
Table 4.4 Table 4.5 
That is, Ylj NPoisson (l). Similarly defined for other Ykj's. 
Our problem is to estimate A when no past data are available. 
We have to take a sample of n observations to estimate 1. We have 
three estimators for }... as follows: 
A n 
11 = Lj=l Y1j/n (under Sampling procedure 1) 
A -2 '5:ni ( ) 12 = l.J~ 1 ~- 1 Yi ./n under Sampling procedure 2 1.= J= J 
4 n. i3 = 1:i=l ~j~l Y ij /n ( under Sampling procedure 3). 
We want to know which estimator is best according to Criterion 1 {in-
dicated in Section 1.3.l). 
Under Assumption 1 or 2, we apply Corollary 2.1' to compute 
A 
M.S.E.(l.); and we get 
i 
A 
(i) ~l = M.S.E.(}...1) = }.../n, 
(ii) ~2 = M.S.E.(X2) = 1/n + a(2na+a+3)/(6n), 
(iii) ~3 = M.s.E.(~3) = 1/n + [(3n+2)(S2 +T2)+5nST+5(S+-r)]/(10n). 
- 24 -
. It follows that 
(i) ~ -~ = - e{2ns+e+3)/{6n), 1 2 
. . . . . ; ~ \. 
(4.3) (ii) ~1-q,3 = - [(3n+2)(S
2 +-r2)+5nST+5(S+T)]/(10n), 
(iii) ~2-~3 = [(n-1)~
2
-{9n+6)~-15T(nS+l)]/(30n). 
We note that the three equations in (4.3) do not involve A. Con-
sequently, under Criterion 1 and Assumption 1 or 2, (4.3) can give 
,,. 
us respectively a necessary and sufficient condition for which Ai 
is best, i = 1,2,3. 
Under Criterion 1 and Assumption 1 or 2, we have the following 
interesting examples and cases. 
,,. 
(1) Example 1. If n = 5, r, = -1/5, 'l" = 10, then A2 is best. 
,,. 
(2) Example 2. If n = 5, S = -1/5, 'l" = O, then A3 is best. 
(3) If -r = S = 0, then M.S.E.(~1) = M.S.E.(~2 ) = M.S.E.(i3) as 
we expect. 
(4) As n -+ oo, we note that (i} cp1 -+ 0 {ii) q,2.-+ S
2 /3 {iii} 
cp3 -+ (3/10 ){S
2 +~ )+a T/2 • 
It is easy to see that (3/1o)(r,2+i2)+S-r/2 ~ (is + }T)2 ~ O. 
A A 
Hence Al is a consistent estimator for A1• Also Al is best 
when n is sufficiently large. In other words, we don't gain by 
ignoring stratifications when the sample size is- sufficiently large. 
A 
Under Assumption 3, we apply Corollary 2.2 1 to compute M.S.E.(Ai); 
and we get 
" (i) cpi = M.S.E.(A1) = A/n, 
,. 11· 
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,. 
(ii) ~' = M.S.E.(A) = A/n + S(nS+S+2)/(4n), 
2 2 
{iii) ~3 = M.S.E.(X3) = A/n + [(n+l){S2 +-r2)+2nST+2{S+T)]/(4n). 
It follows that 
{i) ~i-~; = - f3(nf3 + f3 + 2)/{4n), 
(4.4) {ii) ~i-cp3 = - [{n+l)(f32 +-r2)+2nf3T+2(f3+T)]/(4n), 
(iii) ~·-~· = - T[(n+l)T+2nf3+2]/(4n). 2 3 
Again, we note that the three equations in (4.4) do not involve 1. 
Under Criterion 1 and Assumption 3, (4.4) can give us respectively 
,. 
a necessary and sufficient condition for which Ai is best, i = 1,2,3. 
Under Criterion 1 and Assumption 3, we have the following inter-
esting examples and cases. 
(1) f3 = -1/5, ,. Example 3. If n = 5, T = 10, then \~ is best. 
A ,. (2) Example 4. If n = 5, f3 = -1/5, T = 0, then A2 and A 3 
,. 
are equally good and better than 11• 
A A A 
(3) If T = f3 = o, then M.s.E.(Al) = M.s.E.(A2) = M.S.E.(A3) as 
we expect. 
,. ,. 
(4) Al is a consistent·estimator for A1• Also Al is best when 
n is sufficiently large. 
1.4.3. Constant variance case. 
Finally, we consider the case that each subpopulation is assoc-
iated with a random variable Yij (indicated in Table 4.6) having 
an arbitrary distribution. Its mean (under "additive" restrictions) 
is indicated in Table 4.7. 
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-A A A A 
B ylj y3j B µ µ,+T 
B Yi'"). Y4j B µ+f3 µ+S+rr· 
.:..J 
Table 4.6 Table 4.7 
We assume that Var(Y1j) = c2, for all i and j. 
Again, our problem is to estimate µ, when no past data are 
available. We have to take a sample of n observations to estimate 
u. Consequently, we have three estimators for µ as follows: 
A n 
µ,1 = ~j=l Y1j/n (under Sampling procedure 1) 
A --2 n. 
µ2 = 2,.;. 1 ~.
1
1 Y . ./n (under Sam_ pling procedure 2) l.= J= l.J 
A 4 n. 
-" "1. I ( ) 11. - LJi 1 LJ. 1 Y .. n under Sampling procedure 3. ~3 = J= 1.J 
We want to know which estimator is best according to Criterion 1 
(indicated in Section 1.3.1). 
Under Assumption 1 or 2, we apply Corollary 2.1'' to get 
,. 
(i) M.s.E.(µ1) = cr2 /n, 
{ii) M.s.E.{µ2) = [fu-2 + (2n+l)S2 ]/(6n), 
,. 
(iii) M.S.E.(µ,3) = [2aa2 + (n+4)(S
2 +,2)]/(20n) + (S/2 + T/2)2 • 
Under Assumption 3, we apply Corollary 2.2'' to get 
(i) M.S.E.(µ1) = a2/n, 
,. [4o2 + {n+l )S2 ] / (4n), {ii) M. S.E. (µ2) = 
,. 
[4c,-2 + (S2 +,2)]/{4n) + (S/2 + T/2)2 • (iii) M. S • E • ( µ,
3 
) = 
Under either assumption, M.S.E.{µ1) ~ min[M.s.E.(µ2), M.s.E.(µ3)]. 
• 1' 
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In the constant variance case, where mean and variance are not re-
lated, we don't gain by ignoring stratifications. Normal distribu-
tions furnish an example. However, in both Bernoulli and Poisson 
cases, where mean and variance are realted, sometimes we can find 
a better estimator for mean by ignoring one or both stratifications 
when we take the sample. 
1.5. 2 X 2 non-additive case. 
The formulation of problem and assumptions are exactly the 
same as in Section 1.4 except that parameters are no longer under 
"additive" restrictions. The relaxation of "additive" assumption 
will result in one more parameter entering into all the algebraic 
expressions already shown in Section 1.4. 
In the Bernoulli case we have parameters as indicated in Table 4.2. 
Let p = Pn' S ~ P12-P11' T = P21-P11 and y = (p22-pl2)-(p21-pll) • 
Without "additive" restrictions the parameters can be rewritten as 
follows: 
A A 
B p p+'T" 
fi p+{3 p..a+'r+Y 
Table 5.1 
Under Assumption 1 or 2, we can apply Corollary 2.1 to compute 
M.S.E. (pi); and we get · 
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,. ,. 
{i) M.S.E.(p1) - M.S.E.(p2) = cpl - cp2, 
(5.l) {ii) M.S.E.(p1) - M.S.E.(p3) = cpl - cp3 - cp(y), 
,. ,. . 
(iii) M.s.E.(p2 ) - M.S.E.(p3) = cp2 - cp3 - ~(y), 
where cp. - cp. is the same as indicated in (4.1) and 
l. J 
cp(y) = y[(2n-2)y - lOp + (6n-6)(~+~) + 5]/(20n). 
Under Assumption 3, we can apply Corollary 2.2 to compute 
M.S.E.(p.); and we get 
l. 
A A (i) M.S.E.(p1 ) - M.S.E.(p2 ) = cpi - cp;, 
A A 
(5.2) (ii) M.S.E.(p1) - M.S.E.(p3) = cpi - cp3 - cp'(y), 
where cp~ - cpj is the same as indicated in (4.2) and 
cp'(y) = y[(n-l)y-8p+{4n-4)(~+~)-+4]/(16n). 
Both (5.1) and (5.2) can give us a necessary and sufficient 
,.. 
condition for which p. is best, i = 1,2,3. It is easy to see that 
1 
(5.1) and (5.2) are respectively identical to (4.1) and (4.2) when 
y = o. 
In the Poisson case, without "additive" restrictions, we can re-
write the parameters in Table 4.5 as follows: 
A A 
B 
B 
Table 5.2 
Under Assumption 1 or 2, we can apply Corollary 2.1 1 to compute 
,. 
M.s.E.(A1); and we get 
I 
!;) 
i I 
.... 
.. 
I 
,-
' / 
I 
', , 
\ ! 
\ I 
--
\ I 
! 
~ 
.- . 
I 
.r' 
w ~· 
~ 
-~ 
~ 
-
-
'W 
"-
--
~ 
-
-
-
""'-
.. 
w 
~· 
--
.. 
~ 
- 29 -
,. ,. 
(i) M.S.E.(X1) - M.S.E.(X2) = ~l - ~2' 
,. ,. (5.3) (ii) M.S.E.(X1) - M.S.E.(13) = ~l - ~3 - ~(y), 
,. ,. 
(iii) M.S.E.(12) - M.S.E.(13) = ~2 - ~3 - ~(y), 
where ~- - ~- is the same as indicated in (4.3) and 
1 J 
~(y) = y[(2n+3)Y + (6n-t4)(S+T) + 5]/(20n). 
Under Assumption 3, we can apply Corollary 2.2 1 to compute 
A 
M.S.E.(Xi); and we get 
A A 
(i) M.S.E.(11) - M.S.E.(12) = ~i - ~~' 
(5.4) (ii) M.S.E.(t1) - M.S.E.(i3) = ~i - ~; - ~'(y), 
(iii) M.S.E.(~2) - M.S.E.(t3) = ~~ - ~3 - ~'(y), 
where ~i - ~j is the same as indicated in (4.4) and 
~'(y) = y[(n+3)Y + (4n-t4)(~+T) + 4]/(16n). 
Both (5.3) and (5.4) can give us a necessary and sufficient 
,. 
condition for which Ai is best, i = l,2,3. It is easy to see that 
(5.3) and (5.4) are respectively identical to (4~3) and (4.4) when 
y = O. Also we note that equations in both (5.3) and (5.4) do not 
involve l, the parameter of interest. 
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CHAPTER 2 
THE PROBLEM OF POOLING DATA AND THE PROBLEM OF 
CHOOSING A REGRESSION PREDICTION MODEL 
2.1. Introduction. 
We have demonstrated in Chapter 1 that, under thP. situation 
of no availability of past data, to estimate a certain parameter 
associated with a certain subpopulation we can sometimes gain by 
ignoring stratifications when we take the sample. The next question 
is what we shall do when we have past data at our disposal. Under 
the situation of availability of past data, "ignoring stratifications"· 
is equivalent to "pooling of data". The problems concerned with 
pooling of data have been discussed quite extensively in the liter-
ature. Also the idea of "ignoring stratifications" can be related 
to "choice of model" in regression theory. 
This chapter gives a brief introduction to "pooling of data11 
and "choice of model" and their relationship. 
In Section 2.2, we briefly survey literature in statistical 
inference using preliminary tests of significance, with special 
application to the problem of pooling data. In Section 2.3, we 
briefly discuss the problem of choosing the best regression pred-
iction model. In Section 2.4, we establish the relationship between 
the problem of pooling data and the problem of choosing the best 
regression prediction model in the sense that the always-pooled, 
the never-pooled and the sometimes-pooled estimators correspond 
respectively to what we call the deleted-model, the full-model and 
the conditional predictors. 
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2.2. A general survey of literature concerning preliminary tests 
and pooling of data. 
In many practical problems the statistician is often uncertain 
of some assumptions required to validate a desired inference pro-
cedure. The inference problem may be either testing hypotheses, 
estimation, or prediction. A lot of statistical literature so far 
has used the method of preliminary tests to ascertain the assump-
tions which are most suitable for the inference of major interest. 
Consequently, the inference of major interest is conditional on the 
outcome of the preliminary tests of significance. 
The testing hypotheses problems using preliminary tests of 
significance are mainly concerned with analysis of variance. Bozivich, 
Bancroft and Hartley (1956) and Bancroft (1964) have detailed-dis-
cussions on the method of using preliminary tests in analysis of variance. 
Suppose we are given three mean squares as follows: {i) treatment 
mean square v3 with n3 degrees of freedom, (ii) error mean square 
v2 with n2 degrees of freedom, (iii) doubtful· error mean square 
v1 with n1 degrees of freedom. We want to test H0: no treatment 
effects. We have two testing procedures as follows: (i) Never-pool 
procedure: Compare v3 with v2 by the F-test as we do in a con-
ventional way. {ii) Sometimes-pool procedure: Perform a preliminary 
test by comparing v2 against v1 by the F-test. If this turns 
out to be non-significant, then use V = {n1v1 + n2v2)/(n1 + n2 ) as 
error for comparison with v3 in the final F-test. If v2 is 
significantly different from Vl' use v2 in the final F-test. 
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As an example, suppose we have a nested model 
(2.1) y = 11. + a. + b. (.) + z .. (k) , ijk ~ :L i J 1J 
where i = 1,2, ••• ,I; j = 1,2, ••• ,J; k = 1,2, ••• ,K; a. N N(O, cr2) i a , 
bi(j) N (0, cr~) and zij(k),..., N(O, cr!)- Then the ANOVA table is 
as follows: 
Source d.f. 
--
M.S. Exp. M.s. 
A n = I-1 3 v3 er; = ~ + K~ + .n<cr! 
B:A n2 = (J-l)I v2 ~=~+~ 
Z:AB n1 = (K-l)IJ vl ~=a2-1 z 
Our major interest is to test H0:°3 =~(a!= O). Bust we suspect 
that ~ = O. So we test H0:~ = 0 first. If we accept H0:~ = O, 
we pool v2 with v1 and use it as new error mean square. If we 
reject H0 :.~ = O, we don't pool and use v2 as error mean square 
in testing Ho:°3 =~Co!= o). 
When we use the method of preliminary tests_, the testing pr.ocedure 
is as follows: Reject H0: no treatment effects if 
(2.2) l either v2 /v1 ~ F (a.) n2 ,n1 1 or v2/v1 ~ F n (a..) n2, 1 1 
and 
and 
v3/v2 ~ F n (a2) 0 3' 2 
v3/v ~ F n +n (a..) 
n3' 1 2 j , 
where V = {n1v1 + n2v2)/(n1 + n2). Let P = power of test. Then 
p = pl + P2, where 
(2.3) 
pl= p {V2/Vl ~ F (a..) 
r n2 ,n1 1 
P2 = P {v2/v1 ~ F (a..) r n2 ,n1 J. 
and 
and 
v3·/v2 ~ F n (a_)) 
n3, 2 2 
v3/v ~ F n +n (<X..)). 
n3, 1 2 j 
,-P. 
. 
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P turns out to be a function of the degrees of freedom n1 ,n2 and n3
, 
e32 = a;la~, 021 = cr~/crf, and the levels of significance c,_, ~ 
and ~· Of these 8 parameters, the degrees of ~reedom n1 ,n2 and n3 
are known; e32 and e21 are generally unknown. And generally we 
choose ~ = °:3 = 0.05. Only c,_, the level of significance of 
the preliminary test, is entirely at our disposal. The behavior of 
P is studied by Bozivich et al (1956). They indicate that for small 
e21 the sometimes-pool procedure is more powerful than the never-
pool procedure, while for large e21 the situation is reversed. 
The other inference problem involving preliminary tests of 
signficance is estimation. Bancroft (1944) has considered the prob-
lem of pooling two sample variances based on the preliminary tests. 
Suppose S~ and S~ are two independent estimators of variances 
ct and ~ respectively. We assume that °1.sf!af ""X(n
1
) and 
n2s~/~ N X{n ) • Our main interest is to estimate ct. We have 2 
three procedures to estimate ct• (i) Never-pool: Use S! always. 
(ii) Always-pool: Use {n1sf + n2s~)/{n1 + n2). (iii) Sometimes-pool: 
Use the test of significance of S~/S~ as a criterion in making the 
decision as to whether to pool the two mean squarES or not. That is, 
test sf/s~ by the F-test. If F is non-significant, use 
(n1sf + n2s~)/(n1 + n2) as the estimator of ~- If F is sig-
nificant, use sf as the estimator of of· The comparison of mean 
square errors of three procedures is studied numerically by different 
sets of parameters °i and~-2 
The other aspect of estimation problem involving preliminary 
tests of significance is concerned with the problem of pooling two 
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sample means from two independent populations (especially norm-
al) with suspected identical means. Mosteller (1948) considers the 
case of two independent normal populations with the equal known 
variance 
,., 
but unknown means and We have past data at er µ1 µ2. 
our disposal, say two random samples of equal size n from two 
populations respectively. Let yl and y2 be the two sample 
means. The main interest is to estimate µ1. We can use either 
Y1 or the pooled estimator 
can test H0 :µ1 = µ2 first. If we accept 
to estimate 
H , we use 
0 
µ1• Or we 
(Y1 + Y2 )/2 
to estimate µ1; and if we reject H0 , we use Y1• The mean 
square errors of three estimators as functions of (µ1-µ2)/{aJiT2) 
are compared with each other. Mosteller also considers the case 
that µ1-µ2 can be treated as normally distributed with mean zero 
and variance a2 a 2 • In that case he recommends using the maximum 
likelihood estimator µ1 = [Y1(1 + na2 } + Y2]/(2 + na2 ). 
Kale and Bancroft (1967) discuss the problem of pooling two 
sample means in the discrete data case. We are given two random 
samples {Ylj ,j = l,2, ••• ,n1) and (Y2j, j = l,2, ••• ,n2) from 
two discrete distributions having the same mathematical form. If 
the observed Y are transformed to X, where X = f(Y), the 
transofmed observations 
pendently N(µ.' cr2), ]. 
X •• l.J sometimes may be assumed to be inde-
i = 1,2, where is known. For ex amp le , 
if Y N Poisson (A), for large A, Jy is approximately dis-
tributed as N(JA., 1/4). If Y NBinomial (n,p), for large n, 
~ ;f'. 
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sin-1,JiTn is approximately distributed as N{sin-1.Jp, 1/(4n)). 
Thus we can reduce the problem of pooling two sample means in the 
discrete data case to the problem of pooling two sample means in 
the case of two independent normal distributions with known variances. 
Given two independent random samples of size n1 and n2 
from 
N1(µ1, a2) and N2(µ2 , a2) respectively, cr2- being known, the 
sometimes-pooled estimator of µ1 is defined as follows: 
(2.4) -* X = 
If 
if 
lx1-x2I 
lx1-x2I 
~ C C1 
a z 
< C (J ' a z 
where Xi is the sample.mean from Ni(µi, a2), a:= cr2 (1/n1 + 2/n2 ), 
anQ ca is the solution of 1-t(ca} = a/2, where I denotes the 
standard normal distribution function. Let e = M.S.E.(Xl)/M.S.E.(x*). 
The behavior of e is graphed and studied by Kale and Bancroft (1967). 
Han and Bancroft (1968) consider the case of two independent 
normal populations with same but unknown variances. Let i 1 and 
sf be the mean and_variance of a random sample of size n
1 
from N(µ,
1
, a2), i = 1,2. It is suspected that µ,1 = µ,2 • 
case, the sometimes-pooled estimator for µ,1 is defined as 
- if ftl ~ t { yl • 
-* 
a 
(2.5) y = 
(n1Yl+n2Y2)/(nl+n2), if ltl .< t ' a 
drawn 
In this 
follows: 
where t = (Y1- i 2 )/(sPJ1/n1+1/n2), s~ = [{n1-l)S~ + (n2-l)S~]/(n1+n2-2) 
and ta is the {1-a/2)th quantile of t distribution with 
n + n - 2 degrees of freedom. Let e = M.S.E.(Y1)/M.S.E.(y*). 1 2 
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The behavior of e is graphed and studied. If 
I (µ
2
-µ1 )/crl ~ )1/n1+ l/n2 , the mean square error of the always-
pooled estimator is smaller than the mean square error of either the 
sometimes-pooled or the never-pooled estimator. If 
1(µ2-µ1)/crl > Jl/n1+ l/n2 , there is no uniformly best estimator of 
those studied by Han and Bancroft (1968) in the mean square error 
sense. 
The problem of estimation involving the preliminary tests of 
significance can be stated briefly as follows: for a given signifi-
cance level we test the hypothesis that the parameters of two pop-
ulations are equal; we pool the data if we accept the hypothesis; 
we don't pool if we reject the hypothesis. For different significance 
levels we have different pooling rules. Huntsberger (1955) deals 
with this problem in more generalized terms. A weighted estimator 
for the parameter is obtained by using weights which are determined 
by the observed values of the preliminary test statistic. Suppose 
we have two independent populations with parameters e1 and 
respectively. Let ~e be the best estimators of 2 and 
e2 provided by statistical theory. If e1 = e2 , a pooled estimator 
g(0
1
, e
2
) will, in general, provide an estimator for e1 which is 
better in some sense than ~1• Our main interest is to estimate a1 • 
Let T be the statistic which the statistical theory indicates will 
provide the best test of the hypothesis R0 : e1 = e2 • We can esti-
mate e1 by 
(2.6) W(T) 
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where f(T) is a function of T only and can be called '!weighting 
function". The choice of f(T) is restricted to the class of 
single-valued functions of T which are continuous except on a 
set of measure O and which satisfy the following conditions: 
(i) 0 ~ f(T) ~ 1, for all T, (ii) f(-T) = f(T). If f(T) is 
defined as 
f(T) = · { O, 
1, 
Te A 
a 
, 
Where A and Ac th t d · t· i f are e accep ance an reJec ion reg ons or 
a a 
the test of H0:e1 = 82 with significance level= a, then W{T) 
reduces to the "sometimes-pooled" estimator which we have already 
mentioned. 
Huntsberger (1955) points out two important facts which are 
worth our attention. They are 
(2.7) 
(i) among the class of weighting functions the only un-
biased weighting function is f(T) = 1, 
{ii) there does not exist an estimator which has the un-
iform minimum mean square error. 
Therefore, "sometimes-pooled" estimator using the preliminary test 
of significance is always a biased estimator. And we can not find 
a "sometimes-pooled" estimator with a given significance level to 
be uniformly better (in the sense of mean square error) than other 
"sometimes-pooled" estimators with different significance levels. 
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2.3. The problem of choosing a regression prediction model. 
In standard linear regression models where the distribution 
of a dependent variable Y depends on several independent variables 
X. it is well known that the mean square error of a predicted 
l. 
future observation may be smaller when it is based on a "deleted 
model" (where some of the 
predictor is used. 
X. 
]. 
deleted) than when the full-model 
Suppose we have the following standard linear regression model: 
(3.1) !.. = xl ~1 + x2 ~ + !_, 
where xl and X 2 are known, E(!_) = 0 and Var(~ = o-2r. The 
least square estimator for !i and ~ in (3.1) are as follows: 
,,. 
-1 
(3.2) [ :l l=[ X?1 x;_x2 ] l:~] y • 
B x'x x~x2 ;;.e 2 1 2 
Suppose we delete the x2 independent variable •. Then 
(3.3) 
The least square estimator for ~ in (3.3) is 
(3.4) 
Suppose we have a future observation Y0 such that 
(3.5) 
where I 
~O' i = 1,2, are known, and 
is independent of e. 
-
We want to predict Y0 • We can use 
,r 
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" ,,. 
,,. 
(3.6) Yo = ~o ~1 + ~o ~ 
,,. 
to predict Y0 • 
we can use 
We will call Y the full-model predictor. 
0 
,,. ,,. 
A A (3.7) Yo= ~o !1 
,. 
,,. 
Or 
to predict y0 • We will call Y0 the deleted-model predictor. 
A 
It is a well known fact that sometimes E(Y0- Y0)
2 is less 
th!11 E(Y0- Y0)2 • A necessary and sufficient condition for which 
,,. ,,. 
E(Y0- Y0)
2 < E(Y0- Y0 )
2 is given by Anderson, Allen and Cady (1972). 
A special case was given earlier by Schneider (1970) for the model 
Yi = a + ~xi + e i • 
The equations (12) up to (15) of Toro-Vizcarrondo and Wallace 
(1968) give a necessary and sufficient condition for which the mean 
square error of any linear combination of restricted estimators is 
less than the mean square error of that of unrestricted estimators. 
A 
The deleted-model predictor Y0 is a linear combination of "res-
tricted" estimators; while the full-model predictor i 0 is a linear 
combination of unrestricted estimators. It is easy to see that 
~ 
E(Y0- Y0)
2 is equal to cr2 plus the mean square error of its 
corresponding linear combination of "restricted" estimators. Simi-
,. )2 larly, E(Y0- Y0 is equal to a2- plus the mean square error of 
its corresponding linear combination of unrestricted estimators. 
Thus the condition of Toro-Vizcan:ondoet al implies the condition 
of Anderson et al, but is not equivalent to it. 
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In order to have the present thesis self contained and to have 
some formulas to refer to later we rederive necessary and sufficient 
conditions essentially equivalent to those of Anderson et ?l (1972). 
Lemma 3.1. 
(3.8) 
where 
(3.9) 
(3.10) w = (x'x) - x'x (x'x )-1 x'x 2 2 2 1 1 1 1 2 
Proof: It is well known that 
(3.11) 
-, :r-
. 
Use (3.11) and do some straightforward algebra, we have the result. Q.E.D. 
Lennna 3.2. 
(3.12) [ 
X{Xl 
[~io= ~o1 x 'x 2 1 
x'x -l 1 2] 
x'x 2 2 
Proof: It follows directly from (3.8). 
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Lemma 3.3. 
) ( ,. ) --2 , ( , )-1 2 , -1 . (3.13 var Y0 = ~ ~10 x1x1 ~o + a ~ w ~ • 
( 4) (~) 2 , ( , )-1 3.1 Var Yo = a ~o xlxl ~o • 
Proof: From (3.2), (3.6) and (3.8), we have (3.13). From (3.4) 
and (3.7), we have (3.14). Q.E.D. 
Lemma 3.4. 
Proof: It follows directly from (3.13) and (3.14). 
Lemma 3.5. 
(3.16) 
(3.17) 
Proof: (3.16) follows from (3.2), (3.5),(3.6) and (3.8). (3.17) 
follows from (3.4), (3.5), (3.7) and (3.9). Q.E.D. 
Theorem 3.1. (This result follows i1IDDediately from Equations (3.8) 
and (3.10) of Anderson et al (1972).) 
Proof: (3.18) follows directly from {3.16) and {3.17). Q.E.D. 
Corollary 3.1. {Schneider (1970)). Suppose we have the special 
model: Yi= a+ ~Xi+ e1 , i = 1,2, ••• ,n. Let the deleted model 
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be Y . = a + e • • Then 
l. l. 
(3.19) iff ~2 ~ cr2 I L(x . -x )2 
l. 
Proof: It follows from (3.18). 
The main problem is to choose the best linear regression pre-
diction model. Anderson et al (1972) indicate the following decision 
rule to choose between the full-model predictor (3.6) and the 
deleted-model predictor (3.7). Let 
,. 
(3.20) (~ ~)
2 {n-k) W=-----------(~ w-1 ~)(s.s. E.) ' 
where s.s.E. is sum of squares for error in the usual sense. 
Under normality assumption, W ,._,,,,F{l,n-k; 1), where 
(3.21) 
It follows that (3.18) is equivalent to 
(3.22) 
We test H0:A ~ ½ against H1 :l > ½. The test is given by 
Accept HO if w s: w a 
Reject HO if W>W , a 
where W is the (1-a)th quantile of F(l,n-k; ½). Then we have 
a 
the following decision rule: 
l I 
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(3.23) 
I Use the deleted-model predictor if HO 
Use the full-model predictor if H0 
is accepted. 
is rejected. 
The decision rule here is conditional upon our P!eliminary test 
of H0:i ~ ½. However, the performance of the conditional predictor 
based on this decision rule apparently has not been studied yet. 
The comparison of two or more deleted.models directly is more 
difficult than comparing a deleted model to a full model. If we 
have k independent variables, then we have k 2 -1 deleted models 
to consider. Anderson et al (1972) suggest that we choose the 
deleted model having the smallest value of (~ ~)2 -[(~w-1~)(s.s.E.)]/(n-k). 
But this rule is based on intuition. The mathematical properties of 
this rule apparently have not been studied. 
2.4. The relationship between the problem of pooling data and the 
problem of choosing a regression prediction model. 
Suppose we have n1 observations from 
N{µ1, o-2) and n2 observations {Y2j, j = l,2, ••• ,n2) from 
N(µ
2
, a2), cr2 being unknown and two populations being independent. 
Our main interest is to estimate 
estimators for µ1: 
,.. 
We have the following two 
(4.1) {i) Never-pooled estimator µlN = ~j Y1j/n1 
,. ~ ni (ii) Always-pooled estimator µlA s:a u. 1· ~- 1 Yi./ (n1+ n2 ). l.= J= J 
We want to know which estimator is best. We attempt to discuss this 
problem in the framework of linear regression models and to find the 
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relationship between the problem of poolinF data and the problem 
of choosing the best linear regression pr6diction model. Let 
Ylj = Yj, j = l,2, ••• ,n1 (4.2) 
y2j = ynl+j' j = l,2, ••• ,n2 • 
Let 
(4.3) 
Then 
(4.4) 
Y j ,-.J N ( a + '3 , c2 ) , j = 1, 2 , ••• , n1 
y j ,,..,, N( a, a2), j = n1 + 1, ••• , n1 + n2 • 
Or equivalently, 
(4.5) 
where 
(4.6) 
1
1, 
xj = o, 
j = 1,2, ••• ,n
1 
j = n1+ 1, ••• ,n1+ n2 , 
e 1s are independently distributed as N(O, a2) • j 
Suppose we delete the X. variable. Then 
J 
(4.7) 
Let 
(4.8) 
,. 
a and a be the least square estimators for a and ~ 
in (4.5) 
~ 
a be the least square estimator for a in (4.7) • 
Then we have the following result. 
Lemna 4.1. 
(4.9) 
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Proof: (4.9) follows from (4.2), (4.5), (4.6), (4.7) and (4.8). Q.E.D. 
Suppose Y0 is a future observation and x0 = 1 such that 
(4.10) 
where e0 is independent of ej and eo N N(O, cr2). Then the full-
model and the deleted-model predictors are respectively as follows: 
(4 .11) 
We have the following result. 
Theorem 4.1. 
~ A A (4.12) E(Yo- Yo)2 < E(Yo- Yo)2 ~ E{µlA- µ1)2 < E(µlN- µ1)2 
~ 132 < cr2/ ~- (X .- X)2 • 
J J 
Froof: It is easy to see that 
(4.13) ~ k . ,. E(Yo- Yo)2 = cr2 + E(a - Q - S)2 = cr2 +.E(µlA- µ1)2 
E(Yo- Yo)2 = cr2 + E(a + ~ - 0: - 13)2 = cr2 + E(µlN- µ1)2. 
(4.12) follows directly from (3.19) and (4.13). Q.E.D. 
Remark: (4.12) tells us that the set of parameters for which the 
mean square error of the deleted-model predictor is less than that 
of the full-model predictor coincides with those parameters for 
which the mean square error of the always-pooled estimator is less 
than that of the never-pooled estimator. In this sense the always-
pooled and the never-pooled estimators coorespond respectively to 
the deleted-model and the full-model predictors. 
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Next, we would like to explore the relationship between the 
A 
sometimes-pooled estimator µls and the conditional predictor 
A(s) A 
Y0 • For any test of hypothesis H0 we define µls as follows: 
A 
µ,ls = 
(1~.14) 
where 
A I ~lN' if reject H0 : µ1 = µ2 
if accept H0 : µ1 = µ2
• 
(4.15) 
n1 n1+n 
" - " 2 yl = LJ. 1 Y./nl, y = LJ. 1 Y./n J= J 2 J=n1+ J 2 
Let 
(4.16) 
Then under H0: ~ = O, 
,. fl- y2 (4.17) t = ~ = ,..,, t{n +n -2) 1 2 
,. 
We define µls 
(4.18) 
; ,/l/n1+ 1/n2 
A 
a Ji/n1+ 1/n2 
formally as follows: 
A 
if I ti > t 
a 
if- ltl ~ t ' a 
• 
where ta is the {1-a/2)th quantile of t{n1+ n2 - 2). Then µ18 
is exactly the one being studied by Han and Bancroft (1968). 
For this particular linear regression model {as indicated in 
(4.5)), (3.20) is equivalent to 
T 
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where 
(4.20) 
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w = ~2· 
A n +n NF( 
cr2JEj!1 2(xj-X)2 l,nl+n2-2;A) 
°A= 
~2 
n +n 
2cr2 /L;_ l 2(x .-x)2 
J=l J 
Following what Anderson et al (1972) suggest (as indicated in (3.23)), 
we define the conditional predictor y~s) as follows: 
(4.21) Y(s) - { Yo, 0 - " YO, 
if w > w ' a 
if w ~ w ' ' a 
where W , is the (1-a')th quantile of F(l,n1+n -2; 1/2). Then a 2 
we have the following result. 
Theorem 4.2. 
then 
If we choose a and a' properly such that 
(4.22) E(Y~s)_ Yo)2 = a2 + E(µls- µ1)2. 
Proof: (4.18) is equivalent to 
,. 
(4.23) ,. ,. f 
µ,lN' 
µ,ls = µ,lA, 
if t 2 > t 2 
a 
If t 2 ~ t 2 a • 
we note that in this particular model (4.5), 
(4.24) 
n~ 
1/i:j!l 2(xj-X)2 = 1/nl + 1/n2 • 
t~ = wa, , 
It follows that W = t 2 • Suppose we choose a and a' properly 
such that t 2 = W ,. Let us consider 
a a 
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(4.25) E(Y0(s) - y0 )2 = E[ (Y - y )2 lw > w , ]P(w > w , ) + O O a a 
~ 
E [ (Yo- Yo)2 lw ~ wa, ]P(W ~ WQ,) 
But 
(4.26) A A E[(Yo- Yo)21w > Wa,]= E[{YO-Y0)2lt2 > t~] 
A A 
= E [ ( a + f3 - a - f3 - e O) 
2 I t 2 > t~ 
,. ,. ,. ,. 
= E [ (a + f3 - CX - f3 )2 + e~-2eo(a + f3 - a - f3) I t 2 > t~] • 
,. ,. 
Since e0 is independent of a, f3 and t, (4.26) is equivalent to 
(4.27) E[(Y0-Y0)2 lw > wcx,l= cr2 + E[(;1N-µ1)2 lt2 > t~] • 
Similarly, 
~ ,. 
E[(Yo-Yo)21w ~ Wa,]= cr2 + E[(µIA-µ1)21t2 ~ t~] • (4.28) 
From (4.25), (4.27) and (4.28), we have 
(4.29) _ E(Y~s)_ Y0 )2 = {cr2 + E[(;1N- ~1)2 lt2 > t~])P(t2 > t~ + 
{cr2 + E[(µlA- µ1)21t2 ~. t~])P(t2 ~ t~) 
2 ,. )2 
= cr + E(µ18- µ1 • Q.E.D. 
Remarks: (i) Toro-Vizcarrondo et al (1968) point out that a= 0.01 
is equivalent to a'= 0.05; a= 0.03 is equivalent to a'= 0.10. 
(ii) Once we know the behavior of E(µ15-~) 2 , we know the behavior 
,.(s) ,. 
of E(Y0 -Y0)
2
• The behavior of E(µ18 -µ1)2 has been studied in 
detail by Han and Bancroft (1968). 
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CHAPTER 3 
THE PROBLEM OF POOLING DATA IN THE TWO POPULATIONS 
CASE (USING A MEAN SQUARE ERROR CRITERION) 
3.1. Introduction. 
In Chapter 2, we have mentioned that under the situation of 
availability of past data, "ignoring stratifications" is equivalent 
to "pooling of data". We have indicated that in the lit.erature 
the method of preliminary tests of significance is applied to the 
problem of pooling data. The idea behind this is that we ·should 
pool the data if the parameters of two populations are equal, 
since pooling of data will provide additional information. Since 
we don't know if the parameters of two populations are equal, we 
make a preliminary test. If we accept the hypothesis, then we pool 
data; otherwise, we don't pool. 
The next question is whether the pooling rule based on the 
preliminary tests of significance is the best pooling rule. In 
this chapter, we introduce another pooling rule.· Let us call the 
.set of parameters for which the mean square· error of the always-
pooled estimator is less than that of the never-pooled the "pooling 
region". If parameters fall in the "pooling region" then it is 
best to pool the data. Since parameters are unknown, we replace 
them by estimators. We call the sometimes-pooled estimator based 
on this pooling rule "the so~times-pooled estimator bas·ed on the 
estimated mean square error". 
The intuitive idea behind the pooling rule based on the pre-
liminary tests of significance is that we pool the data only if 
- 50 -
parameters of two populations are equal. The intuitive idea behind 
the pooling rule based on estimated mean square error is that we 
pool the data when parameters of two populations fall in the "pool-
ing region". Whenever parameters of two populat.ions are equal, 
they will automatically fall in the "pooling region". 
In Section 3.2, we study in detail the "pooling region" in the 
case of two binomial populations. In Section 3.3, in the case of 
two binomial populations, we propose a sometimes-pooled estimator 
based on a linearly approximated mean square error. We carry out 
a numerical study to compare the performance of this estimator to 
that of sometimes-pooled estimator based on preliminary tests in 
the Kale-Bancroft (1967) sense. The numerical results indicate that 
when the difference of two parameters is large, the sometimes-pooled 
estimator based on the linearly approximated mean square error has 
a better performance. In Section 3.4, we briefly discuss the normal 
and the Poisson cases. In the normal case the sometimes-pooled 
estimator based on the estimated mean square error is just a special 
case of the one based on the preliminary tests of significance when 
we choose the right significance level. 
3.2. Never-pooled and always-pooled estimators for two binomial 
populations. 
Suppose we have two binomial populations, say TT1 (with parameter 
p) and TT2 (with parameter p + '1"). It is clear that 
(2.1) 0 < p < 1 and -p<'1"<1 - p • 
We can consider p(or p + ,-) as the probability of failure in each 
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Bernoulli trial. Suppose we have the following past data available: 
(i) xl defectives out of nl observations from TTl, 
(2.2) (ii) x2 defectives out of n2 observations from TT2, 
xl and x2 are independent. 
Our problem is to estimate p. We have two estimators for p as 
follows: 
(i) Never-pooled estimator pN = x1/n1 , 
(2.3) (ii) Always-pooled estimator pA = (x1+ x2)/(n1+ n2) • 
A A 
We want to know when pA is better than pN in the mean square 
error sense, and vice versa. 
Let 
(2.4) R = ((p,T)(O < p < 1 and - p < T < 1 - p) 
be the allowable region of (p,T). Then the boundary of R is 
(2.5) oR = ((p,T))p = 0 and O ~ T ~ l)U((p,T)JO < p < 1 and T = 1-p)U 
{(p,T)lo < p < 1 and T = -p)U((p,T)Jp = 1 and -1 ~ T ~ 0) • 
Let 
(2.6) 
= ap2 + bpT + crr2 + dp + eT , 
where a= n2/(n1{n1+n2)], b = -2n2/(n1+n2)
2
, c = n2 (n2-1)/(n1+n2 )
2
,. 
d = -a and e = -b/2. Let 
(2.7) n*(p,T) = ({p,T)ID(p,T) = o) • 
Then we have the following ·results: 
Lemma 2.1. 
(2.8) * When n2 ~ 2, D (p,T) is an ellipse. 
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Proof: (2.8) follows directly from (2.7). 
Therefore, 
(2.9) We always assume n2 ~ 2 in the following discussions. 
Lemma 2.2. 
(2.10) 
{i) D(p,T) is minimum at p = ½ and T = O. 
(ii) (½,o) e R • 
Proof: See Appendix B. 
Remark: When p = ½ and T = 0, we get the maximum gain by using 
the always-pooled estimator as compared to the never-pooled esti-
mator. 
Lemma 2.3. Consider {p,T) e {(p,'T)IP = 0 and O ~ T ~ 1). Then 
{i) D(p,T) = o, if p = 0 and T = 0, 
(2 .11) (ii) D(p,T) > 0, if (p,T)e{(p,T)IP = 0 and O < T ~ 1). 
Proof: See Appendix B. 
Lemma 2.4. Consider (p,'T) e {(p,T)lo < p < 1 and 'T = 1-p). Then 
(i) D{p,'T) (p,T) e {(p,T)lo < p < p * and T = 1-p) , > o, if 
{ii) D(p, T) * * (2.12) = 0, if p = p and T = 1 - p 
' 
{iii) D{p,T) < 0, * if (p,'T) e ((p,T)IP < p < 1 and 'T = 1-p) , 
where 
(2.13) 
Proof: See Append ix B. 
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Lenuna 2.5. · Consider {p,r) e {(p,T)IO < p < 1 and T = -p). Then 
{i) D(p,T) < 0, if (p,T) € {(p,T)IO < p < p ** T = -p), and 
(ii) D(p,T) = 0, ** ** (2.14) if p = p and T = -p ' 
{iii) D(p,T) > 0, if ** (p, T) e { ( p, T) ( p < p < 1 and T = -p), 
where 
((2.15) 
Proof: See Appendix B. 
I 
i 
Lemna. 2.6. Consider (p,T) _e ((p,T)IP = 1 an~ -1 ~ T ~ 0~ 
(i) D(p,T) = o, if p = 1 and T = 0, 
Then 
(2.16) (ii) D(p,T) > O, if (p,T) e {(p,T)IP = 1 and -1 ~ T < O}. 
Proof: See Appendix B. 
Let 
ff *** (2.17) D (p,T) = {(p,r)(D(p,T) < 0), D (p,T) = {(p,T)jD(p,T) > 0) 
** *** Rl = R n D ( p , T) and R2 = R n D ( p, T) • 
From (2.4) up to (2.17), we have Figures 2.1 an~ 2.2. The shaded 
region is R2 • The unshaded region is R1• 
Lemma 2.7. 
n2 
(2.18) max D(p,T) = D(O,l) ~ D(l,-1) = 2 . • 
(p, T)eRUoR (n1+ n2)
2 
Proof: * Since D (p, T) is an ellipse, it is clear that D(p, T) too 
as pt co and ,- J,- co such that T = -p. Similarly, D(p, T)tco 
as p ,1, - co and T tco such that T = 1-p. If we restrict D(p,T) 
to (p,T) e RUoR, it is clear that D(p,T) is maximum at (0,1) 
or (1, -1). It is easy to see that D{0,1) = D(l,-1) = n~/(n1+ n2)
2
• 
Q.E.D. 
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Remark: When either (i) p is close to O and T is close to 1 
or (ii) p is close to 1 and T is close to -1, we will get 
maximal loss by using the always-pooled estimator. 
Lemma 2.8. If T = O, then D(p,T) < 0 for all O < p < 1. 
(See Figure 2.1 and Figure 2.2.) 
Proof: It follows directly from (2.6). 
3.3. Sometimes-pooled estimators for two binomial populations. 
In Section 3.2, we have shown that sometimes we can gain by 
using the always-pooled estimator especially when T = O. As we 
have mentioned earlier, the ideas of preliminary tests of signifi-
cance give us a pooling rule. We carry out a preliminary test of 
the hypothesis that the parameters of two populations are equal. 
If we accept the hypothesis, then we use the always-pooled estimator; 
otherwise, we use the never-pooled estimator. As we have mentioned 
in Chapter 2, Kale and Bancroft (1967) have given us a pooling rule 
based on the preliminary test in the case of two binomial populations. 
They use the arcsine square root transformation and normal approx-
imations, and thus transform the problem to the problem of pooling 
two sample means in the case of two independent normal distributions 
with known variances. 
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In Section 3.2, in the case of two binomial populations we 
have studied in detail the "pooling region", that is the region of 
(p,T) for which the always-pooled estimator is better than the 
never-pooled estimator. An intuitively appealing pooling rule will 
be that we use the always-pooled estimator if (p, ;) falls in 
the "pooling region", where (p, ;) is the standard estimator of 
{p,T). However, the "pooling region" is quite complex mathematically. 
We consider a "linearly approxinated pooling region". We consider 
a pooling rule as follows: use the always-pooled estimator if 
,.. ,,. 
{p, -r) falls in the "linearly approximated pooling region". We 
shall call the estimator based on this pooling rule "the some-
times-pooled estimator based on a linearly approximated mean square 
error". A numerical study to compare the performance of this estimator 
to that of the sometimes-pooled estimator in the Kale - Bancroft (1967) 
sense is presented at the end of this section. 
Before we go into details, the following lemmas will be needed 
for later discussions. Let ~ and t stand for standard normal 
p.d.f. and c.d.f. respectively. 
Lemma 3.1. 
b 
(i) fax2~(x) dx = a ~(a) - b ~(b) + ;(b) - i(a) 
b 
(3.1) {ii) Ia x Nx) dx = ~{a) - ~(b) 
b 
{iii) Ia ~(x) dx = ~(b) - t(a) . 
Proof: By integration by parts and straightforward algebra, we 
have (3.1). Q.E.D. 
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Lemma 3.2. Let X """N(µ, a2) and c > O. Let n(x) be the p.d.f. 
of X • 
(3.2) 
where 
C 
(i) J0 x2 n(x)dx 
= a2[ca$(ca) ~ cb$(cb) + t(cb) - t(ca}] + µ2 [t(cb) - t(ca)] 
+ 2µ.a[t{ca) - ~(cb)] , 
C 
{ii) J0 x n(x}dx = o[~(ca) - $(cb)] + µ[t{cb) - t{ca)] , 
C 
{iii) J0 n(x)dx = t(cb) - l{ca) , 
ca= -µ/o and cb = (c-µ)/o. 
Proof: (3.2) follows from (3.1). 
Lemma 3.3. Suppose 
r:11 NNw11 · I~ pcrlcr2]). 
2 µ2 P0 1°2 ~ 
Let 
A= ((x1,x2)1o ~-x1 ~ c, - m < x2 < ~} and f(x1,x2) be the p.d.f. 
of (x1 ,x2). Then 
(i) JJ xff{x1,x2)dx1dx2 A 
= of[ca${ca) - cb${cb) + t(cb) - t(ca)] + µf[t(cb)-i{ca)] 
+ 2µlcrl[~(ca) - ~(cb)] , 
{ii) JJ A~f(x1 ,x2)c1x1c1x2 
(3.3) = [~ + µ~][t(cb) - t{ca)] + 2µ2cr2p[~{ca) - ~(cb)] 
+ cr2p2[ca~(ca) - cb~(cb)] , 
(iii) jJAx1x2f(x1,x2)dx1dx2 
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= [µ2crl+ µlcr2pJ[t(ca) - ~{cb)] + (µ1µ2+ pcrlcr2][ 9(cb)-9(ca)] 
+ crlcr2p[ca~{ca) - cb~(cb)] , 
(iv) JJA·</(x1 ,x2)dx1dx2 = cr1[Nca) - Neb)]+ µ1[2{cb) - 9{c)] 
(v) JfAx2f{x1,x2)dx1dx2 = cri'[t(ca) - ~(cb)] + µ2[t(cb) - t(ca)] 
Proof: (i) and (iv) follows from (3.2). To prove (ii), consider 
x2 jx1 "'N[µ2 + (cr2/cr1)p(x1-µ1), c2(1-p 2 )] and x1 ,,..,, N(µ1,~). Let 
f(x2 1x1) be the p.d.f. of x2!x1 and f(x1) be the p.d.f. of x1 • 
Then 
(3.4) JJAx~f(x1 ,x2 )ax1ax2 = JJAx~f(x2 1x1)f(x1)dx2dx1 
C 
= fo {~(1-p2) + [µ2 + (cr2/crl)p(xl-µ1)]2)f(xl)dxl • 
Apply (3.2) to (3.4), we get (ii). By similar arguments, we get 
{iii) and (v). Q.E.D. 
In Section 3.2, we have shown that if (p,T) lies inside the 
ellipse {see Figures 2.1 and 2.2) then the always-pooled estimator 
is better than the never-pooled estimator. We use two parallel 
lines T = ap and T = ~(p-1) as the linearly approximated bound-
ary of the ellipse (see Figure 3.1). Then roughly speaking, the 
always-pooled estimator is better than the never-pooled estimator 
if (p,T) lies between these two parallel lines. Hence we define 
the sometimes-pooled estimator based on the linearly approximated 
mean square error as follows: 
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'l' 
(0,1 
(1,-1) 
(3.5) 
A A A A 
,. _ I _PA, if S(p-1) ~ 'T' ~ ap 
ps - l ,,. pN, otherwise, 
where 
(3.6) 
Let 
(3.7) 
Assume that n1 and n2 are sufficiently large such that approx-
imately 
(3.8) 
- 60 -
where µ1 = p, µ2 = p+T, ~ = p(l-p)/n1 and 1 = (p+T)(l-p-T)/n2 • 
Then (3.5) can be rewritten as follows: 
(3.9) p = I (n1s1+ n2s2)/(n1+ n2), 
s s1 , if 
if (1;1,;2 ) e A 
(sl's2 ) e Ac , 
where 
(3.10) A= {Cs1,s2>ls2/(1-H3) ~ ;1 ~ <s2+e)/(1-H3)J. 
It follows that 
E(p - p)2 
s 
-,. 
(3.11) n ~ +n s n; +n; 
- p(1-p) + JJr< i~1 2 2)2-s2-2µ <ii 9 2)+2µ1s1Jf(s1,s2)ds1ds2, 
- n1 A n1+n2 1 1 n1+n2 
where f(;1 ,s2 ) is the p.d.f. of (£;1 ,;2). Let 
(3.12) ~1 = s1- ;2/(l+S), ~2 = 1;2. 
From (3.8) it follows that approximately 
(3.13) [ ~l] N N[[ µ! l· [ a!2 a!;]] ' 
~2 µ2 crl2 cr2 
where µ; = µ1-µ2/(1+{3), µ; = µ2 , cr~= crf + cr~/(1+~) 2 , a;2 = - cr~/(1+~) 
* and cr22 = cr~. Replacing <s1,S2) by (nl,~2), (3.11) is equivalent 
to 
(3.14) E(p - p)2 
s 
P(l-p) rr 2 2 *( ) 
= nl + J 1 A*[an1 + bn2 + cn1n2+c1n1+en2]f n1 ,n2 dn1d~2 , 
* * where f is the p.d.f. of (n1 ,n2), A = {(n1,n2)fo ~ n1 ~ a/(l+e)), 
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2 ]/((n1+ n2)
2 (1+S)2 ], W 
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e = -2µ1n1S/[(n1+ n2)(1-K3)]. Applying (3.3) and (3.13) to (3.14), 
we find that 
E(p -p)2 ~ 
s 
*2 *2 ** * * *2 *2 * [aµ1 + bµ2 + c~1µ2 + dµ1 + eµ2 + aa1 + bcr2 + ca12] X 
(3.15) * * [ f ( Cb ) • I (Ca) ] 
where 
Next, we consider the sometimes-pooled estimator in the Kale-
Bancroft (1967) sense. Let 
(3.16) 
Assume that n1 and n2 are sufficiently large such that approximately 
. -1 
;i [(sin ,jp ) ( 1/(4n1) 0 · )] • 
[ ~] ,.. N sin-l ,h+T ' 0 1/ (4n
2
) (3.17) 
It follows that approximately 
(3.18) 
we transform the problem of estimating p to the problem of estimating 
sin-1Jp. We define the sometimes-pooled estimator based on the 
preliminary test of H0:sin-l~ = sin-
1Jp with significance level= a 
I 
as follows: 
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(3.19) 
,. I (nls~ + n2s;)/(nl+ n2), if (;i,;~) e Aa 
µ = 
lsa ~, otherwise 
~1 , , 
where 
(3.20) Aa = {(si,s~)I l(s~-si)IJ(nl+ n2)7(4nln2)1 ~ ca) , 
where c is the solution of 1 - ~(c) = cd2. Then, it follows 
a a 
that 
(3.21) 
where 
(3.22) 
,. -1 'C 
E(µ1 - sin ~p) 2 sa 
n ~·+ n s' n s'+ n s' 
= 1 + rr [( 1~1 2 2)2- 1;•2 _ 2sin-lh ( 1 1 2 2) 4n1 .. JAa n1+ n2 1 n 1+ n2 
( c:1 .. , ) f -=-1' S2 
+ 2 sin-1Jp s1]f(si,s~)dsi ds~, 
is the p.d.f. of <si,s~>- Let 
~i = s;- si + caJ(n1+n2)7(4n1n2 ) and ~~ = s~-
From (3.17) it follows that approximately 
(3.23) [ 11 i ] [ µi ) ( er i 
2 
1]~ "' N c~ ' cri2 ' ))] ' 2 
where µi = sin-1...Jp+T - sin -lJp + cj(n
1
+n
2
)/(4n
1
n
2
}, µ; = ·sin -l...Jp+T, 
2 2 
cri = (n1+n2)/(4n1n2), cr{2 = cr; = 1/{4n2). Replacing (;{,;~) 
by <ni,11;), (3.21) is equivalent to 
,. -1 
E{µ1 - sin Jp)2 sa 
(3.24) 1 2 * 
= + rr [a'1l' + k'1l' 11' + d'1l' + e'1l' + f']f (11' 1l')dn'd1l' 4n1 JJ A* 1 1 2 1 2 1' 2 1 2 ' 
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* where A = {(~1,~~)lo ~ ~i ~ c'), c' = J(n1+n2)/(n1n2)ca' 
*c , , > . c , , ) , < 2) 1 < )2 f ~1 ,~2 1.s the p.d.f. of ~1 ,~2 , a=- 2n1n2+n2 n1+n2 , 
k' = 2n2/(n1-1-n2), d' = 1/(n1+n2)2 [2n1n2(c' - sin-
1
.J,)+n~c'-2n~ sin-1~], 
e' = -n2c'/(n1+n2), and f' =ll[4(n1+n2)
2 ][(4n1n2-tl!.n~)sin-
1Jpc' -
2 
(2n1n2+n2)c'
2 ]. Applying (3.3) and (3.23) to (3.24), we find that 
E(µ1 ~ sin-1Jp') 2 ~ sa 
2 2 
[a'µ1• + k' ·~· + d'µ,' + e'~' + a'cr' + k'cr' + £'] x µ,l 2 1 2 1 12 
[ ~ ( C~) - t ( C ~)] 
(3.25) 
[~(c~) - ~(c~)] 
2 
+ [a'cr' + k'cr' ] X [c' ~(c') - cb' ~(cb')] , 1 12 a a 
h I I/[ I I] I I/ I d I [ I ']/ I were p = cr12 cr1 cr2 , ca= -µ,1 cr1 an cb = c -µ1 cr1• 
Before we compare the performance of the sometimes-pooled 
estimator based on a linearly approximated mean square error (3.9) 
to that of the sometimes-pooled estimator in the Kale - Bancroft 
sense (3.19), we nrust note the following fact. 
Lemma 3.4. For all O < a< 1, A in (3.20) t A in (3.10). a . 
Proof: It is easy to see that A is symmetric in 
a 
for 
all O <a< 1. That is, (1;1,;2) e Aa ~ (;2,;1) e Aa. But A is 
not syunnetric in (1;1,;2). The result follows. Q.E.D. 
Remark: Lemma 3.4 tells us that these two sometimes-pooled estimators 
are completely different in the sense that they never have identical 
pooling regions. 
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Let 
,.. 
where pN 
,.. 
is indicated in (2.3) and ps is indicated in (3.9). 
Let 
(3.27) ,. -1 ,.. -1 e = E(µ - sin Jp) 2 /E(µ - sin ,jp)2 
a lN lso: ' 
,. 
where and µ,lso: is indicated in (3.19). We 
will compare the values of e and e , 
a 
for O:= 0.01, 0.05, 0.10, 
0.25 and 0.50. We use normal approximation to approximate e and 
ea's. We fix n1 = 25 
A -1 
and E(µ1N- sin Jp)2 
and n2 = 30. The computations of E(pN-p)
2 
are straightforward. We use (3.15) and (3.25) 
A 
to compute the approximated values of E(p - p)2 
s 
E("' sin-l r:)2 • µ,lso:- ,J't! and 
Table 3.1 gives us approximated values of e and e when we fix 
a 
p = 0.05. Table 3.2 gives us values when we fix p = 0.50. Table 3.1 
(p = 0.05) shows that e0 _01 is better than e when T is between 
0 and 0.10. But when r is greater than 0~15, e is better than 
is better than e when T · is between O and 0.05. 
But e is better than when T is greater than 0.10. 
Because of symmetric property, Table 3.2 (p = 0.50) gives us identical 
values for both ~ and -T. Table 3.2 shows that both e0 _01 and 
are better than e when ~ is between -0.10 and 0.10 but 
beyond that e performs better. For large values of T, e performs 
better than e • Because of symmetric property, Table 3.1 will 
a 
give us identical values if p = 0.05 is replaced by p = 0.95 and 
T is replaced by -~. 
\ 
\ 
.. \.,J 
I , 
I ! 
\ 
-
I. I 
u 
)' i 
I I 
I-, 
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Table 3.1 (p = 0.05, n1 = 25, n2 = 30) 
~ 
e eo.01 eo.05 e0.10 e 0.25 eo.50 
-
1' = o.oo 1.356 1.847 1.648 1.441 1.178 1.040 
T = 0.05 0.983 1.546 1.110 1.060 1.014 1.001 
-
1' = 0.10 0.858 0.989 0.727 0.768 0.869 0.962 
1' = 0.15 0.856 0.748 0.586 o.668 0.828 0.955 
-
1' = 0.20 0.900 0.656 0.556 0.665 o.849 0.966 
'T = 0.25 0.947 0.673 0.588 0.716 0.894 o.98o 
'T = 0.30 0.979 0.674 0.660 0.793 0.938 0.990 
--
1' = 0.35 0.997 0.733 0.755 0.871 0.969 0.996 
V 1' = o.4o 0.999 0.809 o.849 0.932 0.987 0.998 
~ 
'T = o.45 0.999 0.882 0.921 0.969 0.995 0.999 
'T = 0.50 1 0.938 0.965 0.988 0.998 0.999 
-
'i = 0.55 1 0.972 0.987 0.996 0.999 1 
1' = o.6o 1 0.990 0.996 0.999 0.999 ·1 
~ t = 0.65 1 0.997 0.999 0.999 1 1 
'i = 0.70 1 0.999 0.999 1 1 1 
., 'i = 0.75 1 0.999 1 1 1 1 
'i = o.ao 1 0.999 1 1 1 1 
'i = 0.85 1 1 1 1 1 1 
\_.J 
'i = 0.90 1 1 1 1 . 1 1 
-
-
eJ 
\'fl' 
-
~ 
._, 
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Table 3.2 (p = 0.50, n1 = 25, n2 = 30) 
e e0.01 eo.05 e0.10 
,. = -0.45 0.999 0.703 0.921 0.969 
,- = -0.40 0.996 o.493 0.764 0.877 
,- = -0.35 0.990 o.407 0.629 0.762 
,- = -0.30 0.981 0.398 0.563 0.682 
,- = -0.25 0.973 o.451 0.565 0.659 
,- = -0.20 0.968 0.574 0.638 0.702 
,- = -0.15 0.973 0.803 0.800 0.825 
'T = -0.10 1.063 1.189 1.081 1.038 
'T = -0.05 1.149 1.704 1.446 1.302 
'T = o.oo 1.188 1.847 1.648 1.441 
-r = 0.05 1.149 1.704 1.446 1.302 
-r = 0.10 1.063 1.189 1.081 1.038 
-r = 0.15 0.973 0.803 o.Boo 0.825 
,- = 0.20 0.968 0.574 0.638 0.702 
,- = 0.25 0.973 o.451 0.565 0.659 
-r = 0.30 0.981 0.398 0.563 0.682 
,- = 0.35 0.990 o.407 0.629 0.762 
,- = o.4o 0.996 o.493 0.764 0.877 
,. = o.45 0.999 0.703 0.921 0.969 
eo.25 eo.50 
0.995 0.999 
0.971 0.996 
0.922 0.987 
o.866 0.972 
0.831 0.958 
0.838 0.956 
0.897 0.970 
1.003 1.001 
1.122 1.027 
1.178 1.040 
1.122 1.027 
1.003 1.001 
0.897 0.970 
0.838 0.956 
0.831 0.958 
o.866 0.972 
0.922 0.987 
0.971 0.996 
0.995 0.999 
-.J . ., 
i, ' 
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3.4. Two normal populations and two Poisson populations. 
Suppose we have two normal populations, say Ni(µ,i,cr2 ), 
i = 1,2, µ. and a2 being unknown. Suppose we have the follow-
1. 
ing past data available: {Y .. , j = 1,2, ••• ,n.) from N.{µ,.,a2), 
l.J l. l. l. 
n. 
' - ~]. i = 1,2. Y .. s are independent. Let Yi='-'· 1Y .. /n1 , i = 1,2. l.J J= l.J 
We want to estimate µ,1• We have two estimators for µ,1 as follows: 
(i) Never-pooled estimator µ,lN = Y1 , 
(ii) Always-pooled estimator µlA = (n1Y1+ n2Y2)/(n1+ n2) • 
It is easy to see that 
From (4.1), we can define the sometimes-pooled estimator based on 
the estimated mean square error as follows: 
(4.2) 
,. 
,. = I µ,lA' if {Y1- Y2)2 < (l/n1 + 1/n2)s: 
µ,ls "" µIN' otherwise , 
where 
~ n. 
s2 = c- 1 E. il (Y .. - Y. )2 / (n1 + n2- 2). Also we can define p i= J= l.J l. 
the sometimes-pooled estimator based on the preliminary test of 
H0 :µ,1 = µ,2 with significance level= a as follows: 
,. 
otherwise , 
and t is 
a 
(1-a/2)th quantile 
of t distribution with n1+ n2- 2 degrees of freedom. Then we 
have the following result. 
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Lemma 4.1. There exists an a, 0 < o: < 1 such that 
Proof: (1+.2) is equivalent to the following: 
I µlA' (4.4) ~lso: = ·,. 
·µlN' 
if 
otherwise • 
If we choose a su·ch that t = 1, a 
and (4.4). Q.E.D. 
,. ,. 
then µ, = µ, . lso: .. ., ls by (4.2) 
Remark: Lerrma 4.1 tells us that the somedmes-pooled estimato·r 
based on the estimated mean square error is just a special case of 
the sometimes-pooled estimator based on ,the. preliminary tests of 
significance. We have see-n -in Lemma 3.4 that this property does 
not hold in the case of· two binomial populations. As we have mentioned 
,. 
before, the performance of µ,1 has been studied by Han and so: 
Bancroft (1968). 
Suppose we have two Poisson populations, say P.(l.), i = 1,2. 
1. ]. 
Suppose we have the following past data available: (YiJ.~ j = 1, ••• ,n.) 
n l. 
from P1 (A1), i = 1,2. Y1 J. 's are independent •. Let Y. = 'B.i1Y . ./n., ]. J= l.J ]. 
i = 1,2. We want to estimate A1• We have two estimators for 11 
as follows: 
,. -
AlN = Yl, (i) Never-pooled estimator 
(ii) Always-pooled estimator ~lA = (n1Y1+ n2Y2)/(n1+ n2). 
Let 
where T = A2 - i 1 , a= n~/(n1+ n2)
2
, b = n2/(n1+ n2)
2 and 
c = - n2 / [n1 (n1 + n2 )]. Let 
I 
' 't,,'j 
• l-. 
\ ' 
" .J 
,-
I 
w 
/ 
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' I 
-· 
,,.,l 
: 
• 
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(4.6) 
Leoma 4.2. 
* (i) D (11 ,,-) is a parabola. 
(4.7) (ii) For fixed 'T, D(l1 ,rr) .J,•00 as "'it 00. 
(iii) For fixed 
"'l' D(ti.1 ,r)t co as Tt co. 
Proof: (4.7) follows from (4.5) and (4.6). Q.E.D. 
As in the normal and the binomial cases, we can define the 
sometimes-pooled estimator based on the estimated mean square error 
as follows: 
A 
"'IN otherwise, 
where 
(4.8). A A A= {(Y1,Y2)1D(ti.1,'1") < 0) ' 
A 
where "'i = i 1 and 
As we have mentioned in Chapter 2, Kale and Bancroft (1967) 
suggest a sometimes-pooled estimator based on the preliminary tests 
of significance. They use square root transformation and normal 
approximation. Let 
(4.9) 
Suppose that "'l and A2 are sufficiently large such that approx-
imately 
(4.10) 
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where µ. = ~A., i = 1,2. We transform the problem of estimating 
i i n 
- ( T ) ~-- i ( T ) 11 to the problem of estimating µ1 • Let Y. = I-I. 1 Y .. /n , 1 J= 1J i 
i = 1,2. Then approximately 
(4.11) 
,. 
We can define the sometimes-pooled estimator µlsa based on the 
preliminary tests of H0 :µ1 = µ2 with significance level= a as 
follows: 
A 
( 4 • 12) µ1 sa = 
where 
I (n Y(T)+ n Y(T))/(n + n ) if (Y(T) y(T)) 1 1 2 2 1 2 1 ' 2 Y~T) otherwise, 
e A 
a 
where ca is the solution of 1 - t(cJ = a/2. Then we have the 
following result. 
Lemma 4.3. For all O < a< 1, Aa in (4.13) + A 
Proof: (4.13) is equivalent to the following: 
in (4.8). 
(4 4) ( (T) . I -(T) -(T) 
.1 A= { Y ... , J=l,2, ••• ,n., -i=l,2) (Y1 -Y )/J(n1+n )/(4n1n JI~ c) a iJ i 2 2 2 a 
where 
(4.15) YiT) is a linear function of Yi})• 
It is easy to see that (4.8) is equivalent to the following: 
where 
ni (T)2 ( ) (4 .17) Y. = L. 1 Y. . /n1 is not a linear function of yiTJ. • 1. J= l.J 
, 
, /,/ 
I I 
I t 
~ 
I , 
I 
~ 
--I 
' 
... 
) 
~ 
'-' 
; 
I 
~ 
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The result follows from (4.15) and (4.17). Q.E.D. 
Remark: Lemma 4.3 tells us that the sometimes-pooled estimator 
based on the estimated mean square error and the sometimes-pooled 
estimator in the Kale - Bancroft sense are different in the sense 
that they never have identical pooling regions. This phenomenon 
is analogous to that of two binomial populations case. 
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CHAPTER 4 
A DECISION THEORETIC APPROACH TO THE PROBLEM 
OF POOLING DATA (TWO POPULATIONS CASE) 
4.1. Introduction. 
Suppose that we have past data available from two populations 
whose parameters are e1 and a2 • We have two estimators for 01 
as follows: (i) the never-pooled estimator which depends on 
the observations from the first population only, (ii) the always-
pooled estimator elA, which depends on the observations from both 
populations. It is well known that is sometimes less 
than E(91N- e1)2 • We also define a sometimes-pooled estimator 
which is equal to the always-pooled estimator according to a certain 
pooling rule. 
It seems that all discussions in the literature on pooling of 
data are confined to the problem of finding the best estimator of 
In Chapters 2 and 3 we have used the mean square error as criterion 
to evaluate the performances of the various estimators for 01 , the 
always-pooled, the never-pooled and the sometimes-pooled. But so 
far all discussions have stopped at this point and haven't gone 
beyond that. We never ask the following question: why do we want 
to find an estimator for e1? The following discussions attempt 
to answer this question. We try to discuss the problem of pooling 
data beyond the framework of estimation. 
Simply, the reason for finding an estimator for e1 is that 
we want to make a "decision" {or a "prediction"). Imagine that we 
have a given population of animals which can be classified into two 
, 
~ 
• 
• 
"> 
.,J 
..,J 
' 
.,_; 
I . 
: I 
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w 
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categories, I and II. Category I is composed of animals which respond 
to a particular medical treatment. Category II is composed of 
animals which do not respond to the treatment. Let p be the prob-
ability that a certain animal belongs to category I. We consider the case where 
an always-pooled and a never~pooled estimators for p are available. 
Suppose that we have a new animal from the given population. We 
want to make a treatment decision: apply treatment to it or not. 
If we know which category the animal belongs to, then the decision 
is easy. However, in practice we may not know which category it 
belongs to. Consequently, our decision rule maight reasonably depend 
A 
on some estimated p of p. In particular, we consider the always-
pool, the never-pool, and the sometimes-pool decision rules 
according to the corresponding estimators we use. We find out that in 
this framework of discussion the pooling of data is irrelevant in a 
certain sense. In other words, the pooling of data may help us find 
a better estimator, but when we use it for decision ma.king it does not 
make much difference. 
In Section 4.2, we discuss the case of two binomial populations 
and two treatments. In Section 4.3, we discuss the arcsine square root 
transformation in the same case. In Section 4.4, we discuss the case 
of two binomial populations and s treatments. In Section 4.5, we 
discuss the case o~ two r-variate multinomial populations and two 
treatments. In Section 4.6, we duscuss the problem of prediction in 
the case of two normal populations. In Section 4.7, we discuss the 
implications of the main result which seem a bit subtle. 
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4.2. 2 x 2 case. 
Suppose we have two binomial populations, say rr1 and rr2• 
Also we have two kinds of individuals in each population, say a 
(responding to a particular treatment) and ~ (not responding to 
the treatment). Let 
(2.1) p. = P(aJrr.), q. = 1-p., 0 < p. < 1, i = 1,2. 1 1 l. 1. 1. 
Suppose we have the following past data available: 
(2.2) X.a individuals out of total n. observations from rr., i = 1,2; 1 l. l. 
x1 and x2 are independent. 
Suppose y1 is a new individual from rr1 • Y1 is independent of X .• 1 
We don't know if Y1 is a or a. We want to make a treatment 
decision: apply treatment to Y1 or not. Suppose we have the 
following 2 x 2 loss table. 
Y1 being a 
y 1 being I, 
treatment no treatment 
a b 
C d 
Table 2.1 
Treatment is better for a individuals, since they respond to the 
treatment. Non-treatment is better for a individuals, since they 
do not respond to the treatment. Hence we can assume that a, b, c 
and dare arbitrary real numbers satisfying the following inequalities: 
(2.3) a< b and d < c. 
"'f 
~ 
• ~ 
i 
I I 
' 
_,J 
I 
r 
..,J 
i i 
' 
---
\ ! 
... 
-
--~ 
(2.4) 
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It follows that 
I Expected loss when applying treatment= p1a + q1c Expected loss when applying no treatment= p1b + q1d. 
Hence we can define a treatment decision rule based on expected loss 
as follows: 
(2.5) 
N N N N f Treat if p 1 a + q 1 c < p 1 b + q1 d 
l N N N N Don't treat if p1a + q1c ~ p1b + q1d , 
where N N is an estimator of p1 , ql = 1-p1 , 
N 
and p1 is independent 
of Y1• After some algebra, (2.5) is equivalent to 
N 
I Treat if pl > 6"' Don't treat if p1 ~ 6, (2.6) 
where 
(2.7) 6 = {c-d)/[(b-a} + (c-d)], 0 < 6 < 1. 
Let 
(2.8) ;. = x./n., i = 1,2. ]. ]. ]. 
We define three treatment decision rules as follows: 
N "' "' (i) Never-pool treatment decision rule: put pl= plN = Pi• 
(ii) Always-pool treatment decision rule: put 
·(2.9) 
(iii) Sometimes -pool treatment decision rule: put 
,. 
where p18 depends on the pooling decision rule 
which will be discussed later. 
N 
Lemma 2.1. The expected.loss using pl is 
(2.10) R(p1) = c + {a-c)p1 + ([{b-a) + (c-d)]p1 - (c-d))P[p1 ~ 6]. 
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Proof: See Appendix C. 
Corollary 2.1. When p1 = 6, R(p1) = c + (a-c)p1 , the same for any 
N 
P1• 
Proof: It follows inunediately from Lenmia 2.1. 
Remark: We infer that in this case (p1 = o) there is nothing we 
can gain (or lose) by a treatment decision rule. 
Assume that n1 and rt2 are sufficiently large such that 
approximately 
(2.11) 
where 
(2.12) 
µ1 =pl,~= [pl(l-pl)]/nl, µ2 = (nlpl+ n2p2)/(nl+ 0 2) and 
~ = [nlpl(l-pl) + n2p2(l-p2)]/(nl+ n2) 2 • 
It follows that 
In this chapter f always stands for the standard normal c.d.f •• 
We defined approximate expected losses by: 
(2.13) 
From (2.10) and (2.13), i~ follows that 
(2 .14) 
\ ! 
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Theorem 2.1. 
(2.15) 
where Al = C n B , A2 = C n B, C = { µl < 6) , C = ( µ,1 > 6) , 
B = {cr2µ1- cr1µ2 > o(cr2- cr1)} and B = (cr2µ,1- cr1µ,2 < 6(cr2- cr1)). 
Proof: By (2.13), 
NA N"" 
It follows that R(p1A) < R(p1N) if and only if either (i) µ,1 < 6 
and l[(o-µ,2)/cr2] > t[(6-µ 1 )/cr1 ] or (ii) µ1 > 6 and 
1[{6-~)/cr2] < ~[(6-µ,1)/cr1]. But i[(o-µ,2}/cr2 ] > t[(o-µ,1}/cr1] ~ 
(6-µ2)/cr2 > {o-µ,1)/cr1 ~ cr2µ,1- cr1µ,2 > 6(cr2- cr1). Q.E.D. 
Corollary 2.2. If p1 = p2 , then R(plA) < R(p1N). 
Proof: It follows directly from Theorem 2.1. 
Theorem 2.1 gives us the set of parameters for which R(p1A) <R(p1N), 
assuming that n1 and n2 are sufficiently _large to justify the normal 
approximation. We can call this set of parameters the "pooling region". 
An intuitively appealing pooling decision rule is that we set 
,.. ,.. 
_p18= plN' if the estimated parameters fall in the "pooling region". 
Hence we have the following definition. 
Definition 2.1. We define a sometimes-pool treatment decision rule 
based on expected loss as follows: 
(2.16) 
I\ 
{ 
Treat if ·pls > ~ 
Don't treat if Pis~ 6, 
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where the pooling decision rule is as follows: 
,. (pl, p2) ,. ,. l plA' if e Al U A2 (2.17) ,. pls = ,. PIN' otherwise 
where 
,. 
A. is the same as A. in (2.15) except that we replace 
l. l. 
(2.18) (µ1 ,u2 ,0 1 ,cr2 ) by (~1 , µ2 , ; 1 , ; 2 ); while µi and ;i are obtained 
from u. and a. in (2.12) by replacing p by p • 
'l. l. i i 
,., ,,. 
The shaded region of Figure 2.1 is the region of A1 U A2 when 
we fix n1 = 25, n2 = 30 and 5 = 1/2. 
,,. 
p2 
(0,1) 
(½°,o) 
Figure 2 .1 
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Lemma 2.2. The never-pool treatment decision rule and the always-
pool treatment decision rule have different treatment decisions if 
and only if 
(2.19) (p1 , p2) e B1 u B2 , 
where 
(2.20) ~ A A A B1 = {p1 ~ 6 < (n1p1+ n2p2)/(n1+ n2)) and 
B2 = ((nlpl+ n2p2)/(nl+ n2) ~ 6 < pl} • 
Proof: It follows directly from (2.6) and (2.9). 
The shaded region of the following figure is the region of 
B1 U B2 when we fix 6 = 1/2 and n1 = n2 = n. 
A 
~ I 
I (0,1) 1\~ (1,1) 
'\ 
', 
', . \ 
'\ 
(o,½) 
', 
'\ ~ \, (1,½) 
' f',i 
"~ ~~ 
~~ 
~~ 
'~ 
II,"~ . 
-(o,o) (½,o) (1,0) 
A 
pl 
Figure 2.2 
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We note that the shaded regions of Figures 2 .1 and 2 .2 do not 
overlap. In other words, Figures 2.1 and 2.2 indicate that every 
A 
time we use is when plA and plN make the same decision. 
Hence we may conjecture that p18 
A 
in (2.17) and plN always make 
the same treatment decision. The following theorem shows that this 
conjecture is true. 
Theorem 2.2. The never-pool treatment decision rule and the sometimes-
pool treatment decision rule (defined in Definition 2.1) always make 
the same treatment decision. 
A A A A 
Proof: Let A= A1 U A2 and B = B1 U B2 • By (2.17) and (2.19), 
A "'C it is sufficient to show that Ac B . This is equivalent to showing 
that 
,. AC 
BcA. 
,. AC 
First to show that B1 c A • Suppose 
pl~ 6 < (n1p1+ n2p2 )/{n1+ n2 ). Case (i) p1 = 6. It is clear that 
(p1 , p2 ) e Ac. Case {ii) p1 < 6 < (n1p1+ n2p2 )/(n1+ n2 ). Then 
cr2 (µ1-6) < 0 < cr1(µ2 - 6). It follows that cr2µ1- cr1µ2 < 6(cr2- cr1). 
Therefore, We have shown that Similarly 
we can show that ,. "'C B2 c A. The result follows. Q.E.D. 
Corollary 2. 3. 
A 
Proof: Since and always make the same treatment decision, 
their expected losses are equal. Q.E.D. 
We may discuss the problem of prediction in the similar fashion. 
Instead of making a treatment decision on Y1 , we want to predict if 
is a or ~- We are subject to two kinds of error: 
(i) We predict that Y1 is a when in fact Y1 is ~. 
(ii) We predict that Y1 is ~ when in fact Y1 is a. 
i I 
~ ..I 
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Hence we have the following 2 x 2 loss table. 
Predicting that Y1 is a e 
Y1 being a 0 b > 0 
C > 0 0 
Table 2.2 
It is easy to see that the prediction problem is a special case of the 
treatment decision problem we have already discussed. Table 2.2 is 
a special case of Table 2.1. Predicting that Y1 is a (S) corresponds 
to applying treatment (no treatment) to Y. 
1 
4.3. Arcsine square root transformation in the 2 x 2 case. 
Assume that the fornrulation of problem and basic assumptions are 
the same as in Section 4.2. Let 
(3.1) 
Then 
(3.2) 
It follows that (2.4) is equivalent to the following: 
I 
Expected loss when applying treatment= [sin piT)fa+[cos 
(3.3) Expected loss when applying no treatment= 
[sin piT)]2 b + [cos plT)]2 d. 
Hence we can define a treatment decision rule based on expected loss 
as follows: 
I Treat if [sin p'{T)]2 a + [cos p(T)]2 c-< [sin p"{T)] 2 b + [cos 1T)]2 d 1 1 1 1 Don't treat if [sin i1_T)] 2 a+[cos plT)]2 c~[sin plT)]2 b+[cos i1_T)] 2d, (3.4) 
where 
As in 
(3.5) 
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PiT)is an estin~tor of piT) which is independent 
the calculation of (2.6), (3.4) is equivalent to 
I Treat if (sin PiT) ) 2 > 6 Don't treat if (sin ~T)) 2 ~ 6 1 
where 5 is the same as in (2.7). We define three treatment decision 
rules as follows: 
(1..) N 1 t t d · · 1 '"-'(T) "(T) · -1 ~ ever-poo rea ment ec1.s1.on rue: put pl = plN = sin ~p1 • 
(ii) Always-pool treatment decision rule: put ~T)= p~)= 
(3.6) 
(iii) 
Lennna 3.1. 
~ 
1
n. sin-1J p./(n1+ n2 ). Note p(T) so defined has a ~ i i a 
uniformly minimum asymptotic variance among the estimators 
-1 - ... - -1 -,.-
A sin J pl+ (1-A)sin J p2 , 0 ~A~ 1. 
Sometimes-pool treatment decision rule: put Pi_T)= pi~), 
where ;i!) depends on the pooling decision rule which will 
be discussed later. 
,. A 
P1 and P2 are the same as in (2.8). 
The expected loss using ~T) P1 is 
Proof: Similar to the proof of Lemma 2.1. 
~T) . -1 --;:;- ~T) l"tJ Remark: If p1 = sin J p1 , then R{p1 ) = R(p1). However, 
E(piT)_ piT))2 is not th~ same as E(p1-p1) 2 even though 
,.,,{T) . -lJ--;::;-
P1 = sin P1• 
Theorem 3.1. Let ;;'1 and piT) be estimators of p1 and piT) 
respectively. Then 
-
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{i) Suppose Then 
{ii) Suppose p1 f 6. Then R(p1) = R(piT)) for all 
a,b,c,d = i4T) and sin-1Jp'1 have the same distribution. 
Proof: (i) is clear. (ii) Suppose p1 f 6. Pi_T) and sin-1Jp'1 
have the same distribution= {sin ~T))2 and p'1 have the same 
distribution = P(p1 ~ 6) = P[(sin ~T)) 2 ~ 6] = R(p1) = R(piT)). 
Similarly, R(p1 ) = R(piT)) = P(p1 ~ 6) = P[{sin PiT)) 2 ~ 6]. 
Since a,b,c and d are arbitrary (we only require that a< b 
and d < c), 6 is arbitrary. It follows that p1 and (sin ~T)) 2 
have the same distribution. Consequently, sin-1Jp'1 and piT) 
have the same distribution. Q.E.D. 
A A (T) Corollary 3.1. Suppose p1 + o. Then, in general R(plA) t R(plA ). 
-1--;;:- "(T) Proof: In general, sin J p1 and p do not have the same dis-A 1A 
tribution. By Theorem 3.1, R(PlA) t R(PU)). Q.E.D. 
Assume that n1 and n2 are sufficiently large such that approx-
imately 
(3.8) 
where 
-(3.9) 
We define approximate expected losses by 
R(pi~)) = c + (a-c)p1+ ([(b-a)+(c-d)]p1- (c-d)H[{sin-1,J6-µ,1)/a1 ] 
(3.D) Rc;u)) = c + (a-c)pl+ {[(b-a)+(c-d))pl- (c-d}H[(sin-1Ja-µ.2)/cr2). 
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From (3.7) and (3.10), it follows that 
(3.11) 
Theorem 3.2. 
(3.12) 
.. 
where Al = C n B, A2 ~c n B, C = (µ.~ < si_n -\7&), . C =. (µ.1 > siri-1J5), 
B = (cr2µ'1- cr1µ2 > sin-
1ft(cr2 - cr1)) and B = {cr2µ1- c\µ,2 < sin-\/5(cr2 -cr1 )). 
Proof: Similar to the proof of Theorem 2.1. 
Pw "'(T)· N "(T) 
then R(plA) < R(plN ). 
Proof: It follows directly from Theorem 3.2. 
Next,- we would like to define a someti,mes-pool treatment dee is.ion 
rule based on the preliminary fest of ·H
0
:sin-l~ = sin_-l~ with 
level of significance= a. 
Definition 3.1. We define a sometimes-pool treatment decision rule 
based on a preliminary test as follows: 
(3.13) I Treat if (sin ;i;~2 > 6 Don't treat if (sin p1(T))2 ~ 6, sa 
where the pooling decision rule is as follows: 
(3.14) A(T) 
plN o'therwise , 
where 
(3.15) Aa= ((p1 ,P2 )1 l(sin-1J p2 - sin-1J p1 )/J(n1+ n2 )/(4n1n2 )1 ~ cc) , 
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where c is the solution of 1 - ~(c) = a./2. 
a a 
As in Section 4.2, we can also define a sometimes-pool treat-
ment decision rule based on the expected loss. 
Definition 3.2. We define a sometimes-pool treatment decision rule 
based on.expected loss as follows: 
(3.16) { 
Treat if (sin pi!) )2 > 6 
Don't treat if (sin pi~))2 ~ 6, 
where the pooling decision rule is as follows: 
... (T) 
if (pl, ... A I plA' p2) e A "(T) (3.17) pls = "(T) plN' otherwise , 
where 
(3.18) is the same as Ai in (3.12) except that we 
replace 
Lemma 3.2. For all O < a< 1, A in (3.15) + A in (3.18). 
a 
Proof: Similar to the proof of Lemma 3.4 in Chapter 3. 
Remark: Lemma. 3.2 tells us that the pooling decision rule based on 
a preliminary test and the pooling decision rule based on the 
expected loss· are completely different. 
Lemma 3.3. The never-pool treatment decision rule and the always-
pool treatment decision rule have different treatment decisions if 
and only if 
(3.19) 
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where 
A(T) -1 A(T) B - (p ~ sin J6 < p ) 1- lN 1A 
Proof: It follows directly from (3.5) and (3.6). 
Theorem 3.3. The never-pool treatment decision rule and the sometimes-
pool treatment decision rule based on expected loss (defined in 
Definition 3.2) always make the same treatment decision. 
Proof: Similar to the proof of Theorem 2.2. 
Proof: It follows directly from Theorem 3.3. 
Finally, we would like to do a numerical study concerning the 
performance of a pooling decision rule based on the preliminary 
test. We define that 
(3.20) 
ea= R(A(T)) 
Plsa' 
c + {a-c)p1+ {[(b-a)+(c-d)]p1- {c-d))P(p~~)~ sin-
1J5) 
=------------------------
We are to use normal approximation to approximate e • We fix 
a 
that n1 = 25, n2 = 30, a= 5, b = 10, d = 5 and c = 10. Then o = ½. 
It follows that when p1 = ½, ea= 1 for all p2 and a (as evident 
by Corollary 2.1 in Section 4.2). It is clear that 
(3.21) 
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and 
"(T) -1 P(plsa ~ sin ,/&) 
(3.22) ~ -1 -,. . -1 ,r I -1 -,.. . -1 -A-, 
= P[wi=lni sin J p1/(n1+ n2 ) ~ sin 1\/6 and sin J p2-sin J p1 ~] 
-1 -,.. -1 rr I -1J-:- -1 -,., I 
+ P [ sin J p 1 s: sin 1\/ & and sin p 2 - sin J p 1 > c] , 
where c = J(n1+ n2)/(4n1n2)ca. It can be shown that 
....2 -1J-=-ic ) -1 rr I -1J--::- -1J---:-I P[L;i=lnisin pi n1+ n2 s: sin vO and sin . p2 • sin_ . p1 ~ c] 
(3.23) 
N -1 ff * * . * * * * 
= w[(sin vo - µ1)/cr1]{1((2c-µ2)/cr2) - t(-µ2/cr2)) , 
* ~ * * where µl = LJi=lniµi/(nl+ n2), µ2 = µl-µ2+c' 0 1 = l/(2Jn,1+ n2) and 
* cr2 = J(n1+ n2 )/(4n1n2). Also it can be shown that 
(3.24) -1J--:- -1 rr I -1J-:- -1J-=-I 1 P[sin p1 s: sin "'6 and sin p2 - sin p1 > c 
~ t[{sin-1J6 - µ1)/cr ]-JJ l/[(2rr)cr cr] -(yl-µ1)2/(2cr~)-(y2-µ2)2/(~) 1 R 1 2 e 2d d Y1 Y2• 
where R = (y1 s: sin-
1/6 and ly2-y11 s:c). We can use (3.21), (3.23) 
and {3.24) to compute approximated values of e 's for a= 0.01, 
a 
0.05, 0.10, 0.25, and 0.50. Let p1= p and p2= p+T. Table 3.1 
gives us .values of ea w~en we fix p = 0.05. Table 3.2 gives us 
values of e when we fix p = 0.95. Table 3.1 and Table 3.2 
a 
indicate that e is either equal to or very close to 1 
a 
in every 
case. Also note that e s: 1 
a 
in every case. · This implies that 
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Table 3.1 (p = 0.05, n1 = 25, n2 = 30, a= 5, b = 10, c = 10, d = 5) 
eo.01 eo.05 e0.10 eo.25 eo.50 
'T = o.oo 1 1 1 1 1 
-r = 0.05 1 1 1 1 1 
n- = 0.10 1 1 1 1 1 
n- = 0.15" 1 1 1 0.99950 0.99631 
'T = 0.20 1 1 0.99987 0.99518 0.99514 
-r = 0.25 1 0.99857 0.99558 0.99464 0.99659 
'T = 0.30 1 0.99513 0.99450 0.99592 0.99831 
-r = 0.35 0.99681 0.99457 0.99559 0.99793 0.99938 
,. = o.4o 0.99463 0.99586 0.99739 0.99916 0.99982 
rr = o.45 0.991+87 0.99764 0.99883 0.99974 0.99996 
rr = 0.50 0.99650 0.99898 0.99960 0.99994 0.99999 
rr = 0.55 0.99820 0.99967 0.99990 0.99999 0.99999 
rr = o.6o 0.99932 0.99992 0.99998 0.99999 1 
rr = 0.65 0.99982 0.99998 0.99999 1 1 
1 = o. 70 0.99997 0.99999 0.99999 1 1 
'T = 0.75 0.99999 1 1 1 1 
T = 0.80 0.99999 1 1 1 1 
T = 0.85 1 1 1 1 1 
T = 0.90 1 1 1 1 1 
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Table 3.2 (p = 0.95, n1= 25, n2= 30, a= 5, b = 10,_c = 10, d = 5) 
eo.01 eo.05 e0.10 eo.25 eo.50 
,. = o.oo 1 1 1 1 1 
'1' = -0.05 1 1 1 1 1 
'f = -0.10 1 1 1 1 1 
'f = -0.15 1 1 1 1 1 
'1' = -0.20 1 1 1 1 1 
'f = -0.25 1 1 1 1 1 
'f = -0.30 1 1 1 1 1 
'f C -0.35 0.99999 0.99999 0.99999 0.99999 0.99999 
'f = -0.40 0.99999 0.99999 0.99999 0.99999 0.99999 
'f = -o.45 0.99999 0.99999 0.99999 0.99999 0.99999 
'1' = -0.50 0.99999 0.99999 0.99999 0.99999 0.99999 
'f = -0.55 0.99998 0.99999 0.99999 0.99999 0.99999 
'f = -0.60 0.99998 0.99999 0.99999 0.99999 0.99999 
'f = -0.65 0.99998 0.99999 0.99999 0.99999 1 
'f = -0. 70 0.99999 0.99999 0.99999 1 1 
'f = -0. 75 0.99999 0.99999 0.99999 1 1 
T = -0.8o 0.99999 1 1 1 1 
,. = -0.85 1 1 1 1 1 
,. = -0.90 1 1 1 1 1 
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R(;(T)) ~ R(;(T)). The interpretation of these numerical results lsa 1N 
will be discussed in Section 4.7. 
4.4 2 X s case. 
As in Section 4.2, suppose we have two binomial populations, say 
rr1 and rr2 . Also we have two kinds of individuals in each population, 
say o: and 13. Let p. = P(alrr.), ]. ]. 0 < p. < 1, i = 1,2. ]. 
Suppose we have the following past data available: 
X. a individuals out of total n. observations from rr., i = 1,2; 
i i i 
and X0 are independent. 
'-
Suppose we have s(s >- 3) kinds of treatments, say 1,2, ••• ,s. 
Suppose Y1 is a new individual from rr1 . Y1 is independent 
of Xi. We don't know if Y1 is a or f3. We want to make a 
treatment decision: apply j to Y1 , j = 1,2, ••• ,s. Suppose we 
have the following 2 X s loss table. 
1 2 s-1 s 
y 1 being a ell cl2 C 1s-1 els 
c21 c22 C 2s-1 c2s 
Table 4.1 
Let 
(4.1) 
Condition (i) c1i < c1i < .•. < c 11 < c 1i 
. 1 2 s-1 s 
Condition (ii) c 2i < c2 . < .•• < c2 . < c21 , 8 is-1 i2 1 
where (i1 ,i2 , ••• ,i8 ) is a permutation of (1,2, ••• ,s). 
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Lemma 4. 1. If the conditions (i) and (ii) do not hold, then the 
2 X s case will degenerate into the 2 X y case, y ~ s - 1 • 
Proof: See Appendix C. 
Because of Lemma 4.1, we can assume without loss of generality that 
(4.2) 
(i) ell< cl2 < ••• < cls-1 < c 
ls 
(ii) c2s < c2s-l < ••• < c22 < c21 • 
It is easy to see that 
(4~3) Expected loss when applying j = p1c1j+ q1c2 j. 
We assume that each treatment is best for some range of p1 • Then 
we have the following result • 
Lemma 4.2. Assume that for any j there is a p1 {range of p1) 
such that plclj+ qlc2j = m!n(plcle+ qlc2e). 
plclj+ qlc2j ~ m!n(plcle+ qlc2e) 
if and only if 
Then 
(i) 6. ~pl~ o. l' for j = 2, ••• ,s-1 , J J-
(4.4) (ii) pl~ 6j' for j = 1 ' 
(iii) pl~ 6j-l' for j = s , 
where 
(4.5) 0· = (c2.- c2. 1)/(cl. 1- cl.+ c2.- c2. 1). J J J+ .J+ J J J+ 
Proof: See Appendix C. 
It follows that O < 6
5
_ 1 ~ 66 _ 2 ~ ••• ~ o2 ~ 61• Without loss of 
generality we can assume that 
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(4.6) 0 < cs-1 < 6s-2 < ••• < 62 < 61 < 1. 
From (4.3), (4.4), and (4.6), we can define a treatment 
decision rule based on expected loss as follows: 
""" I Apply j if 6. < pl S: 6. l for j = 2, ••• ,s-1 J J-
(4.7) N 1 if P1 > 61 
N 
s if P1 s: 6s-1 ' 
N 
where p1 is an estimator of p1 which is independent of Y1• 
Again, we define three treatment decision rules, namely the 
never-pool, the always-pool and the sometimes-pool as indicated 
in (2.9). 
Lemma 4.3. N The expected loss using p1 is 
(4.8) s-1 N ~ N R(pl) = c21 + (ell- c2l)pl - "-'j=l djP(pl ~ 6j) ' 
where 
(4.9) dj= (c2j- c2j+l) - (clj+l- clj+ c2j- c2j+l)pl • 
Proof: See Appendix c. 
i' 
Assume that n1 and n2 are sufficiently large such that approximately 
(4 .10) plN r..1N(~1 , crf) and plA,...,,, N(µ2 , ~) , 
where plN and plA are as indicated in (2.9) and (µ1 , ~) _is as 
indicated.in (2.12). We define approximate expected losses by 
(4.11) 
s-1 
R(plN) = c21+ {ell- c2l)pl - ~j=l djq[(ofµl)/crl] 
NA ~-1 
R(plA) = c21+ (ell- c2l)pl - ~j=l dji[(0_j-µ2)/cr2] • 
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From (4.8) and (4.11), it follows that 
(4.12) R(p1N) ~ R(p1N) · and R(plA) ~ R(plA) • 
Theorem 4 .1. A sufficient condition for R(plA) < R(plN) is that 
(4.13) (p1·'P2) e u:=1 Ak , 
where 
A1 = (0 < µ1 ~ 6s_1< 1 and maxI1
[&j{cr2- cr1)] < cr2µ1- o1µ2} , 
Ak = (O < 6s-k+l< µ1 ~ 6s-k < 1 and 
max 1it[6j{cr2-cr1)] < cr2µ1- cr1u2 < minJk[6j(cr2-cr1)]) , k:2, ••• ,s-1, 
:A
8 
= (51< µ1< 1 and cr2µ1- cr1µ2 < minI1
[oj(cr2 -cr1)]) , 
Il = (jlj = 1,2, ••• ,s-1) , 
Ik = (jlj·= 1,2, ••• ,s-k) , 
Jk = (jlj = s-k+l, ••• ,s-1) • 
Proof: From {4.11), it follows that 
s-1 
R{;lA) - R{_;1N) = ~j=l dj{2[(6j-µ1)/cr1] - 2[(6j-µ2)/o2]} • 
Suppose pie~· {i) 6j(cr2- cr1) < cr2µ1- cr1µ2 , for all· j e Ik. 
It follows that {6j- µ1)/cr1 < (6j- µ2 )/cr2 , for all j e Ik •. 
Consequently, ~[(oj- µ1)/cr1] < t[(oj- µ2)/cr2 ], for all j e Ik. 
(ii) o2µ1- cr1µ2 < oj{o2- cr1), for all j e Jk. It follows that 
t[(6j- µ1)/cr1] > ~[(6j- µ2)/cr2] for all j e Jk. (iii) 
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6s-k+l< µ,1 ~ 65 _k. It follows that dj < o for j e Jk and 
dj ~ 0 for j € Ik. The result follows immediately. Q.E.D. 
Corollary 4.1. If 
Proof: It follows directly from Theorem 4.1. 
Following the same ideas as we do in Sections 4.2 and 4.3, we 
can define a sometimes-pool treatment decision rule based on expected 
loss. Unfortunately Theorem 4.1 gives sufficient conditions only, 
not necessary and sufficient conditions. Since we are unable to find 
necessary and sufficient conditions, the following definition is 
based on the sufficient conditions. 
Definition 4.1. We define a sometimes-pool treatment decision rule 
based on expected loss as follows: 
A 
:S: 6. 1 I Apply j if 6 j < pls for j = 2, ••• ,s-1 J-
(4 .14) ,. 
1 if P1s > 61 
,. 
s if P1s ~ 6 s-1 ' 
where the pooling decision rule is as follows: 
(4.15) ,. 
where 
A (4.16) 
,. 
otherwise , 
is the same as Akin (4.13) except that we replace 
,. 
p .• 
1 
Lemma 4.4. The never-pool treatment decision rule and the always-
pool treatment decision rule have different treatment decisions if 
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and only if 
(4.17) 
where 
B = {pA ~ o < pA , for some J. = 1,2, ••• ,s-1) 
1 lN j lA 
BA = {pA ~ ~ < pA , for some J. = 1,2, ••• ,s-1) • 2 lA vj lN 
Proof: It follows directly from (4.7) and (2.9). 
Theorem 4.2. The never-pool treatment decision rule and the sometimes-
pool treatment decision rule (defined in Definition 4.1) always make 
the same treatment decision. 
Proof: Similar to the proof of Theorem 2.2. 
Proof: It follows directly from Theorem 4.2. 
4.5. r X 2 case. 
Suppose we have two r-variate {r ~ 3) multinomial populations, 
say ~l and TT2 • Also we have r kinds of individuals in each 
population, say a., j = 1,2, ••• ,r. Let 
J 
p .. = P(a. ITT1), i = 1,2, j = 1,2, ••• ,r , 1.J J 
o < p .. < 1, E.p .. = 1, 1 = 1,2. 
l.J J l.J 
(5.1) 
Suppose we have the following past data available: 
xij a. individuals out of total n. observations J l. 
(5.2) TT. ' i = 1,2; l. 
xlj and X2 j I are independent. 
from 
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Suppose we havQ two kinds of treatment, say 1 and 2. 
Suppose Y1 is a new individual from rr1• Y1 is independent 
of X. • • We don't know if Y1 is a. or not. We want to make l.J J 
a treatment decision: apply 1 or 2 to Y1 • Suppose we have the 
following r x 2 loss table. 
y 1 being '\ 
y1 being a2 
y being a 1 1 r-
y1 being ar 
It follows that 
C 
1 
ell 
C 21 
. 
. 
. 
r-11 
crl 
Table 5.1 
2 
cl2 
c22 
. 
. 
. 
C 
r-12 
cr2 
I Expected loss when applying 1 = ~-
1
1(c. 1- c 1 )p1 .+ c 1 J= J r J r 
(5.3) -1 
Expected loss when applying 2 = ~ 1{c.2- c 2)p1 .+ c 2 • J= J r J r 
Consequently, 
(5.4) 
where 
(5.5) 
Expected loss when applying 1 < Expected loss when apply 
~-1 
2 ~L.Jj=l Ajplj >A, 
A. = (c ·2- cr2) J J ~cjl- crl), j = 1,2, ••• ,r-l, 
'\ C - C • 
I\ = rl ·r2 
Therefore, we can define a treatment decision rule based on expected 
loss as follows: 
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r-1 
[ Apply 1 if ~- 1 ).. . P1. > ).. ]= J J 
(5 .6) r-1 
Apply 2 if ~- l A P1. ~ A , J= j J 
r 
where N ~ N p1 . is an estimator of p1 .• L.J. 1 P1 . = 1. J J ]= J 
independent of Y1• 
Let· 
(5.7) p .. =X .. /n., j = 1,2, ••• ,r, i = 1,2. 
l] 1.J l. 
We define three treatment decision rules as follows: 
N 
plj is 
N ,. ,. (i) Never-pool treatment decision rule: put plj= PljN= Plj' 
(5.8) 
for all j. 
(ii) Always-pool treatment decision rule: put 
N ,. ~ ,. • 
P1 .= P1 . = ~. 1n. p. j/.(n1+ n2 ) for all J. J JA l= l 1. 
{iii) Sometimes-pool treatment decision rule: put 
N ,. 
P1j= pljs for all j, 
,. 
where Pljs depends on 
the pooling decision rule which will be discussed 
later. 
N 
Lemma 5.1. The expected loss using plj is 
r r-1 r-1 
(5.9) R(pl.) = ~- lc.lpl. + 0:. 1 A.pl.- A)P(~. 1 J J= J J J= J J ]= AN llj ~ l). 
Proof: See Appendix C. 
Assume that n1 and n2 are sufficiently large such that 
approximately 
r-1 
~j=l Aj PljN N N(µ,l, crf) 
(5.10) r-1 ,. · 
~j=l Aj pljA NN(µ2, ~) 
where 
r-1 
µl = ~- 1 A .Pl. ' J= J J 
r-1 
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~l = ~- 1 ),~pl.(l-pl.)/nl- ~-<.tLA.,P1·P1· 1 /nl, J= J J J J J J J J J 
r-1 2 
(5.11) µ, =~-1).·L, ln.p . ./(nl+n2), 2 J= J i= 1 1J 
r-1 2 
cr22 = Z:. 1 l~ ~- 1 n.p .. (1-p .. )/(nl+ n2)2 J= J 1= 1 1J 1] 
2 
- £.<.,l.l., ~- 1 n.P .. P .. ,/{n1+ n-2 )
2 
• J J J J 1= 1 1J 1J 
We define approximate expected losses by 
r r-1 
R(pl .N) = ~- le ·1P1 .+ (~. 1"'- .pl .-l)H (A-µ1)/crl] J J= J J J= J J 
r r-1 
""" ,.. ~ I'-,' ) 
R(pljA) = L..Jj=lcjlplj+ \L..Jj=lljplj-l) 2[(l-µ2 /cr2] • 
(5.12) 
From (5.19) and (5.12), it follows that 
(5.13) 
Theorem 5.1. 
where Al= CnB, A2= CrB, C= (µ,1< 1), C= {µ1> l), B={a2µ,1-cr1µ2>l{cr2-a1)} 
·and B={cr2µ,1- cr 1µ,2 < X{ a 2- cr 1)) • 
Proof: Similar to the proof of Theorem 2.1. 
Proof: It follows directly from Theorem 5.1. 
Definition 5.1. We define a sometimes-pool treatment decision rule 
based on expected loss as follows: 
I / 
.J 
\ i 
I I 
, I 
_, 
i I 
..J 
\ I 
--
I I 
~ 
I I 
~ 
\ I 
~ 
I I 
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~ 
: I 
i I 
\ I 
~ 
-
I I 
I I 
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r-1 
I Apply 1 if ~. 1 A. 
,. 
>11. pljs J= J 
(5.15) r-1 
~- 1 A. 
,. 
Apply n if Pljs ~ A , C J= J 
where the pooling decision rule is as follows: 
,. ,. ,. ,. I :ljA if p .. e: A1 U A2 for i = 1,2 1.J (5.16) A pljs= 
pljN otherwise 
for all j' where 
(5.17) A (5.14) except that we replace A. is the same as A. in 
1. l. 
by A p .. p ..• 
1.J 1.J 
Lemma 5.2. The never-pool treatment decision rule and the always-
pool treatment decision rule have different treatment decisions if 
and only if 
(5.18) (pij' i = 1,2, ,_ A j = 1,2, ••• ,r-l) e B1 U B2 , 
where 
Proof: It follows directly from (5_.6) and (5.8). 
Theorem 5.2. The never-pool treatment decision rule and the 
sometimes-pool treatment decision rule (defined in Definition 5.1) 
always make the same treatment decision. 
Proof: Similar to the proof of Theorem 2.2. 
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Corollary 5-'.~'. 
Proof: It follows directly from Theorem 5.2. 
4.6 Predicti.cn decisions in the two normal populations case. 
( -2) Suppose we have two normal populations, say N1 u1 ,v 1 and 
N
2
(µ 2 ,cr~). Suppose we have the following past data available: 
n. observations (Y .. , j = 1,2, ••• ,n.) from N.{µ.,cr:), i = 1,2. 
1. 1.J 1. 1 1 1. 
Y .• 's are independent. Let 
1J 
n. 
(6 1) = y-; " l. y / 
• µ i i = uj =1 i j n i ' 
n. 
~
2 
= ~.
1
1 (Y .. -Y.)
2 /(n.-l), i = 1,2. 
i J= 1] l 1 
Suppose we have a new observation, say Y1 , from N1(µ1 ,af). 
yl is independent of y ..• lJ We want to predict if 
y -;; C 
1 or 
yl > C (where C is a real number). 
We can define a prediction dee is ion rule as follows: 
(i) Predict that if 
(6.2) (ii) Predict that Y1 > c 
N 
if µ,l > C , 
where N µ,l is an estimator of is independent of 
Then, we are subject to two kinds of error: 
(i) Predict that yl ~ C when in fact yl >c 
(ii) Predict that yl > C when in fact y ~ C . 
1 
Hence we have the followi~g loss table: 
yl~ C yl >c 
N 0 a> 0 µ,l ~ C 
N 
µ,1 > C b > 0 0 
Table 6.1 
> 
-V , 
i 
'-' 
', I 
~ 
I I 
.... 
I ! 
~ 
I i 
I I 
I I 
_. 
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, I 
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, I 
I I 
-J 
I i 
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\ f 
', ( 
I I 
• 
·1.,. d 
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We define three prediction decision rules as follows: 
(i) N ,. ,. Never-pool prediction decision rule: put µ1= µ1N= µ1 • 
(6.3) 
(iii) Sometimes-pool prediction decision rule: put 
N ,.. 
µ1= µ, , where ls 
decision rule. 
A 
µ,ls depends on the pooling 
Lemma 6.1. The expected loss using N µ, 1 is 
(6.4) 
Proof: See Appendix c. 
Let 
· (6.5) 
Theorem 6.1. 
Proof: Similar to the proof of Theorem 2.1. 
Corollary 6.1. If· a= b, µ,1 = µ,2 and of= o~, then 
R(µ,lA) < R(µlN) • 
and 
Proof: Note that -1 I [a/{a+b)] = 0 when a= b. The result follows 
immediately from Theorem 6.1. Q.E.D. 
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As we do in previous sections, we can define a sometimes-pool 
prediction decision rule based on expected loss. 
Definition 6.1. We define a sometimes-pool prediction decision 
rule based on expected loss as follows: 
,. 
(6.7) l Predict that ,. 
Yl > c, if µls> C , Predict that 
where the pooling decision rule is as follows: 
(6.8) 
where 
(6.9) 
,.. 
A. 
l. 
if (~.' ~~, 
1. 1. 
otherwise , 
is the same as Ai in (6.6) except that we replace 
(µ.., <i:) . 
l 1. 
Lemma.6.2. The never-pool prediction decision rule and the always-
pool prediction decision rule have different prediction decisions 
if and only if 
(6.10) 
where 
"2 cr., i 
1. 
Proof: It follows directly from (6.2) and (6.3). 
Theorem 6.2. Suppose a= b. Then the never-pool prediction 
decision rule and the sometimes-pool prediction decision rule 
(defined in Definition 6.1) always makes the same prediction decision. 
p 
I 1 
I I 
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Proof: Note that ~-1(a/(a+b))= 0 when a= b. The re.st of 
the arguments are similar to. the proof of Theorem 2.2. Q.E.D. 
Corollary 6.2. Suppose a= b. Then R(µ1N) = R{µ1s). 
Proof: It follows directly from Theorem 6.2. 
4.7. Discussion 
We have discussed the problem of pooling data from a decision 
theoretic point of view. We find that the result is a bit surprising. 
We define the never-pool treatment (prediction) decision rule (when 
using the never-pooled estimator) and the always-pool treatment 
(prediction) decision rule {when using the always-pooled estimator). 
Then we find the set of parameters for which the always-pool 
treatment (prediction) decision rule is better than the never-pool. 
We call this set of parameters the "pooling region". Since 
parameters are unknown, we replace parameters by their respective 
estimators. Consequently, we have a pooling decision rule based on 
expected loss as follows: poool data if estimatoISfall in the 
"pooling region"; don't pool, otherwise. Then we have a sometimes-
pool treatment (prediction) decision rule based on this pooling 
decsision rule. This is jus_tified intuitively. 
However, the sometimes-pool treatment (prediction) decision 
rule based on this pooling decision rule always makes the same 
treatment (prediction) decision as the never-pool does. Hence their 
expected losses are equal. The reason for this phenomenon is that 
the additional data do not change our treatment (prediction) decision 
when we pool the data. 
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Another intuitively appealing pooling decision rule is the 
one based on a preliminary test. In Section 4.3 we have studied 
the sometim<::s-pool treatment decision rule based on this rule. The 
numerical study in Section 4.3 indicates that this sometimes-pool 
treatment decision rule is worse for most parameter values than 
the never-pool, as far as expected loss is concerned. Consequently, 
this implies that the pooling decision rule based on a preliminary 
test is usually worse than the pooling decision rule based on expected 
loss. 
Therefore, it is better to use the pooling decision rule based 
on expected loss rather than based on a preliminary test. But 
the pooling decision rule based on expected loss does not affect our 
treatment decisions. Hence pooling of data is irrelevant in this 
sense. 
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CHAPTER 5 
A DECISION THEORETIC APPROACH TO THE PROBLEM OF POOLING 
DATA (THREE POPULATIONS CASE) 
5.1. Introduction. 
In Chapter 4, we have shown that the sometimes-pool treatment 
decision rule based on expected loss and the never-pool treat-
ment decision rule always make the same treatment decision in the 
two populations case. In this chapter, we generalize this result 
in the three populations case. The discussions are mainly 
analogous to the two populations case. Sections 5.2 to 5.6 corres-
pond to Sections 4.2 to 4.6. 
Since most arguments are very similar, we give detailed dis-
cussions only in Section 5.2. For other sections, we simply 
describe the way we get results without going into details. 
5.2. 2 X 2 case. 
Let rr1, rr2 , rr3 
denote three binomial populations and let 
a, a' pi' ni' xi' yl·' a, b, c, d have the same meaning as in 
Section 4.2. 
Let pi= x./n., i = l,2,3. We define five treatment decision 
1 1 
rules as follows: 
(i) N ,. 
,. 
Never-pool treatment decision rule: put P1 = plN =pl• (2.1) 
(ii) Always-pool treatment decision rule {I): put 
N "(1) ,. A 
P1 = plA = (nlpl + n2p2)/(nl + 0 2). 
(iii) Always-pool treatment decision rule (II): put 
N "(2) ,. A 
pl= plA = (nlpl + n3p3)/{nl + n3). 
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(iv) Always-pool treatment decision rule (III): put 
P1 = PH)=~ nip/~ ni) • 
(v) sometimes-pool treatment decision rule: 
where pls depends on the pooling decision rule which 
will be discussed later. 
Lemma 2.1, Section 4.2, continues to hold. 
Assume that n1 , i = 1,2,3, are sufficiently large such that 
approximately 
(2.2) 
where 
and j = 1,2,3, 
µ,O = P1, µ,l = (nlpl+n2p2)/(nl+n~)' µ2 = (nlpl+n3p3)/(nl+n3), 
µ3 = (:Cnipi)/{6ni), 06 = (pl(l-pl})/nl, 0 i = [nlpl(l-pl) 
+n2p2(1-p2)]/(nl+n~)~, 
o-2 = 
3 
[~ n. p1 (1-p.) )/~ n. )::> 1. l. 1 
We define approximate expected losses by 
j = 1,2,3, 
where ~ stands for the standard normal c.d.f •• From Lemma 2.1 
(section 4.2) and (2.4), it follows that 
Theorem 2.1. 
(i) R<Pi!> )<min[R(PlN) ,R(P~)) ,R<Pif)] .. (pi, i = 1,2 ,3) e ,.. J.L '·\c 
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"'A(9) A./ A N "(1) f"tJ "(3) · (2.6) (ii) R(plA )<minfP.(p1N),R(p1A ),R(plA )] ~ (pi, i=l,2,3) e A21UA22 
0 0 0 "'w ,-(3) 0 N " N A(l) N "(2) 0 (1.11.) R(plA )<min[R(plN),R.(plA ),R(plA )] ~ (pi,1.=l,2,3) e A31UA32' 
where All = CrlB10rtB121lB13, Al2 = CrtB10nB12rtB13, A21 = CfU320rtB21 flB23, 
A22·= cns2ori21ns23' A31 = Cf1B3of1B31ns32' A32 = CnB3ons3lns32' c = (µ,o< e,), 
C = ( µ,0 > 6) , B . • = { a . µ, • - a . µ,. > 6 ( a . - a . ) ) and B . . = { a . µ, • -cr . µ.. < 6 ( er -cr . ) ) • l.J l. J J l. l. J l.J l. J J l. i J 
Proof: To prove (i), by (2.4), 
N "(1) N ,. ( ) R(p1A )-R(p1N) = ([(b-a)+(c-d)]p1-(c-d))(9[ 6-µ,1)/cr1]-~[(6-µ.0 /cr0 ]} • 
N "(1) N " It follows that R(plA) < R{p1N) ~ 
either {i) µ,o < 6 and t[(6-µ,1)/a1] > ~[(6-µ.0)/o-0 ] , 
or (ii) µ,o > 6 and ·' [ ( o-µ,1 ) / '\ l < if ( 6-µo) / cr o J • 
But 1[(6-µ,1)/cr1] > t[(o-µ0)/cr0] ~ a 1µ.0 - cr0µ,1 > 6(cr1-cr0). Hence 
R(pi!)) < R(plN) e=> 
(2.7) either {i) I-Lo< 6 and crlµ.O - aoµ.l > 6(crl- cro) , 
or {ii) µ.o > 6 and crlµO - aOµl < 6{crl- cro) • 
Similarly, R(p(1)) < R(p(2)) ~ lA lA 
. (2 .8) either {i) µ,o < 6 and alµ,2 - cr2µ,l > &{al- 0 2) ' 
or (ii) tJ.o > 6 and crlµ.2 - cr2µ.l < 6{al- cr2) • 
Also, R(p(1)) < i'c;<3)) ~ lA lA 
(2.9) either {i) I-Lo< 6 and alµ,3 - cr3µ.l > 6(01- cr3) , 
or {ii) µ,o > 6 and 0 1µ,3 13µ,1 < 6(crl- a3) • 
{i) in (2.6) follows from (2.7), (2.8) and (2.9). Similar arguments 
give {ii) and (iii) in (2.6). Q.E.D • 
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Corollary 2.1. If p1 = P2 = p3, then 
R(pH)) < min~it(p1N), R(pi!)), R(pi!))] . 
Proof: It follows directly from Theorem 2.1. 
Definition 2.1. We d~fine a sometimes-pool treatment decision rule 
based on expected loss as follows: 
,. 
I Treat if pls >,.6 (2.10) Don't treat is p15 ~ 6 , 
where the pooUng decision rule is as follows: 
,. (1) (pi, 
,. 
U A.12 if i 1 I) ., ) e All plA ' = , ,_ '_j 
"'(2) (pi, ,. ,. plA' if i = 1,2,3) € A21 U A22 
(2 .11) p = 
"'(3) ,. ls (p.' A l :lA ' if i = 1,2,3) e A31 U A32 l. 
otherwise 
-plN ' , 
where 
A 
A .. is the same as A .. in (2.6) except that we replace iJ l.J 
(2.12) 
,. ,. ,. ,. 
(µi,ai) by (µi,cri); while µi and cri are obtained 
from µi and cri in (2.3) by replacing pi by p1 • 
Lemma 2.1. The never-pool and the always-pool treatment decision 
rules I (II, III] have different treatment decisions if and only if 
where Bj = (P1N ~ 6 < Pi{)) U {Pi!)~ 6 < P1N]. 
Proof: It follows directly from (2.6) (section 4.2) and (2.1). 
A A 
Remark: In the definition of Bj we could also write µ0 and 
µ. j in place of_ P1N and i{i), 
a- i ~ 
'. 
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Theorem 2.2. The never-pool treatment decision rule and the 
sometimes-pool treatment decision rule defined above ~lways make 
the same treatment decision. 
,. A ,. 
Proof: Let A.= A. 1 U A. 2 , j = 1,2,3. By (2.11) and (2.13), it J J J 
,. AC 
is sufficient to show that A. c B. for j = 1,2, 3. Th_is is equivalent 
J J 
,. "C 
to showing that B. c A. for j = l,2,3. First to show that 
J J 
A "'C 
Bl C A1 • Suppose 
(1\, i = ) AC 1,2,3 e A1• 
,. ,. 
It follows that cr1µ0 -
Similar arguments for 
Case (i) 
,. AC 
Similarly we can show that B
2 
c A2 and 
,. 
Proof: It follows directly from Theorem 2.2. 
It is- clear that 
Q.E.D. 
5.3. Arcsine--square root transformation in the 2 X 2 case. 
Assume that the formulation of problem and assumptions are 
the same as in Section 4.3 except that we have three populations now 
instead of two populations.· 
··-in· a similar fashion as in Section 5.2, we define five treat-
ment decision·rules·as follows: 
. (i) tv{T) ,.(T) Never-pool treatment decision rule: put Pi = plN, 
(ii) Always-pool treatment decision rule (I): put 
N(T)_ ,.(T)(l) 
pl - plA ' 
(iii) Always-pool treatment decision rule (II): put 
~{T) _ ,.(T) (2 ) pl - plA ' 
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(iv) Ah:ays-pool treatment dee is ion rule (III): put 
~( T ) _ ,. ( T) ( 3) pl - plA ' 
(v) S011~-:·times-pool treatment decision rule: put piT)= ;i;), 
where pi!) depends on a pooling decision rule, 
"(T) "(T) ,. 
where plN and plA (j) are respectively the same as plN and 
,-(j) A -1-;: 
plA in (2.1) except that we replace pi by sin J p1• We note 
that the alw~ys-pool treatment decision rule (I) is the same as the 
always-pool treatment decision rule discussed in Section 4.3. 
Again, we assume that n., i 
1. 
such that approximately pi~) and 
= 1,2,3, are sufficiently large 
pi!)(j) are distributed as normal 
distributions. Then based on Lemma 3.l (Section 4.3), we can define 
approximate expected losses R(pi~)) and R(pi~)(j)) in a similar 
fashion as before. 
We can find a necessary and sufficient condition such that 
N "(T) . ~ "(T) AJ "(T) N ,.(T) . 
R(plA{i)} < mrn[R(plN ), R(plA(j)}, R(plA(k))], 1. = l,2,3. Based on 
this necessary and sufficient condition, we can define a sometimes• 
pool treatment decision rule based on expected loss in the same way 
as we do in Definition 2.1. Following the analogous arguments as in 
Section 5.2, we can have the following result: the never-pool treat-
ment decision rule and the sometimes-pool treatment decision rule 
based on expected loss always make the same treatment decision. 
5.4. 2 X s case. 
Again, we assume that the formulation of problem and assumptions 
are the same as in Section 4.4. except that we have three populations 
now. 
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In this case, we can also define five treatment decision rules, 
namely, the never-pool, the always-pool I [II, III] and the sometimes-
pool as indicated in (2.1). 
Assume that n., i = 1,2,3, are sufficiently large such that 
1. 
(2.2) holds. 
Based on Lemma 4.3 (Section 4.4), we define approximate expected losses 
by 
(4.1) 
(i) 
(ii) 
j = 1,2,3. 
The following notations will be used in the statement of the ~ollowing 
theorem: 
cs= (61 < µo < 1) ' 
B~~)= (max1 [6 (cr1- a.)]< cr.µJ. 1.J 1 e J 1. - a jµi] , 
B~~)= (max1 [6 (cr.- a.)]< cr.µ. 1J k e 1 J 1 J - a.µ.< minJ (6 (a.- cr.)]) , J 1 k e 1 J 
k = 2,3, ••• ,s-l, 
(criµ.- a.µ.< min1 (6 (cr1- cr.)]) , J J 1 1 e J 
where 11, Ik and Jk are indicated in Theorem 4.1 (section 4.4) 
except that we ·replace j by· e. 
Theorem 4.1. 
N ""(1)) NA (i) A sufficient condition for R(p1A < min(R(p1N), 
(4.2) RcPi!>), tcPil))] is that (pi, i = 1,2,3) e ~=lAlk' 
N A(2)) N A ) (ii) A_sufficient condition for R(p1A < min[R(plN, 
N A(l)) N ""(3)) . ) S R(plA , R(plA ] 1S that (pi' i = 1,2,3 e uk=lA2k, 
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(iii) ~( ,. ( 3) ) ""'( ,. ) A sufficient condition for R plA < min[R PlN, 
where 
Proof: Similar to the proof of Theorem 4.1 (section 4.4). 
As unfortunately as Theorem 4.1 in Section 4.4 Theorem 4.1 gives us 
only a sufficient condition, not a necessary and sufficient condition. 
Based on this sufficient condition, we can define a pooling decision 
rule as follows: 
"(l) if (pi, i 1,2,3) s ,. plA' = s Uk=l Alk 
,.(2) if (pi, i = 1,2,3) $ A plA' s Uk=l A2k 
(4.3) A pls = "(3) if (pi, i = 1,2,3) S A plA' e uk=l A3k 
,. 
plN otherwise, 
where 
(4.4) Aik is the same as Aikin (4.2) except that we replace 
A 
pi by pi. 
Based on this pooling decision rule, we define a sometimes-pool 
treatment decision rule based on expected loss as indicated in (4.14) 
(section 4.4) except that p18 is indicated in (4.3)~ 
Then, we have the following result. 
Theorem 4.2. The never-pool treatment decision rule and the sometimes-
pool treatment decision rule based on expected loss always make the 
same treatment decision. 
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Proof: Similar to the proof of Theorem 2.2. 
5.5 r X 2 case. 
Assume that the formulation of problem and assumptions are 
the same as in Section 4.5 except that we have three populations now. 
Let p .. = X •• In., i = 1,2,3, j = 1,2, ••• ,r. We define five l.J 1.J 1. 
treatment decision rules as follows: 
(i) Never-pool treatment decision rule: N ,. put plj = pljN' for all j , 
(ii) Always-pool treatment decision rule (I): put 
N ,.(1) 
plj = pljA' for all j 
' 
(iii) Always-pool treatment decision rule (II): put 
N "'(2) for all plj = pljA' j 
' 
(iv) Always-pool treatment decision rule (III): put 
N "'(3) 
plj = pljA ' for all j ' 
{v) sometimes-pool treatment decision rule: put 
N ,. 
P1. = pl. ' J . JS 
for all 
,. 
j, where pljs depends on a 
pooling decision rule, 
where p and p(k) ljN ljA are the same as and (2.1) 
except that we replace 
Assume that n., i = 1,2,3, are sufficiently large such that 
1. 
r-1 r-1 
>,. .-.(k) 
approximately 'E. 1 A.pl.N and "' are distributed L.;. 1 jpljA as J= J J J= 
normal distributions. By Lemma 5.1 (section 4.5) and normal 
"""" ,. 
approximations, we can define approximate expected losses ·R(p1 .N) 
. J 
· and R(P~~l). Then we can find a necessary and sufficient condition 
N ,.(k) """" ,. N "'(m)) N "'(n) 
for which R(pljA) < min[R(pljN), R(pljA, R(pljA)] , k = l,2,3. 
Based on this necessary and sufficient condition, we dan define a 
sometimes~pool treatment decision rule based on expected loss in a 
- 114 -
similar fashion as in Definition 2.1. Then we can have the following 
result: the never-pool treatment decision rule and the sometimes-pool 
treatment decision rule based on expected loss always make the same 
treatment decision. 
5.6. Prediction decisions inthe three normal populations case. 
Assume that the fornrulation of problem and assumptions are the 
same as in Section 4.6 except that we have three populations now. 
A 
Let and ""2 (J. 
1 
have the same meaning as in Section 4.6. We define 
five prediction decision rules as follows: 
(i) N 
,. 
Never-pool prediction decision rule: put µ,1 = µ,lN' 
(ii) (I): f8w "'(1) Always-pool prediction decision rule put µ,l = µ,lA' 
(iii) Always-pool prediction ·decision rule (II): put ; 1 = 
"'(2) 
µ,lA ' 
(iv) Always-pool prediction decision rule (III): put 
""(3) 
'j:t'l = µ,lA , 
N A (v} Sometimes-pool prediction decision rule: put µ,1 = µ,18 , 
,. 
where µ.ls depends on a pooling decision rule, 
,. 
'"(j ), A "'(j) in (2.1) where µ,lN and µ,lA are the same as plN and plA except 
,. A 
that we replace pi by µ, .• :L 
Then we can find a necessary and sufficient condition for which 
""{i) A ) "'(j} ("'(k)) R(µ,lA) < min[R(µ,lN, R(µ,lA ), R µ,lA ], i = l,2,3. Based on this 
necessary and sufficient condition, we can define a sometimes-pool 
prediction decision rule based on expected loss as we do in Definition 
2.1. Then we can show that in the case of equal losses {when a= b) 
the never-pool prediction decision rule and the sometimes-pool 
prediction decision rule based on expected losses always make the 
same prediction decision. 
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CHAPTER 6 
A DECISION THEORETIC APPROACH TO THE PROBLEM OF 
CHOOSING A REGRESSION PREDICTION MOOEL 
6.1. Introduction • 
In Chapter 4, we have shown that the sometimes-pool treatment 
decision rule based on expected loss and the never-pool treatment 
decision rule always make the same treatment decision. In Chapter 2, 
we have mentioned the problem of choosing a regression prediction 
model. We have mentioned that the deleted-model predictor is 
sometimes better than the full-model predictor when using the mean 
square error criterion. We have also mentioned a conditional predictor 
based on a preliminary test. 
In this chapter we discuss the problem of choosing a regression 
prediction model from another point of view. Instead of predicting 
the value of a future dependent variable, we are interested in 
predicting if the future dependent variable is above or below a 
certain critical number. We thus discretize the problem ~nd are 
able to discuss the problem in a similar fashion as in the case of 
pooling data. We show that in the case of equal losses the full-
model prediction decision rule and the sometimes deleted-model 
prediction decision rule based on expected loss always make the same 
prediction decision. Therefore, the deletion of independent 
variables is irrelevant in this sense. In the case of unequal losses 
we give a necessary and sufficient condition for the sometimes 
deleted-model prediction decision rule to be "better" than the·full-
model prediction decision rule. Based on this necessary and sufficient 
condition, we define 
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a new deleting decision rule. However, this deleting decision 
rule is irrelevant in the sense that the sometimes deleted-model 
prediction decision rule based on this deleting decision rule 
always makes the same prediction decision as the original one does. 
In Chapter 2, we have shown that the problem of pooling data 
in the case of two normal populations with equal variances is a 
special case of the problem of choosing a regression prediction 
model when using the mean square error criterion. -Again this relation 
holds in the present decision theoretic framework. In the case of 
equal variances prediction decisions in the two normal populations 
case (which is discussed in Section 4.6 for the case of arbitrary 
unequal variances) can be considered as a special case of the 
problem of choosing a regression prediction model discussed in this 
chapter. 
6.2. The problem of choosing a regression prediction model. 
Suppose we have the following standard linear regression model: 
(2.1) !. = xl ~ + x2 ~ + ! ' 
where x1 and x2 are known, E(!) = £. and Var(.=)= a2I. 
Suppose we have a future observation Y0 such that 
(2.2) I ' B Yo = XlO ~ + X20 ~ + eO ' •r . 
where ' !s.o i = 1,2, are known, E(e0) 
~,•::~·-
.... ~ 
·(e0 ) = o-2, 
eo and ~ are independent. 
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Suppose we want to predict if Y0 ~ c or Y0 > c {where c 
is a real number). Let Y be a predictor of Y0 , which is in-
dependent of e0 • We can define a prediction decision rule as 
follows: 
,. 
{i) Predict that y0 s: c if y S: C (2.3) ,. (ii) Predict that y0 > c if y > c. 
Then we are subject to two kinds of error as follows: 
(i) Predict that YO :S: C when in fact YO> C 
{ii) Predict that YO> C when in fact YO :S: C • 
Hence we have the following loss table. 
,. 
y :S: C 0 ·a> 0 
,. 
Y>c b>O 0 
Table 2.1 
Let 
{i) ,. Y0 be the full-model predictor as indicated in 
(3.6) in Chapter 2 (2.4) t {ii) Y0 be the deleted-model predictor as indicated 
in (3.7) in Chapter 2. 
We define three prediction decision rules as follows: 
(2.5) 
(i) 
{ii) 
,.. ,.. 
Full-model prediction decision rule: put Y = Y0 • ,.. 
,.. ,. 
Deleted-model prediction decision rule: put Y = Y0 • 
(iii) Sometimes deleted-model prediction decision rule: put 
y = yCs), where Y(s) depends on the deleting decision 
rule which will be discussed later. 
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,., 
Lemma 2.1. The expected loss using Y is 
A - A 
R(Y) = bP(Y0 ~ c) + [a-(a+b)P(Y0 ~ c)]P(Y ~ c) • 
Proof: Similar to the proof of Leoma 6.1 in Chapter 4. 
Let 
I I I I ( I )-1 I 
µ,o = ~1ot1+ ~o~' µ,d = ~o!J.+ ~10 x1x1 x1x2~ ' 
(2.6) c1 = cr2~(x'x)-1~, where ~=[~io1~0 ] and X = [x1 lx2] , 
2 2 ' ( ' )-1 0 d = a ~10 x1x1 ~o • 
It is easy to see that 
Theorem 2.1. 
~ A 
(2.8) R(Yo) < R(Yo) ~ (Bl, B2,_a2) e A1U A2, 
where Ai= {µ,0< c-cry and crdµ,0- crfµ,d > c(crd- crf)), 
A2= {µ,0 > c - cry and crdµ,0- crfµ,d < c(crd- crf}) and y = ,-
1[a/(a+b)]. 
Proof: Similar to the proof of Theorem 6.1 in Chapter 4. 
~ A 
corollary 2.1. If a= b and ~ = £, then R(Y0) < R(Y0). 
Proof: We note that (i) y = ,-1[a/(a+b)] = 0 when a= b, 
(ii) µ,0 = µ,d when ~-= Q_, (iii)~< cr~ (see Lemma 3.4 in Chapter~ 
The result follows from Theorem 2.1. Q.E.D. 
We can define a sometimes deleted-model predic,· 
rule based on expected loss as follows: 
decision ·---
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Definition 2.1. We define a sometimes deleted-model prediction 
decision rule based on expected loss as follows: 
(2.9) I Pre diet that Predict that if y(s) :S: C if y(s) > C 
where the deleting decision rule is as follows: 
t 
(2.10) yCstj:o· 
YO' 
where 
(2.11) 
A A 
where µ,O' µ,d' 
otherwise 
A A 
O'f and O' d 
ad in (2.6) by replacing 
are obtained 
(B. , cr2) 
l. 
by 
is the least square estimator of B. and 
1. 
estimator of a2. 
from 
I\ 
(B.' l. 
A 
0'2 
µ,o, µ,d' 0 f and 
A ,.. 
cr2), where Bi 
is the standard 
Remark: is the same as A. 
l. 
in (2.8) except that we·replace 
(
A A A 2 ) by B1 , B2 , cr • 
Lemma 2.2. The full-model prediction decision rule and the deleted-
model prediction decision rule have different prediction decisions 
if and only if 
A 
" 
A 
either (i) y :S: C < YO 
(2.12) t A 
or {ii) Yo~ c <Yo· 
Proof: It follows directly from (2.3) and (2.5) • 
Lemma 2.3. 
(2.13) 
(i) 
(ii) 
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Proof: (i) is clear. (ii) follows from (3.11) in Chapter 2 
and some straightforward algebra. Q.E.D. 
Lernnra 2.4. The full-model prediction decision rule and the deleted-
model prediction decision rule have different prediction decisions 
if and only if 
(2.14) 
A A A A A A 
where El= {µo ~ c < µd) and E2 = {µd ~ c < µo)· 
Proof: (2.14) follows directly from (2.12) and (2.13). 
Theorem 2o2. Suppose a= b. Then the full-model prediction 
decision rule and the sometimes deleted-model prediction decision 
rule {defined in Definition 2.1) always make the same prediction. 
Proof: Similar to the proof of Theorem 6.2 in Chapter 4. 
Corollary 2.2. Suppose a= b. Then R(Y0 ) = R(Y(s)). 
Proof: It follows directly from Theorem 2.2. 
So far we have assumed that a = b. Now we are going to 
discuss the case that a~ b. 
Lemma 2.5. Assume that a > b. Then 
(2.15) 
{i) 
{ii) A * A El in (2.14) = A U Ell, 
I . 
\ ! 
'-' 
I 
~ 
! ) 
\ I 
... 
I 
~ 
.I I 
1-J 
! 
J 
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where 
* 
,. ,. ,. 
A = {c - crY < µ, ~ C and µ,d > c) 0 
,. ,. ,. 
;d(µo - c)/;f ,. A21 = {c - cry< µ,0 ~ C and + C < µ,d ~ c) 
;d;O - ; µ < c (; - ; ) ) £ d d f 
Before we prove Lemma 2.5, let us consider Figure 2.1 
(assuming a> b) which can help us visualize (2.15) and understand 
"'(s) tt the arguments below. From (2.10), we know that Y = Y0 if and 
,. ,. ,. ,. ,.. ,.. 
only :f (B1 , B2 , cr
2 ) e A1U A2 • From (2.14), we know that Y0 
,. 
and y0 make different prediction decisions if and only if 
Fig~re 2.1 
,. ,. ,. ,. 
* indicates that A is 
the intersection of A1U A2 with E1U E2 • It is easy to see that 
y
0 
and Y(s) make different pr~dictions if and only if 
(B1 , B2 , ; 2 ) e A*. Similar result holds for the case that a< b. 
Lenuna:;2.6 and 2.7 and Theorem 2.3 are to state this fact. 
Proof of Lenmia 2.5: · Note that y = t-1 [a/(a+b)] > 0 whe·n a> b. 
,. ** ,.. ** ,. ,. 
To prove (i), consider A2 = A U A22 , where A ={c-cry < µ0 ~ c 
A A A. A A A A A A A A A 
and adµ,O - crfµd < c(ad- crf)} = {c - cry< µ,0 ~ c and crd(µ,0-c)/crf+c < µ,d) 
* ,. 
=AU A21 • {ii) is evident. Q.E.D. 
Let 
I = {Bl' B , ; 2 1- (0 < B < cc 2 i "2 and a > .o) • 
Lennna 2.6. Assume that a > b. Then the full-model prediction 
decision rule and the sometimes deleted-model prediction decision 
rule (defined in Definition 2.l) make the same prediction decisions 
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A 
IJ,d 
,. 
µ,o 
A * A A 
~=A U ~l U A22 
Figure 2.1. 
A A A * 
Proof: Assume (B1, B2 , a
2 ) e 1 - A. 
,.. ,.. ,. "' 
Let A= A1U A21U A22 and 
A A A 
E = E11U E2 • From (2.10) and (2.15), 
,.. .(' 
From (2.14) and (2.15), Y0 and Y0 
A (s) k • A A A A 
Y · = yo iff (Bl, B2, c:r2)eA. 
make different prediction 
decisions iff {Bi,~) e E. It is sufficient to show that Ac Ee. 
This is equivalent to showing that E c Ac. suppose that 
(i) 
., I I 
i, 
., ,. ...., 
i I. 
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,. ("' ,. ""C ,. ,. ,. 
and µd > c, clearly Bi, cr2 ) e A. (ii) If µ0< c-cry and µd> c, then 
,. ,. ,. ,. ,. 
µ0 - c < 0 < µd- c. It follows that crd(µ0-c) < crf(µd-c). That 
,. ,. ,. ,. ,. ,. ) (A "'2) AC 
is odµ0- afµd < c(crd- of • Hence Bi, a e A. We have shown 
that Similarly, we can show that Q.E.D. 
Lermna 2.7. Assume that a> b. Then the full-model prediction 
decision rule and the sometimes deleted-model prediction decision 
rule (defined in Definition 2.1) make different prediction decisions 
l..f ("' ,. '"2) * B1, B2 , o e A. 
Proof: By (2.10) and (2.15), 
,. 
,. ,. 
if (B.,~)eA*. 
l. 
By 
(2.14) and (2.15), Y0 and Y0 make different prediction decisions 
,. ,. * if (B., a 2 ) e A. The result follows. Q.E.D. 
1. 
Theorem 2.3. Assume that at b. Then the full-model prediction 
decision rule and the sometimes deleted-model prediction decision 
rule {defined in Definition 2.1) make different prediction decisions 
if and only if 
(2.16) 
where 
* * K = 
r· 
if a>b 
(c < µ0 < c - ;y 
,. 
~ c), (2.17) and µd if a<b 
-1 . 
y = t [a/ (a+b)] • 
Proof: If a> b, the result follows directly from Lemmas 2.6 and 
2.7. Similar arguments for the case a< b. Q.E.D. 
Theorem 2.4. 
(i) If a> b, then R(Y(s)) < R(Y0 ) ~ µ0 > c - cry. 
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Proof: To prove (i), * * A A consider that K = A = {c-ay < µ0 ~ c 
and µd > c). Let R(•) = RK*(•) + RI-K*(•), where the terms 
* * on the right correspond to integrals over K and l - K. By 
Theorem 2.3, 
(2.17), <:s1, B2, ~2> * and e K ::) 
,,. ,. 
(i) A(s) A ,. Y = Yo and YO> C 
,,. 
(ii} YO S: C • 
(
A A ,,.2 ) * Therefore, when B1, B2 , cr e K, we have the following losses: 
(i) b 0 when using Y(s) 
(ii) 0 a 
,,. 
when using Y0 • 
Conseuquently, 8ic*(Y(s)) = bP(Y0 s: c and K*) = bP(Y0 s: c}P(K*) 
and RK*(Y0) = aP(Y0 > c and K*) = a[l-P(Y0 s: c)]P(K*). Now it 
is easy to see that R(Y(s)) < R(Y0 ) ~ RK*(Y(s)) < RK*(Y0 ) ~ µ0 > c-cry. 
We have proved (i). Similar proof gives {ii). Q.E.D. 
When a~ b, Theorem 2.4 tells us that the sometimes deleted-
model prediction decision rule (defined in Definition 2.1) is 
sometimes better than the full-model prediction decision rule, but 
sometimes not. Can we find a better sometimes deleted-model 
prediction decision rule? We may define another sometimes deleted-
i 
1 
-' 
J 
t I 
a 
- 125 -
model prediction decision rule based on Theorem 2.4 as follows. 
Definition 2.2. Assume a~ b. We define a sometimes deleted-
model prediction decision rule (based on Theore~ 2.4) as follows: 
,. l Predict that Y0 s: c if y(s) <c 
(2.18) A. 
Predict that YO> C if y(s) >c 
where the deleting decision rule is as follows: 
,.(s) ("' ,. ,. 
i(s)= l: , if Bl, B2• ?) e A (2.19) 
y0 , otherwise 
where 
,. ,. 
I 
{µ > c - cry) when a > b 
,. 0 
(2.20) A= ( µ,0 < c - ~) when a < b • 
From (2.10), (2.11), (2.19) and (2.20), it follows that 
t(s) y in (2.19). is equivalent to the following: 
,. 
,. 
otherwise. 
Then we have the following result. 
when 
when 
a>b 
a<b 
Theorem 2.5. Assume a~ b. ·y(s) in (2.10) and i(s) in (2.19) 
always make the same prediction decision. 
Proof: Suppose a> b. By (2.10) and (2.21), it is sufficient to 
,. 
A A 
show that Y0 and Y0 make the same prediction decision if 
,. 
( ,. "'2) ,. ,. ,. B1, cr e Ai· Theorem 2.3 tells us that Y0 and Y0 make the 
,. ,. * 
same prediction decision iff (B., cr2 ) el - A. By (2.15), 
1 
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* ,. ,. A c A
2
• By (2.11), we note that A1 
,. * 
,. 
and A are disjoint. 
2 
It 
follows that Al c I - A. Simi!ar proof for the case a< b. Q.E.D. 
Corollary 2.3. Assume a~ b. Then R(Y(s)) = R(~(s)), where 
y(s) and y(s) are respectively defined in (2.10) and (2.19). 
Proof: It follows directly from Theorem 2.5. 
Remark: Theorem 2.5 tells us that.our new deleting decision rule 
(2.19) based on Theorem 2.4 is irrelevant. The new sometimes-
deleted model prediction decision rule (defined in Definition 2.2) 
always makes the same prediction decision as the old one (defined 
in Definition 2.1) does. In other words, we don't find another 
sometimes deleted-model prediction decision rule which is better 
than the one defined in Definition 2.1. 
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CHAPTER 7 
A BAYESIAN APPROACH TO THE PROBLEM OF POOLING DATA AND 
THE PROBLEM OF CHOOSING A REGRESSION PREDICTION MODEL 
7.1. Introduction. 
Suppose that there are two populations having parameters 
e1, e2 • We are interested in estimating e1 • Suppose we have 
,. 
past data available from both populations. Let e1N be an 
estimator based on the observations from the first population only. 
~lN is called the never-pooled estimator. Let 
,. 
8lA be an 
,,. 
estimator based on the observations from both populations. e1A 
is called the always-pooled estimator. It is well known that 
E(91A- 81)2 can be less than E(81N- 81)2 for some parameter 
values. 
Suppose that we have some prior knowledge about the values of 
e1 and e2 and the knowledge can be expressed in probabilistic 
form, say TT( e1 , 82). We may have a loss function, say L ( 81 , 'ef1 ), 
N 
where e1 is an estimator of e1 depending on the given sample 
!. = (Y1, Y2, ••• , Y0 ). Y are observations either from the first 
population only or from both populations. The risk function assoc-
N. 
iated with the estimator e1 is given by 
y(81' 82) = s R L (81, 91)p(!J 81, 92)d!' 
where p(!J 81 , 82 ) is a proper p.d.£. for !. given ( 01 , e2 ) and 
R is the range of Y. The Bayes risk associated with the ·estimator 
'"-' e1 is defined by: 
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Suppose that we have a standard regression model, 
!_= x1!a_ + x2~ + ~- Suppose that we have a future observation, 
say Y0 = lio ~l + ;;0 ~ + e0 • As we have mentioned in Chapter 2, 
we can use either the full-model predictor, 
,,. ,,. 
,,. ,,. 
or the deleted-model predictor, Y0 = !.io ~, ,. to predict y0 • 
,.. 
It is well known that E(Yo- Yo) 2 can be less than E(Y0- Y0 )2 
for some parameter values. 
Suppose that we have some prior knowledge about (~,~)and 
this knowledge can be expressed in probabilistic form, say IT{~,~). 
We also have a loss function L (Y0 , Y0 ), 
and {i, t) depends on !· Similarly, the risk function assoc-
""" iated with the predictor Y0 is given by 
where p(!J~, ~) is a proper p.d.f. for Y given (~1 , ~) and 
R is the range of Y. The Bayes risk associated with the predictor 
EY(!4, ~) = JJv(!J_, ~)rr(~, ~)dB4 ~ • 
In our discussions, we always assu~ the quadratic loss, i.e. 
In Section 7.2, we consider the case of two normal populations. 
We derive a necessary and sufficient condition for which the Bayes 
risk associated with the always-pooled estimator is less than the 
Bayes risk associated with the never-pooled estimator. Assuming 
I I 
! 
I 
I ' 
-.I 
' ' i 
L' r 
~-
I 
w 
• 
-
-
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normal prior, we derive the Bayes estimator which minimizes the Bayes 
risk. In Section 7.3, we derive a necessary and sufficient con-
dition for which the Bayes risk associated with the deleted-model 
predictor is less than the Bayes risk associated with the full-
model predictor. Also assuming normal prior, we derive the Bayes 
predictor which minimizes the Bayes risk. In Section 7.4, we show 
that for twe> normal populations the Bayes risk of the deleted-
model predictor is less than that of the full-model predictor if 
and only if the Bayes risk of the always-pooled estimator is less 
than that of the never-pooled estimator. The always-pooled, the 
never-pooled and the Bayes estimators correspond respectively to 
the deleted·-model-, ·the full-model and, .. the Baye~ predictors. In 
Sections 7.5 and 7.6~- we assume independent.priors in the binomial 
and the Poisson cases. A linear combination of the never-pooled and 
the always-pooled estimators is "better" than the never-pooled, 
but not the "best" or "Bayes" solution. The Bayes estimator does 
not involve observations from the second population. 
The proofs of propositions in this chapter are routine and 
straightforward. The proofs are given in Appendix D. 
7.2. The problem of pooling data for two normal populations. 
suppose we have two normal populations, say Ni(µ1, a 2 ), 
i = 1,2. We are interested in estimating µ1• suppose we have 
the following past data available: (Y •. , j ~ 1,2, ••• ,n.) from 1J i 
- ni 
Ni(µ1 , a
2 ), i = 1,2. Yij's are independent. Let Y1= ~j=lyij/n1 , 
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i = 1,2. We have two estimators for as follows: 
A -(i) Never-pooled estimator µlN = Y1 
(ii) Always-pooled estimator µ1A = (n1Y1+ n2Y2)/(n1+ n2). 
suppose that the prior distribution of (µ1 , µ2 ) is an 
arbitrary distribution with 
02 0 
(2.1) = n (1~~ i 
0 12 °2 
The following proposition gives us a necessary and sufficient 
It. 
condition for which the Bayes risk associated with 
Bayes risk associated with µ1N. 
µ1A is less than the 
Proposition 2.1. Assume that (i) the prior distribution of 
is as indicated above, (ii) o2 is known. Then 
The next proposition shows that the Bayes estimator of is 
-a linear combination of Y1 and 
Proposition 2.2. Assume that (i) the prior distribution of {µ1 , µ2 } 
is a bivariate normal distribution with mean and positive-definite 
covariance matrix as indicated in (2.1), (ii) o2 is known. 
where 
i 
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--* µ1 =a+ bY1 + cY2 , 
(I) ( 4 02 2 ) 0 2 0 OJ a= 1 k [ cr + n2a2 a µ1- n2a cr12µ2 , 
(2.4) 02 02 02 02 b = (1/k)[n1a 2a1 + n2n1 (a1 a 2 - cr12 .) ), . 
c = (l/k)[n2a
2a~2], 
4 02 02 02 02 02 
k = cr + cr2(nlcrl + n2a2) + nln2{crl cr2 - cr12) • 
Corollary 2.1. Suppose that the assumptions in Proposition 2.2 
hold except that 0 0 12 = 0 • Then 
(2.5) "* ' + b'Y-µ1 = a 1 
where a' and b' are the same as a and b in (2.4) except that 
0 
0 12 = 0 • 
Proof: It follows directly from Proposition 2.2. 
Remark: When the prior distribution of {µ1, µ2 ) is uncorrelated, 
the Bayes estimator of µ1 does not involve observations from 
the second population, as we expect. 
7.3. The problem of choosing a regression prediction model. 
Suppose we have the following standard regression model: 
(3.1) !_ = Xl~ + X2!e + =.. , 
where x1 and x2 are known, E(!} = 0 and Var(~= cr21. 
suppose we have a future observation Y0 such that 
where ~O' i = 1,2, are known, E(e0 ) = 0 and Var(e0 ) = a 2 • 
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e0 is independent of e. we want to predict Y0 • As we have 
mentioned in Chapter 2, we have two predictors as follows: 
{i) The full-model predictor, as indicated in (3.6) 
(3.3) in Chapter 2 
(ii) The deleted-model predictor, 
(3.7) in Chapter 2. 
Suppose that the prior distribution of 
arbitrary distribution with 
(3.4) El!_ = !!..o = [ ~ l and Var !!.. = ~o 
~ 
as indicated in 
B '= [BI I B'] 
-1 ~ is an 
The following proposition gives us a necessary and sufficient 
A 
A 
condition for which the Bayes risk associated with Y0 is less than 
A 
the Bayes risk associated with Y0 • 
Proposition 3.1. Assume that (i) the prior distribution of B 
-
is as indicated above, (ii) o-2 is known. Then 
" EE[(Y0- Y0 )2 l~J < EE[(Y0- Y0 )2 l~l ~ 
(3.5) 
· O O O O 1 
z' Y' z + z' B B 1 _z < cr2 z' w- z ;::o4'22==o ;;o~-2 ~ !:O' 
where ~ and W are the same as indicated in (3.9) and (3.10) 
in Chapter 2. 
Next, we would like to find the Bayes estimator for B. 
suppose we have the following linear regression model: 
with the following assumptions: 
... ., 
ti 
\, 
ta.I 
i 
~ 
I I 
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(i) ~ "tJ N(O, 44, ~ is known. 
(ii) The prior distribution of B' = (B' I B'] 
--1 ~ is a IIn.Ilt-
(3.6) ivariatc ~ormal distribution with mean and positive-
definit~ r..atrix as indicated in (3~4). 
{iii) B and ~ are independent. 
The following proposition gives us the Bayes estimator for B' = [B'IB']. 
- -1 ~ 
Proposi~ion 3.2. Suppose the assumptions indicated in (3.6) hold. 
N . 
Then out of the class of estimators ~= f(y), the estimator which 
N ~ 
minimizes the mean square error E(~ - B){~ - !)' in the positive 
semi-definite sense is given by 
suppose we have a future observation Y0 = !f.io~l + ~~ + !,_·, 
where 
(3.8) is independent of e and B'. 
- -
The following proposition gives us the Bayes predictor for y0 • 
Proposition 3.3. Suppose (3.6) and (3.8) hold. Then out of the 
class of predictors y'0 = ~ '!,, where f' 0 = [~0 1 ~ 0 1 and , 
[ = f(!)' 
E(Y - Y )2 0 0 
the predictor which minimizes the mean square error 
is given by 
(3.9) 
"* where B is the same as indicated in (3.7). 
" ll ,,. 
Remark: The deleted-model predictor Y0 = fio ~ is a special case ,,. 
N N 
of x' B if we put B = 
:.:0-
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7.4. The relationship between the problem of pooling data and the 
problem of choosing a regression prediction model. 
We have shown in Chapter 2 that we can discuss the problem of 
pooling data in the framework of the problem of choosing a regress-
ion prediction model. Again, this relation can be established when 
we use the Bayesian approach. 
observa-Suppose we have the following past data available: 
tions (Y .. , j = 1,2, ••• ,n.) from N.(µ.. ,cr2 ), i = 1,2. 
l.J l. l. l. ' yij s 
are independent. Our main interest is to estimate µ1• Let 
Let 
(4.1) 
Then 
(4.2) 
Yj = Ylj' j = l,2, ••• ,n1 
Ynl+j = Y2j' j = 1,2, ••• ,n2 • 
yj =a+ axj + e.' J 
where 
xj =, l, 
0, 
j = 1,2, ••• ,n1 
e. 's are independently distributed as N(O,cr2 ) • 
J 
Suppose we delete the X. 
J 
variable. Then 
Let 
,. ,. 
a and a be the least square estimators for a and 
(4.4) ~ 
a be the least square estimator for a in (4.3). 
in (4.2) 
. r 
J 
i j 
"-
I I 
t I 
I 
~ 
I 1 
I f 
I 
_, 
i 
\alt 
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In Chpater 2 (Lemma 4.1), we have shown that 
(4.5) 
(i) 
(ii) 
the never-pooled estimator 
the always-pooled estimator 
Suppose that the prior distribution of (µ1 ,µ2 ) is an arbitrary 
distribution with mean and covariance matrix as indicated in (2.1). 
From (4.1), it follows that the prior distribution of (a,~) is 
an arbitrary distribution with 
(4.6) and Var [ ~) 
suppose that y0 is a future observation such that 
where e0 is independent of ej. Then the full-model and the 
deleted-model predictors for ·Yo are respectively as follows: 
"' ,., "' (i) Y0 = a+ ~ (4.8) 
(ii) 
Then we have the following result. 
Proposition 4.1. Assume that (i) the prior distribution of (Q, S) 
is an arbitrary distribution with mean and covariance matrix as 
indicated in (4.6), (ii) cr2 · is known. Then, a necessary and 
sufficient condition for EE[{Y0- Y0)2 ja,~] < EE[{Y0- Y0 )2 la,~] 
is the same as stated in (2.2). 
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Remark: Lemma 4.1 shows that in a sense, the never-pooled and the 
always-pooled estimators correspond respectively to the full-
model and the deleted-model predictors. 
Next, we would like to apply Proposition 3.2 to find the Bayes 
estimator for µ1 • 
Suppose that the prior distribution of {µ1 , µ2) is a bivariate 
normal distribution with mean and covariance matrix as indicated in 
(2.1). 
n. 
-
~1 / Let Y. = ~. 1Yi. n., 1 J= J l. ei = Y1- µi, i = 1,2. i = 1,2. Let 
Our assumptions imply that conditional on {µ1' µ2)' (i) 
e. ""'N{O, cr2 /n.), (ii) 
l. 1 
and e
2 
are independent. It is easy 
to see that (i) and {ii) still hold unconditional on 
Also (µ1 , µ2) is independent of (e1 , ; 2). 
Let 
(4.9) 
Then 
(4.10) 
Writing (4.10) in matrix form gives the following regression model: 
(4.11) I !11 = 11 01 I y 1 + I ~1 1 . 
y2 1 1 T e2 
From (4.9), it follows that the prior distribution of (y,T) is a 
bivariate normal distribution with 
(4.12) 
> 
~ , 
• 
e 
\ 
1-1 
,,, 
I 
~ 
! ,: 
i 
I..& 
I 
I I 
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,I 
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i I 
I 
f t 
, I 
~ 
--
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Then we can apply Proposition 3.2 to find the Bayes estimator 
for y in this particular regression model (4.11). We have the 
following result. 
Proposition ~ .• 2~ Suppose that we have a regression model as indicated 
in (4.11). Assume that (i) .. the prio_r distribution of (y, -r)_ is 
.. 
as indicated above, (ii) cr2 is known. Let y = y(Y1 , Y2), a 
function of (Y1 , Y2). Then 
(4 .13) A I A* I minA EE[(y-y) 2 Y,~] = EE[(y - y) 2 y,~] 
y . .· 
when 
(4.14) 
where a, band c are give~ in (2.4) • 
..• ·· . . . •. 
Remark: To find the Bayes estimator· for J:Li' we have two procedures. 
Procedure I: Following the routine work, find the posterior dis-
tribution of The mean of the posterior distribution is the 
Bayes estimator (as indicated in Proposition 2.2). 
Procedure II: Put it in the framework of linear regression model. 
Then apply Proposition 3.2 to obtain the Bayes estimator (as in-
dicated in Proposition 4.2). Procedure II involves less algebraic 
work than Procedure I. 
7.5. The problem of pooling data for two binomial populations. 
suppose we have two binomial populations, say rr1 with 
parameter pi, i = 1,2. We are interested in estimating p1• 
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We can consider p. as the probability of failure in each 
l. 
Bernoulli trial. Suppose we have the following past data available: 
Xi defectives out of ni observations from rr., 
1 
i = 1,2. 
and x
2 
are independent. 
We have two estimators for p1 as follows: 
(5.1) 
,. 
(i) ·Never-pool estimator plN = x1/n1 
(ii) Always-pool estimator plA= (x1+ x2)/(n1+ n2 ) 
.. 
The following proposition shows that even under the assumption 
,. ,. 
of independent priors a 1 inear combination of __ ~lN and plA is . 
,. 
better than plN (but not the "best" or "Bayes" solution). 
Proposition 5 .l. Assume. that p1 and p2 are ·independent a priori 
and the prior distribution of pi is Beta (vi,v2), i = 1,2. Let 
Pis= aplN + (1-a)plA' 0 ~a~ 1. Then 
(5.2) mina EE[{p1s- P1)
2 IP1 ,P2 ] = EE[(p~s- P1)
2 IP1 ,P2 ] , 
where 
r 
if aoo ~ 0 
ao = aoo, if 0 < aoo ~ 1 
1, if aoo > 1 
aoo = [(Xl+ vl)/(nl+ vl+ v2) - PlA]/(plN- PlA) ' 
{ii) AQ A A A A Pl = plN = pl (if plN = plA) • s A 
The next proposition shows that the Bayes estimator for p1 
does not depend on x2 under the assumption of independent priors. 
. 
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Proposition 5.2. Assume that p1 and p2 are independent a priori 
and the prior distribution of pi is Beta (v1 ,v2), i = 1,2. Let 
P1 = P1(x1,x2), a function of x1 and x2 • Then 
where 
Following Propositions 5.1 and 5.2, we have the following 
result. 
Proposition 5.3. Assume that pl and p2 are independent a priori 
and the prior distribution of pi is Beta {v1 ,v2), i = 1,2. Then 
A, 
where and plN are indicated respectively in (5.3), 
(5.2) and (5.1). 
Corollary 5.1. Assume that p1 and p2 are independent a priori 
and the prior distribution of p. is uniform on (0,1), i = 1,2. 
1. 
Then 
(5.5) EE[(p10-p1)2 IP1 ,P2] < EE[(p~s-p1)2 IP1 ,P2] ~ EE[(P1N-p1)2 IP1,P2], 
where 
Pio= (x1+ l)/(n1+ 2) , 
,..,o p18 is the same as indicated in (5.2) except that 
A, A, ,. 
aOO = [(Xl+ l)/(nl+ 2)-plA]/(plN-plA) ' 
plN is as indicated in (5.1). 
Proof: Note that uniform distribution on (0,1) is Beta (1,1). The 
result follows immediately from Proposition 5.3. 
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7.6. The problem of pooling data for two Poisson populations. 
Suppose we have two Poisson populations, say Pi(Ai), i = 1,2. 
We are interested in estimating A1 • Suppose we haye the following 
past data available: 
ni observations (Yij' j = 
' Yij s are independent. 
n. 
1,2, ••• ,n.) 
. l. 
L ~ 1 / h . f et Y. = '--'· 1Y. . ni. We ave two estimators or as follows: 1. J= 1J . 
(6.1) (i) Never-pooled estimator AlN = Y1 
(ii) Always-pooled estimator ~lA = (n1Y1+.n2Y2)/(n1+ n2). 
Again, we will show- that ~ven unde.r ~q.e·, assumption of independent 
,.. ,. A, 
priors a linear combination of AlN and AlA; is better than XlA' 
although not the best. 
Proposition 6.1. Assume that Al and A2 are independent a priori 
and the prior distribution of Xi is Gamma (a,~), i = 1,2. Let 
,.. A, 
,.. 
Xls = aXlN+ (1-a)AlA' 0 ~ a~ 1. Then 
(6.2) 
where 
{i) 
I°' 
if aoo ~ 0 
ao = aoo, if 0 < aoo ~ 1 
1, if aoo > 1 
aoo = [(n1Y1+ a)/(~+ n1 ) - ilA]/(~lN- rlA) 
(ii) 
~ 
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The next proposition shows that the Bayes estimator for 
Al does not depend on Y2 under the assumption of independent priors. 
Proposition 6.2. Assume that Al and A2 are.independent a priori 
and the prior distribution of A. is Gamma (a,~), i = 1,2. Let 
1. 
A A - .,. 
Y2. Al = Al (~1 'Y2)' a function of yl and Then 
where 
Following Propositions 6.1 and 6.2, we have the following 
result. 
Proposition 6.3. Assume that Al and 12 are independent a priori 
and the prior distribution of Ai is Gannna (a,a), i = 1,2. Then 
where and XlN are indicated respec~ively in (6.3), 
(6.2) and (6.1). 
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APPENDIX A 
Appendix A gives proofs for some theorems in Chapter 1. 
(i) Proof of Theorem 2.l: Before we proceed tb prove Theorem 
2.1, we need the following lemmas. 
Lemma A.1. 
(n) (n+l + k = k+l) , 
where n ~ k. Both n and k are non-negative integers. 
Proof: Use induction on n. 
Lemma A.2. 
n 
~::O k(k+l)(k+2) ••• (k+m) = (m+l)! (n:+m;1) 
Proof: Divide both sides by (m+l)! and use Lenuna A.1. 
n 
Proof: The left hand side= (m+l)! 2it::0k(::) 
= the right hand side. Q.E.D. 
Lemma A.4. Consider the equation n1+ n + ••• + n = n, t ~ 2, 2 t 
is a fixed positive integer and n. 's 
1 
are integer variables 
(n+t-1) 1 Then there are t-l possible so utions. 
Proof: See Feller (1968), p. 38. 
n 
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Lemma A.5. Consider the equation n1+ n2+ ••• +nt = n, t ~ 2, n 
is a fixed positive integer and I n. s 
1. 
are integer variables~ O. 
Then among all possible solutions, each n. takes 
1. 
. 
• 
• 
(n-k+t-2) I k s t-2 
. 
. 
. 
t n 
Proof: Consider {~e' e = 1,2, ••• ,tl ~e=lne = n} = Uk=O Ak, where 
I rl-1 , "' Ak = {ne' e = 1,2, ••• ,t Lie=l ne = n-k, nt = k}, Ak n ~ = o/ 
for k ~ k'. nt takes k from Ak, 
can happen. 
and by Lemma A.4 there are 
(n-k+t-2) t-2 ways that Ak Hence t k (
n-k+t-2) k' 
a es t-2 s 
among all possible solutions. Because of symmetric property, the 
result holds for other Q.E.D. 
Now, we are ready to prove Theorem 2.1. To prove (i), 
t t 
consider the equation ~- 1n. = n. It follows that ~i=lE(ni) = n. 1.= 1. 
Because of synmetric property, En. = En. for all i =I= j. Hence 
:L J 
E(n.) = n/t ·for all i. To prove (ii), consider the following 
l. 
equation which follows from Lemmas A.4 and A.5. 
(A.1) P(n. = k) = cn-k+t-2)/(n+t-1), i t-2 t-1 k = 0,1,2, ••• ,n • 
Following from (A.1), we have 
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(A.2) 
Using Lennna A.lit can be shown that 
n n n-k 
'5"": k2(n-k+t-2) = '5"": ~ k2(e+t-3) 
tt=O t-2 '1<::0 e=O t-3 
(A.3) 
"n ~j ( . )2(e+t-3) 
= L.J. __j\ ~ _j\ n-J 3 • J=v e=v t-
Applying Lennnas A.2 and A.3, it can be shown that 
(A.4) 
Following from (A.z), (A.3) and (A.4), we have 
(A.5) 2 2 . E{n.) = n /t - {t-l)n(n-1)/[t(t+l)] • 
l. 
Var(n1) stated in Theorem 2.1 follows from (A.5). To prove {iii), 
consider that Var~ n.) = O. It follows that 
1. 
~- Var(n.) + 2~·<· Cov{n.,nj) = O. From symmetry, it follows that 
l. l. 1. J l. 
t Var{n.) + t(t-l}Cov{n1,n.) = O. The result follows immediately. 1. J 
We finish the proof of Theorem 2.1. 
(ii) Proof of Theorem 2.2.: Before we proceed to prove Theorem 
2.2, we need the following lemna. 
Lemma A.6. Assume that (q1,q2 , ••• ,qt) is uniform on the simplex 
( qi > 0, ~ qi = 1) • Then 
(i) E(q.} = 1/t, for all i, 
1. 
{ii) Var(q.) = {t-1}/[t2(t+l)], for all i, 
1. 
{iii) Cov{q.,q.) = - 1/[t2(t+l)], for all i + j. 
l. J 
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Proof: The uniform distribution of (q., i = 1,2, ••• ,t) on the 
l. 
simplex is a special case of the t-1 variate Dirichlet 
distribution (when its parameters are all equal to 1). (See Wilks 
(1962), p.177-79). The result follows. Q.E.D. 
Now, we are ready to prove Theorem 2.2. We note that 
E(n. lq1) = nq., Var(n. lq.) = nq. (1-q.) and Cov(n. ,n. lq. ,q.) = -nq.q .• l. 1. l. 1. l. l. l. J l. J 1. J 
Applying Lemma A.6 and the following formulas: 
E ( n . ) = EE ( n. I q. ) , J l. 1. 
Var(n.) = Var E(n. I q.) + E Var(n. I qi) , 
l. l. 1. l. 
(A.6) E ( n1nJ. ) = E E C av ( n. , n . I q . , q . ) qi qj 1. J l. J 
+ E E [E ( n. I q . , q . ) • E ( n . I q . , qj ) ] , qi qj 1. 1. J J l. 
we can get E(n.), Var(n.) and Cov{n.,n.) as stated in the 
1. l. l. J 
theorem. Since the 1st and the 2nd moments of n. 's are one-to-one 
1. 
correspondence with E(n.), Var(n.) 
l. l. 
Theorem 2.2 follows immediately. We finish the proof of Theorem 2.2. 
{iii) Proof of Theorem 2.3: We note that E(xl~-) = ~ n.p. and 
l. ]. l. 
Var(Xln.) = ~n.p.(1-p.). Applying Theorem 2.1 and (A.6), we get 
l. l. 1. l. 
the result Q.E.D. 
(iv) Proof of Corollary 2.1: We note that E(Xlq.) 1. 
are the same as EX and Var X stated in Theorem 2.4. Applying 
Leuma A.6 and (A.6), we get the result. Q.E.D. 
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APPENDIX B 
Appendix B gives proofs for some lemmas in Chapter 3. 
{i) Proof of Lenuna 2.2: Consider that oD(p,T)/op = 2ap + bT + d, 
oD{p,T)/oT = bp + 2cT + e, o2D(p,T)/op2 = 2a, o2D{p,T)/oT2 = 2c and 
o2D{p,T)/opoT = b. It follows that 
det [ 
o2D(p, T) /op2 
a2o(p, T) /opoT 
a2o(p,T)/opoT] 2 
2 = 4ac - b • 
o D{p,T)/ol 
When n2 ~ 2, 4ac - b2 > O. Setting oD(p,T)/ap = oD{p,T)/oT = 0 and 
solving for p and T, we get p = ½ and T = O. It is clear that 
(½, o) e R. Q.E.D. 
{ii) Proof of Lemma 2.3: 
follows immediately Q.E.D. 
When p = O, 2 = CT + eT. The result 
{iii) Proof of Lemma 2.4: If T = 1-p, then D(p,T) = a'p2 +b'p+c 1 , 
where a'= (n~+2n1n2+n1n~)/[n1(n1+ n2)
2 ], b' = -{n~+2n1n2+2n1n~)/[n1(n1+n2}
2 ] 
and c' = n~/{n1+n2)
2
• It follows that {-b'+ ~' 2 -4a'c')/{2a') = 1 
and {-b'- ,/b' 2 - 4a'c')/(2a') = p*. The result follows immediately. Q.E.D. 
{iv) Proof of Lema 2.5: If T = -p, then D{p,T) = sp2 - tp, where 
s = (n~+ 2n1n2+ n1n~)/[n1(n1+ n2)
2 ] and t = {n~+ 2n1n2}/[n1(n1+n2 )
2 ]. 
The result follows immediately. Q.E.D. 
{v) Proof of Lenma 2.6: If p = 1, then D(p,T) = n2(n2-l)T
2 /(n1+ n2)
2 
- n2T/(n1+ n2)
2
• The result follows immediately. Q.E.D. 
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APPENDIX C 
Appendix C gives proofs for some lemmas in Chapter 4. 
(i) Proof of Lemma 2.1: From Table 2.1 and (2.6), it is easy to 
see that 
R{pl) = aP{p1> 6 and Y1 being a) + bP(p1~ 6 and Y1 being a)+ 
cP{p1> 6 and Y1 being S) + dP(p1~ 6 and Y1 being~) 
"""' P(Y1 being a)= Pi· Note that P1 and yl are independent and 
After some straightforward algebra, we have the result. Q.E.D. 
(ii) Proof of Lemma 4.1: (i) First of all, we show that if 
c1 j = elk' j ~ k, then the 2 X s case will degenerate into the 
2 x s-1 case. Suppose clj = elk' j t k. Consider that 
(c .1) 
(c .2) 
. 
Then, (c.1) ~ {c.2) for all pl if c2j ~ c2k; (c.1) > (c.2) for 
all pl if c2j > c2k· Either j is dominated by k, or vice 
versa. (ii) Similarly, if c2j = c2k' j =I: k, then the 2 X s 
case will degenerate into the 2 X s-1 case. (iii) Suppose 
that c1j's are all unequal and c2j's are all unequal. 
We put c .. 's in order of magnitude from the 
1.J 
smallest to the largest as in Condition {i) in (4.1). we are 
going to show if Condition (ii) in {4.1) does not hold, then the 
2 x s case will degenerate into the 2 X y case, y ~ s-1. 
Suppose that c21 ~ c21 • Consider that 
s s-1 
C 
.. I I 
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......... '> ... 
(c .3) Expected loss of i _1 = P1c1i + qlc2i s s-1 s-1 
(c.4) Expected loss of i = P1c1i + q1c2i s s s 
It follows ~hat (c.3) < (c.4); i.e., i is dominated by 
s 
Similar results hold for other cases. Q.E.D. 
i 1· s-
(iii) Proof of Lenma 4.2: For j = 2, ••• ,s-1, p1c1j+ q1c2 j~ P1c1e+ qlc2e, 
e = 1,2, ••• ,s, e ~ j ~ c2 j- c2e~ p1(c1e- c1j+ c2 j- c2e) e = 1,2, ••• ,s, 
e~j~ 
(c .5) 0 < c2j- c2e~ p1(c1e- c1j+ c2 j- c2e), e ~ j+l, j = 2, ••• ,s-1 
and 
(c.6) c2e- c2j~ p1(c1j- c1e+ c2e- c2j) > O, e ~ j-1, j = 2, ••• ,s-l. 
We claim that (c.5) ~ 
(c.7) 0 < c2j- c2 j+l~ p1(clj+l- c1j+ c2 j- c2j+l), j = 2, ••• ,s-1. 
It is clear that (c.5) ~ (c.7). To show that (c.7) ~ (c.5), consider 
that (c.7) implies the following: 
(c.B) O < c2j+l- c2j+2s; pl(clj+2- clj+l+ c2j+l- c2j+2) • 
From (c.7) and (c.8), it follows that 
c2j- c2j+2s; P1{clj+2- clj+ c2j- c2j+2) • 
If we do this in appropriate steps, we can show that (c.5) holds. 
Similarly, (c.6) ~ 
(c.9) c2j_1- c2 j~ p1(c1j- c1j_1+ c2j-l~ c2j), j = 2, ••• ,s-1. 
{i) in (4.4) follows from (c.7) and (c.9). Similar arguments for 
{ii) and (iii) in (4.4). Q.E.D. 
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(iv) Proof of Lemma 4.3: It is easy to see that 
s-1 
R(pl) = cllP(pl> 61)P1+ c21P(pl> 61)(1-pl)+ ~j=2 cljP(oj< P1~ 6j-l)pl 
s-1 
+ ".0j=2c2jP(oj< P1~ 6j-l)(l-pl) + clsP(pi~ 6s-l)pl 
After some messy but straightforward algebra, we have the result. 
Q.E.D. 
(v) Proof of Lerm:na 5.1: It is easy to see that 
r r-1 r r-1 
R(p1 .) = L. 1c .1P1 .P(L. 1 A .P1 .> A) + ~- 1 c .2p1 .PC}.:. 1 ljplj ~ 1). J J= J J J= J J J= J J J= 
After some straightforward algebra, we have the result. Q.E.D. 
(vi) Proof of Lemma 6.1: It is easy to see that 
R(µ1) = aP(; ~ c and Y1 > c) + bP(µ1 > c and Y1 ~ c). Note 
N 
that µ1 and. Y1 are independent. The result follows. Q.E.D. 
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APPENDIX D 
Appendix D gives proofs for propositions in Chapter 7. 
(i) Proof of Proposition 2.1: It is easy to s~e that given (µ1 ,µ2), 
E(~lN- µ1)2 = a2/nl' 
Also, it is easy to see that 
Therefore, 
(D.1) 
EE[{~lN- µi)21µ1,µ2) = a2/nl • 
(2.2) follows from (D.1). Q.E.D. 
(ii) Proof of Proposition 2.2: Before we proceed to prove 
Proposition 2.2, we need the following lemna. 
Lemma D.1. Suppose that given ~, !. N N(~, 44, where ~ is known 
and positive-definite. Suppose that the prior distribution of ~ 
is N(~0 , i°), where i° is positive-definite. Then the posterior 
distribution of J:. given !_ is N[~*, a:f\ ~1f 1 ], where 
-1 -1 -1 i; = a9 + ~1>-1a9 + :V1>-1a9 ~o+ ~1 V· 
Proof: See DeGroot (1970) p. 175-76. 
Now, we are ready to prove Proposition 2.2. It is easy to see 
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that ~; in (2.3) is E(µ1 IY1 , Y2). We note that 
l ~ l] ~ N ( l ~l] , l c,2 / nl 2 0 ] ) • 
Y2 - µ,2 O a /n2 
Then we can apply Lemma D.l to compute E(µ11Y1 ,Y2). After messy 
* but straightforward algebra, we get the expression for µ1 as 
indicated in (2.4). Q.E.D. 
{iii) Proof of Proposition 3.l: For given ~' we have shown 
{see Lemma 3.5 in Chapter 2) that 
{ A )2 2 2 I ( f )-1 2 I -1 0 E Yo-Yo = (j + (j ~10 X1X1 ~10+ (j ~ w 1 , 
{D.2) ~ 2 2 2 I I -1 I 2 2 
E(Yo-Yo) = (j + (j X:1.o<x1X1) 110+ {~ ~ ) • 
It is easy to see that 
( ) ( I 2)2 I ~ I Q 0, 0.3 E ~ !_ = ~ 4.122 ~ + ~ ~ !e ~ · • 
(3.5) follows from {D.2) and (n.3). Q.E.D. 
{iv) Proof of Proposition 3.2: It is easy to see that E(!i!) 
minimizes E(! - B)(B - B)' in the positive semi-definite sense. 
Following fro: (3~6)~ it-is easy to see that [ i] has a D\Ulti-
variate normal distribution with 
B ] [ Bo ] [ B] [ f L°x• ] 
E [ i = ~O and var i = ~ ~x'+ ~ • 
, (3.7) follows immediately. Q.E.D. 
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(v) Proof of Proposit5.~n 3.3: Consider : I j 
( N ) 2 { I I N) 2 2 ( I IN) 2 E Y0 - Y0 = E ~ ~ + e0 - ~ ~ = a + E ~ ~- ~~ 
= cr
2 
+ ~ E(~ - !H~ - t}' ~-
By Proposition 3.2, 
The result follows. 
N N. ~ *. ~ ~ E (~ [) (~ - ~) '~ is minimized when ~ = B =· E (~I!). 
Q.E.D. 
{vi) Proof of Proposition 4.1: We want to apply (3.5) to this 
particular model (4.2). It is easy to see that in this particular model, 
~ = ~o- x;x1<xix1)-1!_io = n2/(n1+ n2) ' 
w = (x~x2) - x~x1(x1x1)-1xix2 = n1n2/(n1+ n2) , 
~ 02 02 0 
~2 = 0 1 + 0 2 - 2012' 
0 0 0 
B2 = µ.1 - µ.2 • 
The result follows. Q.E.D. 
(vii) Proof of Proposition 4.2: We want to apply (3.7) to this 
"'* . particular model (4.11) to compute y. In thi~ particular model, 
it is easy to see that 
02 0 · 
[ 
er a ] = l a2
0
/ n1 
X f x' = ~ J and ~ 
0 12 2 
It follows that 
where 
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Also, it is easy to see that in this particular model, 
02 0 (\-µ~] [ 01 0 12] f x' = o 02 02 0 and Y - XBO = - 0 • 
· 
0 12-0 1 0'2 - 0 12 - - y - µ, 2 2 
After some messy but straightforward algebra, we can find 
y* = E[YIY1 , Y2 ] as stated in (4.14). Q.E.D. 
(viii) Proof of Proposition 5.1: The p.d.f. of (x1 ,x2 ) given 
(pl,p2) is 
(D.4) 
n x n -x n x n -x 
f(xl,x2IP1,P2) = (x~) pll(l-pl) 1 l(x2) P22(1-p2) 2 2, 
2 
x1 = O,l, ••• ,n1, i = 1,2. 
The p.d.f. of (p1 ,p2) is 
(0.5) 
v -1 v -1 v -1 v -1 
g(p1,P2) = {r(vl+ "2)/tr(v1)r(v2)]}2p/ (1-pl) 2 P21 (l-p2) 2 ' 
0 < p < 1, i = 1,2. i 
It follows that the posterior p.d.f. of (p1,p2) given (x1 ,x2) is 
k(pl,p2(Xl,X2) = lT~=l{r(ni+ "1+ v2)l[r(xi+ vl)r(ni+ "2- xi)]} 
x1+v1 -1 n1+v2 ~x1-l 
• pi (l-pi) • 
It follows that 
(o.6) E(P1lx1,x2) = <x1+ "1)/{n1+ "1+ "2) • 
It is clear that minaEE[(p18-p1)
2 (P1 ,p2 ] = minaE[(P16-p1)
2 lx1 ,x2 ]. 
Let T(a) = E[ (p18- p1)2 I x1,x2 ]. Then 
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dT(a)/da = 2E[{ap1N + (1-a)p1A- P1}(p1N- P1A)lx1,x2 ] , 
d2 T(a)/da2 = 2E((p1N- p1A) 2 lx1 ,x2 ] > 0 (assume PlN + P1A). 
setting dT(a)/da=O and solve for a, we get a= a as stated 
00 
, ', 
i 
I.J 
' i ..., 
in the proposition. Q.E.D. _. 
(ix) Proof of Proposition 5.2: It is clear that 
minp EE[(p - p1)
2 jp1 ,p2 ] = minp E((p - p1 )
2 lx1 ,x2 ]. However, E(p1 1x1 ,x2 ) 
minimizes E[(p- p1)2 lx1,x2], where E(p11x1,x2) is as indicated 
in (n.6). Q.E.D. 
(x) Proof of Proposition 5.3: It follows directly from Propositions 
5.1 and 5.2. 
{xi) Proof of Proposition 6.1: Given {A1,A ), Z. = nY. "'Poisson (A~), 2 ]. 1. 1 
where A~ = n. A. , i = 1, 2. Also, A. ,,._ Gamma ( a, 13) => A~ N Gamma { a, 13 • ) , 
1. 1 1. ]. ]. l. 
where Si= 13/n1, i = 1,2. It is easy to see that Ai and A; are 
independent. It follows that the posterior p.d.f. of {Ai, A~) given 
(z1 ,z2) is 
2 z. -+a z . +a-1 h(A1',A2'lz1 ,z2 ) =Tf. 1 ((13.+1) 
1 /r(z.+a)]A~ 1. 
1.= 1. l. l. 
It follows that 
A!> 0. 
1 
{o.8) E(A11z1,z2) = E(Ailz1,z2)/n1 = (n1Y1 + a)/{n1 + 13) • 
It is clear that minaEE[(i1s- A1)2 j1'.1 ,A2 ] = minaE[(t18 - A1 ) 2 lz1 ,z2 ]. 
The rest of proof is similar to the proof of Proposition 5.1. Q.E.D. 
{xii) Proof of Proposition 6.2: It is similar to the proof of 
Proposition 5.2. 
(xiii) Proof of Proposition 6.3: It follows directly from Propositions 
6.1 and 6.2. 
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