We present a training algorithm to create a neural network (NN) ensemble that performs classification tasks. It employs a competitive decay of hidden nodes in the component NNs as well as a selective deletion of NNs in ensemble, thus named a pruning algorithm for NN ensembles (PNNE). A node cooperation function of hidden nodes in each NN is introduced in order to support the decaying process. The training is based on the negative correlation learning that ensures diversity among the component NNs in ensemble. The less important networks are deleted by a criterion that indicates over-fitting. The PNNE has been tested extensively on a number of standard benchmark problems in machine learning, including the Australian credit card assessment, breast cancer, circle-in-the-square, diabetes, glass identification, ionosphere, iris identification, and soybean identification problems. The results show that classification performances of NN ensemble produced by the PNNE are better than or competitive to those by the conventional constructive and fixed architecture algorithms. Furthermore, in comparison to the constructive algorithm, NN ensemble produced by the PNNE consists of a smaller number of component NNs, and they are more diverse owing to the uniform training for all component NNs.
Introduction
Many real world classification problems are too complex to be solved by training a single NN. An ensemble of multilayer NNs has been proved to improve the accuracy and the generalization ability in classification problems as well as to enhance the discovery of important features in the task [1] - [5] . There have been many attempts to train NN ensemble [6] - [13] . In some algorithms, while keeping the training data set unchanged, individual NNs in ensemble are trained with different random initial weights [14] . They are created and trained with different initial numbers of hidden nodes [15] , or with different objective functions for individual NNs [16] . In other algorithms, subsets of training data were used to train individual NNs by sampling training data [2] , [17] , disjointing training data [3] , boosting with adaptive re-sampling [4] , using different information sources [18] , and preprocessing input data [19] . An interesting learning algorithm called negative correlation learning (NCL) was proposed recently by Liu and Yao [20] . By incorporating a penalty term in the objective function, all individual NNs in ensemble are trained simultaneously and in- teractively to achieve negative correlation among their outputs [21] . Designing the architecture of NN ensembles automatically is another important issue for improving the performance, because the use of a predefined fixed architecture may produce low accuracy to trained data, or overfitting; the low generalization ability to unseen data while the high accuracy to trained data. In case of single NN, automatic design of NN architecture has been achieved by two approaches, constructive and pruning algorithms [22] - [24] . The former gradually appends nodes, while the latter deletes them.
Recently, a constructive algorithm for creating NN ensemble, called the CNNE, has been proposed by one of the authors and others [25] . During training, hidden nodes and whole NNs are added sequentially. Although the CNNE performs well in several benchmark problems, there remain two major problems. (i) The dissemination of error correlation is not uniform due to time varying addition of NNs. The networks added later may have less time for simultaneous training. (ii) There exists non-uniform training due to the choice of different number of epochs for different individuals. Therefore, non-uniform cooperation among individual NNs may prevail.
Although the pruning approach can dissolve some of these problems associated with constructive methods, no pruning approach to create an NN ensemble has yet been proposed to our knowledge. We therefore have developed a new pruning algorithm for NN ensemble (PNNE). The PNNE automatically deletes not only the individual NNs but also their hidden nodes starting from a large number of individual NNs and that of hidden nodes. All individual NNs are trained simultaneously and uniformly with the NCL. Pruning of individual NNs cannot harm their training and error correlation, since all individuals are trained simultaneously for a fixed training epochs. The level and amount of error correlation remain uniform even after a deletion of an individual NN from the ensemble. We applied the method to some well-known benchmark problems and the results show that the PNNE is able to produce ensemble networks with good accuracy and generalization ability equivalent to conventional algorithms. In addition, the ensemble created by the PNNE has less number of individuals that are well diverged each other in comparison to constructive algorithm.
The paper is organized as follows. Section 2 describes the definitions of terms and sequential steps of the PNNE. The experimental results and comparisons are described in Sect. 3. A detailed discussion is presented in Sect. 4. We conclude the paper in Sect. 5.
Pruning Algorithm for NN Ensemble (PNNE)
Consider a NN ensemble consisted of several sets of NNs. Each component NN is a multi-layered NN composed of input, hidden and output layers. For simplicity, we used NNs with single hidden layer in experiment, though the proposed algorithm itself allows to have multiple hidden layers. The number of input and output nodes are equal to the numbers of input and output attributes of the given problem, respectively. One unit with unity output is also added to each of input and hidden layers in order to give bias to hidden or output nodes of the upper layers. All the component NNs receive input simultaneously, and the outputs are averaged to form the output of the ensemble. The training of the ensemble NN basically follows the scheme of the BP [26] . After each epoch, that is, the presentation of all patterns in the training set of data, the output error is propagated backward to modify weights.
At the same time, the process of node cooperation is added in the hidden layer of each component NN. That is, at every pattern presentation, the output of a hidden node is modified by the amount in proportion to the difference of its output to the average value of all hidden nodes. This makes a kind of lateral inhibition among hidden nodes, differentiating stronger and weaker nodes. The process of network cooperation is also performed in ensemble by means of, so called, the NCL [20] , [21] . The output of a component NN is modified by the amount in proportion to the difference of its output to the average of all NNs. In addition, the error for the validation set of data is calculated at each epoch, and the minimum over the τ epochs is kept for the following process of pruning.
After τ epochs of training, the processes of network deletion and node decay and deletion take place. If the error for the validation set increases during training, the network is considered over-fitted for the training set and lost generalization ability. Therefore, when the gross over-fitting of ensemble exceeds a certain predefined value, the component NN having the worst over-fitting is removed from the ensemble.
Following the network deletion, the process of the node decay takes place in each component NN. The importance of each node in a hidden layer is evaluated, and the outputs of less important ones are forced to diminish in the next cycles of training. The node is removed when its contribution becomes below a threshold. The training is terminated when the reduction of the training set error becomes insignificant. Parameters calculated every τ epochs are the generalization loss (GL), the gross over-fitting (O g ), the goodness factor (GF), and the learning progress (LP) supporting these processes. These parameters and the way they are used are described below in detail.
Cooperation of Neural Networks
The cooperation between the individual NNs is achieved by means of the NCL [20] , [21] . The object of incorporating the NCL is to produce diversity among the members of the ensemble. We briefly introduce the NCL learning.
Assume a training set S of size N.
where x is the input vector, and d is the desired output. Consider estimating d by forming an ensemble whose output F(n) is the average of the component NNs output F i (n).
where M and n refer to the number of NNs in ensemble and training epoch, respectively. The error function E i for the network i in the NCL is defined by the following equation:
where E i (n) is the value of the error function of the network i for the n-th training pattern. The first term of Eq. (3) is the empirical risk function of the network i. In the second term, p i is a correlation penalty function.
The purpose of minimizing p i is to negatively correlate each network's error with errors for the rest of the ensemble. The partial derivative of E i (n) with respect to the output of network i on the n-th training pattern is
where it is assumed that F(n) is constant with respect to F i (n). The parameter 0 ≤ λ ≤ 1 2 is used to adjust the strength of the penalty. The standard BP algorithm thus can be used for weight updates with an additional term of the form λ(
From Eqs. (3) to (8) , the following observations can be made.
During training, all the individual NNs interact each
other through their penalty terms in the error function. Each network i minimizes not only the difference between F i (n) and F(n), but also the difference between F(n) and d(n). That is, the NCL considers errors of all other networks while training a network [20] . 2. For λ = 0.0, there is no correlation penalty terms in the error functions of the individual NNs, and they are just trained independently. That is, the independent training of the individual NNs is a special case of the NCL.
The empirical risk function of the ensemble is defined by
The partial derivative of E ens (n) with respect to F i at the n-th training pattern is
Then, we get
The minimization of the empirical risk function of the ensemble is achieved by minimizing the error functions of the individual NNs. In fact, the NCL automatically decomposes the learning task of the ensemble into a number of subtask for different individual NNs [20] .
Cooperation of Hidden Nodes
The cooperation among hidden nodes in each individual NN is produced by a correlation function. The object of this function is to support the decaying process. The cooperation takes place only among hidden nodes within each individual NN, not among the nodes in different NNs. The output of the jth hidden node at the nth pattern presentation and the average for all hidden nodes are defined as h j (n) and h(n), respectively.
where n h is the number of hidden nodes. Then the function q j for the j-th hidden node is defined as
The hidden nodes are, therefore, updated according to the following rule.
where h j (n) new and h j (n) old refer to the new activation and the previous activation, respectively. The parameter 0 ≤ γ ≤ 1 is used to adjust the strength of the term. Differentiating q j (n) with respect to the hidden node activation h j (n), we get
Substituting the value of partial differentiation, we get
where we have made use of two assumptions: (i) h(n) is constant with respect to h j (n), and (ii) we assume h j (n) old (1 + 2γ) > 2γh(n) to avoid negative activation among nodes. Several observations can be made.
1. During the training with the BP algorithm, all hidden nodes interact and cooperate each other through this term. 2. For γ = 0.0, there exists interaction and the standard BP training takes place.
3. For γ = 1/2, we get from Eq. (20)
This penalty function makes weak node (defined by lower activation than h(n)) weaker and strong node (defined by larger activation than h(n)) stronger. This kind of early weakening is beneficial for the decaying process. Weak nodes can quickly be captured, decayed and finally deleted from the network, and promote the survival of stronger ones.
Network Deletion
The generalization loss (GL) as a measure of over-fitting is introduced to delete the individual NN from the ensemble. During training after a regular interval of τ epochs, we measure the error E va with the validation data set, and the GL of network n at epochs τ is defined as follows.
Here, E opt (t − τ) is the minimum of E va over the last τ epochs. We also calculated the gross over-fitting O g of the entire ensemble at every τ epochs as follows.
where, M is the total number of NNs in the ensemble. During the course of training, the worst component NN having the highest GL value, is removed if the following two conditions are met.
a. The value of O g is greater than a threshold ζ. b. The number of NNs is greater than a minimum m n .
Node Decay and Deletion
Hidden nodes are removed following two processes, i.e., node cooperation process and decaying process. In the decaying phase, the importance of each hidden node in the hidden layer is measured with the goodness factor (GF) [27] - [29] . It has been used for node decaying in single NNs [30] - [33] . The decaying of nodes begins at the increase of overfitting in an individual NN in the course of training.
The GF refers to the total influence of a node to the upper layer. The GF of j-th node of k-th layer is calculated as:
where, N and O represent the number of training patterns and the number of output nodes in the (k + 1)-th layer, respectively. w
j o is the weight of the j-th node at the k-th layer to the o-th node at the (k + 1)-th layer. h k j is the activation of the j-th node of the k-th layer. Thus the GF computes the total contribution of a hidden node during one epoch.
The decaying process becomes active if the GL exceeds a threshold α. The process can be described as follows at any epochs t.
1. For a hidden node j in the nth component NN, normalize the GF j between zero and one, and initialize the node decay factor D f j (t) = 1 at epoch t.
Normalize D f j (t + 1) between zero and one, and decay the node j by
4. Repeat the above process for all nodes in all component NNs.
Here, c is a small positive constant that controls the rate of decay. After the bad nodes are decayed and good nodes survive in the network, a hidden node is deleted if the following two conditions are met.
a. Its activation is less than a threshold value, . b. The number of hidden nodes is greater than m h .
Stop of Training
The learning progress (LP) and the number of epochs τ are used to stop training. The LP measures the rate of decrease in the ensemble error and is computed by,
where E tr (t) is the training error of the ensemble at epochs t, and is calculated at every τ epochs. Here, r refers to the previous τ epochs.
where N is the number of training patterns, M is the number of individual NNs in the ensemble, F i (n) is the output of network i on the nth training pattern, and d(n) represents the desired output of the nth training pattern. The training of ensemble is stopped if the following two conditions are met.
a. The current epoch is (kτ + 1), (k = 1, 2 . . .). b. The learning progress LP becomes less than a user specified value, β.
The Algorithm
The computational flow is summarized in Fig. 1 and explained below.
1) Select the number of NNs, M, in ensemble, usually in between 8 to 16. Each individual NN has three layers, input, output and hidden layers. Select randomly the number of initial hidden nodes for each individual NN, usually between 5 to 10. The number of input nodes and output nodes are equal to the input and output attributes of the problem. Randomly initialize all connection weights. 2) Train all individual NNs using the standard BP algorithm with the NCL using the cooperation process of hidden nodes by setting γ > 0.0 for all individual NNs. 3) If the current epoch is divisible by τ, calculate GF, GLs, O g , and LP. 4) Find an individual NN that has the highest GL and call it H. Delete the individual H if the following two conditions are met, otherwise go to the next step.
a. The number of individual NNs in the existing ensemble is greater than a threshold value m n . b. The O g is greater than a threshold value ζ.
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Experiments

Benchmarks
We have applied the PNNE to several standard benchmark problems which include the Australian credit card assessment, breast cancer, circle-in-the-square, diabetes, glass, ionosphere, iris, and soybean problems. The brief descriptions are listed in Table 1 . The first column denotes the name of data set. The second and third columns denote the number of input attributes and the number of output classes, respectively. The last column denotes the total number of examples, and the partitioning for training, validation and test sets. Table 2 summarizes results on the benchmark problems. For the Australian credit card assessment problem, for example, the PNNE achieves the average number of networks of 4.13, the average number of hidden nodes of 4.48 and the classification rate of 0.8841. The scores for other problems are described accordingly. The details of conditions used for these benchmarks are described in the Appendix.
Training Process
The training process is shown in Fig. 2 for a typical run for the Australian credit card assessment problem. In Fig. 2 (a) , the number of NNs in the ensemble gradually decreases in the course of training. Here, τ is set to 15, so that the deletion of network is allowed after every 15 cycles if O g exceeds the threshold ζ and the ensemble can be trained up to the next 15 cycles after deletion. Since we freeze deletion and decaying processes up to the first 15th cycles, O g and LP were set to zero up to the 15th cycles. The thresholds for O g and LP were set to ζ = 1 and β = 1.
As seen in Fig. 2 (c) , since O g is larger than ζ between 15-60 cycles, four individual NNs were deleted. From 60-134, there is no deletion since O g < ζ. At the 135th cycle, the algorithm deletes again one individual NN, since O g > ζ. Again from 136-269, there is no deletion of network, since O g < ζ. At the 270th O g again increases and becomes greater than ζ. So one more network is deleted. After 270 up to 914, O g remains less than ζ, so there is no deletion of network. The algorithm again deletes one network at 915 since O g exceeds ζ.
Figure 2 (b) shows the average number of hidden nodes. Since the threshold of GL for all individual NNs was set to α = 0.05 and is much smaller than ζ, the decaying and deletion of hidden nodes are simultaneously taking place. From 60-135 cycles, the decay and deletion processes take place since O g is greater than α. There are individuals having GL greater than α. So the average number of hidden nodes decreases from 7.5 to 7.0 in between 60-135 cycles.
In Fig. 2 (b) , the average number of hidden nodes increases at 135th cycle. This is due to the deletion of network. At 300-400 cycles, there is no deletion of networks, since during this interval, O g is almost zero as shown in Fig. 2 (c) . Some networks exceed α and others are not. Thus O g is very small between the interval 400-600. Because of insufficient decay, nodes were not deleted from 380 to 550 as shown in Fig. 2 (b) . Figure 2 (d) shows the LP. The increase in LP indicated by arrows occurs due to the deletion of either network or hidden node. At 1081, the learning stops, since β is less than 1.0.
We further explain the learning process for breast cancer problem. Except the Fig. 3 (a) , all plots of Fig. 3 are synonymous with that of the Fig. 2 . The generalization loss defined by Eq. (23) directly characterizes the amount of overfitting in the network [36] . Initially the sum square error on the training set and the validation set are going down for several cycles. After around 7-8 cycles, they both start to go up due the node decaying process taking place in each component network in the ensemble. Since there is no increase in generalization loss (O g ) at around 90-150 cycles, the number of networks and hidden units remain unchanged. After 150, the algorithm again starts to delete networks and hidden units since O g > 1. The LP goes down at around 270, The PNNE stops training at around 270 since LP < β.
Effects of User Defined Parameters
In order to see the effect of user specified parameters, we ran the program for different initial setups. Six choices were taken, (τ = 5, ζ = 1/2 and m n = 2), (τ = 10, ζ = 1/4 and m n = 2), (τ = 15, ζ = 1/2 and m n = 3), (τ = 15, ζ = 1 and m n = 3), (τ = 20, ζ = 1 and m n = 3) and (τ = 25, ζ = 2 and m n = 2). For each of these setups, we ran the experiment 30 times for all problems. The number of training epochs τ for partial training varies from 5 to 25. Selecting relatively larger τ allows time to recover the loss due to deletion. Figure 4 (a), (b) and (c) present the average number of NNs, average number of hidden nodes and average classification rates for all problems, respectively. The results are largely influenced by the user specified parameters τ and m n . For the increase of τ, the average number of hidden nodes is decreased, while the average number of NNs is decreased for the diabetes and ionosphere problems. The average number of NNs is increased for the other problems. However, the classification rates are almost unchanged over the 30 trials for different setups of τ, ζ and m n as shown in Fig. 4 (c) . Rather it increases for the circle, soybean and ionosphere problems. We can therefore conclude that classification rates are not largely affected by changes of those parameters.
Two parameters giving the strength for the NCL and node cooperation function λ and γ were set to 1 2 and 1 4 , respectively and remained fixed during training for all benchmark problems.
Network Diversity
We observed the diversity among NNs produced with the PNNE. For comparison with other works, we took one run from 30 runs of the Australian credit card assessment problem. The correct response set of the individual NN i is S i . S i consists of all the patterns in the testing set which are classified correctly by the individual network i. The intersection
The less the intersection, the more will be the diversity. The PNNE achieves a diversity of 32 as shown in Table 3 . The NNs trained by the PNNE are more diverse than the independent [20] and simultaneous trainings [21] .
Comparisons
We compared accuracy and size of NNs produced by the PNNE with six conventional ensemble and single network algorithms of fixed and variable architectures. The ensem- ble algorithms with fixed architectures are the Bagging, Arcboosting and Ada-boosting [1] , and an ensemble constructive algorithm is the CNNE [25] . The single network algorithms, the EPNet [34] with construction and pruning and the FANNC [35] with construction, are used for comparison. Table 4 shows classification rates obtained with the PNNE and with other methods reported in literatures. The results of the CNNE, EPNet, and PNNE are the average over 30 independent trials. That of the FANNC is its best result. The results of other methods are obtained by a 10-fold cross validation method [1] .
In ensemble NNs, the scores of pruning and constructive algorithms, the PNNE and the CNNE, respectively, are similar each other, and they outperform the fixed architecture algorithms, the Bagging, Arc-boosting and Adaboosting, except in the soybean problem. It is interesting that these ensemble NNs with fixed architecture score lower than the pruning and constructive approaches in single NNs having complex structures, the EPNet and FANNC. It is apparent from these results that increasing the complexity of the network architecture simply by using multiple NNs rather harms the performance. Dynamic change in structure during training thus improves the generalization ability of the network, both in ensemble and single architectures.
In the soybean problem, most attributes have some missing values. The n-fold cross-validation method splits total data into n sets of equal size. Each time, one set is selected for testing while the rest of n − 1 sets are used for training. Thus the misclassification probability is significantly suppressed in the Bagging or Boosting method than in the PNNE and CNNE where fixed training set is used. Therefore the result by the 10-fold cross-validation method appears to be better than that by the PNNE and CNNE for this particular problem. Table 5 shows the number of networks and nodes in ensembles obtained with the PNNE, CNNE, and Bagging/ Boosting methods. The number of networks in ensembles is significantly smaller with the PNNE than with the CNNE, one seconds to two thirds. This is achieved by the uniform training and uniform error correlation for all individual NNs with the PNNE, helping to produce well-diverged individuals.
In the case of the CNNE, in contrast, gradual addition can not avoid the nonuniform training and error correlation among individual NNs. Networks added later have less time for training, and no chance to achieve uniform error corre- lation. Furthermore, there is no control parameter to prevent overgrow in the CNNE. The accuracy of the CNNE seems to be maintained high by using a larger number of nodes in each component network. The total number of nodes in ensemble, that is the product of the number of networks and the number of nodes, is also less or equivalent with the PNNE than in the CNNE, except in the breast cancer problem. The breast cancer problem is one of the simplest problems as evidenced by the fact that the accuracy is nearly equal with any algorithms (Table 4) . Although further analysis is necessary, constructive algorithms tend to allow overgrowing in complex problems. Over-pruning is suppressed with the PNNE by allowing marginal thresholds for the number of NNs as well as their nodes.
In Table 6 , we further compare the PNNE with several pruning algorithms in literature such as the multiple classifier systems (MCS) proposed by H. Inoue [37] , a pruning method (we here call it EPNNE) proposed by Lazarevic [38] , a method called landmarking various feature selection with diversity (LVFd) [39] , [40] , and the k-nearest neighbor NN (k-NN) reported in [37] , [41] . The table clearly shows that the PNNE outperformed all algorithms for all six problems except MCS for the iris problem only. This is because different examples were chosen for the PNNE and MCS. In reality, comparisons with other methods are difficult due to the various self-chosen techniques in the algorithms.
Discussion
In this study, we proposed a pruning algorithm PNNE to create NN ensemble. Pruning approach have never been reported before as of our knowledge. The performance is proved to be as good as or better than constructive approach and far better than fixed architecture algorithms. PNNE differs from others on a number of aspects. Thus, the main characteristics and techniques employed in PNNE are summarized here.
The PNNE employs two cooperative functions in training ensemble. (a) It uses the NCL to reduce the correlation among individuals in an ensemble using fixed training set. One advantage of the NCL is that it can produce different individual NNs specialized on the different parts of the input domain. Negative correlations among the members in an ensemble increase the accuracy of networks [42] . Another advantage is that no manual division of training set is necessary for the NCL. (b) The cooperation among hidden nodes in a network is carried out in order to support the decaying process. A correlation function is incorporated in activations of hidden nodes to make weaker and stronger hidden nodes.
Two competitive and dynamic tools are used in order to delete hidden nodes of individual NNs and some of the en-tire NNs in the ensemble. (a) An unsupervised decay term is introduced for penalizing less important hidden nodes according to their importance calculated by GF. This gradual decay by GF prevents the network from sudden deletion. In addition, decay is boosted by a cooperation function of hidden nodes. (b) The PNNE uses the amount of overfitting for deletion purpose. The most over-fitted network is deleted from the ensemble at a threshold of O g . No algorithm except the CNNE considers over-fitting directly. It is stated that sampling/re-sampling may reduce over-fitting in the network [1] but it is unclear that how and how much it is removed. The PNNE calculates individual over-fittings and tries to reduce them to nearly zero. This is completely different from the aspects of the previous algorithms.
We explained the training process of PNNE using the Australian credit card assessment and breast cancer problems. The criteria and conditions are well-satisfied according to the description of the algorithm in Sect. 2.6. The algorithmic steps of the PNNE reflect its utility. It is easy to compute GL, GF, and LP because they are locally available. In fact, one needs to add few lines in the BP program. Users can easily program, implement and test the algorithm, since we explained the influence and setting of used parameters.
The practical aspects of a good neural network design algorithm include (i) an appropriate size of the network, (ii) free from overfitting, and (iii) valid generalization, although it is often difficult to find a suitable combination of them. It is worth mentioning that the PNNE tries to achieve those aspects by setting appropriate criteria. Since the principles and criteria we used are recently developed and simple, the PNNE is much more practical than other methods, such as MCS, EPNNE, LVFd, and k-NN. The reasons are explained below.
The MCS is not applicable for large data set due to huge memory requirement that produced by a selfgenerating neural tree of MCS. In this connection, only the PNNE is suitable for large data set because it gradually shrinks the network size with valid generalization ability. The CNNE may overgrow although the generalization ability of PNNE and CNNE are comparable or similar.
The other methods such as EPNNE, LVFd, and k-NN have no guarantee that they produce diverse networks. The PNNE and CNNE can guarantee diverse networks, because NCL was used, while training and error correlation are more uniform in PNNE than that of CNNE. On the other hand, sampling or resampling of training set, which was used in other methods, does not guarantee negatively correlated networks. We believe therefore that PNNE is much more useful and practical than other methods.
Conclusions
The pruning algorithm, PNNE to create an NN ensemble is the first algorithm that integrates competitive node decay, node and network cooperation, and deletion of networks and their hidden nodes. Neither the number of networks nor that of hidden nodes are predefined and fixed. The PNNE automatically determines them during training.
The PNNE attained more uniform learning and cooperation than the well-known constructive algorithm, the CNNE, leading to produce well-diverse compact networks in ensemble. The applicability of PNNE was tested on eight different kinds of benchmark classification problems. As apparent in the comparison with other methods described in Sect. 3.5, the PNNE can produce NN ensemble with one of the best generalization ability. It can produce compact architectures with well-diverged component NNs especially in complex problems. Thus, it is promising to apply this algorithm to find features and/or entities in given patterns.
In its current implementation, the PNNE has some user specified parameters, not unusual in this kind of algorithms. Setting of these parameters is not critical and the performance is not sensitive to moderate changes of the parameter values. A good future study would be to reduce such user defined parameters.
This appendix describes the experimental conditions on the classification problems.
A.1 Australian Credit Card Assessment Problem
The examples for training, validation and testing sets are selected 345, 173, and 172 respectively as shown in Table 1 . The user specified parameters α, and β were 0.05, 0.001, 1.0, respectively. The constant c and m h were set to 0.008 and 2, respectively. These parameters were selected after a few limited preliminary test runs. They are not meant to be optimum. The number of hidden nodes initially made available in each individual network was chosen uniformly between 5 to 10.
The architectures and accuracies are listed in Table 2 . They are averaged over 30 independent trials. Each trial was made from different initial conditions. The parameters τ, ζ and m n were set to 15, 1, and 3, respectively. PNNE achieves a classification rate of 0.8841 with the average number of networks and hidden nodes of 4.13 and 4.48, respectively.
A.2 Breast Cancer Problem
This problem is one of the easiest problem among the benchmark data sets. The partition of data set for training, validation and testing is shown in Table 1 . The threshold α, and β were selected 0.05, 0.0001 and 1.0, respectively. The constant c and m h were set to 0.008 and 3, respectively. The total number of hidden nodes initially made available in each experiment was chosen uniformly between 5 to 10.
The architectures and accuracies produced by PNNE is listed in Table 2 . The average accuracy achieved is 0.9860 with the average number of networks and hidden nodes of 3.60 and 5.09, respectively.
A.3 Circle-in-the-Square Problem
The circle-in-the-square problem was specified as a benchmark test problem for neural network performance evaluation in the DARPA ANNT program [43] . It is to identify which points in a square lie inside or outside a circle whose area equals half of the square. Data are generated through a uniformly varying numbers in the range zero and one, and then divided into groups for training, validation and testing. 100 points are selected for training, 500 points are for validation and 10,000 points are for testing set. The threshold α, and β were selected 0.01, 0.001 and 0.05, respectively. The constant c and m h were set to 0.001 and 3, respectively. The total number of hidden nodes initially made available in each experiment was chosen uniformly between 5 to 10.
The architectures and accuracies of the trained ensemble are listed in Table 2 . The results presented in this table are the average of 30 independent trials. Each trial was made with different initial conditions. Three major user specified parameter τ, ζ and m n were 15, 1 and 3, respectively. These parameters are selected after a few preliminary test trials. PNNE achieves classification rate of 0.8287 with the average number of networks and hidden nodes of 5.27 and 5.35, respectively.
A.4 Diabetes Problem
This problem is relatively difficult problem in the benchmarking due to high noise level. The threshold α, and β were selected 0.05, 0.0001, 1.0, respectively. The small constant c was 0.002. The threshold for hidden node was m h = 3 for this problem. The total number of hidden nodes initially made available in each experiment was chosen uniformly between 5 to 10. Table 2 shows the architectures and accuracies obtained by PNNE. The average accuracy achieved was 0.7852 with an average number of hidden nodes of 4.02. The average number of network in the ensemble was 3.23.
A.5 Glass Identification Problem
It is to identify six types of glass from the data set. The partition of data set was shown in Table 1 . The user specified parameters α, and β were 0.50, 0.001, 0.05, respectively. The small constant c was 0.001. The total number of hidden nodes initially made available in each experiment was chosen uniformly between 5 to 10. The threshold for hidden node was m h = 2 for this problem.
The architectures and scores for classification rate are listed in Table 2 for values of τ = 15, ζ = 1 and m n = 3. The average classification rate achieved by PNNE was 0.7711 with the average number of networks and hidden nodes of 3.63 and 5.95, respectively. Although the number of average hidden nodes is larger, the number of average networks was smaller.
A.6 Ionosphere Problem
The number of examples used in the training, validation and test set were 175, 88, 88 (listed in Table 1 ). The user specified parameters for this problem were as follows. The threshold α, and β were selected 0.05, 0.0001, and 3.0, respectively. The small constant c was 0.0005. The total number of hidden nodes initially made available in each experiment was chosen uniformly between 5 to 10. The threshold for hidden node was m h = 2 for this problem.
The obtained architectures and accuracies are listed in Table 2 for the settings τ = 15, ζ = 1 and m n = 3. The average classification rate was 0.9307 with an average number of networks and hidden nodes of 7.07 and 3.54, respectively.
A.7 Iris Identification Problem
It is to classify three types of iris from the data set. There are 150 examples. The examples for training, validation and testing set are selected 37, 38, and 75 from a randomly selected entire set. The user specified parameters α, and β were 0.20, 0.001, and 1.0, respectively. The small constant c was 0.005. The total number of hidden nodes initially made available in each experiment was chosen uniformly between 5 to 10. The threshold for hidden node was m h = 2 for this problem.
The architecture and accuracies are listed in Table 2 . The classification rate obtained by PNNE was 0.9640 with the average number of networks and hidden nodes of 3.90 and 2.89, respectively.
A.8 Soybean Identification Problem
This is 19 class problem. The number of examples for training, validation and testing sets are listed in Table 1 . The user specified parameters α, and β were 0.50, 0.001, 1.0, respectively. The small constant c was 0.001. The total number of hidden nodes initially made available in each experiment was chosen uniformly between 5 to 10. The threshold for hidden node was m h = 2 for this problem.
The produced architectures and classification rates are given in Table 2 for different parameter settings. The average classification rate obtained by PNNE was 0.9212 for τ = 15, ζ = 1 and m n = 2.
