Deformations of vector-scalar models by Barnich, Glenn et al.
ar
X
iv
:1
71
2.
08
12
6v
2 
 [h
ep
-th
]  
24
 Fe
b 2
01
8
Deformations of vector-scalar models
Glenn Barnich a, Nicolas Boulanger a,b, Marc Henneaux a,c,
Bernard Julia c, Victor Lekeu a and Arash Ranjbar a
aUniversite´ libre de Bruxelles and International Solvay Institutes, Campus Plaine CP231, B-1050
Brussels, Belgium
bGroupe de Me´canique et Gravitation, Physique The´orique et Mathe´matique, Universite´ de Mons –
UMONS, 20 Place du Parc, B-7000 Mons, Belgium
cLaboratoire de Physique the´orique de l’Ecole Normale Supe´rieure, 24 rue Lhomond,
75231 Paris CEDEX, France
Abstract
Abelian vector fields non-minimally coupled to uncharged scalar fields arise in many contexts.
We investigate here through algebraic methods their consistent deformations (“gaugings”), i.e., the
deformations that preserve the number (but not necessarily the form or the algebra) of the gauge
symmetries. Infinitesimal consistent deformations are given by the BRST cohomology classes at
ghost number zero. We parametrize explicitly these classes in terms of various types of global
symmetries and corresponding Noether currents through the characteristic cohomology related to
antifields and equations of motion. The analysis applies to all ghost numbers and not just ghost
number zero. We also provide a systematic discussion of the linear and quadratic constraints on
these parameters that follow from higher-order consistency. Our work is relevant to the gaugings
of extended supergravities.
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3
1 Introduction
Our paper is devoted to a systematic study of the consistent deformations of the gauge invariant
actions of the form
S0rA
I
µ, φ
is “
ż
d4xL0, (1.1)
depending on ns uncharged scalar fields φ
i and nv abelian vector fields A
I
µ. We assume that the
only gauge symmetries of (1.1) are the standard Up1q gauge transformations for each vector field,
so that the gauge algebra is abelian and given by nv copies of up1q. A generating set of gauge
invariances can be taken to be
δAIµ “ Bµǫ
I , δφi “ 0. (1.2)
The Lagrangian takes the form
L0 “ LSrφ
is ` LV rA
I
µ, φ
is, (1.3)
where LV is a function that depends on the vector fields through the abelian curvatures F
I
µν “
BµA
I
ν ´ BνA
I
µ only, and which can also involve the scalar fields φ
i. Derivatives of these variables
are in principle allowed in the general analysis carried out below, but actually do not occur in the
explicit Lagrangians discussed in more detail. The scalar fields can occur non linearly, e.g. terms
of the form IIJpφqF
I
µνF
Jµν where IIJpφq are some functions of the φ
i’s are allowed. Similarly, the
scalar Lagrangian need not be quadratic. More on this in Subsection 3.1.
The gauge transformations (1.2) are sometimes called “free abelian gauge transformations”
to emphasize that the scalar fields are uncharged and do not transform under them. This does
not mean that the abelian vector fields themselves are free since non linear terms (non minimal
couplings) are allowed in (1.3).
This class of models contains the vector-scalar sectors of “ungauged” extended supergravities, of
which N “ 4 [1–3] and N “ 8 [4,5] supergravities offer prime examples. These will be considered
in detail in Sections 5 and 6. Born-Infeld type generalizations [6] are also covered together with first
order manifestly duality invariant formulations [7–9], which fall into this class when reformulated
with suitable additional scalar fields [10].
Consistent deformations of a gauge invariant action are deformations that preserve the number
(but not necessarily the form or the algebra) of the gauge symmetries. In the supergravity context,
these are called “gaugings”, and the deformed theories are called “gauged supergravities”, even
though the undeformed theories possess already a gauge freedom. We shall often adopt this
terminology here. We shall consider only local deformations, i.e., deformations of the Lagrangian
by functions of the fields and their derivatives up to some finite (but unspecified) order.
Gaugings in extended supergravities have a long history that goes back to [11,12]. For maximal
supergravity, the first gauging has been performed in [13] in the Lagrangian formulation of [5],
which involves a specific choice of so-called “duality frame” (a choice of “electric” directions among
a set of electric-magnetic pairs). More recent gaugings involving a change of the duality frame
have been constructed in [14]. All these are reviewed in [15].
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These works consider from the very beginning deformations in which the vector fields become
Yang-Mills connections for a non-abelian deformation of the original abelian gauge algebra. The
corresponding couplings are induced through the replacement of the abelian curvatures by non-
abelian ones and the ordinary derivatives by covariant ones, plus possible additional couplings
necessary for consistency. One natural question to be asked is whether this embraces all possi-
ble consistent deformations. There exist of course theorems establishing the uniqueness of the
Yang-Mills coupling under general conditions (see e.g. [16, 17]), but couplings to nonlinear scalar
fields were not considered in these early works, which focused furthermore on algebra-deforming
deformations.
The gaugings of supergravities have revealed the importance of the choice of duality frame,
in the sense that the space of consistent deformations depends on that choice (see [18, 19] and
the recent analysis in [20, 21]). In order to take this feature into account, a formalism has been
developed in [22–25], called the “embedding tensor” formalism. It is reviewed in [15]. In this
formalism, additional fields are introduced besides those appearing in (1.1), which are magnetic
vector potentials and 2-form auxiliary gauge fields. The theory possesses also additional gauge
symmetries. The choice of duality frame is implicitly encoded in the “embedding” tensor, which is
subject to a number of constraints. It was shown in [26] that the space of consistent deformations
in the “embedding” formalism is isomorphic to the space of consistent deformations for the action
(1.1) written in the duality frame picked by the choice of embedding tensor. For that reason,
one can investigate the question of gaugings by taking (1.1) as starting point of the deformation
procedure, provided one allows the scalar field dependence in the vector piece of the Lagrangian
to cover all possible choices of duality frame. It is this task which is carried out here. By doing
so, one does not miss any of the gaugings available in the embedding tensor formalism.
One systematic way to explore deformations of theories with a gauge freedom is provided by
the BV-BRST formalism [27]. In the BRST approach, inequivalent infinitesimal local gaugings
correspond to BRST cohomology classes in ghost number zero computed in the space of local
functionals. In this work, we completely characterize the BRST cohomology for the theories defined
by (1.1), i.e., we completely characterize, in four spacetime dimensions, the deformations of abelian
vector fields coupled non-minimally to scalar chargeless fields with a possibly non polynomial
dependence on the (undifferentiated) scalar fields.
In particular, we show that besides the obvious deformations that consist in adding gauge
invariant terms to the Lagrangian without changing the gauge symmetries, the gaugings can be
related to the global symmetries of the action (1.1). These gaugings modify the form of the gauge
transformations.
The global symmetries can be classified into two different types: (i) global symmetries with
covariantizable Noether currents, where by “covariantizable”, we mean that one can choose the
ambiguities in the Noether currents so as to take them gauge invariant (V -type symmetries); (ii)
global symmetries with non-covariantizable Noether currents. Only the first type directly gives rise
to an infinitesimal consistent deformation through minimal coupling of the corresponding current
to the vector potentials.
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The gaugings associated with the other type of global symmetries need to satisfy additional
constraints. This second type of global symmetries, in turn, can be subdivided into two sub-
types: (a) global symmetries with non-covariantizable Noether currents that lead to a deformation
that does not modify the gauge algebra (W -type symmetries); (b) global symmetries with non-
covariantizable Noether currents that lead to a deformation that does modify also the gauge algebra
(U -type symmetries). The global symmetries of type (a) contain in their Noether current non-gauge
invariant Chern-Simons terms that cannot be removed by suitably adjusting trivial contributions.
The global symmetries of type (b) are associated with ordinary “free” abelian gauge symmetries
with co-dimension 2 conservation laws (see e.g. [28] for an early discussion). The divergence of a
current of type (a) is itself gauge invariant, while the divergence of a current of type (b) is not.
Yang-Mills gaugings are associated with currents of type (b) and are hence of U -type. Topological
couplings [29] are associated with non-covariantizable Noether currents of either type (a) or (b).
“Charging deformations” (if available), in which the scalar fields become charged but the gauge
transformations of the vector fields are not modified and remain therefore abelian, are of V - or W -
type.
The BRST deformation procedure applies not only to the consistent first order deformations,
but also to higher orders where one might encounter obstructions. That procedure provides a
natural deformation-theoretic interpretation of quadratic constraints and higher order constraints
in terms of what is called the antibracket map.
After establishing general theorems on the BRST cohomology valid without assuming a specific
form of the Lagrangian or the rigid symmetries, including the above classification of the deforma-
tions and useful triangular properties of their algebra, we turn to various models that have been
considered in the literature, for which we completely compute the deformations of U and W -types.
Our paper is organized as follows. In Section 2, we provide a brief survey of the BRST de-
formation procedure. We then compute in Section 3 the local BRST cohomology of the models
described by the action (1.1). This is done by following the method of [30, 31] where the BRST
cohomology was computed for arbitrary compact – in fact reductive – gauge group. The difficulty
in the computation comes from the free abelian factors, where by “free abelian factors”, we mean
abelian factors of the gauge algebra such that all matter fields are uncharged, i.e., invariant un-
der the associated gauge transformations. This is precisely the case relevant to the action (1.1),
which needs thus special care. The method of [30, 31] is based on an expansion according to the
antifield number. It makes direct contact with symmetries and conservation laws through the
lowest antifield number piece of the BRST differential, called the “Koszul-Tate” differential, which
involves the equations of motion [32,33]. The Noether charges appear through the “characteristic”
cohomology, given by the local cohomology of the “Koszul-Tate” differential [30].
We then discuss in Section 4 the structure of the antibracket map, which is relevant for the
consistency of the deformation at second order and the possible appearance of obstructions, and
provide information on the structure of the global symmetry algebra.
The method of [30,31] provides the general structure of the BRST cocycles in terms of conserved
currents. In order to reach more complete results, one must use additional information specific to
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each model. We therefore specify further the models in Section 5, where we concentrate on scalar-
coupled second order Lagrangians that are quadratic in the vector fields and their derivatives.
These specialized models still cover the scalar-vector sectors of extended supergravities. Explicit
examples are treated in detail to illustrate the method in Section 6, where complete results for
the local BRST cohomology, up to the determination of V -type symmetries, are worked out. In
Section 7, we then illustrate our techniques in the case of the manifestly duality-symmetric first
order action of [9], in the formulation of [10], which is adapted to the direct use of the methods
developed here.
The last section (Section 8) summarizes our results and recapitulates the structure of the local
BRST cohomology. Two appendices complete our work by respectively displaying our notations
and conventions on exterior forms and their duals (Appendix A) and discussing further properties
of the antibracket map (Appendix B). Appendix C is devoted to the detailed analysis of the
W -component of the commutator of two U -type transformations.
2 BRST deformation theory: a quick survey
2.1 Batalin-Vilkovisky antifield formalism
In order to systematically construct consistent interactions in gauge theories, it is useful to re-
formulate the problem in the context of algebraic deformation theory [34–37]. The appropriate
framework is provided by the Batalin-Vilkovisky antifield formalism [27, 38–40].
The structure of an irreducible gauge system, i.e., the Lagrangian L0 with field content ϕ
a,
generating set of gauge symmetries1 δǫϕ
a “ Raαrϕ
bs pǫαq and their algebra, is captured by the
Batalin-Vilkovisky (BV) master action S (see e.g. [41, 42] for reviews). The master action is a
ghost number 0 functional
S “
ż
dnxL “
ż
dnx
„
L0 ` ϕ
˚
aR
a
α pC
αq `
1
2
C˚αf
α
βγ pC
β, Cγq ` . . .

, (2.1)
that satisfies what is called the master equation
1
2
pS, Sq “ 0. (2.2)
In this equation, the BV antibracket is the odd graded Lie bracket defined by
pX, Y q “
ż
dnx
„
δRX
δΦApxq
δLY
δΦ˚Apxq
´
δRX
δΦ˚Apxq
δLY
δΦApxq

(2.3)
on the extended space ΦA “ pϕa, Cα, . . . q of original fields and ghosts (and ghosts for ghosts in
the case of reducible gauge theories) and their antifields Φ˚A. The ghost numbers of ϕ
a, Cα are
1We use the condensed De Witt notation.
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0, 1, while ghpΦ˚Aq “ ´ghpΦ
Aq ´ 1. The Lagrangian, gauge variations and structure functions of
the gauge algebra are contained in the first, second and third term of the master action (2.1)
respectively.
For the deformation problem, one assumes the existence of an undeformed theory described by
Sp0q satisfying the master equation 1
2
pSp0q, Sp0qq “ 0 and one analyzes the conditions coming from
the requirement that, in a suitable expansion, the deformed theory
S “ Sp0q ` Sp1q ` Sp2q ` . . . , (2.4)
satisfies the master equation (2.2). The deformed Lagrangian, gauge symmetries and structure
functions can then be read off from the deformed master action (2.4).
The first condition on the “infinitesimal” deformation Sp1q is
pSp0q, Sp1qq “ 0. (2.5)
This equation admits solutions Sp1q “ pSp0q,Ξq, for all Ξ of ghost number ´1. Such deformations
can be shown to be trivial in the sense that they can be absorbed by (anticanonical) field-antifield
redefinitions. Moreover, trivial deformations in that sense are always of the form Sp1q “ pSp0q,Ξq
for some local Ξ. It thus follows that equivalence classes of deformations up to trivial ones are
classified by H0psq, the ghost number zero cohomology of the antifield dependent BRST differential
s “ pSp0q, ¨q of the undeformed theory,
rSp1qs P H0psq. (2.6)
For our problem of determining the most general deformation, we start by computing H0psq and
couple its elements with independent parameters to the starting point action to obtain Sp0q`Sp1q.
The parameters thus play the role of generalized coupling constants. In a second step, we determine
the constraints on these coupling constants coming from the existence of a completion such that
(2.2) holds. The expansion is then in terms of homogeneity in these generalized coupling constants
and not, as often done, in homogeneity of fields (in which case Sp0q corresponds to an action
quadratic in the fields). In particular, this approach treats the different types of symmetries
involved in the determination of H0psq on the same footing.
In the standard field theoretic setting, one insists on spacetime locality which implies that the
cohomology is computed in the space of local functionals in the fields and antifields. In turn,
this can be shown to be equivalent to the cohomology of s in the space of local functions up
to total derivatives or, in form notation, to the cohomology of s in top form degree n, up to the
horizontal differential of an n´1 form. Local functions are functions that depend on the spacetime
coordinates, the fields and a finite number of derivatives. The horizontal differential is not the de
Rham differential but is instead given by d “ dxµBµ, where Bµ “
B
Bxµ
` Bµz
Σ B
BzΣ
` . . . is the total
derivative. Here, fields and antifields are collectively denoted by zΣ “ pΦA,Φ˚Aq. More explicitly,
the ghost number g cohomology Hgpsq of the antifield dependent BRST differential s computed
in the space of local functionals is isomorphic to Hg,nps|dq, where the latter group is defined by
sag,n ` dag`1,n´1 “ 0, ag,n „ ag,n ` sbg´1,n ` dbg,n´1, (2.7)
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the first superscript referring to ghost number and the second to form degree. The BRST differ-
ential is defined on the undifferentiated fields and antifields by sΦA “ ´
δRL
δΦ˚A
, sΦ˚A “
δRL
δΦA
. It is
extended to the derivatives through rs, Bµs “ 0 resulting in ts, du “ 0. This reformulation allows
one to use systematic homological techniques (“descent equations”) for the computation of these
classes (see e.g. [43]).
At second order, the condition on the infinitesimal deformation Sp1q is
1
2
pSp1q, Sp1qq ` pSp0q, Sp2qq “ 0. (2.8)
The antibracket gives rise to a well defined map in cohomology,
p¨, ¨q : Hg1ps|dq bHg2ps|dq ÝÑ Hg1`g2`1ps|dq. (2.9)
For cocycles Ci with rCis P H
gips|dq, it is explicitly given by
prC1s, rC2sq “ rpC1, C2qs P H
g1`g2`1ps|dq. (2.10)
Condition (2.8) constrains the infinitesimal deformation Sp1q to satisfy
1
2
prSp1qs, rSp1qsq “ r0s P H1ps|dq. (2.11)
If this is the case, Sp2q in (2.8) is defined up to a cocycle in ghost number 0. Higher order brackets
and constraints can be analyzed in a similar way, see e.g. [44, 45].
Besides the group H0ps|dq that describes infinitesimal deformations, and H1ps|dq that controls
the obstructions to extending these to finite deformations, one can furthermore show [30] that
Hgps|dq » Hn`gchar pdq for g ď ´1 . The latter “characteristic” cohomology groups are defined by
forms ω in the original fields ϕa such that
dωn`g « 0, ωn`g „ ωn`g ` dηn`g´1 ` tn`g, (2.12)
with tn`g « 0 and where « 0 denote terms that vanish on all solutions to the Euler-Lagrange
equations of motion. In particular, these groups can be shown to vanish for g ď ´3 in irreducible
gauge theories [30, 46]. The group H´2ps|dq describes equivalence classes of “global” reducibility
parameters, i.e., particular local functions fα such that Raαpf
αq « 0 where fα „ fα ` tα with
tα « 0. This terminology reflects the fact that this cohomology may be non trivial even for (locally)
“irreducible” gauge systems, in other words in the absence of p-form gauge fields with higher p.
This will become clear momentarily and is crucial in this paper. These classes correspond to global
symmetries of the master action rather than of the original action alone [47, 48]. The associated
characteristic cohomology Hn´2char pdq captures non-trivial (flux) conservation laws. More generally
in the case of free abelian p-form gauge symmetry it was shown in [28] that one can generalize the
first Noether theorem (p “ 0) and deduce by a similar formula a class of Hn´p´1char pdq generalizing the
electric flux which corresponds to the case p “ 1, i.e., to ordinary gauge invariance. The groups
H´1´pps|dq appear for p-form gauge theories and vanish for p ě 2 in the irreducible case [49].
The group H´1ps|dq describes and generates the inequivalent global symmetries, with Hn´1char pdq
encoding the associated inequivalent Noether currents2. We mention these groups here since they
2This is the “first” theorem by E. Noether and its converse. More details can be found in section 6.1 of [46].
9
play an important role in the determination of H0ps|dq as it will be seen in Section 3 below.
When g1 “ ´1 “ g2, p¨, ¨q : H
´1 b H´1 Ñ H´1; in this case the antibracket map encodes
the Lie algebra structure of the inequivalent global symmetries [50]. More generally, it follows
from p¨, ¨q : H´1 b Hg Ñ Hg that, for any ghost number g, the BRST cohomology classes form
a representation of the Lie algebra of inequivalent global symmetries. As a side-remark, let us
also mention that in the context of perturbative quantum field theory, H1ps|dq classifies potential
gauge anomalies while H0ps|dq classifies counterterms.
For notational simplicity, we will drop the square brackets when computing the antibracket map
below, but keep in mind that it involves classes and not their representatives.
2.2 Depth of an element
With any cocycle ωg,k of the local BRST cohomology is associated a ps, dq-descent
sω
g,k
l ` dω
g`1,k´1
l “ 0, sω
g`1,k´1
l ` dω
g`2,k´2
l “ 0, . . . , sω
g`l,k´l
l “ 0, (2.13)
that stops at some BRST cocycle ωg`l,k´ll . The length l of the shortest non trivial descent is called
the “depth” of rωg,ks P Hg,kps|dq. The last element ωg`l,k´ll is then non trivial in H
g`l,k´lpsq. The
usefulness of the depth in analyzing the BRST cohomology is particularly transparent in [43,51,52].
Local BRST cohomology classes rωg,ks P Hg,kps|dq are thus characterized, besides ghost number
g and form degree k, by the depth l. In appendix B, we work out how the antibracket map behaves
with respect to the depth of its elements.
3 Abelian vector-scalar models in 4 dimensions
3.1 Structure of the models
We now apply the formalism to the scalar-vector models described by the action (1.1). We write
L0 “ LSrφ
is ` LV rA
I
µ, φ
is. In four spacetime dimensions, there is no Chern-Simons term in the
Lagrangian, which can be assumed to be strictly gauge invariant and not just invariant up to a
total derivative. Gauge invariant functions are functions that depend on F Iµν “ BµA
I
ν ´ BνA
I
µ, φ
i
and their derivatives, but not on AIµ, BpνA
I
µq, Bpν1Bν2A
I
µq, etc. Thus LV rA
I
µ, φ
is depends on the vector
potentials AIµ only through F
I
µν “ BµA
I
ν ´ BνA
I
µ and their derivatives.
We define
δLV
δF Iµν
“
1
2
p‹GIq
µν (3.1)
where the p‹GIq
µν are also manifestly gauge invariant functions. The equations of motion for the
vector fields can be written as
δL0
δAIµ
“ Bνp‹GIq
µν (3.2)
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and the Lagrangian can be taken to be
L0 “ LSrφ
is ` LV rA
I
µ, φ
is, d4xLV “
ż 1
0
dt
t
rGIF
IsrtAIµ, φ
is. (3.3)
The associated solution to the BV master equation is given by
Sp0q “ S0 `
ż
d4xA
˚µ
I BµC
I . (3.4)
The ghost number of the various fields and antifields is
φi AIµ C
I φ˚i A
˚µ
I C
˚
I
gh 0 0 1 ´1 ´1 ´2
and the action of the BRST differential is given by
sφi “ 0, sAIµ “ BµC
I , sCI “ 0,
sφ˚i “
δL0
δφi
, sA
˚µ
I “ Bνp‹GIq
µν , sC˚I “ ´BµA
˚µ. (3.5)
It is useful to introduce the antifield number
φi AIµ C
I φ˚i A
˚µ
I C
˚
I
afd 0 0 0 1 1 2
and the pure ghost number
φi AIµ C
I φ˚i A
˚µ
I C
˚
I
pgh 0 0 1 0 0 0
so that the ghost number is the difference between the pure ghost number and the antifield number.
The BRST differential s splits according to antifield number as
s “ δ ` γ (3.6)
where δ is the “Koszul-Tate differential” [32, 41] and has antifield number ´1. The differential γ
has antifield number equal to zero. One has
δ2 “ 0, δγ ` γδ “ 0, γ2 “ 0. (3.7)
The action of δ and γ are respectively given by
δφi “ 0, δAIµ “ 0, δC
I “ 0,
δφ˚i “
δL0
δφi
, δA
˚µ
I “ Bνp‹GIq
µν , δC˚I “ ´BµA
˚µ, (3.8)
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and
γφi “ 0, γAIµ “ BµC
I , γCI “ 0,
γφ˚i “ 0, γA
˚µ
I “ 0, γC
˚
I “ 0. (3.9)
In terms of the Koszul-Tate differential, the cocycle condition form in characteristic cohomology
takes the form dm` δn “ 0. This equation is the same as the (co)cycle condition for n in the local
(co)homology of δ, which is indeed δn ` dm “ 0. Using this observation, and vanishing theorems
for Hpdq and Hpδq in relevant degrees, one can establish isomorphisms between the characteristic
cohomology and Hpδ|dq [30]. For example, the characteristic cohomology Hn´2char pdq is given by
the 2-forms µIGI , while H
n
2 pδ|dq (where the superscript refers to form degree and the subscript
to antifield number) is given by the 4-forms d4xµIC˚I . The isomorphism is realized through the
pδ, dq-descent
δ d4xC˚I ` d ‹A
˚
I “ 0, δ ‹A
˚
I ` dGI “ 0, (3.10)
where A˚I “ dx
µA˚Iµ.
3.2 Consistent deformations
One can characterize the BRST cohomological classes with non trivial antifield dependence in terms
of conserved currents and rigid symmetries for all values of the ghost number. For definiteness,
we illustrate explicitly the procedure for H0ps|dq in maximum form degree, which defines the local
consistent deformations. We consider next the case of general ghost number.
The main equation to be solved for a is
sa` db “ 0, (3.11)
where a has form degree 4 and ghost number 0. To solve it, we expand the cocycle a according to
the antifield number,
a “ a0 ` a1 ` a2. (3.12)
Because a has total ghost number zero, each term an has antifield number n and pure ghost number
(degree in the ghosts) n as well. As shown in [31], the expansion stops at most at antifield number
2. The term a0 is the (first order) deformation of the Lagrangian. A non-vanishing a1 corresponds
to a deformation of the gauge variations, while a non-vanishing a2 corresponds to a deformation
of the gauge algebra. All three terms are related by the cocycle condition (3.11).
3.2.1 Solutions of U-type (a2 non trivial)
The first case to consider is when a2 is non-trivial. This defines “class I” solutions in the terminology
of [31], which we call here “U -type” solutions to comply with the general terminology introduced
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below. One has from the general theorems of [30, 31] on the invariant characteristic cohomology
that
a2 “ d
4xC˚IΘ
I (3.13)
with
ΘI “
1
2!
f IJ1J2C
J1CJ2 . (3.14)
Here f IJ1J2 are some constants, antisymmetric in J1, J2. The reason why the coefficient d
4xC˚I
of the ghosts in a2 is determined by the characteristic cohomology follows from the equation
δa2 ` γa1 ` db1 “ 0 that a2 must fulfill in order for a to be a cocycle of Hps|dq. Given that a2
has antifield number equal to 2, it is the characteristic cohomology in form degree n´ 2 “ 2 that
is relevant3. We refer the reader to [30, 31] for the details. The emergence of the characteristic
cohomology in the computation of Hps|dq will be observed again for a1 below, where it will be the
conserved currents that appear. This central feature follows from the fact that the Koszul-Tate
differential, which encapsulates the equations of motion, is an essential building block of the BRST
differential. We must now find the lower terms a1 ` a0 and relate them as expected to Noether
currents that correspond to H41 pδ|dq.
By the argument of [31] (section 8) suitably generalized (section 12), the term a1 is then found
to be
a1 “ ‹A
˚
IA
KBKΘ
I `m1 (3.15)
where γm1 “ 0 and BK “
B
BCK
. The term m1 (to be determined by the next equation) is linear
in CI and can be taken to be linear in the undifferentiated antifields A˚I and φ
˚
i since derivatives
of these antifields, which can occur only linearly, can be redefined away through trivial terms. We
thus write
m1 “ Kˆ “ ‹A
˚
I gˆ
I ´ ‹φ˚i Φˆ
i (3.16)
with
gˆI “ dxµgIµKC
K , Φˆi “ ΦiKC
K . (3.17)
Here gIµK and Φ
i
K are gauge invariant functions, arbitrary at this stage, but which will be con-
strained by the requirement that a0 exists.
We must now consider the equation δa1 ` γa0 ` db0 “ 0 that determines a0 up to a solution of
γa10 ` db
1
0 “ 0. This equation is equivalent toˆ
δL0
δAIµ
δKA
I
µ `
δL0
δφi
δKφ
i
˙
CK ` γα0 ` Bµβ
µ
0 “ 0, (3.18)
where we have passed to dual notations (a0 “ d
4xα0, db0 “ d
4x Bµβ
µ
0 ) and where we have set
δKA
I
µ “ A
J
µf
I
JK ` g
I
µK , δKφ
i “ ΦiK . (3.19)
3The precise way to express the relation between the local cohomology of δ and the highest term of the equation
obeyed by a is given in section 7 of [31]: a2 must be a non trivial representative of Hinvpδ|dq, more precisely it must
come from H4inv,2pδ|dq in ghost number zero. This relates the U-type deformations to the free abelian factors of the
undeformed gauge group.
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Writing βµ0 “ j
µ
KC
K` “terms containing derivatives of the ghosts”, we read from (3.18), by com-
paring the coefficients of the undifferentiated ghosts, that
δL0
δAIµ
δKA
I
µ `
δL0
δφi
δKφ
i ` Bµj
µ
K “ 0. (3.20)
A necessary condition for a0 (and thus a) to exist is therefore that δKA
I
µ and δKφ
i define symme-
tries.
To proceed further and determine a0, we observe that the non-gauge invariant term
δL0
δAIµ
AJµf
I
JK
in
δL0
δAIµ
δKA
I
µ can be written as Bµ
`
‹GνµI A
J
νf
I
JK
˘
plus a gauge invariant term, so that jµK ´
‹GµνI A
J
νf
I
JK has a gauge invariant divergence. Results on the invariant cohomology of d [53, 54]
imply then that the non-gauge invariant part of such an object can only be a Chern-Simons form,
i.e. jµK ´ ‹G
µν
I A
J
νf
I
JK “ J
µ
K `
1
2
ǫµνρσAIνF
J
ρσhI|JK, or
j
µ
K “ J
µ
K ` ‹G
µν
I A
J
νf
I
JK `
1
2
ǫµνρσAIνF
J
ρσhI|JK (3.21)
where JµK is gauge invariant and where the symmetries of the constants hI|JK will be discussed in
a moment. It is useful to point out that one can switch the indices I and J modulo a trivial term.
The equation (3.18) becomes ´pBµj
µ
KqC
K ` γα0 ` Bµβ
µ
0 “ 0, i.e., j
µ
K pγA
K
µ q ` γα0 ` Bµβ
1µ
0 “ 0.
The first two terms in the current yield manifestly γ-exact terms,
J
µ
K pγA
K
µ q “ γpJ
µ
K A
K
µ q, ‹G
µν
I A
J
νf
I
JK pγA
K
µ q “
1
2
γp‹GµνI A
J
ν f
I
JK A
K
µ q (3.22)
and so hI|JK must be such that the term A
IF JdCKhI|JK is by itself γ-exact modulo d. This is
a problem that has been much studied in the literature through descent equations (see e.g. [52]).
It has been shown that hI|JK must be antisymmetric in J , K and should have vanishing totally
antisymmetric part in order to be “liftable” to a0 and non-trivial,
hI|JK “ hI|rJKs, hrI|JKs “ 0. (3.23)
Putting things together, one finds for a0
a0 “ A
IBI Jˆ `
1
2
GIA
KALBLBKΘ
I `
1
2
F IAKALBLBKΘ
1
I (3.24)
where
Jˆ “ ‹dxµJµKC
K , Θ1I “
1
2
hI|J1J2C
J1CJ2. (3.25)
A non-trivial U -solution modifies the gauge algebra. Deformations of the Yang-Mills type belong
to this class. A U -solution is characterized by constants f IJ1J2 which are antisymmetric in J1, J2.
These constants must be such that there exist gauge invariant functions gIµK and Φ
i
K such that
δKA
I
µ and δKφ
i define symmetries of the undeformed Lagrangian. Here δKA
I
µ and δKφ
i are given
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by (3.19). Furthermore, the h-term in the corresponding conserved current (if any) must fulfill
(3.23). The deformation a0 of the Lagrangian takes the Noether-like form.
Given the “head” a2 of a U -type solution, characterized by a set of f
I
J1J2
’s, the lower terms a1
and a0, and in particular the h-piece, are not uniquely determined. One can always add solutions
of W , V or I-types described below, which have the property that they have no a2-piece. Hence
one may require that the completion of the “head” a2 of a U -type solution should be chosen to
vanish when a2 itself vanishes. But this leaves some freedom in the completion of a2, since for
instance any W -type solution multiplied by a component of f IJ1J2 will vanish when the f
I
J1J2
’s
are set to zero. The situation has a triangular nature since two U -type solutions with the same a2
differ by solutions of “lower” types, for which there might not be a canonical choice.
Note that further constraints on f IJ1J2 (notably the Jacobi identity) arise at second order in
the deformation parameter.
3.2.2 Solutions of W and V -type (vanishing a2 but a1 non trivial)
These solutions are called “class II” solutions in [31].
We now have
a “ a0 ` a1 (3.26)
and a1 can be taken to be gauge invariant, i.e., annihilated by γ [31]. We thus have
a1 “ Kˆ “ ‹A
˚
I gˆ
I ´ ‹φ˚i Φˆ
i (3.27)
with
gˆI “ dxµgIµKC
K , Φˆi “ ΦiKC
K . (3.28)
Here gIµK and Φ
i
K are again gauge invariant functions, which we still denote by the same letters as
above, although they are independent from the similar functions related to the constants f IJ1J2.
We also set
δKA
I
µ “ g
I
µK , δKφ
i “ ΦiK . (3.29)
The equation δa1 ` γa0 ` db0 “ 0 implies then, as above,
δL0
δAIµ
δKA
I
µ `
δL0
δφi
δKφ
i ` Bµj
µ
K “ 0 . (3.30)
A necessary condition for a0 (and thus a) to exist is therefore that δKA
I
µ and δKφ
i given by (3.29)
define symmetries. Equation (3.30) take the same form as Eq. (3.20), but there is one important
difference: the divergence of the current jµK is now gauge invariant, while it is not in (3.20), due
to the contribution coming from a2.
The current takes this time the form
j
µ
K “ J
µ
K `
1
2
ǫµνρσAIνF
J
ρσhI|JK, (3.31)
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(with hI|JK fulfilling the above symmetry properties) yielding
a0 “ A
IBI Jˆ `
1
2
F IAKALBLBKΘ
1
I (3.32)
where still
Jˆ “ ‹dxµJµKC
K , Θ1I “
1
2
hI|J1J2C
J1CJ2. (3.33)
We define W -type solutions to have hI|JK ‰ 0, while V -type have hI|JK “ 0. Both these types
deform the gauge transformations but not their algebra (to first order in the deformation). They
are determined by rigid symmetries of the undeformed Lagrangian with gauge invariant variations
(3.29). The V -type have gauge invariant currents, while the currents of the W -type contain a
non-gauge invariant piece.
Note that again, the solutions of W and V -types are determined up to a solution of lower
type with no a1-“head”, and that there might not be a canonical choice. In fact one may require
similarly that W -type transformations become trivial when hI|JK tends to zero.
3.2.3 Solutions of I-type (vanishing a2 and a1)
In that case,
a “ a0 (3.34)
with γa0 ` db0 “ 0.
Since there is no Chern-Simons term in four dimensions, one can assume that b0 “ 0. The
deformation b0 is therefore a gauge invariant function, i.e., a function of the abelian curvatures
F Iµν , the scalar fields, and their derivatives. The I-type deformations neither deform the gauge
transformations nor (a fortiori) the gauge algebra. Born-Infeld deformations belong to this type.
They are called “class III” solutions in [31].
3.3 Local BRST cohomology at other ghost numbers
3.3.1 h-terms
The previous discussion can be repeated straightforwardly at all ghost numbers. The analysis
proceeds as above. The tools necessary to handle the “h-term” in the non gauge invariant “cur-
rents” have been generalized to higher ghost numbers through familiar means and can be found
in [43, 51, 52].
The h-terms belong to the “small” or “universal” algebra involving only the 1-forms AI , the
2-forms F I “ dAI , the ghosts CI and their exterior derivative. The product is the exterior product.
One describes the h-term through a pγ, dq-descent equation and what is called the “bottom” of
that descent, which is annihilated by γ and has form degree ă 4 in four dimensions. The only
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possibilities in the free abelian case are the 2-forms
1
m
hI|J1¨¨¨JmF
ICJ1 ¨ ¨ ¨CJm (3.35)
where
hI|J1¨¨¨Jm “ hI|rJ1¨¨¨Jms. (3.36)
One can assume hrI|J1¨¨¨Jms “ 0 since the totally antisymmetric part gives a trivial bottom. The
lift of this bottom goes two steps, up to the 4-form
hI|J1J2¨¨¨JmF
IF J1CJ2 ¨ ¨ ¨CJm (3.37)
producing along the way a 3-form
hI|J1J2¨¨¨JmF
IAJ1CJ2 ¨ ¨ ¨CJm (3.38)
which has the property of not being gauge (BRST) invariant although its exterior derivative is
(modulo trivial terms).
3.3.2 Explicit description of cohomology
By applying the above method, one finds that the local BRST cohomology of the models of section
3.1 can be described along exactly the same lines as given below. Note that the cohomology at
negative ghost numbers reflect general properties of the characteristic cohomology that go beyond
the mere models considered here [30].
(i) Hgps|dq is empty for g ď ´3.
(ii) H´2ps|dq is represented by the 4-forms
U´2 “ µId4xC˚I . (3.39)
If A˚I “ dx
µA˚Iµ, the associated descent equations are
s d4xC˚I ` d ‹ A
˚
I “ 0, s ‹ A
˚
I ` dGI “ 0, sGI “ 0. (3.40)
Characteristic cohomology Hn´2char pdq is then represented by the 2-forms µ
IGI .
(iii) Several types of cohomology classes in ghost numbers g ě ´1, which we call U , V and W -
type, can be described by constants f IJK1...Kg`1 which are antisymmetric in the last g ` 2
indices,
f IJK1...Kg`1 “ f
I
rJK1...Kg`1s, (3.41)
and constants hI|JK1...Kg`1 that are antisymmetric in the last g ` 2 indices but without any
totally antisymmetric part4,
hI|JK1...Kg`1 “ hI|rJK1...Kg`1s, hrI|JK1...Kg`1s “ 0, (3.42)
4We write hIJ :“ hI|J for g “ ´1.
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together with gauge invariant functions gIµK1...Kg`1,Φ
i
K1...Kg`1
that are antisymmetric in the
last g ` 1 indices. They are constrained by the requirement that the transformations
δK1...Kg`1A
I
µ “ A
J
µf
I
JK1...Kg`1
` gIµK1...Kg`1, δK1...Kg`1φ
i “ ΦiK1...Kg`1, (3.43)
define symmetries of the action in the sense that
δL0
δAIµ
δK1...Kg`1A
I
µ `
δL0
δφi
δK1...Kg`1φ
i ` Bµj
µ
K1...Kg`1
“ 0, (3.44)
with currents jµK1...Kg`1 that are antisymmetric in the last g ` 1 indices. This can be made
more precise by making the gauge (non-)invariance properties of these currents manifest.
One finds
j
µ
K1...Kg`1
“ JµK1...Kg`1 ` ‹G
µν
I A
J
νf
I
JK1...Kg`1
`
1
2
ǫµνρσAIνF
J
ρσhI|JK1...Kg`1, (3.45)
where JµK1...Kg`1 is gauge invariant and antisymmetric in the lower g`1 indices. When taking
into account that
GIF
J “ dpGIA
J ` ‹A˚IC
Jq ` sp‹A˚IA
J ` d4xC˚IC
Jq, F IF J “ dpAIF Jq, (3.46)
and defining CK1...Kg “ CK1 . . . CKg ,
ΘI “
1
pg ` 2q!
f IJ1...Jg`2C
J1...Jg`2, Θ1I “
1
pg ` 2q!
hI|J1...Jg`2C
J1...Jg`2 ,
Jˆ “ ‹dxµJµK1...Kg`1
1
pg ` 1q!
CK1...Kg`1 , Kˆ “ p‹A˚I gˆ
I ´ ‹φ˚i Φˆ
iq ,
gˆI “
1
pg ` 1q!
dxµgIµK1...Kg`1C
K1...Kg`1 , Φˆi “
1
pg ` 1q!
ΦiK1...Kg`1C
K1...Kg`1 ,
(3.47)
the “global symmetry” condition (3.44) is equivalent to a ps, dq-obstruction equation,
GIF
JBJΘ
I ` F IF JBJΘ
1
I ` spKˆ ` A
IBI Jˆq ` dJˆ “ 0, (3.48)
with BI “
B
BCI
. Note that the last two terms combine into
dr‹dxµJµK1...Kg`1s
1
pg ` 1q!
CK1 . . . CKg`1,
so that this equation involves gauge invariant quantities only. It is this form that arises in
a systematic analysis of the descent equations. One can now distinguish the three types of
solutions.
a) U -type corresponds to solutions with non vanishing f IJK1...Kg`1 and particular
UhI|JK1...Kg`1,
UgIµK1...Kg`1,
UΦiK1...Kg`1,
UJµK1...Kg`1 that vanish when the f ’s vanish (and that may be
vanishing even when the f ’s do not). As we explained above, different choices of the
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particular completion UhI|JK1...Kg`1,
UgIµK1...Kg`1,
UΦiK1...Kg`1,
UJµK1...Kg`1 of a2 exist and
there might not be a canonical one, but a completion exists if the U -type solution is in-
deed a solution. Similar ambiguity holds for the solutions of W and V -types described
below. A U -type solution is trivial if and only if it vanishes. Denoting by KˆU , JˆU , pΘ
1
UqI ,
the expressions as in (3.47) but involving the particular solutions, the associated BRST
cohomology classes are represented by
U “ pd4xC˚I ` ‹A
˚
IA
KBK `
1
2
GIA
KALBLBKqΘ
I
` KˆU `
1
2
F IAKALBLBKpΘ
1
UqI ` A
IBI JˆU , (3.49)
with sU ` dp‹A˚IΘ
I `GIA
JBJΘ
I ` F IAJBJpΘ
1
UqI ` JˆUq “ 0 ;
b) W -type corresponds to solutions with vanishing f ’s but non vanishing hI|JK1...Kg`1 and
particular W gIµK1...Kg`1,
WΦiK1...Kg`1,
WJµK1...Kg`1 that may be chosen to vanish when the
h’s vanish. Such solutions are trivial when the h’s vanish. With the obvious notation, the
associated BRST cohomology classes are represented by
W “ KˆW `
1
2
F IAKALBLBKΘ
1
I ` A
IBI JˆW , (3.50)
with sW ` dpF IAJBJΘ
1
I ` JˆW q “ 0 ;
c) V -type corresponds to solutions with vanishing f ’s and h’s. They are represented by
V “ KˆV `A
IBI JˆV , (3.51)
with sV ` dJˆV “ 0 and sJˆV “ 0 . V and its descent have depth 1.
(iv) Lastly, I-type cohomology classes exist in ghost numbers g ě 0 and are described by
Iˆ “ d4x
1
g!
IK1...KgC
K1 . . . CKg (3.52)
with sIˆ “ 0, i.e., gauge invariant IK1...Kg that are completely antisymmetric in the K indices.
Such classes are to be considered trivial if the IK1...Ks vanish on-shell up to a total deriva-
tive. This can again be made more precise by making the gauge (non-)invariance properties
manifest: an element of type I is trivial if and only if
d4x IK1...Kg « dJK1...Kg `m
I
JK1...KgGIF
J `
1
2
F IF Jm1IJK1...Kg , (3.53)
where JK1...Kg are gauge invariant 3 forms that are completely antisymmetric in theK indices,
while mI JK1...Kg , m
1
IJK1...Kg
are constants that are completely antisymmetric in the last g` 1
indices. Note also that the on-shell vanishing terms in (3.53) need to be gauge invariant.
When there are suitable restrictions on the space of gauge invariant functions (such as for
instance xµ independent, Lorentz invariant polynomials with power counting restrictions) one
may sometimes construct an explicit basis of non-trivial gauge invariant 4 forms, in the sense
that if d4xI « ρAIA` dω
3 and ρAIA « dω
3, then ρA “ 0. The associated BRST cohomology
classes are then parametrized by constants ρAK1...Kg .
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At a given ghost number g ě ´1, the cohomology is the direct sum of elements of type U,W, V
and also I when g ě 0.
This completes our general discussion of the local BRST cohomology. Reference [31] also con-
sidered simple factors in addition to the abelian factors, as well as any spacetime dimension ě 3.
One can extend the above results to cover these cases. In a separate publication [55], the com-
putation of the local BRST cohomology H˚,˚ps|dq for gauge models involving general reductive
gauge algebras will be carried out by following the different route adopted in [46], which did not
consider free abelian factors in full generality. As requested by the analysis of the deformations of
the action (1.1), reference [55] generalizes Theorem 11.1 of [46] to arbitrary reductive Lie algebras
that include also (free) abelian factors (and in any spacetime dimension ě 3).
3.3.3 Depth of solutions
The depth of the various BRST cocycles plays a key role in the analysis of the higher-order
consistency condition. It is given here.
The U -type and W -type solutions have depth 2 because they involve Aµj
µ with a non-gauge
invariant current. The V -type solutions have depth 1 because the Noether term Aµj
µ involves for
them a gauge invariant current. Finally, I-type solutions clearly have depth 0.
4 Antibracket map and structure of symmetries
4.1 Antibracket map in cohomology
We now investigate the antibracket map HgbHg
1
Ñ Hg`g
1`1 for the different types of cohomology
classes described above. It follows from the detailed discussion of the cohomology in section 3.3
that the shortest non trivial length of descents, the “depth”, of elements of type U,W, V, I is 2, 2,
1, 0. In particular, the antibracket map is sensitive to the depth of its arguments: the depth of
the map is less than or equal to the depth of its most shallow element, see Appendix B.
The antibracket map involving U´2 “ µId4xC˚I in H
´2 is given by
p¨, U´2q : Hg Ñ Hg´1, ωg,n ÞÑ
δRωg,n
δCI
µI . (4.1)
More explicitly, it is trivial for g “ ´2. It is also trivial for g “ ´1 except for U -type where
it is described by f IJ ÞÑ f
I
J µ
J . For g ą 0, it is described by ρAK1...Kg ÞÑ ρ
A
K1...Kg
µKg for I-type,
kv1K1...Kg`1 ÞÑ k
v1
K1...Kg`1
µKg`1 for V -type, hIJK1...Kg`1 ÞÑ hIJK1...Kg`1µ
Kg`1 and f IJK1...Kg`1 ÞÑ
f IJK1...Kg`1 µ
Kg`1 for U - and W -type.
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The antibracket map for g, g1 ě ´1 has the following triangular structure:
p¨, ¨q U W V I
U U ‘W ‘ V ‘ I W ‘ V ‘ I V ‘ I I
W W ‘ V ‘ I W ‘ V ‘ I V ‘ I I
V V ‘ I V ‘ I V ‘ I I
I I I I 0
(4.2)
Indeed, pIˆ , Iˆ 1q “ 0 because I-type cocycles can be chosen to be antifield independent. For all other
brackets involving I-type cocycles, it follows from appendix B that the result must have depth 0
and the only such classes are of I type. Alternatively, since all cocycles can be chosen to be at
most linear in antifields, the result will be a cocycle that is antifield independent and only classes of
I-type have trivial antifield dependence. It thus follows that I-type cohomology forms an abelian
ideal.
According to appendix B, the depth of the antibracket map of V -type cohomology with V,W, U -
type is less or equal to 1, so it must be of V - or I-type.
Finally, the remaining structure follows from the fact that only brackets of U -type cocycles with
themselves may give rise to terms that involve C˚I ’s.
4.2 Structure of the global symmetry algebra
Let us now concentrate on brackets between two elements that have both ghost number ´1, i.e.,
on the detailed structure of the Lie algebra of inequivalent global symmetries when taking into
account their different types.
In this case, one may use the table above supplemented by the fact that I´1 “ 0. Let then
Uu, Ww, Vv, (4.3)
be bases of symmetries of U,W, V -type5. At ghost number g “ ´1, equations (3.49), (3.50), (3.51)
give
Vv “ Kv, Ww “ Kw, Uu “ pfuq
I
Jrd
4xC˚IC
J ` ‹A˚IA
J s `Ku. (4.4)
It follows from (4.2) that V -type symmetries and the direct sum of V and W -type symmetries
form ideals in the Lie algebra of inequivalent global symmetries.
The symmetry algebra gU is defined as the quotient of all inequivalent global symmetries by
the ideal of V ‘W -type symmetries. In particular, if U -type symmetries form a sub-algebra, it is
isomorphic to gU .
5These are bases in the cohomological sense, i.e.,
ř
u λ
urUus “ r0s ñ λ
u “ 0 (and similarly for Ww and Vv). In
terms of the representatives, this becomes
ř
u λ
uUu “ sa` db ñ λ
u “ 0.
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First, V -type symmetries are parametrized by constants kv, V ´1 “ kvVv. The gauge invariant
symmetry transformation on the original fields then are
δvA
I
µ “ ´pVv, A
I
µq “ g
I
vµ , δvφ
i “ ´pVv, φ
iq “ Φiv. (4.5)
Furthermore, there exist constants Cv3v1v2 such that
prVv1s, rVv2sq “ ´C
v3
v1v2rVv3s (4.6)
holds for the cohomology classes. We choose the minus sign because
pVv1 , Vv2q “ ´d
4xpA˚µI rδv1 , δv2sA
I
µ ` φ
˚
i rδv1 , δv2sφ
iq, (4.7)
so that the Cv3v1v2 are the structure constants of the commutator algebra of the V -type symmetries,
rδv1 , δv2s “ C
v3
v1v2δv3 . For the functions g
I
vµ and Φ
i
v, this gives
δv1g
I
v2µ
´ δv2g
I
v1µ
“ Cv3v1v2g
I
v3µ
` ptrivialq
δv1Φ
i
v2
´ δv2Φ
i
v1
“ Cv3v1v2Φ
i
v3
` ptrivialq.
(4.8)
The “trivial” terms on the right hand side take the form “(gauge transformation) ` (antisymmetric
combination of the equations of motion)” which is the usual ambiguity in the form of global
symmetries, see e.g. section 6 of [46]. They come from the fact that equation (4.6) holds for
classes: for the representatives Vv themselves, (4.6) is pVv1 , Vv2q “ ´C
v3
v1v2Vv3 ` sa ` db. The
trivial terms in (4.8) are then the symmetries generated by the extra term sa ` db, which is zero
in cohomology. The graded Jacobi identity for the antibracket map implies the ordinary Jacobi
identity for these structure constants,
Cv1v2rv3C
v2
v4v5s “ 0. (4.9)
Next, W -type symmetries are parametrized by constants kw, W´1 “ kwWw and encode the
gauge invariant symmetry transformations
δwA
I
µ “ ´pWw, A
I
µq “ g
I
wµ , δwφ
i “ ´pWw, φ
iq “ Φiw (4.10)
with associated Noether 3 forms jW “ k
wphwqIJF
pIAJq`kwJWw. There then exist C
v2
wv1 , C
w3
w1w2
,
Cvw1w2 such that
prWws, rVvsq “ ´C
v2
wvrVv2s,
prWw1s, rWw2sq “ ´C
w3
w1w2
rWw3s ´ C
v
w1w2
rVvs,
(4.11)
with associated Jacobi identities that we do not spell out. For the functions g Iwµ and Φ
i
w, this
implies
δwg
I
vµ ´ δvg
I
wµ “ C
v2
wvg
I
v2µ
, δwΦ
i
v ´ δvΦ
i
w “ C
v2
wvΦ
i
v2
, (4.12)
δw1g
I
w2µ
´ δw2g
I
w1µ
“ Cw3w1w2g
I
w3µ
` Cvw1w2g
I
vµ , (4.13)
δw1Φ
i
w2
´ δw2Φ
i
w1
“ Cw3w1w2Φ
i
w3
` Cvw1w2Φ
i
v , (4.14)
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up to trivial terms, see the discussion below (4.8).
Finally, U -type symmetries are parametrized by ku, U´1 “ kuUu and encode the symmetry
transformations
δuA
I
µ “ ´pUu, A
I
µq “ pfuq
I
JA
J
µ ` g
I
uµ , δuφ
i “ ´pUu, φ
iq “ Φiu,
δuA
˚µ
I “ ´pfuq
K
IA
˚µ
K ´
δ
δAIµ
pA˚νK g
K
uν ` φ
˚
iΦ
i
uq, δuφ
˚
i “ ´
δ
δφi
pA˚νK g
K
uν ` φ
˚
jΦ
j
uq,
δuC
I “ pfuq
I
JC
J , δuC
˚
I “ ´pfuq
K
IC
˚
K .
(4.15)
Again, there exist constants C with various types of indices such that
prUus, rVvsq “ ´C
v2
uv rVv2s, (4.16)
prUus, rWwsq “ ´C
w2
uw rWw2s ´ C
v
uw rVvs, (4.17)
prUu1s, rUu2sq “ ´C
v
u1u2
rVvs ´ C
w
u1u2
rWws ´ C
u3
u1u2
rUu3s, (4.18)
with associated Jacobi identities. Working out the term proportional to C˚I in pUu1, Uu2q gives the
commutation relations for the pfuq
I
J matrices,
rfu1 , fu2s “ ´C
u3
u1u2
fu3 . (4.19)
In turn, this implies Jacobi identities for this type of structure constants alone:
Cu1u2ru3C
u2
u4u5s “ 0. (4.20)
The Cu3u1u2 are the structure constants of gU .
From equation (4.16), we get the identities
δug
I
vµ ´ δvg
I
uµ ´ pfuq
I
Jg
J
vµ “ C
v2
uvg
I
v2µ
, δuΦ
i
v ´ δvΦ
i
u “ C
v2
uvΦ
i
v2
. (4.21)
Equation (4.17) gives the same identities with the right-hand side replaced by the appropriate
sum, as in (4.13)–(4.14). The last relation (4.18) gives
δu1g
I
u2µ
´ pfu1q
I
Jg
J
u2µ
´ pu1 Ø u2q “ C
u3
u1u2g
I
u3µ
` Cwu1u2g
I
wµ ` C
v
u1u2g
I
vµ ,
δu1Φ
i
u2
´ δu2Φ
i
u1
“ Cu3u1u2Φ
i
u3
` Cwu1u2Φ
i
w ` C
v
u1u2Φ
i
v.
(4.22)
Equations (4.21) and (4.22) are again valid only up to trivial symmetries.
Let us now concentrate on identities containing the hIJ , which appear in the currents of U
and W -type. We first consider pUu,Wwq projected to W -type. As in appendix B, we have
spUu,Wwqalt “ ´dpUu, phwqIJF
IAJ ` Jwqalt “ dtphwqIJ rpfuq
I
KF
KAJ ` F Ipfuq
J
KA
Ks ` invariantu.
When comparing this to s applied to the right hand side of (4.17) and using the fact that W -type
cohomology is characterized by the Chern-Simons term in its Noether current, we get
phwqINpfuq
I
M ` phwqMIpfuq
I
N “ C
w2
uw phw2qMN . (4.23)
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This computation amounts to identifying the Chern-Simons term in the U -variation δujw of a
current ofW -type. The same computation applied to pWw1,Ww2q shows that C
w3
w1w2
phw3qMN “ 0,
which implies
Cw3w1w2 “ 0 (4.24)
since the matrices hw are linearly independent (otherwise, the Ww would not form a basis). In
other words, the W -variation δw1jw2 of a current of W -type is gauge invariant up to trivial terms,
i.e., is of V -type.
In order to work out pUu1 , Uu2q projected to W -type, a slightly involved reasoning gives
δuGI ` pfuq
J
IGJ « ´2phuqIJF
J ` λwu phwqIJF
J ` dpinvariantq (4.25)
for some constants λwu . This is proved in Appendix C in the case where GI does not depend on
derivatives of F I (but can have otherwise arbitrary dependence of F I). We were not able to find
the analog of (4.25) in the higher derivative case.
Applying then pUu1 , ¨qalt to the chain of descent equations for Uu2 and adding the chain of
descent equations for Cu3u1u2Uu3 yields
phu2qINpfu1q
I
M ` phu2qMIpfu1q
I
N ´ phu1qINpfu2q
I
M ´ phu1qMIpfu2q
I
N
`
1
2
“
phwqINpfu2q
I
M ` phwqIMpfu2q
I
N
‰
λwu1
“ Cu3u1u2 phu3qMN ` C
w
u1u2
phwqMN . (4.26)
Again, this amounts to identifying the Chern-Simons terms in the U -variation δu1ju2 of a U -type
current. Equation (4.25) is crucial for this computation since U -type currents contain GI . Using
(4.23), this becomes
phu2qINpfu1q
I
M ` phu2qMIpfu1q
I
N ´ phu1qINpfu2q
I
M ´ phu1qMIpfu2q
I
N
“ Cu3u1u2 phu3qMN `
„
Cwu1u2 ´
1
2
Cwu2w2λ
w2
u1

phwqMN . (4.27)
We see that the effect of the λwu is to shift the structure constants of type C
w
u1u2
. The constants λwu
vanish for the explicit models considered below; it would be interesting to find an explicit example
where this is not the case. As a last comment, we note that antisymmetry of equation (4.27) in
u1 and u2 imposes the constraint
Cwu2w2λ
w2
u1
` Cwu1w2λ
w2
u2
“ 0 (4.28)
on the constants λwu .
4.3 Parametrization through symmetries
It follows from the discussion of the antibracket map involving H´2 after (4.1) that cohomologies
of U,W, V -type in ghost numbers g ě 0 can be parametrized by symmetries of the corresponding
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type with suitably constrained coefficients
kuK1...Kg`1 , k
v
K1...Kg`1
, kwK1...Kg`1 . (4.29)
In this way, for g “ 0, the problem of finding all infinitesimal gaugings can be reformulated as the
question of which of these symmetries can be gauged.
In order to do this, it is useful to first rewrite the hI|JK1...Kg`1 appearing in the cohomology
classes of U and W -types in the equivalent symmetric convention
XIJ,K1...Kg`1 :“ hpI|JqK1...Kg`1 ðñ hI|JK1...Kg`1 “
2pg ` 2q
g ` 3
XIrJ,K1...Kg`1s (4.30)
where (3.42) is now replaced by
XIJ,K1...Kg`1 “ XpIJq,rK1...Kg`1s, XpIJ,K1qK2...Kg`1 “ 0 . (4.31)
Note that for g “ ´1, hIJ “ XIJ .
For cohomology classes of U,W -type, we can write
f IJK1...Kg`1 “ pfuq
I
J k
u
K1...Kg`1
, (4.32)
UXIJ,K1...Kg`1 “ phuqIJ k
u
K1...Kg`1
, (4.33)
XIJ,K1...Kg`1 “ phwqIJ k
w
K1...Kg`1
, (4.34)
where pfuq
I
J , phuqIJ and phwqIJ appear in the basis elements Uu and Ww. (One has similar
parametrizations for the quantities gIµK1...Kg`1, Φ
i
K1...Kg`1
, JµK1...Kg`1 in the cohomology classes of
the various types.) This guarantees that condition (3.44) (or (3.48)) is automatically satisfied.
However, the symmetry properties (3.41) and (4.31) imply the following linear constraints on
the parameters:
pfuq
I
pJ k
u
K1qK2...Kg`1
“ 0, (4.35)
phuqpIJ k
u
K1qK2...Kg`1
“ 0, (4.36)
phwqpIJ k
w
K1qK2...Kg`1
“ 0. (4.37)
From the discussion of the cohomology, it also follows that V -type cohomology classes are entirely
determined by V -type symmetries in terms of kvK1...Kg`1 without any additional constraints.
4.4 2nd order constraints on deformations and gauge algebra
The most general infinitesimal gauging is given by Sp1q “
ş
pU0 `W 0 ` V 0 ` I0q. We have
1
2
pSp1q, Sp1qq “
ż `
U1 `W 1 ` V 1 ` I1
˘
. (4.38)
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The infinitesimal deformation Sp1q can be extended to second order whenever the right hand side
vanishes in cohomology, resulting in quadratic constraints on the constants ku1K , k
w1
K , k
v1
K and
ρA. Working all of them out explicitly requires computing all brackets between U0, W 0, V 0 and
I0.
However, it follows from the previous section that the only contribution to U1 comes from
1
2
pU0, U0q. The vanishing of the terms containing the antighosts C˚I requires
f IJrK1 f
J
K2K3s
“ 0, (4.39)
i.e., the Jacobi identity for the f IJK . The associated nv-dimensional Lie algebra is the gauge
algebra and is denoted by gg.
Using f IJK “ pfu1q
I
Jk
u1
K and equation (4.19), the Jacobi identity reduces to the following
quadratic constraint on ku1K :
ku1Ik
u2
JC
u3
u1u2
´ pfu4q
K
Ik
u4
Jk
u3
K “ 0. (4.40)
Note that the antisymmetry in IJ of the second term is guaranteed by the linear constraint (4.35).
The terms at antifield number 1 give the constraints
δIg
K
J ` f
K
MJ g
M
I ´ pI Ø Jq “ f
L
IJ g
K
L (4.41)
δIΦ
i
J ´ pI Ø Jq “ f
L
IJ Φ
i
L. (4.42)
Expressed with k’s, this gives
kΓIk
∆
JC
Σ
Γ∆ ´ pfuq
K
Ik
u
Jk
Σ
K “ 0, (4.43)
where the capital Greek indices take all values u, w, v. This gives three constraints, according to
the type of the free index Σ. When Σ “ u, we get the constraint (4.40), because the only non-
vanishing structure constants with an upper u index are the Cu3u1u2 . When Σ “ w, the possible
structure constants are Cw3w1w2 , C
w3
u1w2
“ ´Cw3w2u1 and C
w3
u1u2
, giving the constraint
kw1Ik
w2
JC
w3
w1w2
` 2ku1rIk
w2
JsC
w3
u1w2
` ku1Ik
u2
JC
w3
u1u2
´ pfu4q
K
Ik
u4
Jk
w3
K “ 0. (4.44)
When the free index Σ is of type v, one gets a similar identity with all possible types of values in
the lower indices of the structure constants,
kv1Ik
v2
JC
v3
v1v2
` 2kw1rIk
v2
JsC
v3
w1v2
` kw1Ik
w2
JC
v3
w1w2
` 2ku1rIk
v2
JsC
v3
u1v2
` 2ku1rIk
w2
JsC
v3
u1w2
` ku1Ik
u2
JC
v3
u1u2
´ pfu4q
K
Ik
u4
Jk
v3
K “ 0. (4.45)
5 Quadratic vector models
5.1 Description of the model
To go further, one needs to specialize the form of the Lagrangian, which has been assumed to be
quite general so far. In this section, we focus on second order Lagrangians arising in the context
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of supergravities that contain ns scalar fields and depend quadratically on nv abelian vector fields,
non-minimally coupled to each other, in four space-time dimensions.
More specifically, we take L “ LS ` LV , where
LV “ ´
1
4
IIJpφqF
I
µνF
Jµν `
1
8
RIJpφq ε
µνρσF IµνF
J
ρσ (5.1)
and the scalar Lagrangian is of the sigma model form
LS “ ´
1
2
gijpφqBµφ
iBµφj ´ V pφq (5.2)
where gij is symmetric and invertible. Both gij and V depend only on undifferentiated scalar fields.
Neglecting gravity, this is the generic bosonic sector of ungauged supergravity. The symmetric
matrices I and R, with I invertible, depend only on undifferentiated scalar fields and encode the
non-minimal couplings between the scalars and the abelian vectors. The Bianchi identities and
equations of motion for the vector fields are given by
Bµp‹F
Iqµν “ 0, Bνp‹GIq
µν « 0. (5.3)
The Lagrangian (5.1) falls into the general class of models described previously, with the gauge
invariant two-form GI “ IIJ ‹ F
J `RIJF
J and d4xLV “
1
2
GIF
I .
We assume
RIJp0q “ 0. (5.4)
Note that a constant part in RIJ can be put to zero without loss of generality since the associated
term in the Lagrangian is a total derivative. In most cases, we also take V “ 0 or assume (writing
Bi “
B
Bφi
) that
pBiV qp0q “ 0. (5.5)
5.2 Constraints on U , W -type symmetries
We assume here and in the examples below that there is no explicit xµ-dependence in the space
of local functions in order to constrain U and W -type symmetries. For simplicity, we also assume
that the potential vanishes, V “ 0. In section 6, these constraints will allow us to determine all
symmetries of U and W type for specific models.
We need the scalar field equations, which are encoded in
s ‹ φ˚i ` dpgij ‹ dφ
jq “ ´ ‹ BipLS ` LV q, (5.6)
where Bi “
B
Bφi
. For g “ ´1, equation (3.48) becomes
GIF
Jf IJ ` F
IF JhIJ ` dI
n´1 ´ dGI g
I ´ rdpgij ‹ dφ
jq ` ‹BipLS ` LV qsΦ
i “ 0. (5.7)
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When putting all derivatives of F Iµν , φ
i to zero, one remains with
GIF
Jf IJ ` F
IF JhIJ ´ ‹BiLV Φ
i|der“0 “ 0. (5.8)
It is here that the assumption that there is no explicit xµ dependence in the gauge invariant
functions gIα,Φiα is used. Using ´Bi ‹ LV “
1
2
BiGI F
I , and the decomposition Φi|der“0 “ Φ
i
0 `
Φi1 ` . . . , where the Φ
i
n depend on undifferentiated scalar fields and are homogeneous of degree n
in F Iµν , the equation implies that
1
2
MIJpφq ‹ F
IF J `
1
2
NIJpφqF
IF J “ 0, (5.9)
where
MIJ “ 2IKpIf
K
Jq ` BiIIJΦ
i
0, (5.10)
NIJ “ 2RKpIf
K
Jq ` 2hIJ ` BiRIJΦ
i
0, (5.11)
by using that hIJ “ hJI on account of (3.42). When taking an Euler-Lagrange derivative of (5.9)
with respect to AIµ, one concludes that both terms have to vanish separately,
MIJ “ 0, NIJ “ 0. (5.12)
Setting φi “ 0 and using (5.4) then gives
f
pIp0qq
IJ ` f
pIp0qq
JI “ ´pBiIIJqp0qΦ
i
0p0q, 2hIJ “ ´pBiRIJqp0qΦ
i
0p0q. (5.13)
where the abelian index is lowered and raised with IIJp0q and its inverse. Note that completely
skew-symmetric f
pIp0qq
IJ solve the equations with Φ
i
0p0q “ 0, hIJ “ 0. More conditions are obtained
by expanding equations (5.12) in terms of power series in φi.
In all examples considered below, the algebra gU and the W -type symmetries can be entirely
determined from the analysis of this subsection.
5.3 Electric symmetry algebra
An important result of our general analysis is that the symmetries of the action that can lead to
consistent gaugings may have a term that is not gauge invariant. This term is present only in
the variation of the vector potential and is restricted to be linear in the undifferentiated vector
potential, i.e., δAIµ “ f
I
JA
J
µ ` g
I
µ, δφ
i “ Φi. Here f IJ are constants, and g
I
µ and Φ
i are gauge
invariant functions. The symbol δ represents the variation of the fields and is of course not the
Koszul-Tate differential. No confusion should arise as the context is clear.
It is of interest to investigate a subalgebra of the gaugeable symmetries, obtained by restricting
oneself from the outset to transformations of the gauge potentials that are linear and homogeneous
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in the undifferentiated potentials and to transformations of the scalars that depend on undifferen-
tiated scalars alone,
δAIµ “ f
I
JA
J
µ, δφ
i “ Φipφq. (5.14)
This means that one takes gIµ “ 0 and that the functions Φ
i only depend on the undifferentiated
scalar fields. These symmetries form a sub-algebra ge that includes the symmetries usually con-
sidered in the supergravity literature and which is, in this context, called the “electric symmetry
algebra” (in the given duality frame) [15]. It can be shown to be a subgroup of the duality group
G Ă Spp2nv,Rq [56]. Although our Lagrangians are not necessarily connected with supergravity,
we shall nevertherless call the symmetries of the form (5.14) “electric symmetries” and the sub-
algebra ge the “electric algebra”. It need not be a subalgebra of Spp2nv,Rq. It generically does
not exhaust all symmetries and does not contain for example the conformal symmetries of free
electromagnetism.
The transformations of the form (5.14) are symmetries of the action (5.1) + (5.2) if and only if
the scalar variations leave the scalar action invariant separately, and f IJ ,Φ
ipφq satisfy
BI
Bφi
Φi “ ´fTI ´ If, (5.15)
BR
Bφi
Φi “ ´fTR´Rf ´ 2h, (5.16)
where the h are constant symmetric matrices. In particular, when the scalar Lagrangian is given
by LS “
1
2
gijpφqBµφ
iBµφj, the first condition means that Φi must be a Killing vector of the metric
gij . If U and W -type symmetries are of electric type, the electric symmetry algebra contains in
addition only V -type symmetries of electric type, i.e., transformations among the undifferentiated
scalars alone that leave invariant both the scalar action and the matrices I,R (i.e., that satisfy
δSS “ 0 and (5.15), (5.16) with 0’s on the right hand sides). This will be the case in all examples
below. In particular, the f ’s, and thus also the gauge algebra, will be the same for gU and ge. The
h matrix is determined by the transformation parameters Φi and the parity-odd term R of the
action via (5.16).
We then suppose that we have a basis of symmetries of the action of this form,
δΓA
I
µ “ pfΓq
I
JA
J
µ, (5.17)
δΓφ
i “ ΦiΓpφq. (5.18)
When compared to the previous sections, the index Γ can take u, v or w values. Only the fu
matrices are non-zero. The hΓ matrices are non-vanishing only for Γ “ u or w. When hΓ ‰ 0, the
Lagrangian is only invariant up to a total derivative.
Closure of symmetries of this form then implies
rf∆, fΓs “ ´C
Σ
∆ΓfΣ, (5.19)
fTΓ h∆ ´ f
T
∆hΓ ` h∆fΓ ´ hΓf∆ “ ´C
Σ
∆Γ hΣ, (5.20)
BΦi∆
Bφj
ΦjΓ ´
BΦiΓ
Bφj
Φj∆ “ ´C
Σ
∆ΓΦ
i
Σ. (5.21)
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Decomposing the indices into U , W and V type, this is consistent with the relations of section
4.2 with λwu “ 0. Let us note that (5.16) expresses the surface term in the variation of the action.
Equation (5.20) follows by commutation.
5.4 Restricted first order deformations
We now limit ourselves to first order deformations of the master action with the condition that all
infinitesimal gaugings come from symmetries that belong to the electric symmetry algebra above.
In order to simplify formulas, we will no longer make the distinction between U -, W - and V -type
which can easily be recovered.
According to section 4.3, the deformations are parametrized through electric symmetries by a
matrix kΓI , with
f IJK “ pfΓq
I
Jk
Γ
K , (5.22)
ΦiIpφq “ Φ
i
Γpφqk
Γ
I , (5.23)
XIJ,K “ phΓqIJk
Γ
K . (5.24)
The linear constraints (4.35) – (4.37) on the matrix kΓK become
pfΓq
I
Jk
Γ
K ` pfΓq
I
Kk
Γ
J “ 0, (5.25)
hΓ pIJk
Γ
Kq “ 0. (5.26)
They guarantee that the first order deformation of the master action is given by
Sp1q “
ż
d4x pa2 ` a1 ` a0q , (5.27)
where
a2 “
1
2
C˚I f
I
JKC
JCK (5.28)
encodes the first order deformation of the gauge algebra and
a1 “ A
˚µ
I f
I
JKA
J
µC
K ` φ˚iΦ
i
KC
K (5.29)
encodes the first order deformation of the gauge symmetries. When taking (5.22) and (5.23) into
account, this deformation of the gauge symmetries corresponds to gauging the underlying global
symmetries by using local parameters ηΓpxq “ kΓI ǫ
Ipxq. The deformation a0 of the Lagrangian is
given by the sum of three terms:
a
(YM)
0 “
1
2
p‹GIq
µνf IJKA
J
µA
K
ν , (5.30)
a
(CD)
0 “ J
µ
KA
K
µ , (5.31)
a
(CS)
0 “
1
3
XIJ,Kǫ
µνρσF IµνA
J
ρA
K
σ . (5.32)
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The terms a(YM) and a(CD) are exactly those necessary to complete the abelian field strengths
and ordinary derivatives of the scalars into covariant quantities. The term a(CD) is responsible for
charging the matter fields. The Chern-Simons term a
(CS)
0 appears when hΓ ‰ 0: its role is to cancel
the variation
δL “ ´
1
4
ηΓhΓ IJ ε
µνρσF IµνF
J
ρσ (5.33)
that is no longer a total derivative when ηΓ “ kΓI ǫ
Ipxq [29, 57].
5.5 Complete restricted deformations
The second order deformation Sp2q to the master action is then determined by the first order
deformation through equation (2.8). As discussed in section 4.4, the existence of Sp2q imposes
additional quadratic constraints on the matrix kΓI ,
kΓIk
∆
JC
Σ
Γ∆ ´ pfΓq
K
Ik
Γ
Jk
Σ
K “ 0. (5.34)
Explicit computation shows that Sp2q can be chosen such that there is no further deformation
of the gauge symmetries or of their algebra. The second order terms in the Lagrangian are exactly
those necessary to complete abelian field strengths F Iµν “ BµA
I
ν ´BνA
I
µ and ordinary derivatives of
the scalars to non-abelian field strengths and covariant derivatives,
F Iµν “ BµA
I
ν ´ BνA
I
µ ` f
I
JKA
J
µA
K
ν , (5.35)
Dµφ
i “ Bµφ
i ´ ΦiIpφqA
I
µ. (5.36)
One also finds a non-abelian completion of the Chern-Simons term a
(CS)
0 . Putting everything
together, the Lagrangian after adding the second order deformation is
L “ LSpφ
i, Dµφ
iq ´ 1
4
IIJpφqF
I
µνF
Jµν ` 1
8
RIJpφq ε
µνρσF IµνF
J
ρσ
` 2
3
XIJ,K ε
µνρσAJµA
K
ν
`
BρA
I
σ `
3
8
f ILM A
L
ρA
M
σ
˘
. (5.37)
The associated action can be checked to be invariant under the gauge transformations
δAIµ “ Bµǫ
I ` f IJKA
J
µǫ
K , (5.38)
δφi “ ǫIΦiIpφq. (5.39)
This is equivalent to the fact that the deformation stops at second order, i.e, that S “ Sp0q`Sp1q`
Sp2q gives a solution to the master equation pS, Sq “ 0.
Checking directly the invariance of this action under (5.38) – (5.39) without first parametrizing
f IJK , Φ
i
Ipφq and XIJK through symmetries requires the use of the linear identities
f IJK “ f
I
rJKs , XpIJ,Kq “ 0 (5.40)
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and of the quadratic ones
f IJrK1 f
J
K2K3s
“ 0, (5.41)
fKIrLXMsJ,K ` f
K
JrLXMsI,K ´
1
2
XIJ,Kf
K
LM “ 0, (5.42)
BΦiI
Bφj
ΦjJ ´
BΦiJ
Bφj
ΦjI ` f
K
IJ Φ
i
K “ 0. (5.43)
In terms of kΓI , these three quadratic identities all come from the single quadratic constraint (5.34)
once the algebra of global symmetries (5.19) – (5.21) is taken into account.
5.6 Remarks on GLpnvq transformations
Consider a linear field redefinition of the abelian vector potentials, AIµ “M
I
JA
1J
µ withM P GLpnvq.
Such a transformation gives rise to a trivial infinitesimal gauging which corresponds to the antifield
independent part of the trivial ghost number 0 cocycle
S
p1q
triv. “ pS
p0q,Ξsq, Ξs “ f
I
s J rd
4xC˚IC
J ` ‹A˚IA
J s, (5.44)
with fs P glpnv,Rq.
Two remarks are in order.
The first concerns the relation to the algebra gU defined in section 4.2. It can also be defined
as the largest sub-algebra of glpnv,Rq that can be turned into symmetries of the theory by adding
suitable gauge invariant transformations of the vector and scalar fields, or in other words, for which
there exists a gauge invariant Ku of ghost number ´1 such that pS
p0q,Ξu `Kuq “ 0.
In particular, (4.32) and (4.35) for g “ 0, as well as (4.40), can be summarized as follows:
non-trivial U -type gaugings require the existence of a map (described by kuK) from the defining
representation of the symmetry algebra gU Ă glpnv,Rq into the adjoint representation of the nv-
dimensional gauge algebra gg.
The second remark is about families of Lagrangians related by linear transformations of the
vector potentials among themselves. It is sometimes useful not to work with fixed (canonical)
values for various GLpnvq tensors that appear in the action. Instead, one considers the deformation
problem for sets of Lagrangians parametrized by arbitrary GLpnvq tensors, for instance generic
non-degenerate symmetric IMN and symmetric RMN that vanish at the origin of the scalar field
space.
If the tensors of two such Lagrangians are related by a GLpnvq transformation, they should
be considered as equivalent. Indeed, the local BRST cohomology for all members of such an
equivalence class are isomorphic and related by the above anti-canonical field redefinition. In
particular, all members of the same equivalence class have isomorphic gaugings.
All general considerations and results on local BRST cohomology above apply in a unified way
to all equivalence classes. When one explicitly solves the obstruction equation (3.48) (for instance
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at g “ ´1 in order to determine the symmetries), the results on local BRST cohomologies do
depend on the various equivalence classes.
5.7 Comparison with the embedding tensor constraints
In the embedding tensor formalism [15,22–25]6, the possible gaugings are described by the embed-
ding tensor Θ αM “ pΘ
α
I ,Θ
Iαq with electric and magnetic components, which satisfies a number
of linear and quadratic constraints. In this notation, the index I runs from 1 to nv, while α runs
from 1 to the dimension of the group G of invariances of the equations of motion of the initial La-
grangian (5.1). More precisely, G is defined only as the group of transformations that act linearly
on the field strengths F I and their “magnetic duals” GI , and whose action on the scalars contains
no derivatives. This coincides with the group of symmetries of the first order Lagrangian discussed
in [26] which are of the restricted form (5.14).
As explained in section 3 of [15], one can always go to a duality frame in which the magnetic
components of the embedding tensor vanishes, ΘIα “ 0. Moreover, only the components Θ ΓI
survive, where Γ runs over the generators of the electric subgroup Ge Ă G that act as local
symmetries of the Lagrangian in that frame. Then, the gauged Lagrangian in the electric frame
is exactly the Lagrangian (5.37), where the matrix k is identified with the remaining electric
components of the embedding tensor, kΓI “ Θ
Γ
I (or Θ
Γ
Iˆ
in the notation of [15]). The linear
and quadratic constraints on the embedding tensor then agree with the constraints on k. More
precisely, the constraints (3.11), (3.12) and (3.39) of [15] in the electric frame correspond to our
(5.34), (5.25) and (5.26) respectively. As explained in sections 4.3 and 4.4, the constraints can be
refined using the split corresponding to the various (U , W , V ) types of symmetry.
It was shown in [26] that the embedding tensor formalism does not allow for more general
deformations than those of the Lagrangian (5.1) studied in this paper. Indeed, their BRST co-
homologies are isomorphic even though the field content and gauge transformations are different.
Conversely, as long as one restricts the attention to the symmetries of (5.1) that are of the electric
type (5.14), we showed that the embedding tensor formalism captures all consistent deformations
that deform the gauge transformations of the fields.
6See also [69], where a relation between the embedding tensor formalism and the BRST-BV antifield formalism
has been considered with a different purpose.
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6 Applications
6.1 Abelian gauge fields: U-type gauging
As a first example, let us consider the case where we have no scalars, IIJ “ δIJ , RIJ “ 0. The
Lagrangian is then simply
L “ ´
1
4
δIJF
I
µνF
Jµν . (6.1)
From (5.13), it can be shown that U -type symmetries are of electric form. Furthermore, there
are no W -type symmetries. We have in this case gU “ ge “ sopnvq.
The vector fields transform in the fundamental representation of sopnvq. A basis of the Lie
algebra sopnvq may be labeled by an antisymmetric pair of indices rLMs that now plays the role
of the index u,
δrLMsA
I
µ “ pfrLMsq
I
JA
J
µ, pfrLMsq
I
J “
1
2
pδILδJM ´ δ
I
MδJLq. (6.2)
Concerning the associated gaugings, the matrices frLMsIJ “ δII 1pfrLMsq
I 1
J are antisymmetric in
I, J ; therefore, the structure constants of the gauge group
f
pδq
IJK “ pfrLMsqIJk
LM
K (6.3)
are automatically antisymmetric in their first two indices. The constraints on kLMK ensure antisym-
metry in the last two indices (which in turn implies total antisymmetry) and the Jacobi identity.
Moreover, any set of totally antisymmetric structure constants can be obtained in this way by
taking kLMK “ f
LM
K , as can be easily seen using the expression for frLMs given above.
We thereby recover the result of [17, 70] stating that the most general deformation of the free
Lagrangian (6.1) that is not of V or I-type is given by the Yang-Mills Lagrangian with a compact
gauge group of dimension equal to the number of vector fields.
Remark: Note that Poincare´ (conformal) symmetries (for n “ 4) are of V -type if one allows
for xµ-dependent local functions. If such a dependence is allowed for U,W -type symmetries and
gaugings as well, results can be very different. For instance, as shown by equation (13.21) of [46],
if n ‰ 4, there are additional U -type symmetries described by the cohomology class
U´1 “ dnxfpIJq
“
C˚ICJ ` A˚µIAJµ `
2
n´ 4
F Iµνx
µA˚νJ
‰
, (6.4)
where indices I, J, . . . are raised and lowered with the Kronecker delta. The associated Noether cur-
rent can be obtained by working out the descent equation following (3.49), sU´1`dpfpIJqr‹A
˚ICJ`
‹F IAJ ` JU
IJ sq “ 0, where
JU
IJ “
2
n´ 4
pTµνq
IJxν ‹ dxµ, pT µνq
IJ “ F pI|µρF |Jqρν `
1
4
F IαβF Jαβδ
µ
ν . (6.5)
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In other words, gU “ glpnvq. Note also that these U -type symmetries involve a non-vanishing
UgIµ. It has furthermore been shown in section 13.2.2 of [46] that there are associated U -type
gaugings and cohomology classes in higher ghost numbers. In the present context, they are obtained
as follows: the role of u for the additional symmetries is played by a symmetric pair of indices
pLMq,
δpLMqA
I
µ “ pfpLMqq
I
JA
J
µ, pfpLMqq
I
J “
1
2
pδILδJM ` δ
I
MδJLq. (6.6)
Once the linear constraints (4.35) on k
pLMq
K1...Kg`1
are fulfilled, the associated U -type gaugings and
higher cohomology classes can be read off from equation (3.49) when taking (4.32).
After multiplying (6.4) by n ´ 4, it represents for n “ 4 the V -type symmetry associated with
the dilatation of the conformal group. The associated cubic and higher order vertices for the full
conformal group have been studied in detail in [58].
6.2 Abelian gauge fields with uncoupled scalars: U, V -type gaugings
We now take the case
L “ LSpφ
i, Bµφ
iq ´
1
4
δIJF
I
µνF
Jµν , (6.7)
where there is no interaction between the scalars and the vector fields. The gU algebra is again
sopnvq and there are no W -type symmetries.
The electric symmetry algebra is the direct sum of sopnvq with the electric V -type symmetry
algebra gs of the scalar Lagrangian. The matrices fΓ split into two groups and are given by
pfαq
I
J “ 0, pfrLMsq
I
J “
1
2
pδILδJM ´ δ
I
MδJLq (6.8)
where α “ 1, . . . , dim gs labels the Gs generators and the antisymmetric pair rLMs labels the
SOpnvq generators as before. The matrix k
Γ
I accordingly splits in two components k
LM
I and k
α
I .
The constraints on kLMI again amount to the fact that the quantities f
I
JK “ pfrLMsq
I
Jk
LM
K are the
structure constants of a compact Lie group. The constraint on kαI tells us that the gauge variations
δφi “ ǫIkαI Φ
i
αpφq (6.9)
close according to the structure constants f IJK . In the case where these variations are linear,
Φiαpφq “ ptαq
i
jφ
j , the constraint is that the matrices TI “ k
α
I tα form a representation of the gauge
group, rTI , TJs “ f
K
IJ TK .
6.3 Bosonic sector of N “ 4 supergravity
Neglecting gravity, the bosonic sector ofN “ 4 supergravity is given by two scalar fields parametriz-
ing the coset SLp2,Rq{SOp2q along with nv “ 6 vector fields [1–3,5]
7. We study three formulations
7For generalisations of the models treated in this section, see [59] for the couplings of N “ 4 supergravity to an
arbitrary number of vector supermultiplets.
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of this model, where we determine the symmetry algebras gU and ge and the allowed gaugings. In
all formulations, the scalar Lagrangian is determined by
φi “ pφ, χq, gij “ diagp1, e
2φq, V “ 0. (6.10)
They differ by the form of the matrices I and R.
SOp6q formulation
The vector Lagrangian (5.1) is determined by
IIJ “ e
´φδIJ , RIJ “ χδIJ . (6.11)
When f
pδq
IJ is antisymmetric, the transformations δA
I
µ “ f
I
JA
J
µ define an sop6q sub-algebra of U -
type symmetries on their own. Note also that we can assume hIJ to be symmetric. Equations
(5.13) then imply that the traceless parts of f
pδq
IJ , hIJ have to vanish.
If f
pδq
IJ “ δIJη
0, equations (5.13) are solved with hIJ “ 0, Φ
φ
0 p0q “ 2η
0,Φχ0 p0q “ 0. It then
follows that (5.12) are solved with
Φφ0 “ 2η
0, Φχ0 “ ´2η
0χ. (6.12)
Equation (5.7) is then also solved with gI “ 0 and I3 “ 2η0pe2φ ‹ dχχ ´ ‹dφq. According to
equation (3.49), the associated cohomology class is given by
ω´1,4 “ η0rd4xC˚IC
I ` ‹A˚IA
I ` 2p‹φ˚ ´ ‹χ˚χqs, (6.13)
with sω´1,4 ` drη0p‹A˚IC
I `GIA
Iq ` I3s “ 0. This cohomology class encodes the symmetry
δAIµ “ η
0AIµ, δφ “ 2η
0, δχ “ ´2η0χ, (6.14)
with δL0 “ 0. The associated Noether current is given by
jµ “ r´pe´φF µλI ´
1
2
χǫµλρσFIρσqA
I
λ ´ 2B
µφ` 2χe2φBµχs. (6.15)
It cannot be made gauge invariant through allowed redefinitions.
For fIJ “ 0, hIJ “ η
`δIJ , Φ
χ
0 “ ´2η
`,Φφ0 “ 0 is a solution to the full problem (5.7) since
1
2
F IFI “ s ‹ χ
˚ ` dpe2φ ‹ dχq. This gives then the only class of W -type, which is also of restricted
type. More explicitly, W´1 “ ‹χ˚ with s ‹ χ˚ ` dp´1
2
AIFI ` e
2φ ‹ dχq “ 0. The symmetry it
describes is δχ “ η` with the associated Noether current given above that can again not be made
gauge invariant.
The algebra gU is therefore isomorphic to sop6q ‘ h, where h is the sub-algebra of slp2,Rq
generated by diagonal traceless matrices. It is a sub-algebra of the electric symmetry algebra
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ge “ sop6q ‘ b
`, where b` corresponds to the sub-algebra of slp2,Rq of upper triangular matrices.
The electric algebra acts as
δφ “ 2η0, δχ “ ´2η0χ` η`, δAIµ “ η
0AIµ ` η
LMpfrLMsq
I
JA
J
µ. (6.16)
Accordingly fΓ “ pf0, f`, frLMsq where frLMs are given in (6.2), while
pf0q
I
J “ δ
I
J , pf`q
I
J “ 0. (6.17)
The matrix RIJ “ χδIJ transforms as
δRIJ “ ´2η
0RIJ ` η
`δIJ . (6.18)
Therefore, contrary to the previous examples, the tensor hΓIJ has a non-vanishing component
h`IJ “ ´
1
2
δIJ .
The generalized structure constants f IJK1...Kg`1 “ pfΓq
I
Jk
Γ
K1...Kg`1
are then
f IJK1...Kg`1 “ δ
I
Jk
0
K1...Kg`1
`
1
2
pfrLMsq
I
Jk
LM
K1...Kg`1
. (6.19)
The linear constraint (4.35) now implies that k0K1...Kg`1 “ 0 as can be seen by taking the first three
indices equal and using the antisymmetry of the matrices frLMs, while k
pδq
LMK1...Kg`1
is restricted to
be completed skew-symmetric in all indices. In the same way, the linear constraint (4.37) implies
that k`K1...Kg`1 “ 0. Indeed, it reduces to
δpIJk
`
K1q...Kg`1
“ 0, (6.20)
from which we deduce k`K1...Kg`1 “ 0 by taking the first three indices equal.
It follows that there are no cohomology classes of W -type when g ě 0 and that the only
cohomology classes of U -type when g ě 0 are given by
rd4xC˚IBI ` ‹A
˚IAJBJBI `
1
2
GIAJAKBKBJBIsΘ, (6.21)
with Θ a polynomial in CI of ghost number ě 1.
In particular, the symmetries of b` cannot be gauged and the gauge algebra is given by a
compact sub-algebra of sop6q. The gauged Lagrangian is the original one, except that the abelian
field strengths are replaced by non-abelian ones.
Dual SOp6q formulation
We now have
IIJ “
1
e´φ ` χ2eφ
δIJ , RIJ “ ´
χeφ
e´φ ` χ2eφ
δIJ , (6.22)
and the same analysis gives similar conclusions:
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1. We still have the cohomology classes (6.21) since we still have that IIJ and RIJ are propor-
tional to δIJ .
2. There are no additional gaugings or cohomology classes in ghost number higher than 0 of U
or W -type.
3. The only additional non-covariantizable characteristic cohomology comes from two additional
solutions to (5.13).
The first of these additional solutions is of electric U -type and comes from f
pδq
IJ “ η˜
0δIJ , hIJ “ 0,
with Φφ0p0q “ ´2η˜
0, Φχ0 p0q “ 0. Equation (5.12) reduces to
2η˜0IIJ ` BiIIJΦ
i
0 “ 0, 2η˜
0RIJ ` 2hIJδIJ ` BiRIJΦ
i
0 “ 0, (6.23)
and is solved by
hIJ “ 0 Φ
φ
0 “ ´2η˜
0, Φχ0 “ 2η˜
0χ. (6.24)
This gives also a solution to the full problem since this transformation leaves the scalar field
Lagrangian invariant. According to equation (3.49), the associated cohomology class is given by
ω´1,4 “ η˜0rd4xC˚IC
I ` ‹A˚IA
I ´ 2p‹φ˚ ´ ‹χ˚χqs. (6.25)
The second is of restricted W -type and comes from f
pδq
IJ “ 0 while hIJ “ η˜
`δIJ with Φ
φ
0p0q “ 0,
Φχ0 p0q “ 2η˜
`. Equation (5.12) reduces to
BiIIJΦ
i
0 “ 0, 2η˜
`δIJ ` BiRIJΦ
i
0 “ 0, (6.26)
and is solved by
Φχ0 “ 2η˜
`pe´2φ ´ χ2q, Φφ0 “ 4η˜
`χ, (6.27)
This is also a solution to the full problem since these transformations leave the scalar field La-
grangian invariant. The associated cohomology class is given by
2η˜`r‹φ˚2χ` ‹χ˚pe´2φ ´ χ2qs. (6.28)
In this case, we therefore have gU “ sop6q ‘ h Ă ge “ sop6q ‘ b
´, where b´ is the sub-algebra of
slp2,Rq of lower triangular matrices.
Again, the symmetries of b` cannot be gauged and the gauge algebra is given by a compact
sub-algebra of sop6q.
SOp3q ˆ SOp3q formulation
The indices split as I “ pA,A1q, where A,A1 “ 1, 2, 3, and we have
IIJ “ diagpIAB, IA1B1q, RIJ “ diagpRAB,RA1B1q,
IAB “ e
´φδAB, IA1B1 “
1
e´φ ` χ2eφ
δA1B1 ,
RAB “ χδAB, RA1B1 “ ´
χeφ
e´φ ` χ2eφ
δA1B1 .
(6.29)
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Spelling out equation (5.12) gives
IILf
L
J ` ILJf
L
I ` BiIIJΦ
i
0 “ 0,
RILf
L
J `RJLf
L
I ` hIJ ` hJI ` BiRIJΦ
i
0 “ 0.
(6.30)
Choosing I “ A, J “ A1, the first equation reduces to
e´φf
pδq
AA1 `
1
e´φ ` χ2eφ
f
pδq
A1A “ 0. (6.31)
Putting φ “ 0 “ χ and taking the derivative with respect to φ before putting φ “ 0 “ χ, implies
that f
pδq
AA1 “ 0 “ f
pδq
A1A. When combined with the linear constraint (4.35), this implies that the
f IJK1...Kg`1’s have to vanish unless all indices are of A, or of A
1, type respectively, which is thus a
necessary condition to have non trivial U -type solutions.
When the f ’s vanish, the second equation for I “ A, J “ A1 gives hAA1 ` hA1A “ 0. When
combined with the linear constraint (4.37), this implies that for non-trivial solutions of W -type
associated to XIJ,K1...Kg`1 one again needs all indices to be either of A or of A
1 type.
The discussion then reduces to the one we had before in each of the sectors. For U -type solutions,
this gives in a first stage the symmetries, gaugings and higher ghost cohomology classes associated
with each of the SOp3q rotations separately. There are again no additional solutions of U or W
type when g ě 0.
Only the remaining non-covariantizable symmetries, i.e., solutions of type U and W at g “ ´1
that correspond to b˘, remain to be discussed. For the U type solutions, one finds in the first
sector that fAB “ η
0δAB with (6.12) holding, while for the second sector fA1B1 “ η˜
0δA1B1 with
(6.24) holding. This gives a solution to the full problem if and only if η˜0 “ ´η0. Hence gU “
sop3q ‘ sop3q ‘ h. On the other hand the solutions of W type for both sectors are solutions to
the full problem if and only if η` “ η˜` “ 0 so that there is no surviving W -type symmetry. In
particular ge “ gU . The symmetry of h cannot be gauged, and the gauge algebra is a compact
sub-algebra of sop3q ‘ sop3q.
This concludes the discussion with the expected results (see [60–62]).
6.4 Axion models: W -type gaugings and anomalies
We now give examples of gaugings and anomalies where the generalized Chern-Simons term ap-
pears. They involve several axions and correspond to the examples given in [46], equations (12.4)
and (12.6).
The initial Lagrangian is
L0 “ ´
1
4
F IµνF
Jµν δIJ ´
1
2
Bµφ
IBµφJ δIJ `
1
4
εµνρσ F IµνF
J
ρσ φIVJ , (6.32)
where V I is a vector of dimension nv of unit norm and there are nv scalar fields φ
I whose indices
are raised and lowered with the Kronecker symbol. With respect to the general Lagrangian (5.1)
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and (5.2), we have here gij “ δIJ , V “ 0, IIJ “ δIJ and RIJ “ 2φpIVJq. The example in [46],
equation (12.4), corresponds to the case nv “ 2, with VJ “ δ
2
J .
By using equations (5.13), (5.11), one finds gU “ sopnv ´ 1q. The symmetries act like δuA
I “
f IJ A
J and δuφ
I “ f IJ φ
J for an antisymmetric symbol fIJ that is transverse to the vector V ,
VIf
I
J “ 0.
To determine the W -type symmetries, one needs in particular to solve equation (5.13) with
f IJ “ 0 . This is done through δφ
I “ ΦI “ ηI for independent constants ηI with phKqIJ “
´δKpIVJq . There are thus nv independent such symmetries. It then follows that a basis of W -type
symmetries is given by δKφ
I “ δIK , δKA
I
µ “ 0 , where K plays the role of the index w. Furthermore,
there are no V -type symmetries of electric type so that ge “ sopnv ´ 1q ‘ up1q
nv .
The linear constraints (4.35) require the kuK1...Kg`1 to be transverse, k
u
K1...Kg`1
V K1 “ 0. For the
associated gaugings, the rest of the discussion then follows the one in subsection 6.1. For W -type
cohomology, the linear constraints (4.37) imply that
VpI kJK1q...Kg`1 “ 0 , kIK1...Kg`1 :“ δIJ k
J
K1J2...Kg`1, (6.33)
which is solved if and only if k is a totally antisymmetric rank-pg ` 2q symbol, kIK1...Kg`1 “
krIK1...Kg`1s.
For W -type gaugings in particular, g “ 0 and one has an antisymmetric nv ˆ nv matrix.
There are no extra quadratic constraints. The gauge transformations, covariant derivatives and
generalized Chern-Simons term for the deformed theory are then
δAIµ “ Bµǫ
I , δφI “ ´krIJsǫ
J , DµφI “ BµφI ` krIJsA
J
µ,
L(CS) “ ´1
3
pVKkIJ ` VIkKJq ε
µνρσAIµA
J
νF
K
ρσ .
(6.34)
For a W -type anomaly example, let ns “ nv “ 3 and consider VK “ δK 3 . The associated anomaly
candidate is then
W 1,4 “ d4x ǫIJK
“
1
4
ǫµνρσ CI AJµ A
K
ν F
3
ρσ ` C
I AJµ B
µφK ´ 1
2
CI CJ φ˚K
‰
. (6.35)
7 First order manifestly duality-invariant actions
7.1 Non-minimal version with covariant gauge structure
We now investigate the first order formulation [9, 26] of the models discussed previously. Those
models are interesting because they contain more symmetries and therefore potentially more gaug-
ings. In the original, minimal version, they are given by the action
S “
ż
d4x
ˆ
1
2
ΩMNB
Mi 9ANi ´
1
2
MMNpφqB
M
i B
Ni
˙
, (7.1)
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where the potentials are packed into a vector
pAMq “ pAI , ZIq, M “ 1, . . . , 2nv, (7.2)
and the magnetic fields are
BMi “ ǫijkBjA
M
k . (7.3)
The matrices Ω and Mpφq are the 2nv ˆ 2nv matrices
Ω “
ˆ
0 I
´I 0
˙
, M “
ˆ
I `RI´1R ´RI´1
´I´1R I´1
˙
, (7.4)
each block being nv ˆ nv. The matrix N “ Ω
´1M is symplectic, N TΩN “ Ω.
Local BRST cohomology and gaugings for this class of models with non-covariant gauge sym-
metries δAMi “ Biǫ
M could then be discussed by generalizing the results of [63] in the presence of
coupled scalars.
However, in order to be able to directly use the discussion of local BRST cohomology developed
for the second order covariant Lagrangian in the case of the first order manifestly duality invariant
formulation, we consider a modification of the non-minimal variant [10] with additional scalar
potentials for the longitudinal parts of electric and magnetic fields. More precisely, we now take
instead of (7.1) the action
SrAMµ , D
M , πM , φ
is “ SSrφs ` SDP , (7.5)
with
LDP “
1
2
rΩMNpB
Mi ` BiDMqpB0A
N
i ´ BiA
N
0 q ´ B
MiMMNpφqB
N
i s
` πMB0D
M ´
1
2
πMpM
´1qMNπN ´ Vpφ,Dq. (7.6)
Here
BMi “ ǫijkBjA
M
k ` B
iDM , (7.7)
spatial indices i, j, k, . . . are raised and lowered with δij and its inverse, with ΩMN the symplectic
matrix, MMN symmetric and invertible and
pBiVqp0, 0q “ 0 “ pBMVqp0, 0q, Vpφ, 0q “ 0. (7.8)
The modification with respect to [10] consists in the addition of the kinetic and potential terms
for the longitudinal electric and magnetic potentials in the last line of (7.6). Defining
FMµν “ BµA
M
ν ´ BνA
M
µ ` ‹S
M
µν , ‹S
M
0i “ ∆
´1pΩ´1qMNB0BiπN , ‹S
M
ij “ ǫijkB
kDM , (7.9)
we have BMi “ 1
2
ǫijkFjk and can write
SDP “
ż
d4x
1
4
rΩMNǫ
ijkpFMjk ` ‹S
M
jk qF
N
0i ´ F
M
ij MMNF
Nij ´ 2πMpM
´1qMNπN ´ 4Vs, (7.10)
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where a total derivative has been dropped.
The gauge invariances are then doubled but still of the same covariant form as in the second
order Lagrangian case,
δAMµ “ Bµǫ
M , δDM “ 0, δπM “ 0, δφ
i “ 0. (7.11)
The equations of motion for the gauge and scalar potentials are determined by the vanishing of
δLDP
δpiM
“ ´pM´1qMNpπN ´MNLB0D
Lq,
δLDP
δDM
“ ΩMN p∆A
N
0 ´ B0B
iANi q ` B
ipMMNB
N
i q ´ B0πM ´
BV
BDM
,
δLDP
δAM
0
“ ´ΩMN∆D
N “ ´
1
2
ΩMNǫ
ijkBiF
N
jk,
δLDP
δAMi
“ ΩMNB0B
Ni ´ ǫijkBjpMMNB
N
k q “
1
2
ΩMNǫ
ijkB0F
N
jk ´ BjpMMNF
Nijq.
(7.12)
The first set of equations then allows one to eliminate the momenta πM by their own equations of
motion. When ∆ is invertible, the second and third set of equations allow one to solve DM and
AM0 by their own equations of motion in the action, which yields (7.1). It is in this sense that these
variants of the double potential formalism are equivalent, but of course not locally so. The third
and fourth set of equations can be written as
δLDP
δAMµ
“ Bν ‹G
µν
M , (7.13)
when defining
‹Gi0M “
1
2
ΩMNǫ
ijkFNjk, ‹G
ij
M “ ´MMNF
Nij . (7.14)
This definition implies that the components of GM “
1
2
GMjkdx
jdxk`GMi0dx
idx0 are explicitly
given by
GMjk “ ´ΩMNF
N
jk, GMi0 “
1
2
ǫijkMMNF
Njk. (7.15)
After elimination of the πM , the action of the theory can then also be written as the integral of
L0 “ LES ` LV with
LES “ LS ´
1
2
BµD
MMMNB
µDN ´ V, d4xLV “
ż 1
0
dt
t
rGMF
M srtAM , DM , φis. (7.16)
so that the scalar sector has been enlarged to φm “ pφi, DMq and the scalar metric and potential
are now pgij,MMNq, respectively pV,Vq. It is thus a particular case of the actions of the form
(3.3) studied in section 3.
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7.2 Local BRST cohomology
The master action is given by
S “
ż
d4x rL0 ` A
˚µ
M BµC
M s (7.17)
with an antifield and ghost sector that is doubled as compared to the second order covariant
formulation.
We then can copy previous results:
(i) Hgpsq “ 0 for g ď ´3.
(ii) H´2psq is doubled: U´2 “ µMd4xC˚M with descent equation
s d4xC˚M ` d ‹ A
˚
M “ 0, s ‹ A
˚
M ` dGM “ 0, sGM “ 0. (7.18)
Characteristic cohomology Hn´2W pdq is then represented by the 2-forms µ
MGM .
For g ě ´1, the discussion in terms of U , W , V types is the same as before with indices
I, J,K, ¨ ¨ ¨ Ñ M,N,O, . . . on vector potentials, ghosts and their antifields, and i, j, k ¨ ¨ ¨ Ñ
m,n, o . . . on scalar fields.
The obstruction equation for symmetries, equation (5.7), becomes
GMF
NfMN ` F
MFNhMN ` dI
n´1
´ pdGMg
M ` rdpgij ‹ dφ
jq ` ‹BipLES ` LV qsΦ
i `
δL0
δDM
ΦMq “ 0. (7.19)
7.3 Constraints on W,U-type cohomology
When there is no explicit xµ dependence and V “ 0 “ V, putting all derivatives of FMµν , φ
i, DM to
zero, one remains with
GM |der“0F
NfMN ` F
MFNhMN ´ ‹BmLVΦ
m|der“0 “ 0, (7.20)
where GM |der“0 amounts to replacing F
M
µν by F
M
µν in (7.15).
Using ´Bm ‹LV “ δ
i
m
1
2
BiGM |der“0F
M , and the decomposition Φm|der“0 “ Φ
m
0 `Φ
m
1 ` . . . , where
the Φmn depend on undifferentiated scalar fields and are homogeneous of degree n in F
M
µν , the
equation implies
GM |der“0F
NfMN ` F
MFNhMN `
1
2
BiGM |der“0F
MΦi0 “ 0. (7.21)
When taking account that
GM |der“0F
N “ d4x
1
2
rΩOMǫ
ijkFOjkF
N
0i ´MMOF
O
jkF
Njks, (7.22)
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this gives an equation of the type
1
4
d4xrOMN pφqǫ
ijkFMjk F
N
0i ´ PMN pφqF
M
jk F
Njks “ 0, (7.23)
where
PMN “ 2MOpMf
O
Nq ` BiMMNΦ
i
0, (7.24)
OMN “ 2ΩMOf
O
N ` 2hMN , (7.25)
and hMN “ hNM on account of (3.42). Note that there is one less term as compared to (5.11)
since the kinetic term does not depend on the scalars and also that OMN is not symmetric.
Now both terms have to vanish separately because they involve different field strengths,
PMN “ 0, OMN “ 0. (7.26)
Setting φi “ 0 “ DM then gives
f
pMp0qq
MN ` f
pMp0qq
NM ` pBiMMNqp0qΦ
i
0p0q “ 0,
f
pΩq
MN “ ´hMN ,
(7.27)
with f
pΩq
MN “ ΩMOf
O
N . Consider first symmetries of W -type, i.e., take the case when the f ’s
vanish. The first equation is then satisfied with Φi0p0q “ 0, while the second equation then requires
hMN to vanish. This implies:
There are neither W -type symmetries nor W -type cohomology in ghost numbers g ě 0 for the
first order model.
As a consequence, hMN “ huMN , and the second of equation (7.27) is equivalent to
fu
pΩq
rMNs “ 0, fu
pΩq
pMNq “ ´huMN . (7.28)
It follows that:
The algebra gU is the largest sub-algebra of spp2nv,Rq that can be turned into symmetries of the
full theory. All non-trivial U-type symmetries require a non-vanishing huMN and thus involve a
Chern-Simons term in their Noether currents.
On its own, the first equation of (7.27) is solved for skew-symmetric f
pMp0qq
MN with vanishing
Φip0q. Symmetric f
pMp0qq
MN needs a non trivial scalar symmetry.
For U -type cohomologies in higher ghost number g ě 0, the kuO1...Og`1 tensor has to satisfy
(4.35), which becomes
fu
pΩq
MpNk
u
O1q...Og`1
“ 0. (7.29)
The object DMO1NO2...Og`1 “ fu
pΩq
MNk
u
O1...Og`1
is then symmetric in the first and third indices because
fu
pΩq
MN is symmetric, and antisymmetric in the second and third indices on account of (7.29). It
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thus has to vanish,
DMO1NO2...Og`1 “ DNO1MO2...Og`1 “ ´DNMO1O2...Og`1 “ ´DO1MNO2...Og`1
“ DO1NMO2...Og`1 “ DMNO1O2...Og`1 “ ´DMO1NO2...Og`1. (7.30)
It follows that kuO1...Og`1 “ 0:
There are no U-type cohomology classes in ghost number g ě 0.
In particular, there are no U -type gaugings even though there are U -type symmetries. We thus
recover the results on gaugings of [8] from the current perspective.
7.4 Remarks on GLp2nvq transformations
The two remarks on linear changes of variables from section 5.6 also apply in the first order case.
More precisely, the second remark can be rephrased as follows.
The general discussion of the structure of the BRST cohomology of the first order model in
sections 7.2 and 7.3 goes through unchanged for arbitrary skew-symmetric non-degenerate ΩMN
and symmetric non-degenerateMMN . The local BRST cohomology for sets of ΩMN ,MMN related
by GLp2nv,Rq transformations will be isomorphic, whereas explicit results for the local BRST
cohomology do depend on the equivalence classes. For instance for the symmetries, this is the
case when explicitly solving the obstruction equation (7.19). As concerns ΩMN , there is just one
equivalence class since all such matrices are related to a canonical ΩMN , say ΩMN “ δIJǫab, by a
GLp2nv,Rq transformation. Hence, one can restrict oneself to equivalence classes of ΩMN , MMN
with canonical ΩMN , and MMN ’s related by Spp2nv,Rq changes of variables.
The first remark of section 5.6 then boils down to the statement that the algebra gU is the largest
sub-algebra of spp2nv,Rq that can be turned into symmetries of the full theory, in agreement with
the discussion of the previous section. In addition we have recovered there the result that the
gauge algebra remains abelian.
7.5 Application to the bosonic sector of N “ 4 supergravity
For definiteness, let us again concentrate on the bosonic sector of four dimensional supergrav-
ity, without gravity. As in section 6.3, we use the standard second order formulation for the
SLp2,Rq{SOp2q sigma model. Alternatively, one could use a first order formulation in terms of
fields parametrizing SLp2,Rq, with a first class constraint eliminating the field for the SOp2q sub-
group. It would provide a first order formulation for all fields and make all global symmetries
manifest.
To this scalar action, we first couple one vector field, i.e. add the action associated to (7.6)
where V “ 0, the indices M,N take two values a, b, Ωab “ ǫab, and Mab “ M
´1
ab . The matrix M
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and its inverse are given by
M “
ˆ
eφ χeφ
χeφ χ2eφ ` e´φ
˙
, M´1 “
ˆ
χ2eφ ` e´φ ´χeφ
´χeφ eφ
˙
(7.31)
and are such that M transforms as M Ñ gTMg under an SLp2,Rq transformation. The model is
invariant under SLp2,Rq if the other fields transform as Aa Ñ pgTAqa, Da Ñ pgTDqa, πa Ñ pg
´1πqa
because SLp2,Rq transformations are symplectic, gǫgT “ ǫ.
For the U -type symmetries, equation (7.28) requires f
pǫq
ab “ ǫacf
c
b to be symmetric, so there
are at most 3 linearly independent solutions. According to the above discussion, all of these give
rise to symmetries, which need huab and also Φ
i
u. The U -type symmetries constitute the slp2,Rq
electric symmetry algebra.
We now consider the coupling to six vector fields in the different formulations of section 6.3.
For the SOp6q invariant model, M “ pI, aq, ΩMN “ δIJǫab and MMN “ δIJM
´1
ab, while the
dual formulation corresponds to MMN “ δIJMab. Finally, in the SOp3q ˆ SOp3q formulation
MMN “ pM
´1
ab δAB,MabδA1B1q.
It then follows from (7.27) that both in the SOp6q invariant formulation and in the dual formu-
lation, the electric symmetry algebra is slp2,Rq ‘ sop6q, where the slp2,Rq transformations on the
vectors ApI,aq and on DpI,aq, πpJ,bq in the dual formulation corresponds to the infinitesimal version
of the above transformations where gT Ñ g´1.
Finally, in the SOp3qˆSOp3q formulation, the electric symmetry algebra is also slp2,Rq‘sop6q.
This is so because the SLp2,Rq element ǫ is such that M “ ǫTM´1ǫ.
8 Conclusions and comments
In this work we have systematically analyzed gaugings of vector-scalar models through a standard
deformation theoretic approach. In the case of gauge systems, this is most naturally done in the
BV-BRST antifield formalism. We have shown that different types of symmetries behave differently
when one tries to gauge them. The method allows one to find all the infinitesimal gaugings and
higher order cohomology classes once all symmetries are known.
The symmetries are classified into U , W and V -types. Only U -type symmetries give rise to
gaugings that deform the abelian gauge algebra. They contain the standard “Yang-Mills” defor-
mations. The W -type symmetries contain the topological gaugings of [29]. The Noether currents
of both these types of symmetries are the only ones that cannot be redefined so as to be gauge
invariant. We have treated explicit examples, for which all symmetries of U , W -types have been
computed (in the xµ independent case considered here).
For the models explicitly considered in the article, we have found that the only possible gaugings
of U and W -types are the ones previously considered in the literature, namely Yang-Mills and
topological couplings among the gauge fields, with minimal couplings of the scalars.
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In order to achieve complete results, one should also compute the V -type symmetries which
admit gauge invariant Noether currents. This is very much a model-dependent question that
requires the use of more standard symmetry techniques (see e.g., [64, 65]). However, we have
shown in Section 4 that given the graded structure of the antibracket map, the leading obstruction
to extend first order deformations of U -type to second order, leading to the Jacobi identity for the
structure constants, cannot be eliminated by adding V -terms.
Furthermore, in some cases, for instance when one imposes Poincare´ invariance as relevant to
relativistic theories, the V -type symmetries can be shown to be absent [66]. It turns out that the
effect of coupling the models to Einstein gravity justifies this assumption [67] and simplifies the
problem. It would be interesting to see if it also justifies the ansatz for the electric symmetry
algebra.
We have analyzed the problem in the second order Lagrangian and in the first order manifestly
duality invariant formulation, both of which are non-locally related in space (but not in time).
The results are very different: whereas the former formulation allows for standard gaugings, the
latter formulation allows for more (generalized) symmetries of U -type, but none of those can be
gauged. This is because the analysis is performed in each formulation by insisting on space-time
locality. To go beyond such no-go results, one should presumably try to work in a controlled way
with deformations that are spatially non-local.
Acknowledgments
GB, NB and MH thank the Laboratoire de Physique The´orique de l’Ecole Normale Supe´rieure for
kind hospitality. BJ thanks ULB for its generous hospitality and Mario Trigiante for information.
GB is grateful to F. Brandt for earlier collaborations on this subject. This work was partially
supported by the ERC Advanced Grant “High-Spin-Grav”, by FNRS-Belgium (convention FRFC
PDR T.1025.14 and convention IISN 4.4503.15) and by the “Communaute´ Franc¸aise de Belgique”
through the ARC program. NB is Senior Research Associate of the F.R.S.-FNRS. VL is Research
Fellow of the F.R.S.-FNRS.
A Conventions and notation
The components of the Minkowski metric are given, in inertial coordinates in which we work, by
the mostly plus expression ηµν “ diagp´1,`1, . . . ,`1q . The symbol ǫµ1...µn denotes the completely
antisymmetric Levi-Civita density with the convention that ǫ01...n´1 “ 1 so that ǫ01...n´1 “ ´1 .
A local basis of anticommuting exterior differential 1-forms is given by the family pdxµqµ“0,...,n´1 .
The wedge product symbol ^ will always be omitted.
We will sometimes use the notation pdn´pxqµn´p`1...µn :“ ´
1
p!pn´pq!
dxµ1 . . . dxµn´pǫµ1...µn for 1 ď
p ď n , and dnx :“ dx0 . . . dxn´1 . The Hodge dual of a differential p -form ωp ” 1
p!
dxµ1 . . . dxµpωµ1...µp ,
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is the n´ p -form given, in our convention, by
‹ωp “ 1
p!pn´pq!
dxν1 . . . dxνn´pǫν1...νn´pµn´p`1...µnω
µn´p`1...µn “ ´pdn´pxqµn´p`1...µnω
µn´p`1...µn .
As a consequence, the exterior differential of the dual of a p -form reads
d ‹ ωp “ ´p´qn´ppdn´p`1xqν1...νp´1 Bµω
µν1...νp´1 . (A.1)
B Antibracket maps and descents
As discussed in section 2, the first obstruction to extending infinitesimal deformations to finite
ones is controlled by the antibracket map. We show here how the antibracket map behaves with
respect to the length of shortest non trivial descent, i.e., the “depth”.
Since covariantizable and non-covariantizable currents as elements of H´1,nps|dq, and the asso-
ciated infinitesimal deformations as elements of H0,nps|dq are distinguished by the property that
the depth is 1, respectively deeper than one, the following will be relevant when studying the
obstruction to infinitesimal deformations.
Proposition:
The depth of an image of the antibracket map is less or equal to the depth of its most shallow
argument.
Proof:
Consider rωg1,nl1 s, rω
g2,n
l2
s P H˚,nps|dq, where we can assume without loss of generality that l1 ě l2.
For the antibracket, let us not choose the expression with Euler-Lagrange derivatives on the left
and right that is graded antisymmetric without boundary terms, but rather the one that satisfies
a graded Leibniz rule on the right
pωg,n, ¨qalt “ Bpνq
δRp´ ‹ ωg,nq
δφA
BL¨
BBpνqφ
˚
A
´ pφA Ø φ˚Aq, (B.1)
and the following version of the graded Jacobi identity without boundary terms,
pωg1,n, pωg2,n, ¨qaltqalt “ ppω
g1,n, ωg2,nqalt, ¨qalt ` p´q
pg1`1qpg2`1qpωg2,n, pωg1,n, ¨qaltqalt (B.2)
(see appendix B of [50] for details and a proof). Furthermore,
pωg,n, dp¨qqalt “ p´q
g`1dppωg,n, ¨qaltq, pdω
g`1,n´1, ¨qalt “ 0. (B.3)
Let S “
ş
p´ ‹ Lq be the BV master action. We have s¨ “ p´ ‹ L, ¨qalt. Using these properties, we
get
spωg1,nl1 , ω
g2,n
l2
qalt ` dppω
g1,n
l1
, ω
g2`1,n´1
l2
qaltq “ 0, . . . , spω
g1,n
l1
, ω
g2`l2,n´l2
l2
qalt “ 0, (B.4)
which proves the proposition.
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By using rpω´1,n, ωg,nqs P Hg,nps|dq, it follows that :
(i) Characteristic cohomology in degree n´ 1 described by H´1,nps|dq is a Lie algebra. It is the
Lie algebra of non trivial global symmetries. It also describes the Dirac or Dickey bracket algebra
of non trivial conserved currents (up to constants or more generally topological classes),
(ii) H´2,nps|dq is a module thereof (module structure of flux charges - Gauss or ADM type
surface charges - under global symmetries). The proposition gives rise for instance to the following
refinements:
Corollary: Covariantizable characteristic cohomology in form degree n´1 forms an ideal in the
Lie algebra of characteristic cohomology in form degree n´1. The module action of covariantizable
characteristic cohomology of degree n ´ 1 on characteristic cohomology in degree n´ 2 is trivial.
Similar results hold for the associated infinitesimal deformations.
C Derivation of Equation (4.25)
In this appendix, we derive formula (4.25) for the variation δuGI “ ´pUu, GIq of the two-form GI
under a U -type symmetry. This is done in two steps:
1. First, we show that
δuGI ` pfuq
J
IGJ « cIJF
J ` dpinvariantq (C.1)
for some constants cIJ .
2. Then, we prove that the cIJ take the form
cIJ “ ´2phuqIJ ` λ
w
u phwqIJ , (C.2)
where the constants phuqIJ and phwqIJ are those appearing in the currents associated with
Uu and Ww respectively.
The proof is given in the case where the Lagrangian (or, equivalently, GI) does not depend on the
derivatives of F Iµν .
A lemma
The proof of the above steps uses the following result on the W -type cohomology classes (with
g “ ´1):
tIJF
IF J « dpinvariantq ñ tIJ “
ÿ
w
λwphwqIJ for some λ
w. (C.3)
This is proven as follows: tIJF
IF J « dpinvariantq implies that
tIJF
IF J ` dI ` δk “ 0 (C.4)
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for some gauge invariant I and some k of antifield number 1, where δ is here the Koszul-Tate
differential. Now, it is proven in [46] that k must be gauge invariant; hence, it can be written as
k “ Kˆ ` dR, Kˆ “ d4xrA˚µI g
I
µ ` φ
˚
iΦ
is (C.5)
for some gauge invariant R, gIµ and Φ
i. Indeed, derivatives acting on the antifields contained in
k are pushed to the term dR by integration by parts, leaving the form (C.5) where Kˆ contains
only the undifferentiated antifields. Putting this back in (C.4) and using the fact that δKˆ “ sKˆ
because Kˆ is gauge invariant, we get
sKˆ ` d
`
tIJA
IF J ` J
˘
“ 0 (C.6)
for some gauge invariant J “ I ´ δR. This shows that Kˆ is a W -type cohomology class: we
can therefore expand Kˆ in the Ww basis as Kˆ “
ř
λwWw. In particular, this implies that tIJ “ř
λwphwqIJ , which proves the lemma.
First step
We start from the chain of descent equations involving GI ,
s d4xC˚I ` d ‹ A
˚
I “ 0, s ‹ A
˚
I ` dGI “ 0, sGI “ 0. (C.7)
Applying pUu, ¨qalt to this chain, we get
s
“
d4x pfuq
J
IC
˚
J
‰
` d
„
pfuq
J
I ‹ A
˚
J `
δKu
δAI

“ 0, (C.8)
s
„
pfuq
J
I ‹A
˚
J `
δKu
δAI

` d r´δuGIs “ 0, (C.9)
s r´δuGIs “ 0, (C.10)
which can be simplified to
d
ˆ
δKu
δAI
˙
“ 0, (C.11)
s
ˆ
δKu
δAI
˙
` d
`
´δuGI ´ pfuq
J
IGJ
˘
“ 0, (C.12)
s p´δuGIq “ 0, (C.13)
using equations (C.7) again. Equation (C.11) implies that
δKu
δAI
“ dη´1,2 (C.14)
for some η´1,2 of ghost number ´1 and form degree 2. Because the left-hand side is gauge invariant
and η´1,2 is of form degree two, η´1,2 must also be gauge invariant. This follows from theorems on
the invariant cohomology of d in form degree 2 [53, 54]. Equation (C.12) implies then
d
`
δuGI ` pfuq
J
IGJ ` sη
´1,2
˘
“ 0, (C.15)
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i.e.
δuGI ` pfuq
J
IGJ ` sη
´1,2 “ dη0,1 (C.16)
for some η0,1 of ghost number 0 and form degree 1. Again, the left-hand side of this equation is
gauge invariant: results on the invariant cohomology of d in form degree 1 [53,54] now imply that
the non-gauge invariant part of η0,1 can only be a linear combination of the one-forms AI ,
η0,1 “ cIJA
J ` (gauge invariant). (C.17)
Plugging this back in equation (C.16) and using the fact that sη´1,2 « 0 (since η´1,2 is gauge
invariant), we recover equation (C.1). This concludes the first step of the proof.
Second step
For the second step, we introduce
N “ ´
ż
d4x pC˚IC
I ` A˚µI A
I
µq, Nˆ “ pN, ¨qalt. (C.18)
The operator Nˆ counts the number of AI ’s and CI ’s minus the number of A˚I ’s and C
˚
I ’s. Because
it carries ghost number ´1, it commutes with the exterior derivative, Nˆd “ dNˆ . Applying this
operator to the equation
sUu ` d
“
pfuq
I
Jp‹A
˚
IC
J `GIA
Jq ` phuqIJF
IAJ ` Ju
‰
“ 0 (C.19)
gives
p
ż
GIF
I , Uuqalt ` d
”
pfuq
I
JpNˆ ` 1qpGIqA
J ` 2phuqIJF
IAJ ` NˆpJuq
ı
« 0. (C.20)
The second term is evident. The first term is
NˆpsUuq “ pN, pS, Uuqaltqalt “ ppN, Sq, Uuqalt ` pS, pN,Uuqaltqalt (C.21)
according to the graded Jacobi identity. The counting operator Nˆ kills the A˚µI BµC
I term in the
master action S, which implies
pN, Sq “
ż
d4xAIµ
δLV
δAIµ
“
ż
d4xAIµBνp‹GIq
µν “
ż
GIF
I . (C.22)
Similarly, Nˆ kills the first two terms of Uu, leaving NˆUu “ NˆKu which is gauge invariant. This
implies pS, pN,Uuqaltqalt “ spNˆUuq « 0. Therefore, we have indeed
NˆpsUuq « p
ż
GIF
I , Uuqalt (C.23)
which proves equation (C.20).
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We now compute p
ş
GIF
I , Uuqalt using the result of the first step. We have
p
ż
GIF
I , Uuqalt “
δpGKF
Kq
δAIµ
δuA
I
µ `
δpGKF
Kq
δφi
δuφ
i. (C.24)
This looks like the U -variation δupGIF
Iq, but it is not because there are Euler-Lagrange derivatives.
For a top form ω, the general rule is [68]
δQω “ Q
a δω
δza
` dρ, ρ “ Bpνq
«
Qa
δ
δzapνqρ
Bω
Bdxρ
ff
. (C.25)
In our case, this becomes
δupGIF
Iq “
δpGKF
Kq
δAIµ
δuA
I
µ `
δpGKF
Kq
δφi
δuφ
i ` dρA ` d(inv), (C.26)
ρA “ Bpνq
˜
pfuq
I
JA
J
µ
δ
δAI
µ,pνqρ
BpGKF
Kq
Bdxρ
¸
. (C.27)
Using property (C.1) and putting together the terms of the form d(invariant), we get then from
(C.20)
pcIJ ` 2phuqIJqF
IF J ` d
”
pfuq
I
JA
JpNˆ ` 1qpGIq ´ ρA
ı
` d(inv) « 0. (C.28)
Now, it is sufficient to prove that
d
”
pfuq
I
JA
JpNˆ ` 1qpGIq ´ ρA
ı
« d(inv). (C.29)
Indeed, this implies pcIJ ` 2phuqIJqF
IF J « d(inv), which in turn gives
cIJ “ ´2phuqIJ ` λ
w
u phwqIJ (C.30)
for some constants λwu using property (C.3) of the W -type cohomology classes.
Proof of (C.29)
We will actually prove the stronger equation
ρA “ pfuq
I
JA
JpNˆ ` 1qpGIq (C.31)
in the case where GI depends on F but not on its derivatives.
To do this, we can assume that GI a homogeneous function of degree n in A
I , i.e. NˆpGIq “ nGI .
If it is not, we can separate it into a sum of homogenous parts; the result then still holds because
equation (C.31) is linear in GI .
52
In components, equation (C.31) is
1
2
Bpνq
˜
pfuq
I
JA
J
µ
δ
δAI
µ,pνqρ
GKστF
K
λγε
στλγ
¸
“ pn` 1qpfuq
I
JA
J
λGIστε
ρλστ . (C.32)
Under the homogeneity assumption NˆpGIq “ nGI , we have
GKστF
K
λγε
στλγ “ 4pn` 1qLV . (C.33)
Equation (C.31) now becomes
1
2
Bpνq
˜
pfuq
I
JA
J
µ
δLV
δAI
µ,pνqρ
¸
“
1
4
pfuq
I
JA
J
λGIστε
ρλστ . (C.34)
We now use the fact that GI does not depend on derivatives of F , which implies that the higher
order derivatives Bpνq are not present and that the Euler-Lagrange derivatives are only partial
derivatives. We then have
1
2
δLV
δAIµ,ρ
“
δLV
δF Iρµ
“
1
4
ερµστGIστ (C.35)
(see (3.1)), which proves (C.34) in this case.
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