Abstract -Support vector machines and rough set theory are two classification techniques. Support vector machines can use continuous input variables and transform them to higher dimensions, so that classes can be linear separable. A support vector machine attempts to find the hyperplane that maximizes the margin between classes. This paper shows how the Classification obtained from a support vector machine can be represented using interval or rough sets. Such a formulation is especially useful for soft margin classifiers.
The rough set is a useful notion for the classification of objects when the available information is not adequate to represent classes using precise sets. Rough sets have been successfully used in information systems for learning rules from an expert.
Researchers have attempted to describe relationships between black-box approach of network based systems such as neural networks and support vector machines with the logical rule based approaches. Such a relationship can lead to semantically enhanced network based classifiers [5]. This paper attempts to interpret the classification resulting from a support vector machine in terms of interval or rough sets. The paper will also explore the advantages of such an interpretation. Vapnik [12, 13, 14] . They are a method for creating functions from a set of labeled training data [8] . The function can be a classification function with binary outputs or it can he a general regression function. We will restrict ourselves to classification functions. For classification, SVMs operate by finding a hypersurface in the space of possible inputs. This hypersurface will attempt to split the positive examples from the negative examples. The split will be chosen to have the largest distance from the hypersurface to the nearest of the positive and negative examples. Intuitively, this makes the classification correct for testing data that is near, hut not identical to the training data. Let x he an input vector in the input space X. Let respectively. Figure 1 shows a training sample that is linear separable, i.e. there exists a hyperplane that separates positive and negative objects. If the training set is linear separable, perceptron learning algorithm will fmd the vector w such that: One of the major shortcomings [7] of the perceptron algorithm was that it was only applicable to training set that was linear separable. Neural network community tried to overcome this sbortcoming by using one or more hidden layers and non-linear activation functions [6].
SUPPORT VECTOR MACHINES Support Vector Machines were proposed by
The support vector machines overcome the shortcomings of the linear separability in perceptron approach by using a mapping @ of input space to another feature space with higher dimension as shown in figure 2. Equation (1) for perce tron is then changed to: y x P (@(x),@(w))+b]~Oforall ( x , y ) E~. (2) . Usually, high dimensional transformation is needed in order to obtain reasonable classification [3]. Computational overhead can be reduced by not explicitly mapping the data to feature space, but just working out the inner product in that space. In fact, support vector machines use a kemel function K corresponding to the inner product in the transformed feature The dimensionality rises very quickly with the degree of polynomial. For example, Hoffmann (2002) report that for an original input space with 256 dimensions, the transformed space with second degree polynomials was approximately 33,000, and for the third degree polynomials the dimensionality was more than a million, and fourth degree led to a more than billion dimension space. This problem of high dimensionality will be discussed later in the paper.
The original perceptron algorithm was used to fmd one of the possibly many hyperplanes separating two classes. The choice of the hyperplane was arbitrary. Support vector machines use the s u e of margin between two classes to search for the optimal hyperplane. Figure 3 shows the concept of 
IV. ROUGH SETS BASED ON SUPPORT VECTOR MACHINE CLASSIFICATION
We will first consider the ideal scenario, where the transformed feature space is linear separable and the SVM bas found the optimal hyperplane by maximizing the margin between the two classes. There are no training examples in the margin in Figure 3 . The optimal hyperplane gives us the best possible dividing l i e . However, if one chooses to not make an assumption about the classification of objects in the margin, the margin can be designated as the boundary region. This will allow us to create rough sets as follows. If (x,w) + b, 2 0 , classification of x is +1.
If (x, W ) + b2 5 0, classification of x is -I.
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Otherwise, classification of x is uncertain.
The proposed classifier will allow us to create three equivalence classes, and detine a rough set based approximation space. This simple extension of an SVM classifier provides a basis for a more practical application, when the SVM transformation does not lead to a linear separable case. Cristianini [3] list disadvantages of refining feature space to achieve linear separability. Often this will lead to high dimensions, which will increase the computational requirements significantly. Moreover, it is easy to overfit in high dimensional spaces, i.e. regularities could be found in the training set that are accidental, which would not be found again in a test set. 
V. SUMMARY AND CONCLUSIONS
This paper describes how a classification scheme obtained from a support vector machine (SVM) can be represented using rough or interval sets. The proposed extension is especially useful in practical situations when the feature space transformed by an SVM is not linear separable. If the dimensionality is increased, it may be possible to obtain a linear separable space. However, high dimensionality leads to higher computational requirements, and can also lead to ove6ttting of the classifier to training set. In such cases, soft margin classifiers are used by allowing a certain number of erroneous classifications. The paper describes bow the hyperplane obtained by the soft margin classifier can be used to create a rough set based classification scheme.
