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Resumen 
La estimación de la probabilidad de ocurrencia de eventos extremos en climatología e hidrología (eventos de precipitación 
extrema y crecidas) es un tema de primer interés, tanto teórico como práctico. Por un lado, la obtención de estadísticos 
sobre el carácter más o menos extremo de las precipitaciones ayuda a caracterizar el clima o el régimen hídrico de un 
lugar. Por otro lado, los sucesos extremos en climatología e hidrología constituyen un importante factor de riesgo para la 
actividad humana, y en ocasiones llegan a convertirse en verdaderas catástrofes con saldo en vidas humanas. Es por ello 
que el cálculo de la probabilidad de ocurrencia de eventos extremos es parte importante en el diseño y planificación de 
cualquier obra civil o infraestructura. Aunque la bibliografía es abundante en trabajos sobre el tema, en la práctica el 
método clásico de series de máximos anuales ajustados a una distribución Gumbel sigue siendo predominante. En este 
trabajo se expone el uso de series de excedencias, que permiten utilizar más información de las series originales. Se 
explica la utilización de las distribuciones bi- y triparamétricas más utilizadas en la bibliografía (EV1 o Gumbel, General 
de Valores Extremos, Exponencial y General de Pareto),  y se comparan los resultados obtenidos a partir del ejemplo de 
12 estaciones climáticas pirenaicas. Finalmente se ofrecen algunas pautas sobre en qué casos conviene utilizar una u otra 
distribución. 
Palabras clave 
Eventos extremos, periodo de retorno, series de excedencias, distribución de Gumbel, distribución General de Valores 
Extremos, distribución Exponencial, distribución General Pareto 
Abstract 
The estimation of the occurrence probability of extreme events is an important issue in Climatology and Hydrology, and it 
has both theoretical and practical interest. On one hand, the calculation of statistics on extremes helps on characterizing 
the climate of a specific site. On the other hand, extreme climatologic and hydrologic events are an important risk factor 
for human activities, and can even became natural catastrophes. For this reason the calculation of the occurrence 
probability of extreme events plays an important role on designing civil or hydrologic structures. Although there are many 
works on this topic in the literature, in practice the classic methodology based on annual maximum series fitted to a 
Gumbel distribution is commonly used by researchers and engineers. In this work the method of exceedance or partial 
duration series is explained. Different commonly used bi- and tri-parametric distributions are explained and compared. 12 
climatic stations in the Spanish Pyrenees have been used as example. 
Keywords 
Extreme events, return periods, exceedance series, partial duration series, Gumbel distribution, General Extreme Values 
distribution, Exponential distribution, Generalized Pareto distribution 
 
 
 
 
1. INTRODUCCIÓN 
 
El cálculo de la probabilidad de ocurrencia de 
eventos extremos mediante métodos paramétricos se 
basa en el ajuste de determinadas distribuciones de 
probabilidad a las series de datos de una o varias 
estaciones mediante técnicas de estimación de 
parámetros. Las distribuciones de probabilidad son 
funciones matemáticas que relacionan la magnitud de 
un evento con su probabilidad de ocurrencia. Dicha 
probabilidad puede expresarse, también, en forma de 
frecuencia por medio del periodo de retorno o 
recurrencia. El periodo de retorno de un evento de 
determinada magnitud puede definirse como el 
promedio del lapso de tiempo que ha de transcurrir entre 
dos repeticiones del mismo. Existe una estrecha relación 
entre la probabilidad y la frecuencia de un determinado 
evento, como muestra la siguiente igualdad: 
 
)(
1)(
XxP
xT
≥
=  (1) 
 
Donde T(x) es el periodo de retorno correspondiente a 
un evento de magnitud x, y P(x≥X) la probabilidad de 
que ocurra un evento de magnitud igual o superior a X. 
En el cálculo de riesgos hidroclimáticos es frecuente 
expresar la magnitud de un evento en términos de 
excedencia, pues si una lluvia o una crecida 
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determinadas son capaces de causar un daño, entonces 
cualquier lluvia o crecida de mayor intensidad también 
lo causará. En la figura 1 se muestra la curva de 
magnitud / probabilidad / recurrencia calculada para una 
estación pirenaica. 
 
Figura 1 – Curva de magnitud / probabilidad / recurrencia de la 
precipitación diaria en la estación de Hecho (Pirineo oriental). 
El análisis de frecuencias de eventos extremos se 
basa en los siguientes presupuestos: 
a) Los eventos climáticos o hidrológicos extremos son 
una variable aleatoria que puede ser expresada mediante 
una distribución de probabilidad. 
b) La serie de eventos extremos es independiente; es 
decir, la magnitud de cada suceso no tiene correlación 
con los sucesos anteriores. 
c) La distribución de probabilidad que explica el 
proceso extremo no varía en el tiempo, ni tampoco 
cambia en función de la magnitud de la variable. 
 
El análisis de frecuencias de eventos extremos tiene 
que ver con el estudio de las colas de la distribución de 
frecuencias de la variable, por lo que resulta necesaria 
alguna técnica de muestreo para extraer de las series de 
datos originales los valores de magnitud excepcional. 
Existen principalmente dos procedimientos de muestreo 
de valores extremos en series hidroclimáticas: las series 
de máximos (AMS) y las series de excedencias o de 
duración parcial (PDS). Las primeras se construyen a 
partir de los valores máximos de la variable tomados a 
intervalos fijos de tiempo, habitualmente un año, por lo 
que el tamaño final de la muestra es igual al número de 
años de registro. Las series de excedencias, en cambio, 
se construyen extrayendo de la serie original todos 
aquellos valores superiores a un determinado umbral 
fijado de antemano, por lo que el tamaño de la muestra 
es variable. En la figura 2 se comparan ambos 
procedimientos. 
 
Figura 2 – Estrategias de muestreo de eventos extremos: series de 
máximos anuales (A); series de excedencias sobre un umbral (B) 
Las series de máximos es con diferencia el método 
más utilizado debido a su sencillez. Sin embargo, 
conviene tener en cuenta el presupuesto subyacente de 
que los valores máximos de cada año constituyen 
sucesos suficientemente excepcionales. Esto no siempre 
se cumple, pues los máximos de algunos años pueden 
no ser realmente extremos (incumpliendo la condición 
c). En las series de excedencias, en cambio, la selección 
del valor de umbral permite definir con precisión lo que 
se considera un evento extremo de la variable. 
 
La selección del valor de umbral permite, por otra 
parte, controlar el tamaño final de la muestra. Este es un 
aspecto de gran importancia en todo procedimiento de 
regresión, donde el tamaño de la muestra condiciona la 
fiabilidad de los resultados. En este sentido, las series de 
excedencias hacen un uso mucho más eficiente de la 
información contenida en las series originales, pues 
permiten incluir más de un evento por año si éste 
cumple el requisito para ser considerado extremo. En las 
series de máximos anuales se pierden muchos eventos 
secundarios que pueden ser mayores que los máximos 
de otros años, y por tanto proporcionan valiosa 
información. 
 
El mayor problema relacionado con el uso de series 
de excedencias es la dificultad para asegurar la 
independencia de las observaciones (condición b). En 
efecto, en las series de máximos anuales se asegura el 
espaciado temporal de los sucesos muestreados, al 
contrario de lo que sucede con las series de excedencias. 
En éstas, un valor de umbral excesivamente bajo puede 
hacer que las ocurrencias aparezcan agrupadas en el 
tiempo, en lugar de aleatorias. Sin embargo, se ha 
demostrado (Beguería, 2001) que la violación de este 
presupuesto no afecta significativamente a los 
resultados. 
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Un problema común en el análisis de frecuencias de 
eventos extremos es la elección de la función de 
distribución de probabilidad a utilizar. Aunque en la 
bibliografía especializada existen numerosas propuestas, 
algunas distribuciones biparamétricas se han establecido 
como estándares y son utilizadas por un gran número de 
investigadores. Así sucede con la distribución de 
Valores Extremos tipo I (EV1) o de Gumbel, utilizada 
con series de máximos anuales, o con la distribución 
Exponencial (EXP), empleada con series de 
excedencias. Ambas distribuciones son funciones 
biparamétricas derivadas de expresiones más generales, 
como son respectivamente la distribución de General 
Valores Extremos (GEV) y la distribución General 
Pareto (GP). Al ser éstas funciones triparamétricas 
ofrecen un mejor ajuste a las series de datos, por lo que 
muchos autores las prefieren a las primeras. 
 
En este trabajo se expondrá la metodología para el 
cálculo de la probabilidad de ocurrencia de eventos 
extremos a partir de series de máximos anuales y de 
series excedencias, mediante las distribuciones EV1 y 
GEV para las primeras y EXP y GP para las segundas. 
Se compararán los cuatro modelos a partir de datos 
reales, y se ofrecerán algunas pautas que ayuden a elegir 
el método adecuado a cada caso. 
 
La base de datos utilizada para la comparación 
comprende un total de 12 estaciones climatológicas del 
Pirineo Central español, con registros diarios de 
precipitación correspondientes al periodo 1941-1991. El 
área de estudio se extiende entre los ríos Gállego al este 
y Esca al oeste, y desde la frontera con Francia hasta el 
límite sur del Pirineo (ver figura 3). El clima de 
montaña está dominado por influencias atlánticas en el 
noroeste y mediterráneas en el sur y sureste. La 
precipitación anual decrece de norte a sur y de oeste a 
este, alcanzando los 2500 mm en la alta montaña y los 
600-800 mm en la llamada Depresión Interior. 
 
Figura 3 – Área de estudio y estaciones utilizadas: 1: Artieda; 2: 
Barrosa; 3: Biescas; 4: Canfranc; 5: Balneario de Panticosa; 6: 
Pineta; 7: Plandescún; 8: Pueyo de Jaca; 9: Sabiñánigo; 10: 
Seira; 11: Villanúa; 12: Yesa. 
 
2. METODOLOGÍA 
 
2.1.- Distribuciones de probabilidad para series 
de máximos: EV1 (Gumbel) y GEV 
 
La distribución más frecuentemente utilizada con 
series de máximos anuales es la distribución de Valores 
Extremos tipo 1 (EV1), también conocida como 
distribución de Gumbel por la contribución a su 
desarrollo de este investigador (Gumbel, 1958). La 
distribución EV1 es del tipo doble exponencial, y su 
función de densidad de probabilidad es: 
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donde x puede tomar valores en el rango -∞ ≤ x ≤ ∞. α y 
β son parámetros de escala y origen respectivamente. 
 
La función de distribución o de probabilidad 
acumulada es: 
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En la figura 4 se muestran algunos ejemplos de la f.d. de 
Gumbel, con diferentes parámetros. Se observa el efecto 
de variar el parámetro de escala α, acentuando la 
curvatura. El parámetro β (origen) sólo tiene el efecto 
de desplazar la curva en el eje de abscisas, por lo que se 
ha mantenido constante. Como en las series de máximos 
el origen (valor mínimo de X) no es absoluto, no se 
alcanza en él la mayor probabilidad. Queda así la 
posibilidad de que el evento máximo de un año sea 
inferior a los observados hasta el momento.  
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Figura 4 – Distribución EV1 o de Gumbel, con distintas 
parametrizaciones 
 
Inviertiendo la expresión anterior se puede calcular 
la precipitación máxima correspondiente a un periodo 
de retorno determinado: 
 












−−⋅−=
T
xT
11loglogαβ  (4) 
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La distribución General de Valores Extremos, GEV, 
es una generalización de la distribución EV1, al 
añadirse un parámetro de forma, κ. Así, EV1 se obtiene 
a partir de GEV cuando κ vale 0. La f.d.p. de GEV es: 
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Aunque κ puede tomar cualquier valor, GEV sólo puede 
utilizarse para máximos de variables climáticas cuando 
κ es negativo, pudiendo tomar x valores en el rango 
β + α/κ ≤ x ≤ ∞. Para valores positivos de k la 
distribución tiene una asíntota (límite superior) en x = 
β + α/κ, por lo que se suele utilizar entonces la 
distribución EV1. 
 
La función de distribución o de probabilidad 
acumulada es: 
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La figura 5 muestra la f.d. GEV, con varias 
parametrizaciones. Además del cambio de escala, la 
variación del parámetro κ  influye en el mayor o menor 
peso de la cola de la distribución. Se ha incluido un 
ejemplo con valor de κ positivo, para el que la curva 
presenta una asíntota vertical. 
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Figura 5 – Distribución GEV, con distintas parametrizaciones 
 
La precipitación máxima correspondiente a un 
periodo de retorno determinado es: 
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2.2.- Distribuciones de probabilidad para series 
de excedencias: EXP y GP 
 
La series de excedencias se forman a partir de la 
serie hidroclimática original y un valor de umbral x0, 
definiéndose la serie transformada y{y1, y2, ..., yn}: 
 
00 xxxxy mmn ≥∀−=  (8) 
 
La forma de las distribuciones anteriores no las hace 
adecuadas para las series de excedencias. Las 
distribuciones más utilizadas son en cambio la 
exponencial (EXP) y la General Pareto (GP). La más 
sencilla de la dos es EXP, cuya f.d.p. es: 
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La variable x puede tomar cualquier valor en el rango β 
< x ≤ ∞, siendo β igual al umbral de corte de la serie de 
excedencias, x0. α es un parámetro de escala. 
 
La f.d. de EXP es: 
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En la figura 6 se presenta la distribución EXP, con 
varias parametrizaciones. Se puede observar que la 
distribución EXP es bastante similar a la EV1 en forma, 
salvo que EXP sólo existe para valores mayores que x0 
(=60, en el ejemplo), como corresponde a una serie de 
excedencias. 
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Figura 6 – Distribución EXP, con distintas parametrizaciones 
 
La precipitación máxima correspondiente a un 
periodo de retorno determinado es: 
 
( )TxT log⋅+= αβ  (11) 
 
La distribución GP es una generalización de la 
anterior al incluir un parámetro de forma, κ. La f.d.p. es: 
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donde x toma valores en el rango β ≤ x ≤ ∞, para κ < 0. 
Con k positivo la distribución tiene una asíntota en x = 
β + α/κ, lo que la invalida para trabajar con variables 
hidroclimáticas. En ese caso se prefiere utilizar la 
distribución EXP. 
 
La f.d. GP es: 
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En la figura 7 se muestra la distribución GP con 
diferentes parametrizaciones, incluyendo valores 
positivos del parámetro κ. La curva GP tiene bastantes 
similitudes con GEV, salvo que no existe para valores 
menores que x0. 
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Figura 7 – Distribución GP, con distintas parametrizaciones 
 
La precipitación correspondiente a un periodo de 
retorno determinado, xT, es: 
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Existen razones teóricas que recomiendan las 
distribuciones EXP y GP para las series de excedencias. 
Ello se debe a la propiedad llamada estabilidad frente al 
umbral, de manera que una distribución GP conserva el 
mismo parámetro de forma κ aunque se haga variar el 
umbral de la serie de excedencias, x0 = β. Los 
parámetros de EXP no varían al cambiar el valor de 
umbral. Esta propiedad es muy conveniente con las 
series de excedencias, una de cuyas premisas básicas es 
que la serie conserva la misma forma 
independientemente del umbral que se escoja (condición 
c). 
 
Existen también vínculos teóricos entre las cuatro 
distribuciones analizadas en este trabajo. Una serie de 
excedencias ajustada a una distribución EXP implica 
que la serie de máximos anuales asociada se ajusta a una 
EV1 (Cunnane, 1973). Lo mismo sucede entre las 
distribuciones GP y GEV (Madsen et al., 1997). La 
tabla 1 muestra las relaciones entre las cuatro 
distribuciones. 
 
Tabla 1 – Relaciones entre las cuatro distribuciones de 
probabilidad analizadas 
 Series de 
máximos 
Series de 
excedencias 
2 parámetros EV1 EXP 
3 parámetros GEV GP 
 
2.3.- Selección de la distribución mediante L- 
momentos 
 
Ante la existencia de diferentes métodos de muestreo 
y distintas distribuciones, el hidroclimatólogo se 
encuentra con el problema de seleccionar el método más 
ajustado a sus datos. Los tests estadísticos habituales de 
bondad de ajuste, como el test de chi-cuadrado o el de 
Kolmogorov-Smirnoff pueden utilizarse para comprobar 
el grado de ajuste entre los periodos de retorno 
estimados y observados, pero no tienen la potencia 
estadística suficiente para elegir la mejor entre distintas 
distribuciones. (Rao y Hamed, 2000, p. 41). Para este 
propósito se utilizan de forma mayoritaria los diagramas 
de momentos, en los que se representan conjuntamente 
los momentos (coeficiente de variación, sesgo, 
curtosis...) de ciertas distribuciones teóricas y los de las 
muestras analizadas. Estos permiten, sobre todo si se 
cuenta con muestras de varias estaciones, determinar la 
distribución teórica a la que más se ajustan los datos. 
 
Los L-momentos se han propuesto como sustitutos 
ventajosos de los momentos ordinarios, sobre todo al 
trabajar con muestras de eventos extremos (Hosking, 
1990). Los L-momentos son combinaciones lineales de 
los momentos ponderados por probabilidad (PWM), 
introducidos por Greenwood et al. (1979). Estos son una 
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generalización de los momentos ordinarios, en los que 
el peso de cada observación depende de su probabilidad 
teórica de ocurrencia: 
 
[ ] [ ]{ }srpsrp xFxFxEM )(1)(,, −⋅⋅=  (15) 
 
A efectos de estimación de parámetros, habitualmente 
se emplean los momentos αs = M1,0,s o βr = M1,r,0. 
Debido a la dificultad de estimar la probabilidad 
acumulada F(x≥X), para la que se han propuesto 
diversas fórmulas (Cunnane, 1989), se puede utilizar el 
estimador no sesgado de Landwehr et al. (1979), que 
desarrollado para los tres primeros momentos es: 
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donde βr es el PWM de orden r, N el número total de 
observaciones, y xi el elemento i-ésimo de la serie de 
excedencias, una vez ordenada dicha serie en orden 
descendente: xi-1 > xi > xi+1. 
 
Los L-momentos, nλ , son combinaciones lineales de 
PWM: 
 
01234
0123
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123020
66
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ββββλ
βββλ
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−⋅+⋅−⋅=
+⋅−⋅=
−⋅=
=
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λ1 es igual a la media muestral. La ratio 122 /λλτ =  es 
el L-coeficiente de variación. Las ratios 233 /λλτ =  y 
244 /λλτ =  son los L-coeficientes de sesgo y curtosis, 
respectivamente. 
 
Las ventajas de los L-momentos sobre los momentos 
ordinarios han sido subrayadas por varios autores (ver 
Vogel y Fennessey, 1993). Fundamentalmente, los L-
momentos no se ven tan afectados por la existencia de 
elementos extremos en la muestra como los momentos 
ordinarios, por lo que son mucho más fiables. Los L-
momentos son descriptores idóneos de la forma de una 
distribución, por lo que pueden utilizarse de diversas 
maneras para seleccionar la mejor distribución para 
unos datos. Ello suele hacerse mediante las gráficas de 
L-momentos, en las que se comparan los L-coeficientes 
de sesgo (τ3) y curtosis (τ4) de las estaciones con los 
correspondientes a las distribuciones de probabilidad 
consideradas. 
 
Hosking (1990) ofrece aproximaciones polinomiales 
a la relación entre τ3 y τ4 para diversas distribuciones de 
valores extremos, permitiendo la construcción de 
gráficas de L-momentos. En este trabajo se han utilizado 
las siguientes: 
 
EV1: τ3 = 0.1699 τ4 = 0.1504 (17) 
GEV: τ4 = 0.10701 + 0.11090 τ3 + 0.84838 τ32 – 
0.06669 τ33 +0.00567 τ34 – 0.04208 τ35 + 0.03763 τ36 
EXP: τ3 = 1/3 τ4 = 1/6 
GP: τ4 = τ3 (1 + 5τ3) / (5 + τ3) 
 
 
2.4.- Estimación de parámetros mediante L-
momentos 
 
Los L-momentos de las muestras pueden utilizarse 
también para estimar los parámetros de las diferentes 
distribuciones. Algunos estudios (CITA) han 
comprobado la superioridad de este método frente a 
otros, como el de los momentos ordinarios o el de 
máxima verosimilitud. 
 
Los estimadores para la distribución EV1 son 
(Greenwood et al., 1979; Hosking, 1986): 
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 (18) 
 
El circunflejo, ^, indica que se trata de estimadores 
muestrales. 
 
Para la distribución GEV (Hosking et al., 1985): 
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Para la distribución EXP (Rao y Hamed, 2000, p. 
132): 
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Finalmente, para la distribución GP (Hosking, 1990): 
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3. RESULTADOS 
 
3.1.- Selección de la distribución 
 
La gráfica de L-momentos (figura 8) permite 
comprobar el grado de ajuste entre las muestras y las 
cuatro distribuciones analizadas. Las distribuciones de 
tres parámetros  (GEV, GP) aparecen como una linea en 
la gráfica de L-momentos, mientras que las 
distribuciones biparamétricas (EV1, EXP) son 
representadas por un único punto, puesto que su forma 
no varía. La superposición de los puntos en las líneas 
indica la filiación entre las distribuciones. Las series 
muestrales de máximos anuales y de excedencias son 
representadas mediante triángulos y cuadrados, 
respectivamente. Cada punto es una estación diferente. 
 
τ
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τ
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Figura 8 – Gráfica de L-momentos, mostrando el ajuste de las 
estaciones a las distribuciones analizadas 
 
En la figura puede comprobarse el buen grado de 
ajuste entre las series muestrales y las distribuciones 
teóricas. Las distribuciones GP y EXP aparecen 
claramente como adecuadas para las series de 
excedencias, mientras que las distribuciones GEV y 
EV1 lo son para las series de máximos anuales. El grado 
de ajuste es máximo en el caso de las series de 
excedencias, presentando las series de máximos una 
mayor dispersión que puede dificultar su asignación a 
una única distribución, sobre todo si se trabaja con 
estaciones aisladas y no con un grupo de ellas como en 
este caso. Esto se debe a la mayor eficiencia de las 
series de excedencias, debido a que cuentan con un 
mayor número de casos. 
 
La figura 8 permite asimismo comparar el distinto 
grado de ajuste de las distribuciones de dos y de tres 
parámetros. Las últimas son más flexibles por el hecho 
de incorporar un parámetro de forma, mientras que las 
biparamétricas no pueden variar salvo en la escala. Ello 
hace que aparezcan como un simple punto en la figura. 
Como puede comprobarse, en general las distribuciones 
de tres parámetros permiten un ajuste mucho mejor a las 
condiciones particulares de cada estación. 
 
La gráfica de L-momentos, pues, confirma la mayor 
robustez de las series de excedencias debido a la mayor 
cantidad de información que recogen. Asimismo, 
muestra que las distribuciones de tres parámetros están 
en general mejor adaptadas a las variaciones concretas 
de cada estación. 
 
3.2.- Comparación entre series de máximos 
anuales y series de excedencias 
 
La validación de cualquier técnica de regresión suele 
hacerse mediante la comparación del error cuadrático 
medio o algún test de bondad de ajuste como el de 
Kolmogorov-Smirnoff o el de la chi cuadrado. En el 
caso que nos ocupa, sin embargo, la aplicación de estos 
métodos es muy problemática, puesto que no 
conocemos la frecuencia real de las precipitaciones 
extremas de la muestra, y por lo tanto no podemos 
compararlas con las estimadas. La frecuencia real 
asociada a los eventos observados se puede estimar 
mediante fórmulas no paramétricas sencillas (ver 
Cunnane, 1989), pero no nos permite comparar unas 
distribuciones con otras, puesto que dicha frecuencia es 
también una estimación. 
 
Los distintos autores que han estudiado el problema 
de cómo comparar la bondad de varios métodos de 
estimación de frecuencias han recurrido en general a dos 
procedimientos: comparación a nivel teórico del error 
estándar de cada una de las distribuciones; o análisis de 
tipo Montecarlo, utilizando un gran número de series 
simuladas a partir de parámetros fijados por el 
investigador, en cuyo caso sí se conoce la frecuencia 
exacta asociada a cada evento y se pueden emplear los 
procedimientos ordinarios de comparación. 
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En la bibliografía pueden encontrarse varios trabajos 
dedicados a la comparación entre las series de máximos 
y las series de excedencias, y parece existir un amplio 
grado de consenso. Las series de excedencias son más 
eficientes que las series de máximos cuando éstas 
contienen un promedio de 1,62 o más eventos por año. 
A partir de este valor, la varianza (y por tanto el error 
típico) de las estimaciones a partir de series de máximos 
es mayor que el de las series de excedencias. Este 
resultado es conocido ya desde el trabajo de Cunnane 
(1973), que comparó los modelos AMS-EV1 y PDS-
EXP. Madsen et al. (1997) han extendido el estudio a 
los modelos AMS-GEV y PDS-GP, llegando a las 
mismas conclusiones. 
 
Aparte las razones de tipo teórico, que aconsejan 
emplear preferentemente las series de excedencias por 
su mayor grado de confianza, resulta interesante 
comparar los periodos de retorno obtenidos con uno y 
con otro procedimiento de muestreo. En la figura 9 se 
comparan las estimaciones de los cuatro modelos 
analizados en este trabajo. 
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Figura 9 – Comparación entre los periodos de retorno estimados 
para las doce estaciones de estudio mediante series de máximos 
(AMS-EV1 y AMS-GEV) y series de excedencias (PDS-EXP y 
PDS-GP) 
La figura 9 no nos informa sobre el grado de ajuste 
entre las distintas estimaciones y los datos reales, puesto 
que no conocemos las frecuencias reales asociadas a los 
eventos estudiados, pero permiten comparar las 
predicciones obtenidas entre sí. Se puede ver que, para 
los eventos de mayor recurrencia (1 a 5 años) las series 
de máximos anuales tienden a sobreestimar la 
frecuencia. Sin embargo, para eventos de menor 
recurrencia y por tanto mayor intensidad, las series de 
máximos tienden a infraestimar de manera importante la 
frecuencia, con respecto a las series de excedencias. Es 
decir, en general las series de máximos arrojan periodos 
de retorno inferiores a las series de excedencias. Este 
resultado vale tanto para las distribuciones de dos como 
de tres parámetros.  
 
3.3.- Comparación entre distribuciones bi- y tri-
paramétricas 
 
Al igual que en el caso anterior, varios autores han 
abordado la comparación entre las distribuciones de dos 
y de tres parámetros. Estos trabajos se basan también en 
consideraciones de tipo teórico, o bien en experimentos 
empíricos a partir de series simuladas. En general, como 
se ha dicho anteriormente, las distribuciones 
triparamétricas son preferibles debido a su mayor 
flexibilidad y por tanto capacidad para ajustarse a los 
distintos observatorios. Esto se ha visto de manera 
teórica y también a partir de la gráfica de L-momentos. 
 
Sin embargo, la única diferencia existente entre unas 
y otras distribuciones es el parámetro de forma κ, que 
en las de dos parámetros vale cero. Como todo 
procedimiento estadístico, la estimación de este 
parámetro está sujeta a un margen de error dependiente 
del nivel de confianza al que se trabaje, por lo que en 
algunos casos la elección de la distribución 
triparamétrica no estará justificada, pues el valor de κ 
distinto de cero puede deberse al azar. Cuando exista 
esta duda, siempre será preferible optar por la 
distribución biparamétrica, pues al tener menos 
parámetros que estimar resulta mucho más robusta y por 
tanto está sujeta a un error menor. Lu y Stedinger 
(1992) han estudiado el caso de los modelos AMS-EV1 
y AMS-GEV, y Madsen et al. (1997) han extendido la 
comparación a los modelos PDS-EXP y PDS-GP. La 
conclusión de estos últimos es que resulta preferible 
emplear distribuciones biparamétricas, sobre todo EXP, 
incluso aunque se pueda conocer (gráfica de L-
momentos) que las series se ajustan mejor a modelos de 
tres parámetros. Sólo en el caso de disponer de series 
hidroclimáticas largas o de utilizar la hipótesis  regional 
(que permite reducir la incertidumbre en el cálculo de κ; 
ver Madsen et al., 1997b para más información sobre 
modelos regionales de estimación de frecuencias) 
recomiendan utilizar la distribución GP. 
Figura 10 – Límites de confianza inferior para k=0, con 
α=0.05, en función del número de elementos de la serie de 
excedencias (n). A partir de Rosbjerg et al. (1992) 
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En la figura 10 se muestra el límite inferior para la 
hipótesis nula κ=0 a un nivel de confianza α=0.05, 
según Rosbjerg et al. (1992). Se indica en color gris el 
área en la que no puede rechazarse la hipótesis nula, por 
lo que sólo si el valor estimado de κ cae por debajo del 
límite inferior podrá asumirse κ≠0. El límite superior no 
se ha incluido, puesto que no son aceptables valores 
positivos de κ, por lo que en caso de que aparezcan se 
debe utilizar κ=0. 
 
En la figura 11 se comparan los resultados obtenidos 
mediante distribuciones bi- y triparamétricas. En el caso 
de las series de máximos anuales (AMS-EV1 y AMS-
GEV) se observa cómo los resultados apenas difieren, 
por lo que resulta irrelevante optar por una u otra 
distribución. En el caso de las series de excedencias 
(PDS-EXP y PDS-GP) se observa cómo empiezan a 
aparecer divergencias a partir de los 10 años de 
recurrencia, aunque no puede decirse que en general 
uno de los modelos sobreestime o subestime con 
respecto al otro, pues el error está distribuido 
aleatoriamente. 
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Figura 11 – Comparación entre los periodos de retorno estimados 
para las doce estaciones de estudio mediante series biparamétricas 
(AMS-EV1 y PDS-EXP )y series triparamétricas (AMS-GEV y PD-
GP) 
 
4. CONCLUSIONES 
 
El presente trabajo es una revisión de los distintos 
procedimientos para la estimación del periodo de 
retorno de eventos extremos más comunmente 
utilizados en la bibliografía internacional. Se ha 
distinguido entre cuatro modelos, según la técnica de 
muestreo de las series de extremos (máximos anuales o 
excedencias) y según la distribución de probabilidad 
empleada. 
 
Sobre qué modelo emplear en cada caso concreto, se 
pueden ofrecer las siguientes pautas: 
• Las series de excedencias son preferibles a las series 
de máximos anuales, arrojando un menor error típico 
a partir de 1,62 eventos por año. 
• A menos que se cuente con series muy largas o se 
tenga seguridad de que el parámetro de forma κ es 
distinto de cero, resulta preferible emplear 
distribuciones biparamétricas por su mayor robustez. 
• Combinando los dos puntos anteriores, el 
procedimiento óptimo para el análisis de estaciones 
aisladas parece ser el de series de excedencias 
ajustados a una distribución exponencial (PDS-
EXP). 
 
Finalmente se han comparado los resultados 
obtenidos con los distintos procedimientos en las 
estaciones del área de estudio, llegándose a las 
siguientes conclusiones: 
• Las series de máximos (AMS) tienden a subestimar 
el periodo de retorno de los eventos de más de 5 años 
de recurrencia, con respecto a las series de 
excedencias (PDS). 
• Las distribuciones biparamétricas y triparamétricas 
ofrecen resultados similares, sin que unas sub- o 
sobreestimen con respecto a las otras. Sin embargo, 
existe una mayor divergencia entre EXP y GP que 
entre EV1 y GEV. 
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