Abstract. We propose a Nordhaus-Gaddum conjecture for q(G), the minimum number of distinct eigenvalues of a symmetric matrix corresponding to a graph G: for every graph G excluding four exceptions, we conjecture that q(G) + q(G c ) ≤ |G| + 2, where G c is the complement of G. We compute q(G c ) for all trees and all graphs G with q(G) = |G| − 1, and hence we verify the conjecture for trees, unicyclic graphs, graphs with q(G) ≤ 4, and for graphs with |G| ≤ 7.
Introduction
Let G be a graph (by which we will always mean a finite, undirected, simple graph) with vertex set V (G) = {1, . . . , n} and edge set E(G), and consider S(G), the set of all real symmetric n × n matrices A = (a ij ) such that, for i = j, a ij = 0 if and only if {i, j} ∈ E(G), with no restriction on the diagonal entries of A. The Inverse Eigenvalue Problem for Graphs (IEPG) is the problem of characterising all lists of eigenvalues of matrices in S(G) for any given graph G. The IEPG motivates the study of several parameters, for example, the widely studied minimum rank of a graph: mr(G) = min{rank(A) : A ∈ S(G)} and the minimum number of distinct eigenvalues of a graph: q(G) = min{q(A) : A ∈ S(G)} where q(A) denotes the number of distinct eigenvalues of a square matrix A. The parameter q(G) is the focus of a growing body of literature, e.g., [1, 6, 7, 10, 15] , and it is quickly becoming an important parameter in Spectral Graph Theory.
Minimum rank has been extensively studied; for an overview, we refer the reader to two surveys [12, 11] . One of the most prominent open questions associated with mr(G) is the so-called graph complement conjecture for minimum rank that arose from the American Institute of Mathematics workshop Spectra of Families of Matrices described by Graphs, Digraphs, and Sign Patterns [9] . To state the conjecture, recall that the complement G c of a graph G is the graph with the same vertex It has been proven that this conjecture is satisfied by several families of graphs [4, 16] , but it remains open in general. Note that equality in the conjecture is achieved, for example, for paths. The conjecture is an example of a Nordhaus-Gaddum type problem. Nordhaus and Gaddum [19] bounded the sum and the product of the chromatic number of a graph and its complement, in terms of the order of the graph, and since then relations of this type for other graph invariants have come to be associated with their names [13, 3, 17] .
It is immediate [1, Proposition 2.5] that
(1) q(G) ≤ mr(G) + 1.
As a result, for those graphs G satisfying the graph complement conjecture for minimum rank, we have
We conjecture that with only four exceptions, this Nordhaus-Gaddum type bound for q(G) can be improved, as follows. holds if and only if G is not one of the four graphs P 4 , P 5 , P c 5 , and T 2,2 (see Figure 1 ).
T 2,2 Figure 1 . Four graphs which do not satisfy inequality (2) . In all four cases, we have q(G) + q(G c ) = 8.
As we will see in Section 3, inequality (2) is saturated for all paths on six or more vertices, so 2 cannot be replaced by a smaller constant on the right hand side.
Motivated by Conjecture 1.2, the main aim of this paper is to determine q(G c ) for some families of graphs. After recalling some notation and a selection of preliminary results in the remainder of this introduction, we establish some constructive tools that are useful in determining q(G) in Section 2. In Section 3 we compute q(G c ) for trees, and in Section 4 we compute q(G c ) for graphs G with q(G) ≥ |G| − 1. In Section 5 we bring together the results of previous sections to examine Conjecture 1.2. In particular, we prove that the conjecture holds for all graphs G with q(G) ≥ |G| − 1 (Theorem 5.3); for bipartite graphs, for graphs with small minimum rank and for certain joins and unions (Corollary 5.5); for unicyclic graphs (Theorem 5.7); and for all graphs with at most 7 vertices (Theorem 5.9).
1.1. Notation. Below we collect some standard notation and terminology for graphs and matrices; some of it has already been used above. For a graph G = (V (G), E(G)), the order of G is |G| = |V (G)|. We will routinely identify isomorphic graphs without further comment. We say that two distinct vertices The open neighbourhood of a vertex v in graph G is denoted by N(v), and consists of all vertices at distance 1 from vertex v, i.e., all vertices adjacent to v in G. The degree of v in G is |N(v)|, and a leaf of G is a vertex of degree 1.
The complement G c of a graph G is the graph with vertex set V (G) such that two vertices are adjacent in G c if and only if they are not adjacent in G. The join G ∨ H of G and H is the disjoint graph unionone edge e removed. Similarly, if v ∈ V (G), then G \ {v} denotes the induced subgraph of G with vertex set V (H) = V (G) \ {v}.
By I n we denote the n × n identity matrix and by 0 m,n we denote the m × n zero matrix. We omit the indices if the size of the matrix is clear from the context. A matrix is said to be nonnegative if each of its entries is a nonnegative real number. For any matrix B, we write B for the spectral norm of B, that is, the largest singular value of B. We write σ(A) for the multiset of eigenvalues of a square matrix A. The multiplicity list of A is the multiset of cardinality q(A) containing the multiplicity in σ(A) of each of the distinct eigenvalues of A. We will use • to denote the Hadamard product of matrices, and [A, X] to denote the commutator AX − XA of two n × n matrices A and X. The pattern of a matrix A = (a ij ) is the set of pairs (i, j) so that a ij = 0. Finally, recall that a square matrix A is reducible if it may be put into block 2 × 2 upper-triangular form (in the symmetric case, a block 2 × 2 direct sum), where neither block is trivial, by conjugating A with a permutation matrix; otherwise, A is said to be irreducible.
1.2.
Preliminaries. Powerful tools to advance the IEPG in general, and the minimum distinct eigenvalue problem in particular, were introduced in [6] . We follow [6] , and say that an n × n symmetric matrix A has the Strong Spectral Property (SSP) if the zero matrix is the only symmetric matrix X for which The SSP and the SMP are generalisations of the Strong Arnold Property (SAP) introduced in [22] . The SMP is stronger than the SAP and weaker than the SSP; for matrices with two distinct eigenvalues, the SMP and SSP coincide. Below we list some results from [6] on the SMP and the SSP that illustrate the importance of those properties in the IEPG, and that we will need later in this work. 
The following is a special case of [6, Theorem 36]: Theorem 1.4. Let G be a graph and letG be a spanning subgraph of G. IfÃ ∈ S(G) has the SSP (respectively, SMP), then there exists A ∈ S(G) with the SSP (respectively, SMP) so that σ(A) = σ(Ã).
Motivated by the theorems above, the following parameters were introduced in [6] :
A ∈ S(G) and A has the SMP}, q S (G) = min{q(A) : A ∈ S(G) and A has the SSP}. 
where d(G) is the number of edges in the longest unique shortest path between any two vertices in G (if G has no edges, we define d(G) = 0). We will also use the following upper bound, which appears in [6, Corollary 49] . Let c(G) denote the circumference of G, i.e., the number of vertices of the largest cycle which is a subgraph of G. Then
Constructions
Recall that a symmetric matrix M is orthogonal if M 2 = I, or equivalently, if each of its eigenvalues is either −1 or 1. We start this section with two related constructions that each give a family of orthogonal matrices whose patterns we will often be able to control.
Let B be an m × n matrix with B < 1. Choose α ∈ [−1, 1] and define
Note that M(B, α) 2 = I m+n . Assuming that rank(B) < m, let v be a unit vector such that B T v = 0. Then the matrix (6)
is well defined for α ∈ [−1, 1], and M(B, v, α) 2 = I 1+m+n . In our applications, we will first fix the matrix B and then demand that the diagonal blocks of M(B, α) and M (B, v, α) containing the square roots do not have any zero elements. To make this precise we need the following definition. Definition 2.1. Let A be an n × n matrix. We say that A is generalised irreducible if for every pair (i, j), i, j = 1, 2, . . . , n, there exists a positive integer k such that (A k ) ij = 0.
The simplest examples of generalised irreducible matrices are matrices with no zero elements, and nonnegative irreducible matrices. Lemma 2.2. Let A be a symmetric n×n generalised irreducible matrix with A < 1.
(1) √ I n − αA has no zero entries for all but a finite number of α in the interval [−1, 1].
(2) If v is a unit vector with Av = 0, then Proof. The (i, j)-th element of √ I n − αA, and the (i, j)-th element of √ I n − αA − vv T are both, for some γ ij independent of α, of the following form:
where c k > 0 is the kth coefficient of the Taylor series at x = 0 for the function x → − √ 1 − x, and a ij (k) denotes the (i, j)-th element of A k . It is easy to check that the series for f ij (α) converges absolutely for α in the open interval U = (− A −1 , A −1 ) so the function f ij is realanalytic on U. Since A is generalised irreducible, there exists a k > 0 so that a ij (k) = 0. Hence f ij is not a constant, so f ij has finitely many zeroes on the compact set [−1, 1] ⊆ U. The union over 1 ≤ i, j ≤ n of these zero sets is also finite, and the statement follows.
Note that in the second item we do not need A to be generalised irreducible to reach the conclusion, if we assume instead that v has no zero entries. We summarise our observations so far in the corollary below. A nonnegative matrix is generalised irreducible precisely when it is irreducible, and by definition, the irreducibility of any matrix depends only on its pattern. In the next lemma we connect the irreducibility of BB T with the pattern of B.
Lemma 2.4. Let B be an m × n nonnegative matrix. Then BB T is reducible if and only if there exists an m × m permutation matrix P and an n × n permutation matrix Q such that P BQ is of the form
where m 1 = 0, m 2 = 0 and n 1 , n 2 ≥ 0 with n 1 + n 2 = n and m 1 + m 2 = m.
Proof. First we note that, by the definition of reducibility, the symmetric matrix BB T is reducible if and only if
for some permutation matrix P and some m 1 , m 2 = 0. Let us write
where B 1 is an m 1 × n matrix, and B 2 is an m 2 × n matrix. From (7) we deduce that B 1 B T 2 = 0. Let n 2 ∈ {0, 1, . . . , n} be the number of zero columns of B 1 , let n 1 = n − n 2 and let Q be a permutation matrix such that
where the m 1 × n 1 matrix B ′ has no zero columns. From nonnegativity and B 1 Q(B 2 Q) T = 0, we conclude that
thus finishing the proof.
In [6, Theorem 35] it was shown that q(G c ) ≤ 2χ(G) for a graph G. In particular, q(G c ) ≤ 4 for any bipartite graph G. As we will now see, many bipartite graphs have q(G c ) = 2.
Theorem 2.5. Let G be a 2-colourable graph which admits a 2-colouring with m black vertices and n white vertices, where
as a spanning subgraph, where m = m 1 +m 2 , n = n 1 +n 2 , m 1 , m 2 , n 1 , n 2 ≥ 0 and either m 1 m 2 = 0 or n 1 n 2 = 0, then q(G c ) = 2.
Proof. Since |G| ≥ 3 and G is bipartite, G c contains at least one edge and so q(G c ) ≥ 2. Let 1, 2, . . . , m be the black vertices, and m + 1, . . . , m+n be the white vertices in the 2-colouring of G. Let B = [b i,j ] be any nonnegative m × n matrix with B < 1, satisfying
We claim that BB T and B T B are irreducible. Indeed, by Lemma 2.
4, if BB
T is reducible then we have permutation matrices P, Q so that P BQ is of the form
where C 12 and C 21 have no zero entries. Then
is in S(G) whereG is isomorphic to G with the black and white vertices permuted by P and Q T , respectively. Hence
By Corollary 2.3, the matrix
has q(M) ≤ 2 and the diagonal blocks of M have all their entries different from zero, so M ∈ S(G c ).
We will also make use of the following construction from [21] .
Lemma 2.6. Let B be a symmetric m × m matrix and let u be an eigenvector of B with eigenvalue µ, normalised so that
is any symmetric n × n matrix with a diagonal element µ, then the
In particular, Lemma 2.6 gives us a tool to manage duplicated vertices in a graph. Let G be a graph containing a vertex v. Recall that N(v) denotes the open neighbourhood of v, i.e., the set of all vertices in G adjacent to v. We can form a new graph dup(G, v), by duplicating v; that is, by augmenting G with a new vertex w and extra edges joining w to every vertex in N(v), so that in dup(G, v) we have N(v) = N(w) and v and w are not neighbours.
Alternatively, we can form the "joined duplicated vertex" graph jdup(G, v) which is equal to dup(G, v) with an extra edge joining v and its duplicate vertex, w.
First we bound q(jdup(G, v)).
Lemma 2.7. If G is a non-empty graph, then
Proof. The statement is contained in [2, Theorem 3] (alternatively it is an easy consequence of Lemma 2.6).
It is clear from the lemma above that, if G is not a complete graph, ) ) with q(G) is not as straightforward, but it can be done, if a matrix realising q(G) has one of its eigenvalues equal to one of its diagonal elements. More precisely, the following lemma is contained in [2, Theorem 3]; we include a brief proof.
Lemma 2.8. If v is a vertex of G and A ∈ S(G) with λ = a v,v ∈ σ(A), then there is a matrix C ∈ S(dup(G, v)) with λ = c v,v so that the spectra of A and C are equal as sets, with the multiplicity of λ in σ(C) increased by 1.
Proof. Apply Lemma 2.6 with B = λI 2 and u any normalised vector without zero entries.
Complements of trees
In this section we will compute q(G) for complements of trees. After we apply Theorem 2.5, we are left with three exceptional families to consider.
Proposition 3.1. Let T be a tree which admits a 2-colouring with m black vertices and n white vertices, where
, where m = m 1 + m 2 , n = n 1 + n 2 , m 1 , m 2 , n 1 , n 2 ≥ 0 and either m 1 m 2 = 0 or n 1 n 2 = 0, as a spanning subgraph , then T has one of the following forms: (type 0):
(type 1): T is equal to K 1,s ∪ K 1,t with one additional edge added in such a way to obtain a tree; or (type 2): T = K 1,|T |−1 , and T is equal to K 1,s with t vertices appended as leaves, for some s, t ≥ 1.
Proof. Note that if T = K 1,|T |−1 , then m, n ≥ 2. Furthermore, the subgraphs K m i ,n i need to be acyclic, so k 1 := min{m 1 , n 1 } ≤ 1 and k 2 := min{m 2 , n 2 } ≤ 1. By symmetry, we may assume that k 1 ≥ k 2 . One of our partitions is proper, so (k 1 , k 2 ) = (0, 0). If k 1 = k 2 = 1, then T is of type 1. On the other hand, if k 1 = 1 and k 2 = 0, then
is an induced subgraph of T , and unless T = K 1,|T |−1 , T is of type 2.
For type 0 trees T , we have
We compute q(T c ) for trees of types 1 and 2 in subsections below. Theorem 2.5 and Proposition 3.1, together with the results in the rest of this section give us the following complete description.
The graphs S k m,n and W (k, l, δ) are defined later in this section. 3.1. Type 1 exceptional trees. Let us consider the trees of type 1 from Corollary 3.1. Depending on the way we add the final edge to K 1,m ∪ K 1,n , three cases can occur. Representative examples are given below:
More formally, for k, m, n ≥ 1, we define S k m,n to be the graph obtained from a path on k vertices by adding m and n leaves to each of the terminal vertices of the path. Note that type 1 graphs from Corollary 3.1 have k equal to 2, 3 or 4. . The maximum multiplicity M of this tree is equal to its path cover number µ, by [14] . If k > 2, then P = m + n − 1, hence the minimum rank is
We have A ∈ S(P 4 ) and σ(A) = {±1, ± √ 5}, so the diagonal entries of A corresponding to the leaves of P 4 , namely 1 and −1, are in σ(A). Duplicating these leaves m−1 and n−1 times, respectively, Lemma 2.8 yields a matrix in S(S 2 m,n ) with the same set of distinct eigenvalues as
by Lemma 2.7. The result follows by induction and symmetry. Proof. By Lemma 3.4, it suffices to establish this for (m, n) = (1, 1), i.e., to prove that q(P c 6 ) = 2. For this, observe that for
the following matrix is orthogonal and lies in S(P c 6 ):
(Alternatively, this follows from [7, Corollary 6.9 ] since P c 6 = G188.) Proposition 3.6. We have 
For m = n = 2, we can find an orthogonal matrix X ∈ S((S Lemma 3.4 allows us to reduce the m, n ≥ 2 case to (m, n) = (2, 2), i.e., it is enough to prove that q(G) = 2 for G = (S c . This follows by considering the orthogonal matrix X ∈ S(G) given by
Note that (S 2 2,2 ) c = G181, so the same equality is also proven in [7, Lemma 6.12].
3.2. Type 2 exceptional trees. Type 2 exceptional trees are precisesly the rooted trees T with depth 2 which are not equal to K 1,|T |−1 . So they consist of a root vertex (which we label as 0) with k + l neighbours labelled as 1, 2, . . . , k, k + 1, . . . , k + l, where k ≥ 1, l ≥ 0 and (k, l) = (1, 0), so that vertices k + 1, . . . , k + l are leaves of T , and for 1 ≤ i ≤ k, vertex i has neighbours consisting of 0 and d i > 0 further leaves of T . Note that |T | = 1 , (1, . . . , 1) ); this tree consists of k copies of P 3 and l copies of P 2 , all joined at a common end vertex. Finally, let δ min denote the minimal element in δ.
for l, d 1 ≥ 1, so we have established the values of q for these graphs and their complements above in Proposition 3.3 and Proposition 3.7, and we do not need to consider these graphs further.
Proof. Note that for k ≥ 2, the graph G = W (k, l, δ) contains a unique shortest path of four edges, so q(G) ≥ 5 by (3). Moreover, G may be obtained from either W (k, 0) or W (k, 1) (depending on whether or not l = 0) by repeated duplication of leaves. By Lemma 2.8, it suffices to find X ∈ S(W (k, 0)) and Y ∈ S(W (k, 1)) so that the diagonal entries of X and of Y are contained in σ(X) and σ(Y ), respectively, and q(X) = q(Y ) = 5. For this, take c = (1, 1, . . . , 1)
and note that the sets of distinct eigenvalues of X and of Y are {0, ±1, ±2} and {0, ±1, −2, 3}, respectively.
We now turn to the calculation of q(W (k, l, δ) c ). Lemma 2.7 immediately yields: Lemma 3.9. For any k ≥ 1, l ≥ 0 and δ ∈ N k , we have
We will determine q(W (k, l, δ) c ) by considering the cases k = 2 and k ≥ 3 in turn. Proof. We have W (2, 0, (
, so the statement for l = 0 was established in Proposition 3.6. Moreover, for any l ≥ 0 and d 2 ≥ 1, the graph W (2, l, (1, d 2 ) ) c contains a unique shortest path on 2 edges, from vertex 0 to vertex 2 (via vertex 3 + l), and W (2, 1) c = G184 has q = 3 by [7, Corollary 6.2]. Hence
by (3) and Lemma 3.9, so q(W (2, l, (1, d 2 )) c ) = 3 for d 2 ≥ 1 and l ≥ 0. On the other hand, the following orthogonal matrix shows that q(W (2, 1, (2, 2)) c ) = 2, where
Proposition 3.11. q(W (k, l, δ) c ) = 2 for any k ≥ 3, l ≥ 0, and δ ∈ N k .
Proof. By Lemma 3.9, it suffices to establish this for δ = (1, 1, . . . , 1) and l ∈ {0, 1}, i.e., for the graph G = W (k, l) where l ∈ {0, 1}. Let us write n = |G| = 2k + l + 1 for the number of vertices in G. Let k + 1 and n − k − 1 be the numbers of black and white vertices, respectively, in the 2-colouring of the graph G for which the root vertex is coloured black. Relabel the vertices of G as 0, . . . , n, with root vertex 0 and black vertices 0, . . . , k.
We are looking for a matrix B and a vector v satisfying the hypotheses of Corollary 2.3, so that the matrix M (B, v, α) defined in (6) lies in S (W (k, l) c ) for some α ∈ [−1, 1]. We need B to be a k × (k + l) matrix with zeros precisely on the diagonal and for which BB T and B T B are both generalised irreducible; furthermore we require v ∈ R k with no zero entries to satisfy B 
T ∈ R k , and the matrices BB T and B T B both have no zero entries and so, trivially, are generalised irreducible. After rescaling to make the spectral norm of B less than one, the matrices satisfy the conditions of Corollary 2.3, so q(G c ) = 2.
Complements of graphs with q(G) ≥ |G| − 1
Since Conjecture 1.2 posits an upper bound on q(G) + q(G c ), it is natural to consider the case when q(G) (or q(G c )) alone is large as one might hope to find a counterexample with this property. In this section, we consider graphs with q(G) ≥ |G|−1. Such graphs have been characterised in [6] , and here we compute q for their complements. This will allow us to show in the following section that they do in fact satisfy the conjecture. (1) a path, (2) the disjoint union of a path and an isolated vertex, (3) a path with one leaf attached to an interior vertex, (4) a path with an extra edge joining two vertices at distance 2.
Since the graphs in items 1 and 3 are trees, the values of q for their complements are covered in Section 3.
Let R n denote the complement of P n−1 ∪ {n}, a typical graph listed in item 2.
Proposition 4.2. We have
In particular, the graphs R n and R c n satisfy inequality (2) for all n ∈ N. Proof. For n = 2, 3 we have R n = P n , so q(R 2 ) = 2 and q(R 3 ) = 3.
Since R 4 = jdup(P 3 , v) where v is one of the terminal vertices of P 3 , we have q(R 4 ) ≤ q(P 3 ) = 3 by Lemma 2.7. Moreover, R 4 contains a unique shortest path of length 2, so q(R 4 ) = 3 by (3).
We have R 5 = P 4 ∨ {5}, and it is easy to see that the terminal vertices of the copy of P 4 are degree 2 in R 5 and have one neighbour in common, so q(R 5 ) > 2 by [1, Corollary 4.5] . By Theorem 4.1, q(R 5 ) < 4, so q(R 5 ) = 3. For n ≥ 6, it is easy to check that R c n satisfies the hypotheses of Theorem 2.5, so q(R n ) = 2. Since q(R c n ) = n − 1 by Theorem 4.1, inequality (2) follows. Now consider a typical graph under item 4, namely the graph T m,n on m + n + 1 vertices consisting of a K 3 joined to a P m and a P n at two different vertices (terminal vertices of the paths), where m ≥ n ≥ 1. Equivalently, T m,n is a P m+n+1 with the extra edge {m, m + 2} added.
T 1,5 Note that T 2,2 is one of the four graphs singled out in Figure 1 .
Proof. Since H c = G c \ {e} is a spanning subgraph of G c , this is immediate by Theorem 1.4. 
Theorem 4.5. We have q S (T c m,n ) = 2 for any m, n ≥ 1 with m+n ≥ 6. Proof. We proceed by induction on N = m + n + 1. The base case, N = 7, is covered in Proposition 4.4.
Suppose M ∈ S(T c m,n ) has the SSP, with q(M) = 2 where m ≥ 3. Let H m,n be the graph on N + 1 vertices obtained from T m,n by duplicating the second vertex in the path P m .
Since T m+1,n may be obtained from H m,n by deleting one edge (corresponding to the edge marked in bold for H 5,3 in the diagram above), to complete the induction step it suffices by Lemma 4.3 to construct a matrixM ∈ S(H c m,n ) with q(M) = 2 which has the SSP (or equivalently, the SMP).
We will use Lemma 2.6 to constructM , showing in addition thatM has the SSP. Let us order the vertices in T m,n so that vertex N − 1 is the leaf of T m,n in P m at distance m − 1 from a degree 3 vertex, and the vertices with distance 1, 2 and 3 from this leaf are N, N − 2 and N − 3, respectively. We adopt the same numbering for the corresponding vertices in T c m,n . By our inductive hypothesis, there is a matrix M with the SSP and q(M) = 2 of the form
where M matches the ordering of vertices in T 
Note that B has no zero entries, and has eigenvalues α and 1 with the corresponding eigenvectors
By Lemma 2.6, the matrix
It only remains to check thatM has the SSP. Since M has the SSP we know that for an (N − 1) × (N − 1) real matrix X and y ∈ R N −1 , the following conditions imply that X = 0 and y = 0: In particular, for (m, n) = (2, 2), the graphs T m,n and T c m,n satisfy inequality (2).
Proof. We have
• T 
On the Conjecture
In this section we prove that Conjecture 1.2 holds for several families of graphs. First, note that results from Section 3 on type 1 and type 2 exceptional trees imply the following.
Proposition 5.1.
(1) For k ∈ {2, 3, 4} and m, n ∈ N, we have
, so with the sole exceptions of (k, m, n) ∈ {(2, 1, 1), (3, 1, 1)},
(2) For k ≥ 2 and l ≥ 0 and δ ∈ N k , we have
so with the sole exception of (k, l, δ) = (2, 0, (1, 1)), correspond-
We now deduce that the conjecture holds for any tree.
Proof. Since q(T ) ≤ |T |, the inequality holds if q(T c ) = 2. In all other cases, the inequality follows from Theorem 3.2 and Proposition 5.1. 
Proof. We may assume by symmetry that q(G c ) ≤ 4. If q(G) ≤ |G|−2, then the inequality clearly holds. On the other hand, if q(G) ≥ |G| − 1, then the inequality holds by Theorem 5.3.
We recall that in [6, Theorem 35] , it was shown that (12) q
for any graph G.
Corollary 5.5. Conjecture 1.2 holds for the following families of graphs:
(1) bipartite graphs and their complements, including trees; (2) graphs with minimum rank at most three and their complements; and (3) joins G ∨ H and disjoint unions G ∪ H of two graphs, such that the number of vertices of G and H differ by at most 2.
Proof. The first two assertions follow immediately from Corollary 5.4 combined with (12) , and the bound (1) Note that the chromatic number χ(G) of a graph G can be expressed in the terms of its complement as
is the clique cover number of a graph H. Here, we generalise this notion to
where S is a given family of graphs. As a special case that is relevant to q(G), we define
The next lemma is a generalisation of the bound (12) and its proof from [6, Theorem 35] .
Proof. Choose graphs H 1 , . . . , H t ∈ S ℓ so that H 1 ∪ H 2 ∪ . . . ∪ H t is a spanning subgraph of G, where t = θ * (G, ℓ). For each j = 1, 2, . . . , t, we may choose A j ∈ S(H j ) with the SMP so that q(A j ) = q M (H j ) ≤ ℓ, and so that matrices A 1 , . . . , A t have pairwise disjoint spectra. By Theorem 1.3, the matrix A = A 1 ⊕ A 2 ⊕ . . . ⊕ A t has the SMP and thus by Theorem 1.4 there exists a matrix B ∈ S(G) with σ(B) = σ(A).
Note that Corollary 5.4 and Lemma 5.6 imply that Conjecture 1.2 holds for graphs G with θ * (G, 2) = 2 or θ * (G c , 2) = 2. While we can envision applications of Lemma 5.6 more broadly, we will exploit it here to prove the conjecture for unicyclic graphs using only the fact that the graphs K n and also K n \ {e} for n ≥ 4 belong to S 2 . Proof. Let G = T 2,2 be a unicyclic graph, so that G contains a cycle C t for some unique t ≥ 3. If t is even, then G is bipartite and the statement follows by Corollary 5.5.
If |G| ≤ 5 and q(G c ) ≥ 5, then q(G c ) = 5 so G c = P 5 and G = P c 5
which is not unicyclic, a contradiction. Now let G be a unicyclic graph with |G| = 6 and q(G c ) ≥ 5. Then G c is one of the graphs listed in Theorem 4.1, so it is either a forest or is unicyclic, hence |E(G c )| ≤ 6. As G is unicyclic, we have |E(G)| ≤ 6, so
In the remaining cases, t is odd and |G| ≥ 7. Then there exists a 3-colouring of G where c 1 vertices are coloured black, c 2 vertices are coloured white and one vertex is coloured red; since c 1 + c 2 + 1 ≥ 7, we may assume that c 1 ≥ 3. The black vertices together with the red vertex form K c 1 +1 \ {e} in G c , and the white vertices correspond to (1) n is odd, c(G) ≥ n − 3 and c(G c ) ≥ n − 1, (2) n is even and min{c(G), c(G c )} ≥ n − 2, (3) n is even, c(G) ≥ n − 3, and c(G c ) = n.
Finally, we prove the conjecture for all graphs with at most 7 vertices.
Theorem 5.9. If G is any graph except P 4 , P 5 , P A computer search shows that there are 24 pairs {G, G c } of graphs of order 7 for which neither contains a 6-cycle or a 7-cycle, and that in every case, one graph in the pair, say G, contains a pair of joined duplicate vertices v, w. Then G = jdup(H, v) for H = G \ {w} with |H| = 6, so 5 ≤ q(G) = q(jdup(H, v)) ≤ q(H) by Lemma 2.7. It follows easily from Theorem 4.1 that if H is a graph with |H| = 6 and q(H) ≥ 5, then H c must contain a 6-cycle as a subgraph, so G c = dup(H c , v) also contains a 6-cycle; a contradiction.
Remark 5.10. We have been unable to adapt this proof to larger graphs. If G were a counterexample with |G| = 8, then Corollary 5.4 and the cycle bound (4) give c(G) < 8, i.e., G contains no Hamiltonian cycle. The same holds for G c , and Proposition 5.8 may then be used to reduce the number of cases under consideration to 323 possible pairs {G, G c }. However, here the argument appears to break down because the gap between |G| = 8 and our constraint q(G) ≥ 5 is too large for us to apply Theorem 4.1 in the same way as above. Since q(G ∪ H) ≤ q(G) + q(H) − 2 and (G ∪ H) c = G c ∨ H c , this would allow us in many cases to reduce the conjecture to connected graphs G and G c . (3) Find matrices with the SMP that achieve q(G) for families of graphs G considered in this paper, such as the complements of trees. This would enable us to use powerful tools developed in [6] to advance the conjecture.
