This paper presents a distributed optimization method for informative trajectory planning in a multitarget tracking problem. The original multi-target tracking problem is formulated as a distributed optimization problem that can be expressed in the form of a subproblem for each target, which is formally described as a partially observable Markov decision process (POMDP). A local trajectory optimization method is utilized to solve the subproblems and is integrated with distributed Alternating Direction Method of Multipliers (ADMM). In order to reduce the computation time of the algorithm, a heuristic rule suitable for multiple-target tracking problems is proposed, as is a replanning scheme for real-time implementation, which considers the computation time and communication time. The proposed algorithm can handle both trajectory optimization and task assignment in multi-target tracking problems simultaneously. Numerical examples are presented to demonstrate the applicability of the proposed algorithm.
INTRODUCTION
Planning the trajectory of sensing agents to reduce the uncertainty of an object or environment of interest has continued to be of theoretical and practical interest. Essentially, this problem involves an estimation of the variables of interest through noisy measurements acquired by a sensor while considering the dynamics of mobile sensors. The same type of problem can be found in various research fields(e.g., field monitoring [1] , weather forecasting [2, 3] , and target tracking [4] [5] [6] [7] [8] ). The target tracking problem is also in the same category of problems, aiming to reduce the uncertainty of variables such as the position and velocity of a target.
For the problems which arise when tracking a target, many researchers take into account the characteristics of the sensor model [5] . Moreover, trajectory optimization studies using specific uncertainty metrics [2, 4] have been conducted, and there is much interest in tracking a small number of targets with a small number of mobile sensors. The key challenge in the target tracking problem is to estimate a distribution over the set of possible states based on sensor measurements that are both noisy and partial, instead of directly measuring the states of the target. This problem is generally described as a partially observable Markov decision process (POMDP). Because the target tracking problem is not easy to deal with using the POMDP framework, an approximate technique known as the nominal belief-state method is presented [6] . In [4] , a Fisher Information Matrix (FIM) was used to quantify the information acquired by sensor measurements and an optimality criterion for a bearings-only target localization problem is analyzed. [5] investigated a trajectory optimization method based on maximizing the determinants of FIM subject to state constraints of a bearings-only mobile sensor. In [9] , a trajectory planning method considering wind and collisions was proposed to reflect changes in the environment during the path planning process. An approach based on information theory [10] and an approximation method based on the unscented transform [11] were also used in an attempt to solve this problem theoretically when a stochastic dynamics of the target is non-Gaussian and non-linear. However, algorithms in [10, 11] cannot easily obtain real-time solutions in situations where longterm path planning is required or where the number of targets to be tracked increases. One approach in [7] combines a sampling-based path planning algorithm with FIM in a method known as the information-rich Rapidly-exploring Random Tree (IRRT) algorithm. An algorithm combining IRRT and a task allocation algorithm, the Consensus-Based Bundle Algorithm (CBBA [12] ), has been studied as a path planning method for the problems which arise during multiple tasks with mobile sensors [8] .
This work investigates an informative trajectory planning problem for multi-target tracking, which includes the problems addressed by previous studies. In order to track multiple targets using mobile sensors, it is first necessary to determine which mobile sensors should track which targets, in what order targets should be tracked and how much time should be devoted to on each target. This problem is called task assignment problem. In the target tracking problem, it is difficult to develop an appropriate assignment algorithm because the cost depends on the time and the states of the mobile sensors. To cope with the above difficulties while maintaining the POMDP framework, we propose a distributed trajectory optimization algorithm. This method first solves the trajectory optimization problem for each target and uses the results to obtain the consensus trajectory. The consensus trajectory again affects the trajectory optimization for each target. By repeating this process, we can obtain the final converged solution, which solves the problem of trajectory optimization and task assignment simultaneously.
In summary, the contributions of this paper are as follows:
• A distributed trajectory optimization problem is formulated for multi-target tracking in Section 2.
• A local trajectory optimization method is combined with a distributed optimization algorithm, which can handle both trajectory optimization and task assignment in multi-target tracking problems simultaneously in Section 3.1 and 3.2.
• For fast convergence of a solution, a heuristic method suitable for multi-target tracking problem is developed in Section 3.3.
• A re-planning scheme is proposed in order to apply the proposed algorithm in consideration of computation time and communication time in Section 4.
• The methods are verified and certain intuitions are analyzed by simulations in Section 5.
Problem Formulation
In this section, we reformulate the trajectory optimization problem of mobile sensors to enhance tracking performance in the multi-target tracking problem as a distributed trajectory optimization problem for each target.
Mobile Sensor and Target Models
Let P ⊂ R n and U ⊂ R m be the state space and the control input space of the mobile sensors, respectively, and let a set of mobile sensors be represented as A = {1, 2, ..., N }. The corresponding dynamics can then be expressed as p
where p
t ∈ U (i) , and i ∈ A are the state and control input of the mobile sensor at time t and index for the mobile sensors, respectively. Let a set of targets be represented as T = {1, 2, ..., M } and let Z ⊂ R o be the space of all possible sensor measurements, z, that the mobile sensor may receive. In this problem, we assume that the number of targets is known and constant, as M . If it is assumed that targets move independently and are distinguishable from others using data association techniques [13] , the joint distribution can be ignored and one tracking filter can be used for each target [14] . In this work, we use linear stochastic dynamics for the estimation of the target information,
where ω
is Gaussian random noise which is independent of other targets and measurements. A t and Q t are system transition and process noise covariance matrices, respectively.
Sensors usually measure the kinematic information about the target relative to the sensor, itself. Thus, a stochastic observation model can be represented as
is Gaussian random noise, independent of the other measurement noises and of process noise w (j) t .
Belief Dynamics and Cost Function
The belief state b(x T t ) of the multiple targets is defined as the distribution of the target state x T t given all past sensor measurements,
Given measurements z A t+1 , the belief is propagated using Bayesian filtering [15] . Denoting belief state b(x T t ) as b T t , the belief dynamics can be represented as the function β,
The multi-target tracking problem aims to minimize the uncertainty of the states of the targets while reducing the control effort of the mobile sensors under certain constraints (e.g., motion and collision). Therefore, the general form of the objective function can be represented by
Since we assume that one filter can be used for each target in this problem, the original problem in (6) can be reconstructed as a problem minimizing the sum of the objective function for each target,
where b
(j) t is belief states of j-th target at time t.
DISTRIBUTED TRAJECTORY OPTIMIZATION
As discussed above, our goal is to generate efficient control inputs of mobile sensors to minimize the uncertainty of the states of multiple targets. To solve this problem, it is first necessary to determine which mobile sensors should track which targets, in what order targets should be tracked and how much time should be devoted to on each target. Therefore, the larger the number of targets to be tracked or the number of mobile sensors, the greater the complexity of the problem. In the local trajectory optimization problem, the solution is basically generated around an initial guess for the region where the cost gradient exists, and the initial guess can be interpreted as having a role similar to task assignment in the multi-target tracking problem. Thus, it is very important to generate initial guesses appropriately to get a better solution. However, assigning tasks, that is, creating algorithms that generate appropriate initial guess, is not easy because the cost depends on the time and the states of the mobile sensors. It may be best to find solutions for all cases or to solve problems such as Travelling salesman problem (TSP) [16] or CBBA [12] using heuristic cost function. This section will be devoted to explaining the distributed trajectory optimization method proposed in this work. The trajectory optimization for each target is relatively easier than for multiple targets because task assignment does not need to be considered. That is, it is not difficult to generate the initial guess for the problem of tracking each target. Thus, the proposed method first solves the trajectory optimization problem for each target and uses the results to obtain the consensus trajectory. The consensus trajectory again affects the trajectory optimization for each target. By repeating this process, we can get one final solution, which solves the problem of trajectory optimization and task assignment simultaneously. We use a variant of differential dynamic programming algorithm called iterative Linear-Quadratic-Gaussian (iLQG) to optimize trajectory for each target and integrate it with consensus and sharing optimization form of the distributed Alternating Direction Method of Multipliers (ADMM) method [17] . Since the distributed optimization problem is composed of subproblems for each target, parallel computation is possible, and it has the advantage that the computation time can be shortened in the case of tracking a large number of targets.
Distributed ADMM
ADMM [17] is an algorithm that can be implemented for large-scale convex optimization problem in a distributed manner. For nonconvex problems, it need not converge and even if it does converge, it may not be optimal. However, this algorithm has already been effectively applied to nonconvex problems [18] [19] [20] .
For the subproblem which is the trajectory optimization problem for each target described in (7), we consider the following problem:
This problem can be rewritten with local variables a and a common global variable b:
Solving this problem is equivalent to optimizing the augmented Lagrangian:
where λ j is the Lagrange multipliers to a j − b = 0. The ADMM algorithm can be described as follows. For k = 0, 1, ..., we iteratively execute the following three steps:
where α > 0 is a step-size parameter.
Iterative Linear-Quadratic-Gaussian (iLQG)
iLQG is a powerful trajectory optimization method, which is the family of DDP algorithm [21] . This method finds a locally optimal trajectory for known stochastic dynamics and cost function using an iterative procedure. It proceeds by, first, linearizing dynamics forward in time around the nominal trajectory for which a locally optimal control law can then be computed backwards in time. These steps are repeated until convergence to the locally optimal trajectory. In this work, we adopt a variant of the iterative LQG method [22] to solve the subproblem.
Approximated Belief Dynamics
The belief dynamics is approximated by an Extended Kalman filter (EKF) [15] . For notational simplicity, we temporarily drop the subscript (j) and denote u A t as U t . Let the belief of j-th target state at time t be given asx
whereP
Defining the belief b t = x t , vec[P t ] T , the belief dynamics of the target is given by
where
and vec[·] returns a vector consisting of all the columns of a matrix. Given the mobile sensors and target dynamics, the entire system can be represented by
Value iteration
We would like to refer the readers to [22, 23] for details. The value function and the control policy are given by the equations below.
The value function is quadratized around a nominal trajectory and then approximated as follows.
To approximate the optimal value of U as a function of b, the dynamics and each of the columns of W is linearized about the nominal trajectory.
The cost function c t (X t , U t ) can be quadratized as
where δU = U −Ū, δX = X −X. By substituting the linear dynamics and the quadratic local cost function into (15) , an approximated value function can be written as v t (X) ≈ min With (19), we can obtain the linear control policy:
The coefficients can be written as a recurrence described by
Heuristic rule
Many studies have been conducted to obtain solutions quickly in the research on distributed optimization and they are still underway [18, 19] . When a mobile sensor tracks multiple targets, it may be necessary to track only some targets within a given planning time. Also, if multiple mobile sensors track multiple targets, it may be more efficient for mobile sensors to track the target separately. Empirically, the proposed algorithm yields result similar to those mentioned above, which slows down the computation, as it takes into account unnecessary targets during the optimization process despite the fact that it achieves an identical solution in the end. From this intuition, we apply a heuristic method which cuts an edge and do not solve unnecessary problems (Fig. 1 ). This method evaluates each of the trajectories during the optimization process as follows,
where U(x t |z A t ) is the amount of uncertainty about a target when the measurements for all mobile sensors z A t are given. If the evaluated value is less than the specified value , the corresponding edge is cut.
To solve (22) , the target information not yet measured is needed. One of the most known methods to solve this problem is to use the maximum likelihood assumption [24] . This method defines nominal belief space dynamics based on the assumption that all future observations will get maximum likelihood values. The nominal belief dynamics caused by an unexpected observation are treated as Gaussian random noise. This work adopts the maximum likelihood assumption described above to predict the future state of the targets in the absence of measurements. In addition, because the measurements are determined by the 
end for 10: P = P new 11: end while trajectory of the mobile sensors, it is assumed that all trajectories except for the trajectory of the i-th mobile sensor use the trajectory obtained in the consensus phase given by (11) . This method may sometimes generate a suboptimal solution, but it empirically appears to yield the same result as the best solution in many situations. Problems that arise when using the heuristic method can be solved by a replanning scheme (Section 4), and if the is well adjusted, a reasonable result can be obtained.
Planning
In a multi-target tracking problem, a priori information of the targets is limited and the computation time for trajectory planning can become impractically long as the complexity of the problem increases. Thus, a receding horizon planning scheme can be appropriate.
Our replanning strategy is shown in Algorithm 1. In situations where a non-linear tracking filter is utilized for the estimation of the target information, we approximate a target distribution into a Gaussian distribution for planning purposes (line 4). One important point during the real-time implementation of the algorithm is that the future plan should be pre-calculated. Moreover, it is necessary to predict the future information of targets. Here, we use the maximum likelihood assumption [24] and estimate the target information with no measurements (line 5). The subproblems for each target with the cost function of (7) is solved for T p future time steps using the estimated future information of targets under maximum likelihood assumption simultaneously with the previous plan executed. Since we use the local trajectory optimization method as shown in Section 3.2, it is important to generate appropriate initial guess considering the dynamics of the mobile sensors. The planning horizon, T p , should be large enough such that the trajectories of the mobile sensors can cover the overall domain of interest. The optimal solution for each target is used to obtain the consensus trajectory through the distributed optimization method described in Section 3.1 and a final converged solution is obtained by repeating the processes described above (line 6). Solving the problem provides the input commands of the mobile sensors for the T p future time steps. However, only a subset of these T p input commands is actually implemented (line 8). We denote this subset as control horizon T c , which is determined by the available computational resources and communication delay (T c ≤ T p ). The process is then repeated, and a new set of commands is developed for the next time window.
SIMULATIONS
In this section, we numerically investigate the computational properties and the applicability of the proposed algorithms. For sensor platforms, we consider a set of fixed-wing Unmanned Aerial Vehicles (UAVs) moving at different heights from each other to alleviate collision-avoidance constraints. The sensors are mounted at left or right side of the UAVs and aim down, measuring signals radiating from the targets (Fig. 2) . The dynamics of the UAVs is given byẋ
where [x (i) , y (i) ], V (i) , ψ t (i) and φ (i) are the position, speed, heading angle and bank angle of i th UAV, respectively. g is the gravity acceleration. The sensor model of the UAVs is given by
Here, P 0 , γ, τ and β are parameters that must be established to describe the characteristics of a sensor. The cost function used in the simulation is as follows, where tr[Q l P l ] is the uncertainty of the target at the final time, U t R t U T t penalizes the control effort along the trajectory, and α(X t ) is a function related to the belief states or states of the mobile sensors, and only the bank angle limit of the UAVs is considered. Various models can serve as the approximated belief dynamics when solving the iLQG problem. In this work, the constant-velocity model is used. Since a solution obtained by the local trajectory optimization method is affected by the initial guess, it is important to make an appropriate initial guess considering dynamics of mobile sensors. Here, we use a dubins curve [25] that can mimic the behavior of a fixed-wing UAV and slightly modify it to fit the target tracking problem. It generates a path on which the sensor rotates in the direction facing the target after reaching a specific circle centered on the predicted position of the target as soon as possible ( Fig. 3(a) ).
In the first example, we set up a simple scenario consisting of a single UAV and two stationary targets to show the process of converging on a solution through our algorithm. The purpose of the problem is to minimize the uncertainty of the two targets during a planning time of 100 seconds. As shown in Fig. 3 , two subproblems are solved for each of the targets and the consensus trajectory is obtained. This process is repeated and finally, we can obtain a converged solution.
The trajectory optimization results in a situation where only two of the three targets can be tracked for a planning horizon are shown in Fig. 4 . To cope with this kind of situations, it may be necessary to solve task assignment problem before trajectory optimization. Figures 4(a) and 4(b) show the result of tracking from the nearest distance target in the UAV and the result from the highest uncertainty target when the time t = 0, respectively. The dubins path algorithm is modified to assign tasks prior to trajectory optimization and is shown as dotted lines in the figures. Comparing these results with the result (4(c)) solved using the proposed method, the proposed method appears to solve the task assignment problem naturally from the optimization point of view, and it can be seen that a lower cost trajectory can be obtained. The result of tracking multiple targets with two UAVs are shown in the following example ( Fig. 5(a) ). Intuitively, because the targets are in two groups, it is reasonable for each UAV to be assigned to each group. As shown in the figure, these results are obtained through the proposed algorithm. Fig. 5(b) shows the effectiveness of the parallel computing and heuristic rule described in Section 3. The computation time comparison is performed on a 3.40 GHz Intel(R) i5 PC. The heuristic and non-heuristic techniques yield identical results, as shown in Fig. 5(a) . Heuristic rules reduce the number of problems that need to be solved during the optimization process, which improves the computational time outcomes.
In the last example shown in Fig. 6 , we consider two UAVs, one target moving at a speed of 3m/s in the x-axis direction and two stationary targets. We apply the distributed trajectory optimization algorithm, heuristic rule, and replanning algorithm together. It is assumed that the constant velocity model is used for trajectory optimization, but a particle filter is used to estimate the states of the target in the actual operating environment of UAVs. The planning horizon, T p , is set to 100 seconds, which is the time required to cover all areas of interest when the UAV is flying at a speed of 16m / s. The control horizon, T c , is set to 32 seconds considering the computation time of the algorithms and the communication time. It is assumed that sensors are attached to the left side of one UAV and to the right side of the other UAV and that they are tilted downward at an angle of 45 degrees. Figures from 6(a) to 6(d) show some of the simulated results assuming that the UAVs operate for 400 seconds. The interesting point in this example is that the UAV automatically passes the tracking mission to the other UAV after about 160 seconds. It implies that the proposed algorithm can solve the problem of trajectory optimization and task assignment in a multi-target tracking problem simultaneously without needing special techniques related to task assignment. Figures 6(e) and 6(f) show the state estimation results of the targets, where it can be confirmed that all targets are tracked reliably through replanning.
CONCLUSION
In this paper, we investigated a distribution optimization approach to trajectory planning for multi-target tracking problem. In order to simultaneously solve the trajectory optimization and task assignment problems in the multiple target tracking problem, the distributed optimization problem is formulated, which is solved by integrating a variant of differential dynamic programming algorithm call iterative Linear-Quadratic-Gaussian (iLQG) with distributed Alternating Direction Method of Multipliers (ADMM) method. Numerical experiments were presented to demonstrate the applicability and validity of the proposed approach.
