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ACTA FACULTATIS RERUM NATURALIUM UNIVERSITATIS COMENIANAE 
3IATIIEMATICA XVII - 1967 
ASYMPTOTIC FORMULAS FOR THE SOLUTIONS OF THE EQUATION 
(py'Y + qy = ° 
M. RAB, Brno 
In the course of preceding EQUADIFF I had the honour of holding the 
lecture on asymptotic formulas for the solutions of the equation 
(1) !T + ?(*)y = o 
in J = (a, GO) derived by means of the transformation of (1) into 
(2) 7 " + Q(x) Y = 0, 
and by means of the method of perturbation. The formulas under discussion 
were of the form 
(3) y = <p(x) {[Cl + ex(x)] U[0(x)] + [c2 + e2(x)] V[0(x)]}, 
where U, V denote linear independent solutions of (2), <p, 0 are functions 
which satisfy certain conditions and elf e2 are continuous functions converging 
to zero for x -»oo. 
From the numerical point of view it is necessary to estimate the speed 
with wrhich the functions el9 e2 converge to zero or, in particular, to deduce 
asymptotic formulas concerning these functions or, at last, to approximate 
the solution y with a given exactness on the entire interval J . One can find 
in the literature the estimations of functions taken into consideration in very 
special cases, especially in the case U = sin x, V = cos x. E.g. G. ASCOLI 
dealt with the majorisation of functions ei [1], [2], V. RICHARD derived 
asymptotic formulas of these functions; a very fine result has also been 
introduced in the book by G. SANSONE, where the solutions of the equation 
oo 
y" + [1 + q(%)] y = 0 were given under suppositions J \q(x)\ dx < oo, 
X 
lim q(x) = 0 by means of infinite series that make possible to approximate 
X-*oo 
the solution with an arbitrary exactness on J . The same problem can be 
solved under more general suppositions for the equation 
(4) (p(x)y'Y + q(*)y = o 
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(*){ 
when using FUBINI'S and PEANO—BAKER'S method [8]. 
Assume q, Q e C0, p, P e Cv p > 0, P > 0 on J. Let <p, 0 be functions 
satisfying the conditions <p, 0 e C2, <p > 0. 0 > 0, &' > 0. 
Let be U, V two independent solutions of the equation 
(5) (P(x) Y')' + Q(x) Y = 0 
W=UV'-U'V. Put 
, 1 [, P(0)\ 
* ~ JV(0J [ gp<p~*0'\ ' 
1 = P<pVW(<P) U**'Y + w -P<P*'*QmP-M*)L 
. (V(0) [IU(0) - kU(0)], V(0) [IV(0) - kV(0)]\ 
\U(0) [kU(0) - IU(0)], U(0) [kt(0) - IV(0)]J 
aad assume 
oo 
J \k\ {\U(0)\ + \V(0)\} {\U(0)\ + I V(0)\ }< 00, 
a 
oo 
J \l\ {U*(0) + F2(0)} < oo. 
a 
Then Equation (4) has the general solution of the form 
oo 
(6) y = <p(x) (U[0(x)], V[0(x)]) 2 (-l)wBB(s) c, 
0 
oo 
y' = ({<p(x) U[0(x)]}', {<p(x) V[0(x)]}') 2 (~l)nRn(x)c 
U 
where c denotes a constant vector and 
K°(x) = (^i) , Kn(x) =J AR«-\ 
A suitable choice of functions <p, 0 enables us to find not only asymptotic 
formulas derived by means of these methods, but also to make full use of 
formulas (6) for the solution of numerical problems mentioned above, and 
to study asymptotic properties in connexion with the transformation of 
equation (4). 
Equations (4) and (5) being given, one can find a constant | ;> a and 
functions <p, 0 in such a way that all the elements of the matrix A are 
equal to zero, supposing only, these equations are simultaneously either 
oscillatory or non-oscillotory on J, yn this case the functions <py 0 are solu-
tions of the non-linear system 
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' p 
(p<p'Y+ [ í - j ^ - * * ' ' ] ? = <> 
and formulas (6) have, for x ;> f, a simple form 
y = <p(x) {cyUmx)} + c2V[0(x)]}, 
y' = Cl{<p(x) U[0(x)]}' + c2{<p(x) V[<P(x)]}'. 
In concluding / would like to introduce some applications of the preceding 
theorem when substituing equation (5) by the equation y" + ey = 0, e = 
= 0, + 1 and omitting in formulas (6) all the members from n = 2 up to in-
finity. 
In what follows, we suppose that the conditions (*) are valid. 
1. Put 
h = (log W V % I = ~ - [p<p0'* - (p<p')' -qy]^ h = V^+T
2 . 
Let ip be a function defined by means of the equations 
k I 
sin ip = -j-, cos ip = -=- for h -?-- 0, ip = 0 for h = 0. 
oo 
Assume furthermore J \h\ < oo. Then equation (5) has the general solution of 
the form a 
oo 




|»7i(-5)| ^ |A| 9>(»0 «2(») e*<*>, *(*) -=. 4 J A. 
a; 
2. P«J 
* = - I (log ̂ - 0 ' ) ' , I = - - ^ r [(p<p'Y + q<p+ p<p0'*], 
and suppose 
oo 
J (|£| + |Z|)e2* < oo. 
a 
jTAew. equation (4) Aa8 £/&e general solution of the form 
oo 
y = cx<p(x) {e*<*> + J e-*<*>[e-*<*> - e
2*<*>] [k(t) - l(t)] dt} + "' 
iT 
oo 
+ c2<p(x) {e~*<*> + J e*<*>[e-
2*<*> - e~2*«>] [£(0 + l(t) dt} + ^(x), 
X 
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\nz(x)\ < 4 ||e|| <f(x) y.*(x) 6-»W-»#W, X(x) = J (|£| + |j|) e
2*. 
3. Put 
1c = (log P9W)', i=-J— [(P<p>y + w ] , 
and suppose 
oo 
J (|£| 0 + |Z| <Z>2) < oo. 
a 
Then equation (4) has the general solution of the form 
oo 
y = cM*) m*>) + J [*(*) - 0(0] [*(«) - M *(*)] df} + 
oo 
+ c2<p(*) {1 - J [*(*) - 0(0] -(«) d«} + r;t(a;), 
X 
\rj3(x)\ < 2 ||e|| # r ) 0-M*) *
2(*) exp {2*(.t) Q~\x)} [1 + 0--(x)], 
*(*) = J (|*| 0 + |I| 0*). 
X 
In all the cases 1., 2., 3. analogues formulas for the derivatives of solutions 
are valid. 
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