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Y mcn (θ, φ) = P
m
n (cos θ) cos mφ
>
Y msn (θ, φ) =
P mn (cos θ) sin mφ
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S U M M A R Y
In the present paper, we address symmetry issues in the context of the so-called giant gaussian
process (GGP) modelling approach, currently used to statistically analyse the present and past
magnetic field of the Earth at times of stable polarity. We first recall the principle of GGP mod-
elling, and for the first time derive the complete and exact constraints a GGP model should
satisfy if it is to satisfy statistical spherical, axisymmetrical or equatorially symmetric prop-
erties. We note that as often correctly claimed by the authors, many simplifying assumptions
used so far to ease the GGP modelling amount to make symmetry assumptions, but not always
exactly so, because previous studies did not recognize that symmetry assumptions do not sys-
tematically require a lack of cross-correlations between Gauss coefficients. We further note
that GGP models obtained so far for the field over the past 5 Myr clearly reveal some spherical
symmetry breaking properties in both the mean and the fluctuating field (as defined by the
covariance matrix of the model) and some equatorial symmetry breaking properties in the
mean field. Non-zonal terms found in the mean field of some models and mismatches between
variances defining the fluctuating field (in models however not defined in a consistent way)
would further suggest that axial symmetry also is broken. The meaning of this is discussed.
Spherical symmetry breaking trivially testifies for the influence of the rotation of the Earth on
the geodynamo (a long-recognized fact). Axial symmetry breaking, if confirmed, could hardly
be attributed to anything else but some influence of the core–mantle boundary (CMB) condi-
tions on the geodynamo (also a well-known fact). By contrast, equatorial symmetry breaking
(in particular the persistence of an axial mean quadrupole) may not trivially be considered as
evidence of some influence of CMB conditions. To establish this, one would need to better
investigate whether or not this axial quadrupole has systematically reversed its polarity with
the axial dipole in the past and whether dynamo simulations run under equatorial symmetric
CMB conditions display additional transitions (mirror transitions, which we describe) only
allowed in such instances. This remains to be fully investigated.
Key words: dynamo theory, geomagnetism, geostatistics, palaeomagnetism, spherical
harmonics, statistical methods.
1 I N T RO D U C T I O N
Thanks to the availability of many historical observations of the
magnetic field of the Earth over the past few centuries and of many
more high-precision satellite measurements of the near Earth’s mag-
netic field in the past few decades, excellent spherical harmonic
(SH) models of the main field (MF) produced in the core of the
Earth have been constructed in the recent years (e.g. Jackson et al.
2000; Langlais et al. 2003), making it possible to infer some as-
pects of the current dynamical behaviour of both the field itself
and of the liquid core (see e.g. Hulot et al. 2002). However, the
historical period only covers a very short period of time. To infer
and understand the nature of the MF before that, we are forced to
rely on indirect measurements available through human artefacts,
lava flows and sediments that have been magnetized in the ancient
field. Those magnetized samples can also be used to construct time
varying SH models of the ancient field. However, this requires that
enough samples are available at a given epoch and that they can be
synchronized to well within the timescales over which the MF is
likely to evolve. Because of those limitations, only the largest scales
of the field over the past few millennia have yet successfully been
modelled in this way (Hongre et al. 1998; Korte & Constable 2003).
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A different approach is therefore required to access the infor-
mation contained in the palaeomagnetic databases that are oth-
erwise available for recent geological epochs (past 5 Myr). Two
databases are of particular interest, the so-called palaeosecular vari-
ation (PSV) database (Quidelleur et al. 1994; Johnson & Con-
stable 1996; McElhinny & McFadden 1997) and palaeointensity
database (Tanaka et al. 1995). Both of them consist of data recov-
ered from volcanic samples that have acquired their magnetization
within much less time than needed for the MF to evolve signifi-
cantly. Each sample in those databases can then be considered as
an instantaneous spot value of the direction (for the PSV database)
or of the full vector (for the palaeointensity database) of the an-
cient field, at a given known location, but at a relatively poorly
known time. This time is nevertheless known with enough accuracy
to identify the period of fixed polarity during which the sample ac-
quired its magnetization. All samples corresponding to such a given
period can therefore be expected to contain some statistical informa-
tion about the local and global MF behaviour during that period of
time.
Many different approaches have been used in the past to carry
such analysis and derive so-called time-averaged field (TAF) and
PSV models of the palaeomagnetic field (for a review, see e.g.
Merrill et al. 1996). One approach in particular has proved success-
ful in the recent years. The giant gaussian process (GGP) approach
first introduced by Constable & Parker (1988) in a relatively restric-
tive form, next generalized by Kono & Tanaka (1995), and by Hulot
& Le Moue¨l (1994) and Khokhlov et al. (2001) to also account
for possible temporal and spatial correlations. This approach is par-
ticularly attractive as its formalism can be used to simultaneously
analyse the historical (Constable & Parker 1988; Hulot & Le Moue¨l
1994), the archeomagnetic (Hongre et al. 1998) and the palaeomag-
netic MF (Constable & Parker 1988 and many studies since, see e.g.
Kono et al. 2000, Khokhlov et al. 2001 and references therein). None
of the approaches proposed so far, including the more recent ap-
proach proposed by Love & Constable (2003), has so many powerful
properties.
Like all previous approaches, the GGP approach however relies
on a set of statistical assumptions, the most fundamental of which
are required for the approach to be valid. Additional simplifying
assumptions have also been introduced to ease the data analysis
and reduce the number of free parameters needed to characterize
the field behaviour. Although all those additional assumptions seem
natural, they imply some restrictions on the way the field is a priori
assumed to behave. It is the purpose of the present paper and of
a companion paper (Bouligand et al. 2005, – this issue, hereafter
referred to as Paper II) to investigate the meaning and validity of
all those assumptions. This is done in two steps. First, by relying
on symmetry considerations (present paper). We introduce the GGP
approach and review the simplifying assumptions used so far. We
next give the first derivation of the complete set of constraints a
GGP model should satisfy if it is to satisfy spherical, axisymmetric
or equatorial symmetric properties. This reveals that most of the
assumptions used so far amount to make symmetry assumptions,
albeit not always in a fully consistent way. We discuss the meaning
of this and explain how symmetry properties could be used to bet-
ter characterize the regime under which the geodynamo has been
operating in the past, and possibly identify some influence of non-
symmetrical core–mantle boundary (CMB) conditions. In a second
step (Paper II), the issue is addressed from a more general point of
view, by taking advantage of results from numerical simulations for
which, contrary to the real-Earth case, all assumptions involved in
GGP modelling can be tested.
2 G E N E R A L I Z E D G I A N T G AU S S I A N
P RO C E S S E S
At any given time t and location r outside the core, the MF is assumed
to be curl-free, and is therefore written in the form
B(r, t) = −∇V (r, t), (1)
where:











n (θ, ϕ) + hmn (t)Y msn (θ, ϕ)
]
(2)
and a is an arbitrary reference radius, taken to be the planetary
(Earth) radius where the field is usually observed; (r , θ , ϕ) are the
spherical coordinates, Y m(c,s)n (θ , ϕ) the real SH functions of degree
n and m, Schmidt quasi-normalized (this normalization is defined in
more details in Appendix A) and the [gmn (t), h
m
n (t)] are the so-called
Gauss coefficients, which define a vector x(t) in a multidimensional
model space.
Following and describing the evolution of the field in terms of
a generalized GGP then amounts to assume that at times of stable
polarity, x(t) can be described in terms of a single realization of a
multidimensional stationary random Gaussian process in this model
space. The field and its associated GGP model are then characterized
by (like any multidimensional stationary random Gaussian process,
see e.g. Gardner 1990):
a statistical mean (or mean model) E{x(t)} = µ, (3)
a covariance matrix E{[x(t) − µ][x(t ′) − µ]T } = γ(t ′ − t), (4)
where E{} is the statistical expectation,µ is a vector of components
[µ (gmn ), µ (h
m
n )] defining a mean model in the model space, and γ(t
′
− t) is a matrix of elements γ (xmn , x ′m
′
n′ , t
′ − t), with x and x′ being
either g or h.
A very useful property of such a stationary Gaussian process
is that, provided its covariance matrix γ(τ ) decreases fast enough
towards zero when τ becomes large, it is ergodic for both its mean
and its covariance (Gardner 1990). In other words,
lim
T →∞
x¯T = µ and lim
T →∞
K¯T (τ ) = γ(τ ),










[x(t) − x¯T ][x(t + τ ) − x¯T ]T dt. (6)
Thus, if we further assume that the field only has a short-term
memory, which we will indeed assume for reasons outlined later
on, both eqs (5) and (6) can be used to estimate µ and γ(τ ) from
temporal averages x¯T and K¯T (τ ) over the trajectory of x(t) in the
model space.
In the GGP formalism and because of eq. (5), µ may then be
viewed as the TAF to be expected. In the same way and because of
eq. (6), γ(τ ) may be viewed as defining the statistical properties of
the fluctuating field about µ, hence of the PSV.
3 L O C A L E X P R E S S I O N O F G G P S
When considering palaeomagnetic data, relying on eqs (5) and (6)
to infer µ and γ(τ ) is not possible because we do not have a direct
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access to the Gauss coefficients [and thus to x(t)]. We only have
measurements of some field components at a single location ri at a
time ti. Those provide some information about x(t) but only through
eqs (1) and (2). However, the statistics produced by a GGP model
for the field at any such location can also be predicted, and therefore
used to recover some information about µ and γ(τ ).
This is straightforward for full vector measurements of the local
field B(r, t). The way a geomagnetic field model x(t) predicts B(r, t)
through eqs (1) and (2) can indeed always formally be written as
B(r, t) = P(r)x(t), (7)
where P(r) is a matrix. Because of this linear relationship, if the
MF is assumed to be the result of a generalized GGP, B(r, t) is
predicted to behave as a realization of a 3-D stationary Gaussian
process, the characteristics of which are directly related to those of
the generalized GGP model through
E{B(r, t)} = µB(r) = P(r)µ, (8)
E
{
[B(r, t) − µB(r)][B(r, t ′) − µB(r)]T
}
= γB(r, t ′ − t) = P(r)γ(t ′ − t)P(r)T . (9)
Because of the short-term memory assumption, it also follows that
this 3-D stationary Gaussian process is ergodic. Thus, in principle,
temporal averages (of the type in eqs 5 and 6) can also be used to
locally infer the values of µB (r) and γB (r, τ ). Those can then be
used to try and invert eqs (8) and (9) for µ and γ(t ′ − t).
Very often, however, the palaeomagnetic data to be used are not
B(r, t), but only its direction. This can make the problem trickier,
because those quantities are not linearly related to x(t). However,
it turns out that the statistics predicted for such directional data by
a given generalized GGP can also exactly be computed (Khokhlov
et al. 2001).
Thus, in principle, a procedure can always be devised to try and
seek which, if any, generalized GGP can account for any given set
of data. However, because (i) not so much data are available, (ii) the
number of parameters needed to characterize a generalized GGP
[i.e. needed to define µ and γ(t ′ − t)] is potentially very large, and
(iii) it is not easy to invert the data for µ and γ(t ′ − t), simplifying
assumptions have always been introduced in all GGP models.
4 A S S U M P T I O N S A N D R E S U LT S F RO M
P U B L I S H E D G G P M O D E L S
In their analysis of the historical and archeomagnetic data, Hulot &
Le Moue¨l (1994) and Hongre et al. (1998) assumed that µ reduces
to an axial dipole, that all Gauss coefficients behave independently
from one another and that all those sharing the same degree n also
share the same autocovariance function, i.e. that the covariance ma-














) = γn(τ ),
(10)
where







and τ n can then be viewed as the typical correlation time, associated
to all Gauss coefficients of degree n and characterizing how fast
γ n(τ ) [and thus γ(τ )] decreases to zero when τ increases. These
assumptions made it possible to combine temporal with statistical
averages, estimate the σ n and infer values for the τ n of the order of
a few centuries (for the lowest degrees) down to a few decades (for
degree 13).
Those results and assumptions were consistent with the original
assumptions Constable & Parker (1988) had introduced even earlier
to analyse the PSV database of the past 5 Myr. They had assumed
that each sample would correspond to statistically independent real-
izations of a GGP, thatµ reduces to an axial dipole with a small axial
quadrupole (which changes signs together with the axial dipole at
times of reversals, an important assumption as we shall later see)
and that the covariance matrix takes the diagonal form (10), but with
γn(τ ) = σ 2n δ(τ ) (12)
in place of eq. (11), where δ(τ ) is the Dirac function and σ 2n is
assumed to be of the form σ 2n = σ 2n (CP) = σ 2n[(n + 1)(2n + 1)]−1
for n ≥ 2, defining a flat spatial spectrum for the non-dipole field at
the CMB.
Subsequent studies however revealed that the PSV data required a
more complex GGP model. Kono & Tanaka (1995) were for instance







) = 0 if xmn = x ′m′n′ and γ (xmn , xmn , τ) = σ m2n δ(τ ),
(13)
which amounts to assume that γ(τ ) is still forced to be diagonal,
with negligible memory, but that it can now be a function of both
degree n and order m. Kono & Tanaka (1995) indeed pointed out
that the data could be explained by enhancing order 1 covariances
and in particular σ 12, a suggestion soon confirmed by Quidelleur &
Courtillot (1996).
As another interesting possibility and following an earlier sug-
gestion of McFadden et al. (1988) that the dipole family component
of the field [defined by all Gauss coefficients with (n − m) odd]
could behave independently from its quadrupole family component
[Gauss coefficients with (n − m) even], Kono & Tanaka (1995) also
envisioned the possibility that the data could be explained by a GGP
model satisfying eq. (13), but with (σ mn )
2 = dσ 2n (CP) if (n − m) is
odd and (σ mn )
2 = (1 − d)σ 2n (CP) if (n − m) is even, where d is thus
a parameter defining the relative contributions of each family. Hulot
& Gallet (1996) considered this proposal in some detail and showed
that this would require a value of d ≈ 0.9 [independently of the
exact value chosen for µ (g01)]. Most recently, Tauxe & Kent (2004)
indeed confirmed that a model based on those assumptions (with d
= 0.93) could be considered. However, Hulot & Gallet (1996) noted
that this would imply that on average over the past 5 Myr, more than
90 per cent of the energy of the non-dipole field would have been
concentrated in its dipole family component, in stark contrast with
the present-day situation, which sees a historical field with equal
energy in both families.
Bearing this drawback in mind and having further shown that
it is definitely not possible to explain the PSV with a covariance
matrix of the form of eqs (10) and (12), whatever the value of σ n ,
Hulot & Gallet (1996) next suggested that a covariance matrix of an
even more general form than eq. (13), involving cross-covariance
terms, and different values for γ (gmn , g
m




n , τ ), also
be considered. Constable & Johnson (1999) positively tested this
last possibility against the PSV data.
The study of Hulot & Gallet (1996) also underlined the need to
simultaneously address the determination ofµ and γ(τ ) when deal-
ing with PSV data. This need was not considered significant in the
early studies, because it was felt that the data did not call for a more
complex mean field than the axial (dipole plus small quadrupole)
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field assumed by Constable & Parker (1988). However, a series of in-
vestigations initiated by Gubbins & Kelly (1993), soon followed by
others (see e.g. Johnson & Constable 1997, and references therein)
suggested that non-zonal terms could be present in the TAFµ. Those
conclusions have been questioned (McElhinny et al. 1996; Carlut &
Courtillot 1998). Also, the method used to infer µ in those studies
has some drawbacks. It relies on means of the local field direction
and assumes that those mean directions are only a function of µ
[and not of γ(τ )], which is incorrect (Khokhlov et al. 2001; see
also the perturbation study of Hatakeyama & Kono 2001). In any
case, all those results clearly show that neither γ(τ ) nor µ should
a priori be considered too simple and that both quantities should
be inverted simultaneously when dealing with PSV data. This is
not an easy task (see e.g. Hatakeyama & Kono 2002, for a recent
attempt).
The task is a little easier, at least in principle, if one deals with
palaeointensity data of the type assembled by Tanaka et al. (1995),
also covering the past few Myr. This database is made of full vector
field measurements, and an approach based on eqs (8) and (9) can be
used to independently invert the data for bothµ andγ(τ ). Kono et al.
(2000) recently attempted such a computation. For that purpose, they






) = 0 if xmn = x ′m′n′ and γ (xmn , xmn , τ) = σ (xmn )2 δ(τ ).
(14)
Interestingly, their computation led to both a mean field and a co-
variance matrix significantly different from those found in the pre-
vious PSV data analysis. In particular, significant differences were
found between some σ (gmn ) and σ (h
m
n ) sharing the same degree n
and order m, a property that is not compatible with a matrix of the
form (13).
5 S Y M M E T RY C O N D I T I O N S
As often noted in the early papers, but never discussed or proven
in detail, it turns out that most of the previous assumptions and
results regarding the forms µ and γ(τ ) may or should take can
be interpreted in terms of symmetry conditions. Gubbins & Zhang
(1993) already discussed the symmetry properties of the convective
dynamo equations in a deterministic context. Here, however, we
address the issue (and give complete proofs) in the more specific
statistical context of GGP models and focus on the magnetic field
one can observe.
First, consider a generalized GGP predicting the same statistical
properties for the field at any location at the surface of the Earth,
i.e. spherically symmetric. It can be shown (Appendix B) that the
necessary and sufficient conditions for this to be the case is that, in
any one frame , µ and γ(τ ) satisfy:










) = 0 if xmn = x ′m′n′ and γ (xmn , xmn , τ) = γn(τ ).
(15b)
A field compatible with a GGP process satisfying eq. (15) would
then be a field insensitive to any specific frame of reference.
Next consider a generalized GGP predicting exactly the same sta-
tistical properties at any two locations sharing the same colatitude
at the surface of the Earth, i.e. axially symmetric about the geo-
graphical axis. It can be shown (Appendix A) that the necessary and
sufficient conditions for this to be the case are now that, in any one
frame  with the z-axis being south–north, µ and γ(τ ) satisfy:






















) = 0 if m = m ′. (16d)
A field compatible with a GGP process satisfying eq. (16) would
then be a field insensitive to any specific longitude.
Finally, consider the symmetry about the equatorial plane. The
situation is slightly subtler, because individual SH functions are
always either equatorial symmetric (ES, using the terminology of
Gubbins & Zhang 1993), or equatorial antisymmetric (EA). That is,
all V = Y m(c,s)n (θ , ϕ) with (n − m) even satisfy (with B = − ∇V )
ES symmetry
V (r, θ, ϕ) = V (r, π − θ, ϕ) and
[Br , Bθ , Bϕ](r, θ, ϕ) = [Br , −Bθ , Bϕ](r, π − θ, ϕ); (17)
whereas, all V = Y m(c,s)n (θ , ϕ) with (n − m) odd satisfy
EA symmetry
V (r, θ, ϕ) = −V (r, π − θ, ϕ) and
[Br , Bθ , Bϕ](r, θ, ϕ) = [−Br , Bθ , −Bϕ](r, π − θ, ϕ). (18)
Thus two types of equatorial symmetry ought to be considered. A
GGP will be said to be ES symmetric if it remains invariant after
reflecting in the equatorial plane and changing the polarity, and EA
symmetric if it does so after just reflecting in the equatorial plane.
[Note that the magnetic field B = −∇V being a pseudo-vector,
its potential V is a pseudo-scalar. Upon physical reflection in the
equatorial plane, a sign change therefore occurs: V (r , θ , ϕ) becomes
−V (r , π − θ , ϕ) and not V (r , π − θ , ϕ), as would be the case if
V had been a proper scalar, (see e.g. Gubbins & Zhang 1993).] It
can then easily be checked that a GGP will be said to be ES or EA
symmetric if and only if, in any one frame  with the z-axis being
south–north, µ and γ(τ ) satisfy:










) = 0 if n − m and
n′ − m ′ are of different parities, (19b)
or










) = 0 if n − m and
n′ − m ′ are of different parities. (20b)
Finally, we will state that a GGP has equatorial symmetry if it has
either ES or EA symmetries.
Then, all fields compatible with a GGP with an equatorial symme-
try (i.e. satisfying 19 or 20) and only those, would be fields incapable
of statistically distinguishing the Northern from the Southern Hemi-
sphere. This can easily be checked, bearing in mind the important
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additional property that the global polarity of the field cannot itself
be taken as a preference for either hemisphere. This is because of
the well-known property of rotating fluid dynamos, which states
that if such a dynamo can produce a field B(r, t), then the very same
dynamo (defined by exactly the same boundary conditions and non-
magnetic time-varying quantities, such as temperature field, velocity
field, etc.) can also produce the exact opposite field −B(r, t) (see
e.g. Gubbins & Zhang 1993).
In terms of the alternative terminology we recalled earlier (and
more often used in palaeomagnetism, see e.g. Merrill et al. 1996) of
dipole family (n − m odd) versus quadrupole family (n − m even),
we thus conclude that a GGP will have equatorial symmetry if and
only if (i) its mean field exclusively belongs to either the dipole or
the quadrupole family, and (ii) the dipole family and quadrupole
family components of the fluctuating field behave independently.
6 S Y M M E T R I E S I N G G P M O D E L S
Reconsider now the assumptions and results reviewed in Section 4,
in terms of symmetry properties. The case of the mean fieldµ is triv-
ial. All models involve non-zero mean fields and break the spherical
symmetry (contradiction with eq. 15a). Early models only involve
zonal mean fields and satisfy the axial symmetry about the rota-
tion axis of the Earth (compatibility with eq. 16a). However, those
zonal fields all involve at least a quadrupole axial contribution (with
ES symmetry) in addition to the axial dipole (with EA symmetry),
which prevents the whole mean field from having any of the two
symmetries. They therefore break the equatorial symmetry. Finally,
some of the most recent mean models seem to require non-zonal
terms. This would involve axial symmetry breaking (contradiction
with eq. 16a).
Consider now the less trivial case of the covariance matrix γ(τ ).
The first set of assumptions introduced, eq. (10), exactly corresponds
to eq. (15b). Thus, the early GGP models simply assumed that
the way the MF fluctuates would not be sensitive to any specific
frame of reference and would comply with spherical symmetry. The
fact that the PSV data conflict with eq. (10) whatever the functions
γ n (τ ), as shown by Hulot & Gallet (1996), can then be interpreted
as the proof that this is not the case, that the fluctuations of the
field also break the spherical symmetry and that GGP models must
account for that fact.
Consider then eq. (13) introduced by Kono & Tanaka (1995).
These assumptions leave the possibility for the covariance matrix to
break the spherical symmetry, because one may have γ (xmn , x
m
n , τ )
= γ (x ′m′n , x ′m′n , τ ) if m = m ′, which conflicts with eq. (15b). On the
other hand, it is easy to check that eq. (13) is compatible with both
the axial and the equatorial symmetry conditions (16b–d) and (19b)
or (20b). However, the reverse statement is not true and conditions
(13) are therefore more restrictive than needed if it indeed turns out
that the fluctuating field can break the spherical, but not necessarily
the axial and/or equatorial symmetries.
Next consider the proposal of Kono et al. (2000) that eq. (14)
rather than eq. (13) be used. If, as they tentatively suggest, some
differences are to be found between the σ (gmn ) and σ (h
m
n ) sharing the
same degree n and order m, then eq. (16b) would be violated and the
axial symmetry no longer satisfied. However, eq. (14) only relaxes
the constraint (16b), whereas axial symmetry breaking would also
imply simultaneously relaxing eqs (16c) and (16d). This would then
require that non-zero cross-covariances also be considered in γ(τ ),
as originally proposed by Hulot & Gallet (1996).
Finally, it should be noted that although eq. (14) breaks the axial
symmetry it assumes an equatorial symmetry (compatibility with
eqs 19b or 20b). This we note is somewhat at odds with the fact that
the mean field is found to break the equatorial symmetry (as testified
by the need to introduce a zonal quadrupole in µ). To possibly
account for a similar equatorial symmetry breaking in the fluctuating
part of the field, non-zero cross-covariance would again need to be
considered in γ(τ ) (at least between coefficients not belonging to
the same family).
From all those studies, it thus appears that clear indications are
found for spherical, equatorial and perhaps axial symmetry breaking
in bothµ andγ(τ ). However, inadequate assumptions with respect to
the form γ(τ ) may take have often been made. It would be advisable
to only rely on assumptions with clear symmetry meaning, such as
eqs (15), (16), (19) and (20).
7 G E O P H Y S I C A L I M P L I C AT I O N
Relying on assumptions with clear symmetry meaning would make
it possible to better identify the symmetries the field is indeed willing
to brake, which would in turn provide us with some useful informa-
tion about the way the geodynamo works and is possibly influenced
by non-homogeneous boundary conditions. It is well known that the
response of a physical system has symmetry that is either the same as
or lower than that of the system itself (e.g. Gubbins & Zhang 1993).
In the present case, the system is the rotating core with boundary
conditions imposed on the corotating CMB. Because of the rotation,
this system does not have a spherical symmetry and spherical sym-
metry breaking has to occur. The fact that in all recent GGP models,
not only µ but also γ(τ ) breaks this symmetry (and thus senses the
rotation axis of the Earth) shows that this is indeed the case and that
symmetry breaking can be detected in GGP models.
Axial and equatorial symmetry breaking results can bring ad-
ditional information but require a more careful interpretation. Two
possibilities are to be considered. One is that the CMB conditions are
in fact symmetric and that symmetry breaking occurs only because
the dynamo spontaneously takes advantage of the possibility it has
to produce a field with lower symmetry than that of the system. The
other is that CMB conditions are not homogeneous, significantly
break the symmetries and therefore force the dynamo to produce a
field breaking the symmetries in the same way. Which interpretation
one should go for is not so obvious. However, useful suggestions
can be made.
First, we note that spontaneous axial symmetry breaking under
axisymmetrical CMB conditions is unlikely to occur. In such condi-
tions, it indeed seems difficult for the system to keep a field (and all
its characteristics) statistically fixed in longitude, given the possi-
bility there is to rotate the whole system through infinitesimal steps
about the rotation axis of the Earth. Results derived from numerical
simulation clearly support this point of view (see Paper II). If con-
firmed (but see McElhinny et al. 1996; Carlut & Courtillot 1998),
axial symmetry breaking, such as the one tentatively found in the
mean field by several authors (Gubbins & Kelly 1993; Johnson &
Constable 1997), would thus almost certainly testify for axial sym-
metry breaking in the CMB conditions.
By contrast to the previous case, we note that even if CMB con-
ditions are symmetric about the equator, no such continuous way
of exchanging the Northern and Southern Hemispheres can exist,
making it less obvious for a dynamo solution displaying a statistical
preference for one hemisphere to shift to the analogous state show-
ing a preference for the opposite hemisphere. This situation would
be analogous to the one encountered with the global polarity of the
field, which can remain stable over long periods of time (or even for-
ever, for some parameter regimes) even under homogeneous CMB
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conditions, despite the fact already pointed out that a dynamo has
no reason to prefer one polarity to another. Thus, a dynamo could
easily remain locked in an equatorial symmetry breaking state, even
if the CMB conditions are symmetric about the equator. In this re-
spect, equatorial symmetry breaking by the field, such as the one
implied by the need to introduce an axial quadrupole mean field
µ(g02) in all recent GGP models, cannot as such be taken as ev-
idence of equatorial symmetry breaking by the CMB conditions.
Again, results derived from numerical simulation would support
this point of view (see Paper II).
However, more can be said. Consider an equatorial symmetry
breaking state, state I, as sketched on Fig. 1(a). In such a state,
it is important to point out that not only the magnetic field, but
also all convection-related fields (temperature, flows, etc.) would
have to break the equatorial symmetry (Gubbins & Zhang 1993).
If that state was to arise as a result of a spontaneous locking of the
geodynamo under equatorial symmetric CMB conditions, any of
the three following states would be fully equivalent to it: state II,
which would correspond to state I after a polarity transition changing
B(r, t) into −B(r, t) (and leaving the convection pattern unchanged;
Fig. 1b); state III, corresponding to state I after reflection in the
equatorial plane (i.e. a mirror transition, which would then leave
CMB conditions invariant, but would change both the magnetic
and convection patterns; Fig. 1c); and state IV, corresponding to
state I after both transitions (Fig. 1d). By contrast, if state I was to
arise because of equatorial symmetry breaking CMB conditions, no
mirror transition would be possible and only state II would be fully
equivalent to state I.
Characterizing state I by [µI, γ I(τ )], this means that under equa-
torial symmetric CMB conditions, any of the three following tran-
sitions {to either state II, III, or IV characterized by [µII, γ II(τ )],
[µIII, γ III(τ )] and [µIV , γ IV (τ )]}, could potentially be observed:
(i) I→II transition, µII = −µI and γ II(τ ) = γ I(τ ) involving a











) = (−1)(n−m)+(n′−m′)γI(xmn , x ′m′n′ , τ)
involving a quadrupole family field reversal (but leaving the dipole
family field unchanged; recall that the magnetic field and potential












) = (−1)(n−m)+(n′−m′)γI(xmn , x ′m′n′ , τ)
involving a dipole family field reversal (but leaving the quadrupole
family field unchanged) and a mirror reversal of the convective
pattern;
and that observing a lack of I→III or I→IV transitions, while many
I→II transitions occur, would testify for the fact that the dynamo
shows a very strong stability with respect to mirror reversals of the
convective pattern (the one feature in common in I→III and I→IV
transitions). This could then only occur either because of a strong
spontaneous stability of the convective pattern (stronger than that
of the magnetic polarity), or because the CMB conditions indeed
significantly break the equatorial symmetry.
Both I→II and I→IV transitions would correspond to a sign
change of µ(g01), i.e. to what is usually taken as the definition of a


























Figure 1. An equatorial symmetry breaking state I displays dissymmetry
not only in its magnetic state but also in its convection state (a). If core–mantle
boundary (CMB) conditions are symmetric with respect to the equator, from
the point of view of the system, this state is equivalent to any of the three
following states: (b) state II, obtained from state I by simply going through
a polarity transition changing B(r, t) into − B(r, t) (but leaving the convec-
tion pattern unchanged); (c) state III, obtained from state I by reflection in
the equatorial plane, (a mirror transition, changing both the magnetic and
convection patterns); and (d) state IV, corresponding to state I after both
transitions. Going from state I to state II, would involve a full field rever-
sal, but no change in the convective pattern; going from state I to state III
would involve a quadrupole family field reversal and a mirror reversal of
the convective pattern; going from state I to state IV would finally involve
a dipole field reversal and a mirror reversal of the convective pattern. If the
CMB conditions are not symmetric with respect to the equator, no mirror
transition is possible and the system can only go from state I to state II.
simultaneous sign change of µ(g0n) with n even (quadrupole family
component) and of µ(g02) in particular. I→III transitions would be
harder to look for. Those transitions would not involve a sign change
of the mean axial dipole µ(g01) and would thus be difficult to iden-
tify in the palaeomagnetic record. However, those I→III transitions
could occur during so-called excursions, when the dynamo moves
away from an initial state with a given µ(g01) and finally settles back
to another state with the same µ(g01). Searching for a possible sign
change in µ(g02) not only at times of reversals but also at times of
excursions could therefore also prove interesting.
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Separate analysis of the data for normal and reverse polarity shows
that a simultaneous sign change of µ(g01) and µ(g
0
2) occurred dur-
ing the last reversal (Bruhnes–Matuyama). This reversal must have
been a I→II transition. Combined analysis of all recent (0–5 Myr)
normal data on one hand and of all reverse data on another hand
also lead to average fields that would argue in favour of reversals
being systematically of that type (McElhinny et al. 1996; Johnson
& Constable 1997; Carlut & Courtillot 1998; Hatakeyama & Kono
2002). If that is indeed the case, we note that this would then also
mean that some coupling between the dipole and quadrupole fam-
ily components of the field necessarily took place, in particular at
times of reversal, as first envisioned by Merrill & McFadden (1988).
However, such combined analysis could be biased by the fact that
more than half of the data actually belongs to those two last chrons
(Quidelleur et al. 1994; Johnson & Constable 1996). As a matter of
fact, Schneider & Kent (1988) noted early on that some variations
could occur in the value the ratio µ(g02)/µ(g
0
1) takes, depending on
the chron considered. Schneider & Kent (1988) interpreted this as
a sign that some standing non-dipole field could be present at times
of reversals. However, it is tempting to argue that this could also be
interpreted as an indication that some quadrupole family field rever-
sals could have taken place during those chrons. This interpretation
would also be consistent with the claim made a little later by the
same authors (Schneider & Kent 1990) that, by contrast, the zonal
octupole mean field component they found in their data analysis
has a constant µ(g03)/µ(g
0
1) ratio. However, because all those results
have since been dismissed (see e.g. McElhinny et al. 1996), they
would clearly need to be double-checked by, for example, building
models for individual chrons (and before and after excursions), and
testing whether I→III and I→IV transitions could have possibly
occurred. Until being possibly proven otherwise, it however seems
reasonable to argue that the current data rather suggest a lack of
any other transition than I→II, hence a lack of mirror transitions in
favour of a strong stability of the convection pattern.
This finally prompts the issue of such stability possibly being a
spontaneous feature of a dynamo under equatorial symmetric CMB
conditions. This issue could soon be settled with the help of numer-
ical simulation of dynamos run under such CMB conditions. When
long runs displaying many successive reversals will be made avail-
able, it will become possible to search for mirror transitions (and
I→III and I→IV transitions). If it turns out that such transitions can
occur in those simulations, then only, the suggested palaeomagnetic
evidence for a µ(g02) reversing sign with µ(g
0
1) at times of reversals
could be taken as serious evidence of equatorial symmetry breaking
in the CMB.
8 C O N C L U S I O N
Several conclusions can be drawn from the present study. First, that
in attempts to find GGP models best describing the field over the
past 5 Myr, most of the simplifying assumptions chosen so far turn
out to correspond to strong symmetry assumptions. Secondly, that
the failure of some of the early models to account for the data and
the consequent need to introduce some complexity in those models
can readily be explained in terms of symmetry breaking properties
of the field. Thirdly, that such symmetry breaking properties can
bring important information about the way the dynamo works and
is possibly influenced by the CMB conditions.
We also noted that equatorial symmetry breaking states can ex-
ist even if CMB conditions display equatorial symmetry and that
such states can potentially go through both polarity and mirror
transitions, possibly leading to either a full field, a dipole family
field, or a quadrupole family field reversal. Thus, to prove that an
equator symmetry breaking state (such as the one that seems to
have characterized the recent palaeomagnetic field) is evidence for
symmetry breaking CMB conditions, two conditions need to be
satisfied: (i) that no mirror transition (hence neither dipole family
field nor quadrupole family field reversals) be observed in the data
and (ii) that by contrast such mirror transitions be observed in nu-
merical simulations with equatorial symmetric CMB conditions. A
careful comparison of the statistical behaviour of the field before
and after both reversals and excursions could prove very useful to
check (i). Future long runs from dynamo simulations could help
address (ii).
Only evidence of axial symmetry breaking field properties could
otherwise establish the reality of some influence of inhomogeneous
CMB conditions on the geodynamo. Evidence for such symme-
try breaking properties has also been tentatively found in the recent
palaeomagnetic field, but only in the mean fieldµ so far. The present
study further suggests that additional evidence could possibly be
found in studying the covariance matrix γ(τ ). This would however
require that a priori simplifying assumptions of the type (10), (13) or
(14), be abandoned and that the form γ(τ ) is spontaneously willing
to take in such instances be investigated. This is possible thanks to
numerical simulation. In fact, those simulations can more generally
be used to (i) assess the global validity of the generalized GGP ap-
proach, (ii) define the best simplifications one may use in γ(τ ), (iii)
investigate the symmetry breaking issues we raised in the present
paper, all this under well-controlled conditions. This is being done in
Paper II, devoted to the analysis of numerical simulations from the
Glatzmaier & Roberts (1995, 1996, 1997; Glatzmaier et al. 1999)
dynamo.
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A P P E N D I X A : D E R I VAT I O N O F T H E C O N D I T I O N S F O R A X I A L S TAT I S T I C A L
S Y M M E T RY
Let us first recall the definition of the Schmidt quasi-normalized SH functions used to define V (r, t) with the help of eq. (2) (see e.g. Langel
1987):
Y mcn (θ, ϕ) = Pmn (cos θ ) cos mϕ; Y msn (θ, ϕ) = Pmn (cos θ ) sin mϕ; (A1)






(1 − u2)m/2 d
m Pn(u)
dum
for m > 0, (A2)





(u2 − 1)n, (A3)
where Pn (u) is the Legendre polynomial of degree n.
Let us next introduce the following useful alternative complex representation of the magnetic potential V (r, t):










n (θ, ϕ), (A4)
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where the complex SH function Y mn (θ , ϕ) is now defined by
Y mn (θ, ϕ) = Pmn (cos θ )eimϕ for − n ≤ m ≤ n (A5)
and the definition of Pmn (cos θ ) is extended to negative values of m with the help of
P−mn (u) = (−1)m Pmn (u) for − n ≤ m ≤ n. (A6)
Because the potential V (r, t) is a real function, it can easily be checked that the complex Gauss coefficients bmn (t) must satisfy
bm
∗
n = (−1)mb−mn , (A7)
where the star refers to the complex conjugate.




] (1 + δm,0
2
)
for 0 ≤ m ≤ n (A8)
(using eq. A7 makes it possible to derive a similar identity in the case m < 0) and
g0n = b0n and
{




] for 0 < m ≤ n. (A9)
If we then consider a rotation of ϕ0 of the frame of reference about the initial Oz axis, it is quite straightforward to check that, in the new
frame of reference, the real [gmn (ϕ0), h
m
n (ϕ0)] and complex [b
m
n (ϕ0)] Gauss coefficients are related to the Gauss coefficients in the original





bmn (ϕ0) = bmn eimϕ0 , (A10)
{
gmn (ϕ0) = gmn cos mϕ0 + hmn sin mϕ0
hmn (ϕ0) = −gmn sin mϕ0 + hmn cos mϕ0.
(A11)
Now let us assume the magnetic field can be defined as being the result of a generalized GGP, so that the real Gauss coefficients [gmn (t),
hmn (t)] define a vector x(t), which can be described in terms of a realization of a multidimensional stationary random Gaussian process. This





} = βmn and E {[bmn (t) − βmn ] [bm′n′ (t ′) − βm′n′ ]∗} , (A12)
where we have introduced the notation βmn rather than µ(b
m
n ) to ease notations in what follows.




} = βmn (ϕ0) and E {[bmn (ϕ0, t) − βmn (ϕ0)][bm′n′ (ϕ0, t ′) − βm′n′ (ϕ0)]∗} . (A13)
For the process to be axially symmetric about the geographical axis and predict exactly the same statistical properties at any two locations
sharing the same colatitude at the surface of the Earth, the necessary and sufficient conditions to be satisfied are then that:
βmn (ϕ0) = βmn , (A14a)
E
{[
bmn (ϕ0, t) − βmn (ϕ0)
] [
bm′n′ (ϕ0, t
′) − βm′n′ (ϕ0)
]∗} = E {[bmn (t) − βmn ] [bm′n′ (t ′) − βm′n′ ]∗} , (A14b)
whatever the value of ϕ0.
From eq. (A10) it is quite obvious that eq. (A14a) implies that
βmn = 0 if m = 0, (A15a)
which is equivalent to eq. (16a) because of eqs (A7), (A8) and (A9).
Again, because of eq. (A10), it is straightforward to check that eq. (A14b) with eqs (A14a) and (A15a) then implies
E
{[
bmn (t) − βmn
]
[bm′n′ (t
′) − βm′n′ ]∗
} = 0 if m = m ′. (A15b)
In the case m ≥ 0, m ′ ≥ 0, making use of eq. (A8) in eq. (A15b) then leads to:




gmn (t) − µ(gmn )
][
gm′n′ (t
′) − µ(gm′n′ )
]} = −E{[hmn (t) − µ(hmn )][hm′n′ (t ′) − µ(hm′n′ )]}, (A16a)
E
{[





′) − µ(hm′n′ )]} = E{[hmn (t) − µ(hm′n′ )][gm′n′ (t ′) − µ(gm′n′ )]}. (A16b)
Next, setting m ′ → −m ′ in eq. (A15b) and using eq. (A7) leads to
E
{[




]} = 0 if m = −m ′. (A15c)
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Again in the case m ≥ 0, m ′ ≥ 0, making use of eq. (A8) in eq. (A15c) finally leads to:
if (m, m ′) = (0, 0),{
E
{[





′) − µ(gm′n′ )]} = E {[hmn (t) − µ(hmn )][hm′n′ (t ′) − µ(hm′n′ )]} (A17a)
E
{[
gmn (t) − µ(gmn )
][
hm′n′ (t
′) − µ(hm′n′ )]} = −E {[hmn (t) − µ(hm′n′ )][gm′n′ (t ′) − µ(gm′n′ )]} . (A17b)
Combining eq. (A16) with eq. (A17) and recalling eq. (4) then leads to eqs (16b), (16c), (16d) with τ = (t ′ − t).
Conversely, it is quite straightforward to check that eqs (16b), (16c), (16d) imply eq. (A15b) and thus eq. (A14b) (the case m = m ′ being
trivial). Thus, eq. (16) is the necessary and sufficient conditions to be satisfied in anyone frame  with z-axis being south–north for the process
to predict exactly the same statistical properties at any two locations sharing the same colatitude at the surface of the Earth.
A P P E N D I X B : D E R I VAT I O N O F T H E C O N D I T I O N S F O R S P H E R I C A L S TAT I S T I C A L
S Y M M E T RY
Let us first consider the way Gauss coefficients are transformed after a rotation of θ 0 of the frame of reference about its Oy axis. The angular
coordinates (θ , ϕ) [respectively (θ ′, ϕ′)] of a point in the initial (respectively final) frame of reference, satisfy:

sin θ sin ϕ = sin θ ′ sin ϕ′
cos θ = cos θ ′ cos θ0 − sin θ ′ cos ϕ′ sin θ0
sin θ cos ϕ = cos θ ′ sin θ0 + sin θ ′ cos ϕ′ cos θ0
. (B1)
In such a case, the following theorem of addition for the complex SH functions applies:
amY
m





















(n − k)!(n + k)!(n − m)! × (1 + u)
−( m+k2 )(1 − u) k−m2 d
n−m
dun−m
[(1 − u)n−k(1 + u)n+k]. (B4)
[We derived eq. (B2) with the help of Vilenkin (1969). It follows from eq. (3) of III-4-2 in Vilenkin (1969), given that eq. (B1) amounts to
eqs (6) and (6)′ of III-4-1 in Vilenkin (1969). Eq. (B4) is the same definition of Pnmk (u) as eq. (3) of III-3-4 in Vilenkin (1969).] The am
factors defined by eq. (B3) arise because of our definition (A5) of the Y mn (θ , ϕ), which relies on the definition (A2) of the P
m
n (u), normalized
differently than the associate Legendre functions in Vilenkin (1969).
Relying on eq. (B2), it is then straightforward to check that the complex Gauss coefficients bmn (θ 0) in the new frame of reference are related








As in Appendix A, let us now assume that the magnetic field can be defined as being the result of a generalized GGP, defined by a
multidimensional stationary random Gaussian process x(t), satisfying eqs (3) and (4), equivalent to eq. (A12).
Let us further assume that the process is spherically symmetric and predicts the same statistical properties at any location at the surface
of the Earth. In particular, this implies that the process is axially symmetric about the geographical axis. We may thus already conclude that
eqs (A15)–(A17) and their consequences eq. (16) all apply again in the present case.
However, now we request more. In particular, we further request the statistics to remain invariant after any rotation of θ 0 about the Oy axis




} = βmn (θ0), (B6)
this then implies that, whatever θ 0:
βmn (θ0) = βmn , (B7a)
E
{[
bmn (θ0, t) − βmn (θ0)
] [
bm′n′ (θ0, t
′) − βm′n′ (θ0)
]∗} = E {[bmn (t) − βmn ] [bm′n′ (t ′) − βm′n′ ]∗} . (B7b)
As far as the βmn are considered, because we already know that eq. (A15a) must be satisfied, we only need to deal with the special case
m = 0. From eqs (B5) and (A15a), we infer
β0n (θ0) = β0n Pn00(cos θ0) = β0n Pn(cos θ0). (B8)
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However, we know that Pn (cos θ 0) is not unity for all θ 0. Hence, eq. (B8) with eq. (B7a) imply β0n = 0, so that, given eq. (A15a),
βmn = 0 ∀(n, m), (B9)
which is equivalent to eq. (15a) because of eqs (A7), (A8) and (A9).
Now consider the consequences of eq. (B7b). We already know that eq. (A15b) applies and it thus only remains to consider the case m =


























mk (u) du =
2
2n + 1 δnn′ (B11)





























} = 0 if n = n′. (B13)




























} = 1 + δm,0
2
F(n, t, t ′), (B15)
where F(n, t, t′) is a function of n, t, t′. (Note that eq. B15 then implies eq. B14.) It can easily be checked with the help of eqs (B14) and (A7)
that F(n, t , t ′) = F∗ (n, t , t ′), showing that F(n, t, t′) is a real function. All in all, we may thus conclude that in addition to eq. (B9) (equivalent







} = δn,n′δm,m′ 1 + δm,0
2
F(n, t, t ′). (B16)
Relying on eqs (A8) and (A9), it is then quite straightforward to check that eq. (B16) is equivalent to eq. (15b). Thus, spherical symmetry
implies eqs (B9) and (B16), equivalent to eq. (15).
Finally, it is important to check that eq. (15) (or eqs B9 and B16) are also sufficient conditions for spherical symmetry. This requires to
check that once eqs (B9) and (B16) are satisfied in a given frame of reference (say the standard latitude/longitude frame), the process would
be defined by exactly the same mean µ and covariance matrix γ(t′ − t) in any other frame of reference, hence after any type of rotation of the
axis.
To prove this, we first check that eqs (B9) and (B16) imply eq. (B7), i.e. invariance of the process under any rotation about the Oy axis.
Given eq. (B5), the case for eq. (B7a) is trivial. Proving eq. (B7b) is less trivial. Knowing that eq. (B7a) is satisfied, we need to calculate























m′k′ (cos θ0). (B17)
Given eq. (B16) and taking advantage of the two following properties,






k′m(u) = δkk′ (B19)








} = E {bkn(t)bk′∗n′ (t ′)} . (B20)
Given eq. (B9), eq. (B20) is eq. (B7b).
Thus, it appears that eqs (B9) and (B16) (or equivalently eq. 15) are sufficient conditions for the process to be invariant under any rotation
about the Oy axis. Because they also imply eq. (16), they also are sufficient conditions for the process to be invariant under any rotation about
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the Oz axis. It then remains to show that they also are sufficient conditions for the process to be invariant under any other type of rotation (i.e.
change of frame of reference).
To show this, we rely on the well-known property that any rotation can always be defined by three Euler angles defining three successive
elementary rotations leading to the same final transformation. Let us denote 1 and 4 the initial and final frames of reference. The rotation
of 1 into 4 can be decomposed into a first finite rotation of 1 about the Oz1 axis, leading to an intermediate frame 2, a second finite
rotation of 2 about the Oy2 axis, leading to another intermediate frame 3, and a final finite rotation of 3 about the Oz3 axis leading to 4.
If eqs (B9) and (B16) are satisfied in 1, it follows from our earlier results that the process is invariant under any rotation about the Oz1
axis. Thus, the process is defined by the same µ and γ(τ ) in both 1 and 2. However, because eqs (B9) and (B16) (equivalent to eq. 15)
make a definition of µ and γ(τ ), it follows that eqs (B9) and (B16) are also satisfied in 2. This then shows that the process is invariant under
any rotation about the Oy2 axis, and is again defined by the same µ and γ(τ ) in 3, where eqs (B9) and (B16) again hold. Hence, the process
is again invariant under the rotation about the Oz3 axis leading to 4 where the process is finally defined by the same µ and γ(τ ) as in 1.
It therefore appears that eqs (B9) and (B16), or alternately eq. (15), are the necessary and sufficient conditions to be satisfied in any one
frame of reference for the process to be spherically symmetric.
C© 2005 RAS, GJI, 161, 591–602
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S U M M A R Y
By relying on two numerical dynamo simulations for which such investigations are possible,
we test the validity and sensitivity of a statistical palaeomagnetic field modelling approach
known as the giant gaussian process (GGP) modelling approach. This approach is currently
used to analyse palaeomagnetic data at times of stable polarity and infer some information
about the way the main magnetic field (MF) of the Earth has been behaving in the past and
has possibly been influenced by core–mantle boundary (CMB) conditions. One simulation has
been run with homogeneous CMB conditions, the other with more realistic non-homogeneous
symmetry breaking CMB conditions. In both simulations, it is found that, as required by the
GGP approach, the field behaves as a short-term memory process. Some severe non-stationarity
is however found in the non-homogeneous case, leading to very significant departures of the
Gauss coefficients from a Gaussian distribution, in contradiction with the assumptions under-
lying the GGP approach. A similar but less severe non-stationarity is found in the case of the
homogeneous simulation, which happens to display a more Earth-like temporal behaviour than
the non-homogeneous case. This suggests that a GGP modelling approach could nevertheless
be applied to try and estimate the mean µ and covariance matrix γ(τ ) (first- and second-
order statistical moments) of the field produced by the geodynamo. A detailed study of both
simulations is carried out to assess the possibility of detecting statistical symmetry breaking
properties of the underlying dynamo process by inspection of estimates of µ and γ(τ ). As ex-
pected (because of the role of the rotation of the Earth in the dynamo process), those estimates
reveal spherical symmetry breaking properties. Equatorial symmetry breaking properties are
also detected in both simulations, showing that such symmetry breaking properties can occur
spontaneously under homogeneous CMB conditions. By contrast axial symmetry breaking is
detected only in the non-homogenous simulation, testifying for the constraints imposed by
the CMB conditions. The signature of this axial symmetry breaking is however found to be
much weaker than the signature of equatorial symmetry breaking. We note that this could be
the reason why only equatorial symmetry breaking properties (in the form of the well-known
axial quadrupole term in the time-averaged field) have unambiguously been found so far by
analysing the real data. However, this could also be because those analyses have all assumed to
simple a form for γ(τ ) when attempting to estimate µ. Suggestions are provided to make sure
future attempts of GGP modelling with real data are being carried out in a more consistent and
perhaps more efficient way.
Key words: dynamo theory, geomagnetism, geostatistics, palaeomagnetism, spherical har-
monics, statistical methods.
1 I N T RO D U C T I O N
The past decade has seen significant progress in our understanding
of the origin and behaviour of the magnetic field (MF) of the Earth.
Several fully consistent 3-D fluid dynamo numerical simulations
have been run with success, showing that a planet with a convecting
metallic core, such as the Earth, could indeed spontaneously pro-
duce a MF by fluid dynamo action within its core (Glatzmaier &
C© 2005 RAS 603
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Roberts 1995; Kuang & Bloxham 1997; Christensen et al. 1998).
Surprisingly, even though those simulations have been run in param-
eter regimes known to still be very remote from that of the Earth, the
fields produced happen to display a number of Earth-like features,
such as a dipole dominant structure and the occurrence of reversals
(for a recent review, see e.g. Dormy et al. 2000). Those encouraging
results obviously call for both improved numerical simulations and
more detailed comparisons of the simulated fields with the real main
MF produced in the core of the Earth.
Such comparisons are relatively straightforward to carry over the
historical period, for which spherical harmonic (SH) models of the
MF are available (see e.g. Hulot et al. 2002). However, a different
approach is required to compare the output of numerical simulations
with the numerous, but sparse in time and location, data contained in
the palaeomagnetic databases available for recent geological epochs.
One approach is particularly well suited, the giant gaussian process
(GGP) approach introduced by Constable & Parker (1988). This
statistical approach relies on a single formalism that can be used to
statistically analyse just as well the historical (Constable & Parker
1988; Hulot & Le Moue¨l 1994), the archeomagnetic (Hongre et al.
1998) and the palaeomagnetic MF (Constable & Parker 1988 and
many studies since, see e.g. Kono et al. 2000a, Khokhlov et al. 2001
and references therein). As we shall see, it also is of straightforward
use for analogous analysis of the field produced from numerical
simulations.
The GGP approach however relies on a set of assumptions re-
quired for the approach to be valid. Observations show that the geo-
magnetic field experienced many significant changes on timescales
of tens to a few thousand years, about a mainly axial dipole field.
By contrast, this mean field only very occasionally (on timescales of
several hundred thousand years) and suddenly (within a few thou-
sand years) changed its polarity in the past, at times of so-called
reversals (see e.g. Merrill et al. 1996). Although it would probably
be advisable to try and develop a statistical formalism capable of
also describing such events, the GGP approach deliberately restricts
its scope to studying the field produced by the geodynamo at times
of stable polarity, defined as the times when the field fluctuates about
a non-zero mean field, with a strong stable axial dipole component.
There are at least two reasons for this. One is that we do not yet
know enough about reversals to propose a statistical formalism that
could also account for them in a fully consistent way. The other is
that the GGP approach precisely makes it possible to compare the
statistical behaviour of the field before and after reversals. This can
usefully shed some light about the exact nature of these events.
Additional simplifying assumptions have otherwise systemati-
cally been introduced to ease the data analysis. Those assumptions
have been reviewed in a companion paper (Hulot & Bouligand
2005, – this issue, hereafter Paper I,) and shown to often amount to
symmetry constraints imposed on the GGP models. However, it is
not obvious that the MF of the Earth should satisfy those constraints.
In fact and as further noted in Paper I, it would be advisable not to
a priori enforce any such constraint. A posteriori analysis of the
symmetries involved in a GGP model accounting for the field could
indeed also offer a useful guide to characterize the regime under
which the geodynamo has been operating in the past.
In the present paper, we take advantage of numerical simula-
tions from the Glatzmaier & Roberts (1995, 1996, 1997; Glatzmaier
et al. 1999) dynamo to test the fundamental assumptions underly-
ing the GGP approach, address the symmetry issues raised in Pa-
per I and discuss possible simplifying assumptions. Although quite
a few detailed analyses of the field produced by those simulations
(Glatzmaier et al. 1999; Coe et al. 2000; McMillan et al. 2001) or by
other analogous simulations (Bloxham 2000a,b; Kono et al. 2000b;
Kono & Roberts 2002; Olson & Christensen 2002; Christensen &
Olson 2003) have already been published, only a few (McMillan
et al. 2001, and to a lesser extent Kono et al. 2000b and Kono &
Roberts 2002) attempted some tests in connection with the GGP
approach. None however, fully addressed the relevance of the GGP
approach to characterize the field produced by a (numerical) dy-
namo. This is the main purpose of the present study.
2 G E N E R A L B A C KG RO U N D
Let us first briefly introduce the background information we will
need (for more details, see Paper I). In a GGP description of a field
B(r, t) at a time of stable polarity, it is assumed that, at any given
time t and location r outside the core,
B(r, t) = −∇V (r, t), (1)
where:















a is an arbitrary reference radius; (r , θ , ϕ) are the spherical coor-
dinates; Y m(c,s)n (θ , ϕ) are the real SH functions of degree n and m,
Schmidt normalized; and the [ gmn (t), h
m
n (t)] are the so-called Gauss
coefficients that define a vector x(t), assumed to be a single real-
ization of a multidimensional stationary random Gaussian process,
with
a statistical mean (or mean model) E{x(t)} = µ, (3)
a covariance matrix E{[x(t) − µ][x(t ′) − µ]T } = γ(t ′ − t), (4)
where E{} is the statistical expectation, µ is a vector of compo-
nents [µ(gmn ), µ(h
m
n )] and γ(t




′ − t), with x and x′ being either g or h.
In addition, it is assumed that the covariance matrix γ(τ ) de-
creases fast enough towards zero when τ becomes large (i.e. that
the process is short-term memory), to ensure that the process is
ergodic for both its mean and its covariance, i.e. to ensure that
lim
T →∞
x¯T = µ and lim
T →∞
K¯T (τ ) = γ(τ ),










[x(t) − x¯T ][x(t + τ ) − x¯T ]T dt. (6)
Necessary and sufficient conditions can then be derived for a
GGP to be either spherically, axially (about the rotation axis of the
Earth), or equatorially symmetric in a statistical sense (see Paper I
for proofs):










) = 0 if xmn = x ′m′n′ and γ (xmn , xmn , τ) = γn(τ );
(7b)










) = γ (hmn , hmn′ , τ) if m = 0, (8b)
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= 0 if m = m ′; (8d)










) = 0 if n − m and n′ − m ′ are of
different parities; (9b)










) = 0 if n − m and n′ − m ′ are of
different parities.
(10b)
As shown in Paper I, a GGP process satisfying eq. (7) would be
invariant in any change of frame of reference and thus statisti-
cally insensitive to any specific frame of reference. One satisfying
eq. (8) would be invariant in any rotation of the frame reference
about the rotation axis of the Earth and thus insensitive to any spe-
cific longitude. One satisfying eq. (9) would be invariant after re-
flecting in the equatorial plane and changing the field polarity, and
one satisfying eq. (10) would be invariant after reflecting in the equa-
torial plane. Either way, such a GGP would see both hemispheres
in a statistically equivalent way. Thus, a field satisfying either eq.
(9) or eq. (10) can be defined as being equatorially symmetric. In-
troducing the terminology often used in palaeomagnetism (Merrill
et al. 1996) of dipole family (n − m odd) versus quadrupole family
(n − m even), this amounts to say that a GGP will have an equatorial
symmetry if and only if µ belongs exclusively to either the dipole
or the quadrupole family and γ(τ ) does not couple the two families
(for more details, see Paper I).
The general question we now wish to address is the extent to which
one may assume that a fluid dynamo of the type thought to be re-
sponsible for the main MF of the Earth produces a field that, at times
of stable polarity: (i) reasonably complies with a GGP behaviour;
(ii) displays meaningful and thus useful statistical symmetry prop-
erties that we can identify; and (iii) can be described with the help
of reasonably simple µ and γ(τ ).
3 C A S E S T U DY O F A H O M O G E N E O U S
N U M E R I C A L S I M U L AT I O N
To address those questions, we first consider the so-called homoge-
neous model g described in some detail in Glatzmaier et al. (1999)
and Coe et al. (2000). This simulation has been generated by the
dynamo model of Glatzmaier & Roberts (1997) that solves the non-
linear magnetohydrodynamic (MHD) equations for the 3-D, time-
dependent flow, MF and thermodynamic variables in a rotating,
convecting, fluid sphere. Its main characteristic, as far as we are
concerned here, is that the convection is thermally driven by homo-
geneous, i.e. spherically symmetric, thermal boundary conditions.
This very high level of symmetry is what makes model g an inter-
esting simulation to investigate first.
The simulation directly produced this field in the form of a time
varying geomagnetic model x(t). Thus, estimates based on eqs (5)
and (6) can directly be used to carry on tests. In practice however, we
are slightly limited by the length of the simulation, and by the fact
that values of x(t) were saved only up to degree and order 21, and only
every approximately 47.5 yr. (Gauss coefficients were indeed saved
only every 1000 numerical time steps during the simulation. Because
each numerical time step was approximately 17 days, this means
that we dealt with snapshots of x(t) every 47.5 yr; see Glatzmaier
et al. 1999, for more details.) Fortunately, those limitations do not
seriously affect our capacity to draw conclusions. Note also that time
in the model is scaled consistently with both the rotation period of
the Earth (1 day) and the dipole magnetic diffusion time (20 000
yr). However, this model (like all current models of the geodynamo)
should not directly be compared to the actual geodynamo, because
the viscous diffusion time of the model is much shorter than the
magnetic diffusion time of the Earth.
The simulation has been run over approximately 550 000 yr, but
the Gauss coefficients were saved only for a little more than the last
350 000 yr. This amounts to approximately 7500 snapshots (which
we will refer to as steps for the purpose of the statistical analysis
described below, even though each such step actually represents
1000 time steps in the numerical simulation of Glatzmaier et al.
1999). The field produced went through two reversals, which have
been studied in detail by Glatzmaier et al. (1999), Coe et al. (2000)
and McMillan et al. (2001). Here, we mainly focus on the period of
stable polarity between the two reversals. All tests described below
therefore deal with the field behaviour between step 2030 and 5020,
over a period of T 0 ≈ 142 000 yr (step 1 corresponding to the initial
step of the last 350 000 yr of the run). In what follows and in order
to simplify notations, all time averages x¯T0 and K¯T0 (τ ) (as defined
by eqs 5 and 6 for the entire period T = T 0) will be denoted x¯ and
K¯(τ ).
3.1 Short-term memory
Leaving the issue of stationarity for a later section, we first checked
that the field produced by model g is indeed compatible with a
covariance matrix γ(τ ) decreasing fast to zero when τ becomes
large. For each Gauss coefficient xmn (t), we computed estimates
K¯ (xmn , x
m




n , 0) of the autocovariance function of x
m
n (t)
normalized to its value at τ = 0. Fig. 1 shows the result of such a
computation for all xmn (t) with degree n = 2. It indeed reveals that
K¯ (xmn , x
m
n , τ ) always decreases fast towards zero when τ increases.
Similar pictures were obtained for all Gauss coefficients.
In fact, it turns out that all estimates K¯ (xmn , x
m
n , τ ) take a form very
similar to the Gaussian shape Hongre et al. (1998) had anticipated
for γ (xmn , x
m
n , τ ):







except for the fact that the typical correlation times τ n involved are
not only a function of the degree n, but also of the order m. The only
parameter they are not sensitive to is the x character (g or h).
To illustrate this point further, for each Gauss coefficient xmn (t),
we defined and estimated a typical correlation time τmn as the value
of τ such that K¯ (xmn , x
m




n , 0) = exp(−1/2). Table 1
lists those estimates for the lowest degrees and Fig. 2 gives a vi-
sual account of all values. Again, we see that the τmn strongly de-
pend on both n and m, but are very nearly the same for gmn (t) and
hmn (t) [the differences to be seen are of only a fraction of the time
between saved snapshots (47.5 yr) and can therefore be attributed
to the limited temporal resolution of the data we analyse]. This, we
note, is not compatible with eq. (7b) and may therefore be viewed as
a temporal manifestation of some spherical symmetry breaking. By
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Figure 1. Model g: estimates K¯ (xmn , x
m




n , 0) of the autocovariance functions normalized to their value at τ = 0, for all Gauss coefficients with
degree n = 2. The curves with black dots are for the x = g coefficients and those with grey crosses for the x = h coefficients. The time-shift τ is expressed in
terms of steps between saved snapshots (lower scale, 1 step = 47.5 yr) and years (upper scale).
Table 1. Model g: estimates of the typical correlation times
τmn for the Gauss coefficients with low degrees.
n m g h
steps(yr) steps(yr)
1 0 100.4(4772)
1 1 5.2(249) 4.7(222)
2 0 7.4(354)
2 1 6.3(297) 6.9(327)
2 2 2.9(137) 2.9(137)
3 0 15.8(752)
3 1 3.6(171) 3.3(156)
3 2 3.8(179) 3.8(181)
3 3 2.5(117) 2.4(112)
4 0 4.4(210)
4 1 3.8(181) 3.9(186)
4 2 2.7(129) 2.5(121)
4 3 2.8(132) 2.7(128)
4 4 1.7(82) 1.8(87)
contrast, those results are consistent with the axial symmetry con-
ditions (eq. 8b, with n = n′). (Note that timescales cannot bring any
information with respect to the third, equatorial, symmetry as eq.
9b/10b involves no requirements on timescales.) Thus, not only is
the temporal behaviour of the model g field compatible with a short-
term memory process, it also reflects relevant symmetry properties.
3.2 Time-averaged field
We next checked that the field produced by model g is also compat-
ible with a mean field µ displaying meaningful symmetry proper-
ties. We computed time-averaged estimates x¯ of µ with the help of
eq. (5) (Table 2). Of course, none of the g¯mn and h¯
m
n we get is exactly
zero, because T 0 is not infinite and estimates can only be known to
within some statistical bounds. To decide which of those estimates
can be considered as significantly different from zero, we relied on
the results of Table 1. For each Gauss coefficient xmn (t), rather than
using the continuous integral (5), we computed an average from
samples taken every t = 3τmn . Those samples may then be con-
sidered independent from each other (Hongre et al. 1998), which
makes it easy to decide whether the resulting average significantly
differs from zero or not, with a standard Student’s t-test (e.g. van
der Waerden 1969; Press et al. 1992).




1 ≈ 4800 yr, corresponding
to approximately 100 time steps), we chose t = 302 steps and an
estimate of µ(g01) was therefore derived from only 10 independent
values. The value inferred is nevertheless significantly different from
zero at the 10−5 per cent level. For all other Gauss coefficients, a
Student’s t-test at a 1 per cent level was carried out. This leads to the
conclusion that estimates of all µ(g0n) significantly differ from zero,
except that of µ(g021), which is close to being zero. By contrast, none
of the estimates for the 462 non-axial terms appears to significantly
differ from zero. This result is consistent with the 1 per cent level
of the test over such a population (about four non-zero values being
then possibly expected; in fact, the lowest probability we found for
a mean non-axial term to be compatible with a zero expected value
is of 2.28 per cent, again a reasonable value over such a population).
We next reproduced the same test for coefficients up to degree and
order 8, more accessible if we were to rely on models derived from
observations, at the lower 5 per cent level of significance. Two of
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Figure 2. Model g: logarithm representation of the estimates of the typical correlation time log10(τmn ) for the g and h coefficients, where τ
m
n is scaled with
respect to the time between saved snapshots. Hence log10(τmn ) = 0 amounts to τmn = 47.5 yr. Note the central isolated column corresponding to the τ 0n only






n when m = 0.
the 72 estimates for the corresponding non-zonal coefficients were
found to be significant (although up to three of those could have
been expected; the lowest probability found was then 3.71 per cent).
It thus appears that the time-averaged estimate x¯ ofµ testifies not
only for spherical symmetry breaking (eq. 7a is not satisfied) while
complying with axial symmetry (eq. 8a is satisfied), but also for
some equatorial symmetry breaking. This estimate indeed reveals
a mixture of odd (dipole family) and even (quadrupole family) de-
gree zonal fields. Note, however, that it also reveals a mean field
quite strongly dominated by the dipole family, especially at the core
surface (Table 2).
3.3 Covariances
Consider next the diagonal terms γ (xmn , x
m
n , 0) of the covariance ma-
trix at time τ = 0 (defining the variances of the xmn ). Time-averaged
estimates K¯ (xmn , x
m
n , 0) of those can be computed with the help of
eqs (5) and (6) (Fig. 3). These estimates are again consistent with
some spherical symmetry breaking, as they do not only depend on
the degree n, but also on the order m (which conflicts with eq. 7b).
They also appear to be consistent with the prediction γ (gmn , g
m
n , 0) =
γ (hmn , h
m
n , 0) (recall eq. 8b) that axial symmetry be satisfied. Finally,
we note that for each degree n, coefficients belonging to the dipole
family (n − m odd) again systematically dominate. They clearly dis-
play larger variances than those belonging to the quadrupole family
(n − m even).
Now, what about cross-covariances? Do estimates of those terms
reveal the same symmetry properties? Fig. 4 provides a first answer.
It shows estimates K¯ (xmn , x
′m′
n′ , τ )/
√
K¯ (xmn , x
m





of γ (xmn , x
′m′
n′ , τ )/
√
γ (xmn , x
m




n′ , 0), for x
m
n =
g22 and various values of x
′m′
n′ (the normalization by√
γ (xmn , x
m




n′ , 0) being introduced to illustrate
the relative importance of the various terms). Those estimates sug-
gest that γ (xmn , x
′m′
n′ , τ ) can be non-zero if x
m
n = x ′m
′
n′ , in contradiction
with eq. (7b). This again strongly argues in favour of spherical




n ) and µ(h
m
n )
(at the surface of the Earth and down-continued to the core–mantle boundary,
CMB) during the period of reverse polarity.
At the surface of the Earth At the CMB
n m g(nT) h(nT) g(nT) h(nT)
1 0 13 700.029 55 83 709.909 32
1 1 −16.846 94 −7.289 36 −102.938 16 −44.539 41
2 0 −229.104 36 −2559.217 41
2 1 24.308 93 −18.503 17 271.543 66 −206.690 19
2 2 −17.531 07 17.318 42 −195.831 37 193.455 95
3 0 −372.170 02 −7600.351 31
3 1 −9.295 33 −6.462 80 −189.826 61 −131.981 42
3 2 −6.698 83 −1.073 79 −136.801 52 −21.928 55
3 3 −2.552 11 15.621 77 −52.118 54 319.023 34
4 0 30.554 19 1140.726 33
4 1 −0.448 67 9.828 58 −16.750 99 366.945 40
4 2 2.101 79 1.963 82 78.469 37 73.318 18
4 3 −4.766 06 −8.317 76 −177.938 55 −310.539 88
4 4 −1.164 23 4.140 66 −43.466 11 154.589 74
5 0 31.954 74 2181.044 38
6 0 −3.476 56 −433.807 94
7 0 3.042 79 694.125 05
8 0 4.346 78 1812.807 92
9 0 −2.949 96 −2249.150 45
10 0 −0.186 80 −260.371 83
11 0 −0.059 86 −152.540 02
12 0 0.049 27 229.520 23
13 0 −0.121 48 −1034.662 02
14 0 −0.009 26 −144.239 63
15 0 −0.010 23 −291.290 67
16 0 −0.000 83 −43.096 80
17 0 −0.001 91 −181.483 03
18 0 −0.000 02 −3.152 69
19 0 −0.000 30 −94.570 20
20 0 −0.000 01 −4.217 14
21 0 0.000 00 0.607 55
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Figure 3. Model g: estimates K¯ (xmn , x
m
n , 0) of the variances. The black dots represent the values for the x = g coefficients and the grey crosses the values for
the x = h coefficients. Coefficients (x = g or h) sharing the same degree are linked for clarity. Note that K¯ (xmn , xmn , 0) is a function of both n and m but not of
x. In particular, estimates of variances with (n − m) odd (dipole family) are always larger than those with (n − m) even (quadrupole family).
symmetry breaking. However, those estimates also suggest that this
only occurs when m = m ′ (i.e. for m = m ′ = 2, in the present
instance) in agreement with eq. (8d). As a matter of fact, Fig. 4
further suggests that not only eqs (8b) and (8d), but also eq. (8c)
(i.e. all axial symmetry requirements) are satisfied. This is tested
here for (n, m) = (2, 2), for which estimates suggest that γ (g22, h22,






) = −γ (gmn , hmn , τ) , (12)
equivalent to γ (gmn , h
m
n , τ ) = −γ (hmn , gmn , τ ) required by eq. (8c).
Finally, Fig. 4 would suggest that the equatorial symmetry condi-
tions (9b)/(10b) also are satisfied. Given that eqs (8b–d) are already
satisfied, this would indeed only require that γ (xmn , x
′m
n′ , τ ) = 0, if n
and n′ are of different parities, and in particular that γ (g22, g
2
3, τ ) =
γ (g22, h
2
3, τ ) = 0, which is what estimates in Fig. 4 indeed suggest
is satisfied.
In fact, having visually inspected all cross-covariances in a simi-
lar way, we have been led to the conclusion that all estimates were
compatible with axial and most equatorial symmetry conditions
(8b–d) and (9b)/(10b) but often not compatible with those con-
ditions (7b) not already included in eqs (8b–d) and (9b)/(10b). We
could not afford to back this conclusion by systematic statistical
tests (to check the level of significance of non-exactly-zero esti-
mates when a zero value was actually expected). However, we did a
number of additional calculations for the special case when τ = 0
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is the cross-covariance value most relevant in the palaeomagnetic
context.
Fig. 5(a) gives a visual account of those estimates, when consid-
ering gmn (t) and g
m′
n′ (t) up to degree and order N = 15. Based on
eqs (7) and (8), symmetry breaking of the spherical symmetry with-
out symmetry breaking of axial symmetry should manifest itself by
displaying a large number of significant non-zero values among the
m = m ′ estimated cross-covariances, but only a non-significant num-
ber of such values among the m = m ′ estimated cross-covariances.
This is what Fig. 5(a) suggests. Furthermore, it clearly appears
that significant non-zero estimates of γ (xmn , x
′m
n′ , 0) are mainly seen
when n and n′ are of the same parity (especially when |n − n′| =
2). Given that eq. (8) is satisfied, this would again suggest that eq.
(9b)/(10b) is almost satisfied and that the fluctuating part of the field
indeed tends to also satisfy the equatorial symmetry.
To be more quantitative, we finally relied on a Spearman
rank-order correlation test (van der Waerden 1969; Press et al.
1992). Testing the significance of the departure of the esti-




K¯ (xmn , x
m




n′ , 0) from an ex-
pected zero value indeed amounts to test the significance of a possi-
ble correlation (or anticorrelation) between the two time-series xmn (t)
and x ′m
′
n′ (t) when no time-shift is introduced. This can quantitatively
be tested with a Spearman test, provided we sample xmn (t) and x
′m′
n′ (t)
every t ≥ 3τmn to avoid biases introduced by self-correlation mem-
ory issues. We sampled every t = 20 steps (snapshots), which is
adequate for all cases, except for g01(t) and g
0
3(t) (recall Table 1).
However, this is not a major issue (for those coefficients, separate
tests have also been carried out with adequate values of t and they
led to answers in agreement with those provided here). The results
of this Spearman test (also shown on Fig. 5a) confirm most of the
previous qualitative results. Among the 119 cross-correlations iden-
tified as being significant at the 0.1 per cent level, 103 correspond
to cases with m = m ′ (among which 84 for m = m ′ = 0) and only
16 to cases with m = m ′. This leads to a proportion of 103/665 =
15.5 per cent (84/560 = 15 per cent for m = m ′ = 0), way above the
0.1 per cent threshold in the m = m ′ case, which strongly confirms
the spherical symmetry breaking. However, it only leads to a pro-
portion of 16/8380 = 0.19 per cent, very close to the 0.1 per cent
threshold, in the m = m ′ case, showing that, by contrast, the axial
symmetry is hardly broken.
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Figure 4. Model g: estimates K¯ (xmn , x
′m′
n′ , τ )/
√
K¯ (xmn , x
m




n′ , 0) for x
m
n = g22 and all x ′m
′
n′ with degree n
′ ≤ 4. The curves with black dots are for
x ′ = g coefficients and those with grey crosses for x ′ = h coefficients. The time-shift τ is expressed in terms of steps between saved snapshots (lower scale, 1
step = 47.5 yr) and years (upper scale). Significant values are only found for n′ = 2, m′ = 2 and n′ = 4, m′ = 2.
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n′ , 0). Results for model g are presented in (a) when x = g, x ′ = g, (c) when
x = h, x ′ = g and (d) when x = h, x ′ = h. Results for model h when x = g, x ′ = g, are otherwise also shown in (b) for comparison with (a). On each axis,






















3. . . The matrices (a), (b) and (d) being
symmetrical by construction, the actual estimates of the cross-correlations are only shown in the upper triangle (see the coloured scale for the value of the
estimates) and the result of the Spearman rank-order correlation test on those values at the 0.1 per cent level are shown in the lower triangle. This test is a
Student t-test carried on the Spearman rank-order correlation computed with Gauss coefficients sampled every t = 20 steps. For model g, the correlation is
thus for instance calculated with 150 points and follows a Student’s law with 148 degrees of freedom. A white square means that the correlation is not significant
whereas a coloured square means that the correlation is significant, in green when m = m′, in red when m = m′ and n − n′ is even, in blue when m = m′
and n − n′ is odd. For the (c) matrix, which is not intrinsically symmetric, only the results of the Spearman test are shown. Note that for model g significant
correlations mainly occur on m = m′, n − n′ even branches (in red for the Spearman test) and especially on the main branch with |n − n′| = 2. Note also the
blurring of (b) compared with (a) and the larger number of occurrences of m = m′, n − n′ odd correlations (in blue for the Spearman test), especially on the
|n − n′| = 1 branch.
Very similar results are found when considering correlations
between gmn (t) and h
m′
n′ (t), and between h
m
n (t) and h
m′
n′ (t) (Figs 5c
and d). The proportions of significant Spearman cross-correlations
then turn out to be of respectively 95/1240 = 7.7 per cent and
76/560 = 13.6 per cent, again way above the 0.1 per cent thresh-
old in the m = m ′ case, and of 24/14 960 = 0.16 per cent and
12/6580 = 0.18 per cent, very close to the 0.1 per cent threshold
in the m = m ′ case. In fact, two additional axial symmetry require-
ments applying to γ (xmn , x
′m′
n′ , 0) when m = m ′ can then also be
checked. First, that γ (gmn , g
m
n′ , 0) = γ (hmn , hmn′ , 0) for m = 0 (as
a consequence of eq. 8b). Very similar values are indeed found




K¯ (gmn , g
m




n′ , 0) and




K¯ (hmn , h
m




n′ , 0) when m = m ′ = 0,
contrary to the case for m = m ′ (as one would have expected
from small quantities differing from zero only because of statis-
tical noise). Secondly, because of eq. (8c), that γ (gmn , h
m
n′ , 0) =
−γ (hmn , gmn′ , 0) and γ (gmn , hmn , 0) = 0. Those predictions have also
been checked.
Finally, the fact that large non-zero estimates K¯ (xmn , x
′m
n′ , 0) are
rarely seen when n and n′ are of opposite parity can also be quanti-
fied. It turns out that approximately 3.0 per cent of all the |n − n′|
C© 2005 RAS, GJI, 161, 603–626
Palaeomagnetic modelling and dynamo simulations 611






























































































































Figure 6. Model g: moving window time averages xˆmn (t) (as defined by eq. 13) of the zonal Gauss coefficients [with (a) odd and (b) even degree]. The length
of the window is Tmw = 101 points (4750 yr). The first step of this figure corresponds to a window at the beginning of the period of reverse polarity (i.e. centred
about step 2130 in the text).
odd cases up to degree 15 (Figs 5a, c and d) display a significant
correlation at the 0.1 per cent level. This interesting result shows
that |n − n′| odd correlations are indeed rare, but nevertheless occur
more often than possible by sheer chance, testifying for some slight
but significant equatorial symmetry breaking.
From all this we conclude that, just as for x¯ with respect to µ, the
time-averaged estimate K¯(τ ) of the covariance matrix γ(τ ) clearly
testifies for spherical symmetry breaking while complying with axial
symmetry requirements. Evidence for equatorial symmetry break-
ing is also found, but in a much weaker form than forµ. Finally and
beyond any symmetry issue, it is important to note that significant
non-zero estimates of γ (xmn , x
′m
n′ , 0) are only found when |n − n′|
remains small.
3.4 Non-stationarity
Let us now address the stationarity issue. For each Gauss coeffi-
cient xmn (t), we first computed moving window time averages of
the coefficient itself, corrected for the estimated mean x¯mn over the
whole period and renormalized by its estimated standard deviation√


















In practice, we chose Tmw ≈ 4750 yr (such that the average in
eq. 13 is computed over 101 point values).
Were the Gauss coefficients xmn (t) to behave as expected, one
would expect each xˆmn (t) to behave like a time-dependent estimate
of the mean of a series produced by a stationary random Gaussian
process, with the same memory, a unit variance and a zero mean. We
checked and found this to reasonably be the case for the non-zonal
coefficients. However, the situation was found to be different for the
zonal coefficients g0n(t). Fig. 6 clearly shows that, in addition to the
expected short-term fluctuations, all gˆ0n(t) show slower, larger than
expected fluctuations. In addition, it appears that all gˆ0n(t) with n odd
(from the dipole family) on one hand and with n even (quadrupole
family) on the other hand strongly tend to correlate with each other.
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Figure 7. Model g: moving window normalized estimate σˆ (xmn , t) of the standard deviation (as defined by eq. 14). The black curves are for the g coefficients
and the grey curves for the h coefficients. The length of the moving window and the timescale are the same as in Fig. 6.
which may be viewed as a time-dependent normalized estimate of
the standard deviation of xmn (t) over the same moving window. Fig. 7
shows the σˆ (xmn , t) computed in this way up to degree and order 4 and
for a few additional coefficients with higher degrees. Those again
reveal strong long-term fluctuations that, as we tested, cannot be ex-
plained within the context of the stationary assumption. In fact, it fur-
ther turns out that, again within each dipole/quadrupole family, those
fluctuations tend to correlate with each other. We checked the extent
of these correlations by using a Spearman approach identical to the
one we used to investigate cross-covariances and constructed matri-
ces analogous to those shown in Fig. 5. This led to the confirmation of
the previous impression. It also led to the conclusion that by contrast
virtually no correlations are to be found between σˆ (xmn , t) with n − m
of opposite parity (i.e. not belonging to the same dipole/quadrupole
family).
In fact, it further turns out that all the σˆ (xmn , t) from one family
tend to also correlate with the gˆ0n(t) from the same family. This
finally led us to compute stacks σˆd (t) and σˆq (t) of the σˆ (xmn , t) for
respectively the dipole (n − m odd) and quadrupole (n − m even)
families, and to compare those to the following quantities:













g0n(t + τ ) dτ,
(15)
which may be viewed as, respectively, the function that slowly mod-
ulates the mean dipole family field about its overall average value
[g01(t) being the dominant dipole family coefficient], and the func-
tion that slowly and independently modulates the mean quadrupole
family field (we take a stack because in the quadrupole family no
clear coefficient dominates at the core–mantle boundary, CMB).
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Figure 8. Model g: (upper figure) comparison of Gd(t) (as defined by eq. 15; thick curve) with the stack σˆd (t) of the σˆ (xmn , t) with n − m odd (thin curve).
(Lower figure) comparison of the stack Gq(t) (as defined by eq. 15; thick curve) with the stack σˆq (t) of the σˆ (xmn , t) with n − m even (thin curve). The length
of the moving window and the timescales are the same as in Fig. 6.
Fig. 8 shows that σˆd (t) and σˆq (t) are very similar to Gd(t) and Gq(t),
respectively.
All those results show that, at times of stable polarity, the model
g field cannot be viewed as the result of a stationary process. How-
ever, it could empirically be viewed as the result of two independent
stationary processes modulated by two independent slowly varying
functions Fd(t) and Fq(t). One process would describe the dipole
family field, with slowly varying mean Fd(t)µd and covariance
matrix Fd(t)γ d(τ ). The other would describe the quadrupole fam-
ily field, with slowly varying mean Fq(t)µq and covariance matrix
Fq(t)γ q(τ ). Both σˆd (t) and Gd(t) would then provide estimates of
Fd(t) while both σˆq (t) and Gq(t) would provide estimates of Fq(t).
3.5 Near-Gaussian behaviour
The non-stationarity of the model g field is the first serious departure
we have found so far from the properties required for the GGP ap-
proach to be valid. It could turn out to be a major problem. However,
we note that the timescale involved in this non-stationarity (of order
several hundred steps, i.e. of a couple of tens of thousands of years;
Figs 6 and 7) is still relatively short with respect to the duration
of the period of stable polarity (142 000 yr). Also, we know that
palaeomagnetic samples often cannot be dated to within a couple
of tens of thousands of years. In practice, GGP investigations of the
properties of the field would thus likely ignore this chronology and
simply consider, as a whole, all of the data belonging to a period of
stable polarity. In that case, the GGP approach could still possibly
prove useful, if the overall distribution of the values taken by each
xmn (t) over the period of stable polarity could be shown to remain
consistent with a Gaussian distribution of mean µmn , and variance
γ (xmn , x
m
n , 0).
This is partly supported by Fig. 9, which shows examples of cu-
mulative distribution functions (CDFs) obtained by picking values
every t = 3τmn (to ensure independence), removing the estimated
mean x¯mn and renormalizing by the estimated standard deviation√
K¯ (xmn , x
m
n , 0). Those CDFs are then to be compared with the CDFs
of a zero mean unit variance Gaussian distribution, constructed with
the same number of samples. Clearly the CDFs do a reasonable job,
especially those corresponding to low degrees. However, some de-
viations are found for high degree coefficients, which tend to dis-
play too many large values and not enough small values. To assess
whether those departures could be linked to the non-stationary be-
haviour previously identified, we finally also plotted on Fig. 9 the
analogous CDFs for the xmn (t) after renormalization by either σˆd (t)
(for the dipole family field) or σˆq (t) (for the quadrupole family field).
An encouraging improvement is indeed found.
4 C A S E S T U DY O F A
N O N - H O M O G E N E O U S N U M E R I C A L
S I M U L AT I O N
Let us now turn to the second simulation of interest, the so-called
tomographic model h, also described in some detail in Glatzmaier
et al. (1999) and Coe et al. (2000). Just like model g, this simu-
lation has been generated by the dynamo model of Glatzmaier &
Roberts (1997). Both simulations have the same basic characteris-
tics (in particular, they are both thermally driven and share the same
dimensional characteristics) except for one minor and one major
difference. The minor difference is that the run for model h has only
been sampled half as often (every 2000 time steps, so that snapshots,
to which we will again refer to as steps in the statistical analysis that
follows, are now separated by approximately 95 yr) and not always
in a regular way, which forced us to rely on some interpolations.
The major difference is of a geophysical nature. Whereas the ther-
mal boundary conditions had been imposed in a uniform way at
the CMB in model g, those conditions are now being imposed in a
non-uniform way in model h (Fig. 10a). The pattern chosen is one
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Figure 9. Model g: cumulative distribution functions (CDFs) for a number of Gauss coefficients. A logarithmic scale is used for the vertical scale (y) and the
CDF is folded back about the y = 0.5 horizontal axis for values above 0.5. This representation makes it possible to better see the behaviour of the distribution
away from the (central) most likely values. On each figure, the red curve represents the shape of a theoretical gaussian CDF with zero mean and unit variance.
The green curve is a CDF produced from values drawn from such a unit gaussian random distribution, when the number of values is the one involved in the
construction of the CDF for the Gauss coefficient of interest, shown in blue [after removal of x¯mn and renormalization by
√
K¯ (xmn , x
m
n , 0)]. Also shown in
black, the CDF when the same data are first renormalized by either the stack σˆd (t) (if the coefficient belongs to the dipole family) or σˆq (t) (if it belongs to the
quadrupole family). Note that the CDF is near, but clearly not exactly Gaussian (here mainly for the g1010 coefficient) and that renormalizing by the stacks brings
an improvement.
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Figure 10. Model h: (a) heat-flux pattern imposed at the core–mantle boundary (CMB; colour scale from −28 to +28 mW m−2; for more details, see Coe
et al. 2000); (b) radial component of the time-averaged field at the CMB calculated during the period of normal polarity (step 1 to 1650) (colour scale from
−80 000 to +80 000 nT).
reflecting the modern heat-flux pattern, assuming the geographi-
cal variations seen in the seismic tomography for the lowermost
mantle of the Earth are mainly a result of thermal effects. In this
respect, it may be viewed as a tentatively realistic, heat-flux pattern.
Of particular interest is the fact that this pattern strongly breaks the
axial symmetry. It also, but to a lesser extent, breaks the equatorial
symmetry. It thus forces a complex geometry on the dynamo. As
discussed in Paper I, this should lead to some comparable symme-
try breaking in the statistical behaviour of the field. What we would
therefore like to test is whether the same type of statistical analysis
as the one carried out on model g would be capable of detecting this.
More generally, we would like to see how much change such more
realistic, boundary conditions could introduce in the general statisti-
cal behaviour of the field. For that purpose, we basically reproduced
all the tests we had done on model g. This was done on the longest
period of stable (normal) polarity, between step 1 and step 1650 of
the model h run (i.e. over T 0 ≈ 157 000 yr, step 1 corresponding
to the initial step of the reliable part of the run), which otherwise
displayed two reversals (see Glatzmaier et al. 1999). This led to the
following results.
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Table 3. Model h: estimates of the typical correlation times
τmn for the Gauss coefficients with low degrees.
n m g h
steps(yr) steps(yr)
1 0 43.2(4109)
1 1 2.0(191) 1.8(174)
2 0 13.3(1264)
2 1 1.6(156) 1.9(180)
2 2 1.5(138) 1.3(128)
3 0 9.5(899)
3 1 1.5(147) 1.6(153)
3 2 1.5(142) 1.7(158)
3 3 1.1(103) 1.1(104)
4 0 2.1(202)
4 1 1.5(146) 1.5(143)
4 2 1.4(128) 1.3(124)
4 3 1.4(129) 1.2(111)
4 4 0.9(84) 1.0(94)
4.1 Short-term memory
We first produced figures analogous to Fig. 1, which confirmed that
the model h field also displayed short-term memories. This then
made it possible to again compute typical correlation times. Table 3
lists those values for the lowest degrees and Fig. 11 gives a visual
account of all values. Comparing Table 3 with the analogous Table 1
shows that the timescales involved in both models are essentially of
the same order of magnitude. The only very significant change is
seen in the correlation time of g02(t), which increased from 354 yr
(model g) to 1264 yr (model h). Otherwise and as expected, we again
see a dependence of the correlation time with both the degree n and
order m, testifying for the spherical symmetry breaking.
More of a surprise is the fact that no obvious indication of axial
symmetry breaking [different correlation times for gmn (t) and h
m
n (t),
recall eq. 8] is found for low degrees (Table 3, to be compared to
Table 1). In fact, only weak indication can be found in the compari-
































































































Figure 11. Model h: logarithm representation of the estimates of the typical correlation time log10(τmn ) for the g and h coefficients. The representation is the
same as in Fig. 2 but now the step between saved snapshots is 95 yr. Note the stronger dissimilarities between estimates for the g and h coefficients, compared
with model g (Fig. 2).
differences between the gmn (t) and h
m
n (t) than does the comparison
of Fig. 2(left) with Fig. 2(right).
4.2 Time-averaged field
We next computed the time-averaged estimate x¯ ofµwith the help of
eq. (5) (Table 4). This led to values significantly different from those
obtained with model g in many respects. First, we note that estimates
g¯0n of zonal coefficients are globally weaker. This is true for g¯
0
1
(which is more than twice weaker), but also for all other coefficients.
Secondly and more importantly, we note that by contrast all non-
zonal estimates g¯mn and h¯
m
n appear to be much larger, to the extent
that some of them now take values almost comparable to the estimate
g¯0n of the zonal term sharing the same degree. To decide which of
all those estimates can be considered as significantly different from
zero, we relied on the same procedure as for model g.




1 ≈ 4100 yr, corresponding
to approximately 43 steps), we chose t = 130 steps and an estimate
of µ(g01) was therefore computed from only 13 independent values.
The value inferred is then significantly different from zero at the
10−3 level. For all other Gauss coefficients, a Student’s t-test at a
1 per cent level was otherwise again carried out. This led to the
result that only about half of the estimates of the zonal terms µ(g0n)
could actually be considered as significant (those with n = 1, 5,
7, 9, 10, 12, 13, 15, 16, 17, 19, 20). By contrast eight of the 462
estimates of the non-axial terms now appear to significantly differ













µ(g417)]. This brings two conclusions. First, that the time-averaged
estimate x¯ ofµ now shows signs of axial symmetry breaking (though
quite marginally so, because four non-zero values could have been
expected at the 1 per cent level). Secondly, that this estimate still
shows signs of equatorial symmetry breaking, but in a different way
than in model g. Co-existence of dipole and quadrupole family fields
no longer only occurs in the zonal terms, but is also found in the
non-zonal terms, to which the two families contribute more equally.
A similar conclusion is derived from the test at the 5 per cent level
up to degree and order 8, which we also reproduced. In addition to
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µ(hmn ) (at the surface of the Earth and down-continued to the core–mantle
boundary, CMB) during the period of normal polarity.
At the surface of the Earth At the CMB
n m g(nT) h(nT) g(nT) h(nT)
1 0 −5423.421 58 −33 138.186 12
1 1 −141.716 70 −90.481 62 −865.917 24 −552.860 70
2 0 242.555 54 2709.474 18
2 1 32.883 59 49.665 79 367.327 20 554.793 22
2 2 −108.406 89 −48.147 62 −1210.962 55 −537.834 51
3 0 84.295 95 1721.468 23
3 1 −8.950 96 −3.483 83 −182.793 94 −71.145 72
3 2 −32.690 93 24.635 94 −667.604 98 503.108 28
3 3 −2.933 16 −17.511 01 −59.900 25 −357.604 90
4 0 8.920 05 333.026 07
4 1 −0.156 86 0.778 95 −5.856 44 29.081 58
4 2 0.704 30 6.038 83 26.294 60 225.456 89
4 3 −3.578 29 0.012 11 −133.593 83 0.452 24
4 4 0.782 88 1.918 17 29.228 60 71.614 03
5 0 −38.601 98 −2634.746 41
6 0 3.775 55 471.115 60
7 0 4.839 24 1103.933 34
8 0 −0.617 04 −257.335 50
9 0 0.863 91 658.671 94
10 0 0.047 93 66.814 46
11 0 −0.021 09 −53.752 87
12 0 −0.027 48 −128.031 44
13 0 0.024 71 210.447 50
14 0 −0.002 43 −37.906 71
15 0 −0.001 29 −36.824 75
16 0 −0.000 57 −29.730 00
17 0 0.000 19 18.212 87
18 0 −0.000 03 −5.179 65
19 0 0.000 02 7.758 12
20 0 0.000 01 3.583 10
21 0 0.000 00 3.474 54







































Figure 12. Model h: estimates K¯ (xmn , x
m
n , 0) of the variances. Same representation as in Fig. 3. Note that compared with Fig. 3 values for g and h no longer
overlap and that the dipole family (n − m odd) no longer dominates.
µ(g22) and µ(g
2
3), estimates revealed two new significant non-zonal
coefficients: µ(h23) and µ(h
2
7) (four in all, whereas three non-zero val-
ues could have been found by chance). This result is again marginal
but underlines one additional remarkable property: a dominance of
the order 2 in the significant estimates ofµ, especially at low degree.
Such an order 2 signature is present in the boundary conditions driv-
ing model h (Fig. 10a), the pattern of which more generally bears
some relation to the pattern of the time-averaged field at the CMB
(Fig. 10b).
It thus appears that, as expected, the time-averaged estimate x¯
of µ not only reveals spherical symmetry breaking, but also some
signs of the axial and equatorial symmetry breaking imposed by
the CMB conditions. However, it clearly appears that only a careful
inspection of the time-averaged field produced by a dynamo driven
by inhomogeneous boundary conditions could potentially detect the
symmetry breaking introduced by those conditions.
4.3 Covariances
Consider next the estimates K¯ (xmn , x
m
n , 0) of the diagonal terms
γ (xmn , x
m
n , 0) of the covariance matrix at time τ = 0, computed
with the help of eqs (5) and (6) (Fig. 12, to be compared to Fig. 3).
Like for model g, those estimates testify for the spherical symme-
try breaking, as they do not only depend on the degree n, but also
on the order m (which conflicts with eq. 7b). However, they now
also provide indications of some axial symmetry breaking, as they
now suggest that γ (gmn , g
m




n , 0) (in
disagreement with eq. 8b). Thus, indications for both expected sym-
metry breakings are found. However, we note that those only occur
in a weak way. Also, we note that, contrary to the case of model
g, no major difference is to be found between the two dipole and
quadrupole families, which now happen to contribute equally to the
fluctuating part of the field.
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Like for model g, we next computed estimates K¯ (xmn , x
′m′
n′ , τ )/√
K¯ (xmn , x
m




n′ , 0) of the normalized cross-covariance
functions for xmn = g22 and various values of x ′m
′
n′ (analogous to those
shown in Fig. 4). A clear signature for spherical symmetry breaking
could again be seen in the estimate of the cross-covariance functions




4 (just like for model g, not shown). However,
again, only weak evidence for additional axial and equatorial sym-
metry breaking could be found.
In search of additional, perhaps stronger, signatures of axial and
equatorial symmetry breaking, we next turned to the systematic anal-




K¯ (xmn , x
m





of the normalized cross-covariance functions at time τ = 0. We
produced figures analogous to those shown for model g in Fig. 5.
Fig. 5(b) shows the result of this when considering gmn (t) and g
m′
n′ (t)
up to degree and order N = 15 (analogous to Fig. 5a). This figure
differs from Fig. 5(a) in an interesting way. Whereas nice bands cor-
responding to m = m ′ and mainly |n − n′| even K¯ (xmn , x ′m
′
n′ , 0) esti-
mates could clearly be identified against a relatively weak (greenish)
background in Fig. 5(a), those bands are now not as easy to identify
in Fig. 5(b) and the general background is noisier (colourful). This
blurring of Fig. 5(a) into Fig. 5(b) is the type of signature we ex-
pected because of the axial symmetry breaking. Also, there clearly
is much more of a signal in the m = m ′, |n − n′| = 1, band, sug-
gesting a stronger equatorial symmetry breaking than in model g
(contradiction with eq. 9b/10b).
To quantify this, we again relied on the Spearman statistics at the
0.1 per cent level (i.e. counting the number of significant values iden-
tified in the bottom right of Fig. 5b). Slightly fewer (93 compared to
119, for model g) cross-correlations are now being identified as sig-
nificant at this level. Among those, 75 (103 for model g) correspond
to cases with m = m ′ and 18 (compared to 16) to cases with m = m ′.
In the m = m ′ case, this then leads to a proportion of 11.3 per cent
(15.5 per cent for model g) way above the 0.1 per cent threshold,
which clearly shows that, as expected, model h also strongly breaks
the spherical symmetry. For the m = m ′ case, which tests the axial
symmetry breaking, the proportion found in model h now only raises
to 0.21 per cent (from 0.19 per cent in model g) still very close to the
0.1 per cent threshold. This result is surprising. It would suggest that
fluctuations in model h no more strongly break the axial symmetry
than in model g, somewhat contradicting the impression given by the
comparison of Figs 5(b) and (a). However, there is a reason for this:
as axial symmetry breaking can now manifests itself through a very
large number of no-longer forbidden coefficients in γ(τ = 0), those
become difficult to identify individually in the estimate K¯(τ = 0).
In particular, the simple statistical tool used here fails to test the full
matrix K¯(τ = 0) for organized patterns such as those clearly seen
in Fig. 5(b). By contrast, equatorial symmetry breaking can more
easily be detected. It only requires detecting additional branches in
the matrix K¯(τ = 0). Indeed, model h displays even more equatorial
symmetry breaking than model g. (5.8 per cent of the m = m ′, |n −
n′| odd cases up to degree 15 are found to be significant in Fig. 5(b),
compared with 3.6 per cent in Fig. 5(a). As a matter of fact, of all m
= m ′ significant terms we found, 13 per cent were found to be for
|n − n′| odd in model g, 28 per cent in model h.) Note finally that
independently of any symmetry considerations and as was already
the case of model g, significant correlations only occur when |n −
n′| remains small.
From those considerations, we conclude that a careful inspection
of a time-averaged estimate of the covariance matrix can also poten-
tially detect the symmetry breaking introduced by inhomogeneous
boundary conditions driving a dynamo, but not trivially so. In fact,
what is best detected is an enhanced amount of coupling between
the two dipole/quadrupole family components of the field, testify-
ing for more intense equatorial symmetry breaking in the fluctuating
component of the field than in model g. By contrast, detection of
axial symmetry breaking, though possible in principle (recall the
differences between Figs 5a and b), unfortunately remains elusive.
4.4 Non-stationarity
Like for model g, we next investigated the stationarity of the model
h field, by computing xˆmn (t) (from eq. 13), and σˆ (x
m
n , t) (from
eq. 14). Fig. 13 shows that the non-zonal xˆmn (t) now display a se-
vere non-stationary behaviour. There clearly are periods when all
xˆmn (t) take relatively weak values (such as between step 1000 and
step 1500 in Fig. 13) and other periods when, by contrast, they all
take large values. In particular, the xˆmn (t) corresponding to coeffi-
cients significantly contributing to the time-averaged field [Fig. 13




3(t)] appear to contribute to
the time-averaged field mainly through relatively short episodes of
large values. This contrasts with the behaviour of the zonal terms,
those of which contributing to the time-averaged field consistently
do so throughout the whole period of interest. This suggests the way
model h produces its non-zonal time-averaged field is very different
from the way it and also model g produces its zonal time-averaged
field. As a matter of fact, all gˆ0n(t) in model h (Fig. 14) behave in
quite the same way as in model g (Fig. 6), except for one significant
difference. Whereas in model g the gˆ0n(t) strongly tend to correlate
with each other within the same dipole/quadrupole family, those
correlations, though not systematic, now obviously reach across the
two families.
Plotting σˆ (xmn , t) (Fig. 15, analogous to Fig. 7) leads to a similar
conclusion. As was already observed for model g, strong correla-
tions are found between the various σˆ (xmn , t). However, here again,
those correlations reach across the two dipole/quadrupole families.
In fact, all the σˆ (xmn , t) obey almost exactly the same very strong
modulation. Unfortunately however, this common modulation of all
σˆ (xmn , t) does not appear to be simply related to the way the xˆ
m
n (t),
especially the non-zonal ones, behave.
We did not attempt to further investigate the nature of this strong
and complex non-stationarity, which clearly is in severe contradic-
tion with the GGP assumption.
4.5 Non-Gaussian behaviour
What we did, though, is to finally investigate the extent to which
this non-stationarity could also affect the CDFs of the Gauss coef-
ficients. Fig. 16 shows examples of such CDFs for the same Gauss
coefficients as those used in Fig. 9 for model g. As can be seen,
those CDFs are now dramatically far from being Gaussian. This is
again in severe contradiction with the GGP assumption. However,
it is important to point out that this is mainly a result of the non-
stationary behaviour of model h. To show this, we took advantage of
the correlation we already noted among the σˆ (xmn , t) and produced a
stack of those, which we used to renormalize each of the xmn (t). The
CDFs of those renormalized Gauss coefficients are also shown in
Fig. 16. They now display much more of a Gaussian behaviour.
5 D I S C U S S I O N
Having thoroughly investigated the statistical behaviour of models g
and h, we can now draw a number of conclusions. Certainly the most
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Figure 13. Model h: moving window time averages xˆmn (t) (as defined by eq. 13) of non-zonal Gauss coefficients. The length of the window is Tmw = 51
points (4750 yr). The black curves are for the g coefficients and the grey curves for the h coefficients. The first step of this figure corresponds to a window at
the beginning of the period of normal polarity (i.e. centred about step 51 in the text).
important one is the fact that a field produced by a dynamo is indeed
amenable to some statistical analysis. The basic assumptions needed
for this are satisfied. The field behaves as a short-term memory
process at times of stable polarity and periods of stable polarity
last much longer than the correlation times of the process. Those
properties are needed to define the first- and second-order statistical
moments of the field (i.e. the mean µ eq. 3 and the covariance
matrix γ(τ ) eq. 4) in a consistent way, and to derive estimates of
those from temporal averages (through eq. 5 and eq. 6). This is
very encouraging, as it strongly suggests that similar quantities may
indeed be defined and estimated for the field produced by the real
geodynamo.
A second important conclusion to be drawn is that a careful in-
spection of estimates of bothµ and γ(τ ) can bring some useful geo-
physical information about the state of the geodynamo, in particular
in terms of its symmetry properties. In fact, all symmetry proper-
ties one could anticipate on theoretical grounds (Paper I) have been
found.
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Figure 14. Model h: moving window time averages xˆmn (t) (as defined by eq. 13) of the zonal Gauss coefficients. The length of the moving window and the
timescales are the same as in Fig. 13.
Consider model g. This model has been run with homogeneous
(i.e. spherically symmetric) CMB conditions. However, because of
its rotation, the highest symmetry of the whole system is only the
axial symmetry about the rotation axis. As noted in Paper I, this
means that the field and thus both µ and γ(τ ) should break the
spherical symmetry. Additional symmetry breakings could also oc-
cur, but only as a result of a spontaneous symmetry breaking by
the dynamo solution. They would not be mandatory. In fact, as also
noted in Paper I, it is highly unlikely that the axial symmetry could
spontaneously be broken because of the ease with which a dynamo
solution could shift about the rotation axis under axisymmetric CMB
conditions. No similar continuous shift could possibly act against an
equatorial symmetry breaking. Thus, it was anticipated that model
g would break the spherical symmetry, satisfy the axial symme-
try and possibly break the equatorial symmetry. This is what we
found. Spherical symmetry breaking is clearly seen in estimates of
both µ and γ(τ ); axial symmetry is remarkably satisfied by esti-
mates of both µ and γ(τ ); and evidence for spontaneous equatorial
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Figure 15. Model h: moving window normalized estimate σˆ (xmn , t) of the standard deviation (as defined by eq. 14). The black curves are for the g coefficients
and the grey curves for the h coefficients. The length of the moving window and the timescales are the same as in Fig. 13.
symmetry breaking was also found in estimates ofµ and (in a subtler
way) of γ(τ ).
In fact, this spontaneous equatorial symmetry breaking is worth
further emphasizing. It is responsible for the co-existence, with the
dominant axial dipole mean field, of a quadrupole family zonal mean
field and, in particular, of a term µ(g02) estimated to be approximately
2 per cent the magnitude of the estimate of µ(g01). From this, we in-
fer that the only unquestionably robust non-dipole feature found so
far in the palaeomagnetic mean field, an axial quadrupole field (of
about 3–4 per cent the magnitude of the axial dipole field, Merrill &
McFadden 2003), cannot alone be taken as evidence of equatorial
symmetry breaking in the CMB conditions. In fact and as pointed
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Figure 16. Model h: cumulative distribution functions (CDFs) for a number of Gauss coefficients. Same coefficients and same representation as in Fig. 9,
except for the black curves, which now correspond to CDFs after renormalization by a global stack of all the σˆ (xmn , t). Note the much more serious departure
of the CDF from the Gaussian case and the very significant improvement brought by renormalizing by the stack (i.e. correcting for the non-stationarity).
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out in Paper I, checking whether this axial quadrupole term could
be related to such CMB equatorial symmetry breaking would re-
quire further testing if it systematically reverses its sign together
with the axial dipole at times of reversals, or not. The test would
need to be carried out on both the palaeomagnetic data (palaeomag-
netic time-averaged field models would suggest that this is the case,
but the case remains to be better made) and the data produced by
numerical models with equatorial symmetric CMB conditions, such
as model g (the series we currently have are too short to carry out
a significant test). If it turns out that the geodynamo can only go
through full field reversals [involving a simultaneous sign change
of µ(g02) and µ(g
0
1)], while symmetric CMB conditions dynamo
can also go through quadrupole family field reversals [involving a
sign change of µ(g02) but not of µ(g
0
1)] and/or dipole family field
reversals [involving a sign change of µ(g01) but not of µ(g
0
2)], as
one can anticipate based on symmetry considerations, then only, a
claim could be made that the axial quadrupole component found in
the palaeomagnetic mean field is related to some asymmetry in the
CMB conditions (see Paper I for more details).
Consider now model h, run with inhomogeneous CMB condi-
tions breaking the spherical, axial and, to a lesser extent, equatorial
symmetries. Those conditions were expected to force model h, and
thus estimates of both µ and γ(τ ), to testify for similar symmetry
breaking properties. Again, this is what we found. In particular, it
was found that model h breaks the axial symmetry breaking proper-
ties in a way that distinguishes it from model g and testifies for the
inhomogeneous CMB conditions imposed on the dynamo.
However, those symmetry breaking properties were only found
in the form of weak and subtle signatures in the time-averaged
estimates of µ and γ(τ ), some of which turned out to be par-
ticularly elusive. Evidencing them required careful statistical as-
sessments. As a matter of fact, earlier analysis of the very same
numerical simulation by McMillan et al. (2001) failed to identify
this signature and reached the opposite conclusion that non-zonal
field statistics would not necessarily reflect heat flow conditions at
the CMB. In the estimate x¯ of µ indeed, only a fairly weak non-
zonal field could be detected and proven significant. However, this
was made possible because correlation times were also derived and
taken into account in the statistical assessment. As a result of this,
even though most estimates of non-zonal terms turned out to be
smaller than zonal terms (Table 4), their shorter correlation times
(Table 3) made it possible to prove that at least some of them were
meaningful.
Clearly, those results also suggest that if similar significant non-
zonal components were to be found in the time-averaged palaeo-
magnetic field as a result of non-homogeneous CMB conditions,
those would likely be weak. Detecting them would again require
some careful statistical analysis. In this respect, the fact that the
detection of significant non-zonal terms in the actual time-averaged
palaeomagnetic field is still a matter of debate (a claim made by
e.g. Gubbins & Kelly 1993 and Johnson & Constable 1997, but
challenged by e.g. McElhinny et al. 1996, Carlut & Courtillot 1998
and Merrill & McFadden 2003) is hardly a surprise. However, those
results also show that future investigation of better-constrained time-
averaged field models could possibly lead to some inference of the
geometrical characteristics of the heat flux at the CMB. This, we
should finally point out, would nevertheless require that additional
progress in numerical dynamo modelling also be made. First, to bet-
ter understand the connection between the heat-flux pattern and the
pattern of the resulting time-averaged field (beyond the crude con-
nection established in the case of model h). A recent study by Olson
& Christensen (2002) suggests this should eventually be possible.
Secondly, to make sure that simulations are run with parameters
closer to those of the real Earth. An indication that this is needed
can be found in the fact that the time-averaged field computed from
the recent tomographic model of Christensen & Olson (2003, their
fig. 4d), which relies on different parameters than model h but uses
similar tomographic boundary conditions, does show substantial
differences with that of model h (Fig. 10b).
Another significant outcome of this study is the demonstration
that one should not a priori assume too simple a diagonal form
for γ(τ ) in GGP models of dynamo fields. Indeed, in both models
g and h, the time-averaged estimate K¯(τ ) of this matrix has been
shown to contain many significant non-diagonal terms testifying
for spherical, equatorial and axial symmetry breaking properties. In
order to make the best of a statistical analysis of the palaeomagnetic
data, one should thus acknowledge that: (i) the autocovariances (or
variances) γ (xmn , x
m
n , τ ) may also depend on x, n and m; and (ii)
the cross-covariances γ (xmn , x
′m′
n′ , τ ) can be non-zero, even at time
τ = 0 relevant to palaeomagnetism. Only point (i) above has yet
been partially recognized by some authors (e.g. Kono & Tanaka
1995; Constable & Johnson 1999; Kono et al. 2000a; see Paper I
for a full review) and point (ii) has been raised only once by Hulot
& Gallet (1996). Taking both points into account would clearly be
desirable. However, it would have one drawback: requesting that the
palaeomagnetic data be inverted for a covariance matrix defined by
many more parameters than if it were purely diagonal. Fortunately,
this inconvenience can be kept to a minimum, thanks to the fact, we
also found, that estimates K¯ (xmn , x
′m′




n′ , τ ) tend
to take significant values only when |n − n′| remains small. This is
because the τmn decrease as n increases (Tables 1 and 3; Figs 2 and 11)
and because two Gauss coefficients with very different correlation
times can hardly correlate with each other. This property can then
be used to decide which γ (xmn , x
′m′
n′ , τ ) may a priori be set to zero
in the matrix, if we happen to be able to estimate the τmn . Hulot
& Le Moue¨l (1994; see also Harrison & Huang 1990) and Hongre
et al. (1998) showed that historical and archeomagnetic data could
provide enough information for this to be possible. Also, it turns
out that the timescales involved are in fact quite similar to those
found here for models g and h (see also Christensen & Olson 2003).







) = 0 if τmn 	 τ ′m′n′ or τmn 
 τ ′m′n′ (16)
would then guarantee that γ(τ ) does not involve that many more
parameters than if it were purely diagonal. Such an approach would
then make it possible to also rely on estimates of the covariance
matrixγ(τ ) and not only of the mean fieldµ to further investigate the
symmetry breaking properties of the palaeomagnetic field. In fact, if
further size reduction of γ(τ ) would really need to be implemented,
then the best option would probably be to further assume eq. (8d)
[i.e. γ (xmn , x
′m′
n′ , τ ) = 0 if m = m ′], which would acknowledge the
fact we found that detection of axial symmetry breaking in estimates
of those terms anyway proves elusive.
Our results also revealed much more embarrassing characteristics
of the fields produced by models g and h: some non-stationarity that
can affect the MF produced by a dynamo and distort the distribution
of the Gauss coefficients to the point it no longer is Gaussian. Those
results are consistent with those of McMillan et al. (2001) who relied
on a very different way of analysing the data. Taking those issues
into account in the context of a GGP approach is not a simple matter.
As illustrated by our results, the nature of this non-stationarity can
indeed significantly differ from one case to another.
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As pointed out by Coe et al. (2000) in an earlier study of the same
simulations, it however turns out that artificial intensity records pre-
dicted from the model g field at the surface of the Earth compare
quite well with the actual relative intensity records of deep-sea sedi-
ment cores, such as the one published by Valet & Meynadier (1993).
Those cores indeed reveal significant intensity fluctuations on the
10 000 yr timescale, much more comparable to the modulations
identified in model g (Fig. 8) than to those found in model h (Coe
et al. 2000 also pointed out that similar predictions from model h did
not compare well). [Incidentally, model g is also the one model pro-
ducing a dominantly dipole family field (recall Table 2 and Fig. 3),
a feature known to help produce a trend in the virtual geomagnetic
pole (VGP) scatter curve similar to that observed for the past 5 Myr
(Kono & Tanaka 1995; Hulot & Gallet 1996; Tauxe & Kent 2004),
although in the present instance, the trend produced does not appear
to be strong enough to explain the data (Glatzmaier et al. 1999).] We
saw that the main cause of the departure from a Gaussian distribution
was non-stationarity and that the not-so-severe non-stationarity seen
in model g did not seriously affect the distribution of the Gauss co-
efficients. Those remained near-gaussian. The comparable amount
of non-stationarity seen in both model g and the sediment cores thus
suggests that a GGP approach could also safely be used to analyse
at least the recent palaeomagnetic data.
Finally, it is worth commenting the intriguing difference found
between models g and h, namely, the existence of two independent
long-term modulations in model g as opposed to a single more com-
plex modulation in model h. This difference somewhat mirrors the
one found in the estimate K¯(τ ) of the correlation matrixγ(τ ), reveal-
ing less correlations between the dipole and quadrupole families in
model g than in model h. We noted that this meant that the fluctuating
component of the model g field is statistically more symmetric with
respect to the equator than that of model h. Unfortunately, no analo-
gous statistical reasoning can be used to interpret the differences in
the non-stationary modulations of models g and h. However, a very
useful complementary deterministic approach can be invoked. It is
indeed well known from kinematic dynamo theory that, if a dynamo
flow is symmetric with respect to the equator, the two dipole and
quadrupole family fields it generates become separable (i.e. are gov-
erned by two separate equations, Gubbins & Zhang 1993). Those
fields may then behave independently, in very much the way they do
in the case of model g [from the point of view of both the relative lack
of correlation between the two families in K¯(τ ) and the existence of
independent modulations]. Indeed, we checked that, on average, the
dynamo flow is more symmetric with respect to the equator in model
g than in model h, though even in the case of model g, the flow is
not found to be exactly symmetric. However, this observation also
is not a surprise. A not-exactly-symmetric flow is indeed required
to explain the weak but significant correlations found between the
two families in model g[K¯(τ ) is almost, but not exactly, compat-
ible with eq. 9b/10b]. Furthermore, because model g is the result
of a fully dynamic and not simply kinematic simulation, Lorentz
forces associated with the field produced by the dynamo are bound
to influence the flow. As a consequence, the flow may not remain
symmetric with respect to the equator if the field produced is a mix-
ture of the dipole and quadrupole family components (e.g. Gubbins
& Zhang 1993). In the case of model g however, both the mean and
fluctuating components of the field are dominated by terms from the
dipole family and only a weak quadrupole family component is to
be found (Table 2; Fig. 3). This is how both the non-symmetric flow
and the coupling between the two family fields can remain weak,
allowing model g to enjoy a dual modulation and weak correlations
between the two families. By contrast, model h displays families of
comparable magnitude (except of course for g¯01), especially in K¯(τ )
(Table 4; Fig. 14), and enjoys both a single modulation and stronger
correlations. In short, although from a purely statistical point of view,
equatorial symmetry only requires that the mean field µ belongs to
either the dipole or quadrupole family, while the fluctuating field
can be a mixture of both families (provided they display no cross-
correlations, i.e. conform to eq. 9b/10b), dynamical considerations
show that as soon as both families contribute similarly, especially
to the fluctuating field, coupling between the two families will arise
and so will correlations in γ(τ ).
6 C O N C L U S I O N
In the present study, we addressed the pertinence of a GGP ap-
proach to characterize the statistical behaviour of fields produced
by numerical simulations of dynamos. Those dynamos belong to
the same general class of dynamos as the geodynamo producing the
MF of the Earth. It may thus be argued that the conclusions reached
here also likely pertain to the possibility of using a GGP approach to
analyse the palaeomagnetic data and characterize the past behaviour
of the geodynamo.
To be valid, the GGP approach requires that the Gauss coefficients
define a vector x(t) behaving as the result of a multidimensional
stationary Gaussian process with a short-term memory. Both models
we investigated were found to enjoy a short-term memory. Some
non-stationary behaviour was unfortunately found in both cases,
causing some non-Gaussian behaviour, all the stronger that the non-
stationarity was important. However, non-stationarity did not appear
to be too serious of a problem if, as in model g, it remains within
reasonable bounds, and occurs on timescales long compared to the
memory of the process and short compared to the duration of a period
of stable polarity. This seems to be the case for the real geodynamo,
suggesting that a GGP approach can indeed be used to analyse the
recent palaeomagnetic data.
However, estimating the mean field µ and the covariance matrix
γ(τ ) along the lines pioneered by Constable & Parker (1988) is not
as simple a matter as one could wish, especially when one deals with
(non-linear) directional data, in which case, as noted by Khokhlov
et al. (2001), both µ and γ(τ ) need to be estimated simultaneously.
Because of that difficulty, all GGP modelling attempts made so
far have relied on some additional assumptions with respect to the
form γ(τ ) may take. In particular, γ(τ ) has always been assumed
diagonal.
However, significant off-diagonal terms in the estimate K¯(τ ) of
γ(τ ) (cross-covariances) have been found in both models g and h,
and are to be found for all rotating dynamos, as all of them break
the spherical symmetry. Even under the most symmetric condi-
tions (axial and equatorial), cross-covariances are found between
Gauss coefficients sharing the same order and belonging to the
same dipole/quadrupole family. Additional cross-covariances reach-
ing across the two dipole/quadrupole families are otherwise found
if equatorial symmetry is lost and even more cross-covariances may
be found if, in addition, axial symmetry is lost as in model h. Sim-
ilar off-diagonal terms in γ(τ ) must therefore exist in the case of
the geodynamo. To make it possible to detect important symmetry
breaking properties not only in µ but also in γ(τ ), only the simple
rule (16) based on timescales may safely be used to a priori decide
which cross-covariances should be discarded.
As a matter of fact, the one symmetry breaking that appeared to
be the easiest to detect, is equatorial symmetry breaking. However,
it is found in both model h and the homogeneous model g. This
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shows that, unfortunately, evidence of equatorial symmetry break-
ing possibly found in µ and γ(τ ) [and in particular a µ(g02) such as
the one needed to explain the palaeomagnetic data], cannot as such
be taken as evidence of equatorial symmetry breaking in the CMB
conditions imposed on the dynamo. That is, unless, as pointed out
in Paper I, the double case can be made that, every time the field
reverses, both its dipole and quadrupole family components reverse
simultaneously, while in the case of dynamos with equatorial sym-
metric CMB conditions, each family could reverse independently.
Of course, we noted that stronger signatures for equatorial symme-
try breaking are found in model h than in model g, suggesting that
symmetry breaking CMB conditions could enhance the equatorial
symmetry breaking properties of the field produced. However, we
also noted that this enhancement is likely related to the fact that,
contrary to that of model g, the fluctuating field of model h is not
dominated by the dipole family. For dynamical reasons, this is bound
to lead to stronger interactions between the two families. However,
it is not unlikely that another dynamo regime running under equato-
rial symmetric CMB conditions could also be found, spontaneously
breaking the equatorial symmetry like model g, and involving just
as much quadrupole family and dipole family fluctuating fields as
model h. This would then introduce more interactions between the
two families, just as in model h.
Only axial symmetry breaking properties inµ andγ(τ ) can in fact
unambiguously testify for the influence of inhomogeneous CMB
conditions. Such properties were found for model h (and not for
model g). This shows that a similar influence could potentially be
detected in the case of the real Earth. In γ(τ ), this would involve
detecting either non-zero cross-covariances contradicting eq. (8d),
or violations of equalities between autocovariances (8b) or non-zero
cross-covariances (8c). However, violations of eq. (8d) proves elu-
sive to detect. From a practical point of view, ignoring the possibility
of such violations, i.e. assuming eq. (8d) holds [which conveniently
reduces the number of terms involved inγ(τ )], and just checking for
violations of eq. (8b-c), would probably be the most efficient way of
investigating γ(τ ) for possible influence of inhomogeneous CMB
conditions. Inµ, the signature to be looked for is simpler (non-zonal
terms), more easily detected and likely to at least partly reflect the
inhomogoneous CMB conditions responsible for it (see also, Olson
& Christensen 2002). However, it turns out that non-zonal terms in
estimates of µ remain quite weak. This, we noted, could be the rea-
son why detection of non-zonal terms in the mean field derived from
palaeomagnetic data still remains controversial. Our results suggest
that additional data combined with a more appropriate treatment and
analysis of the covariance matrix γ(τ ) could help settle the issue.
A C K N O W L E D G M E N T S
We thank Cathy Constable and an anonymous reviewer for their con-
structive comments, which substantially helped improve the original
manuscript. This research was completed while GH held a National
Research Council Research Associateship Award at NASA God-
dard Space Flight Center. Model g and model h geodynamo simu-
lations were run at the Pittsburgh Supercomputing Center. Institut
de Physique du Globe de Paris Contribution no. 2040 and Institut
National des Sciences de l’univers (Centre National de la Recherche
Scientifique) Contribution no. 378.
R E F E R E N C E S
Bloxham, J., 2000a. Core-mantle interactions and the palaeosecular varia-
tion, Phil. Trans. R. Soc. Lond., A., 358, 1171–1179.
Bloxham, J., 2000b. Sensitivity of the geomagnetic axial dipole to thermal
core-mantle interactions, Nature, 405, 63–65.
Carlut, J. & Courtillot, V., 1998. How complex is the time-averaged geomag-
netic field over the past 5 Myr?, Geophys. J. Int., 134, 527–544.
Christensen, U.R. & Olson, P., 2003. Secular variation in numerical geody-
namo models with lateral variations of boundary heat flow, Phys. Earth
planet. Int., 138, 39–54.
Christensen, U., Olson, P. & Glatzmaier, G.A., 1998. A dynamo model inter-
pretation of geomagnetic field structures, Geophys. Res. Lett., 25, 1565–
1568.
Coe, R.S., Hongre, L. & Glatzmaier, G.A., 2000. An examination of sim-
ulated geomagnetic reversals from a palaeomagnetic perspective, Phil.
Trans. R. Soc. Lond., A., 358, 1141–1170.
Constable, C.G. & Johnson, C.L., 1999. Anisotropic paleosecular varia-
tion models: implications for geomagnetic field observables, Phys. Earth
planet. Int., 115, 35–51.
Constable, C.G. & Parker, R.L., 1988. Statistics of the geomagnetic secular
variation for the past 5 m.y., J. geophys. Res., 93, 11 569–11 581.
Dormy, E., Valet, J.P. & Courtillot, V., 2000. Numerical models of the geo-
dynamo and observational constraints, Geochem. Geophys. Geosys., 1,
paper 2000GC000 062.
Glatzmaier, G.A. & Roberts, P.H., 1995. A three-dimensional convective
dynamo solution with rotating and finitely conducting inner core and
mantle, Phys. Earth planet. Int., 91, 63–75.
Glatzmaier, G.A. & Roberts, P.H., 1996. An anelastic evolutionary geody-
namo simulation driven by compositional and thermal convection, Physica
D, 97, 81–94.
Glatzmaier, G.A. & Roberts, P.H., 1997. Simulating the geodynamo, Con-
temp. Phys., 38, 269–288.
Glatzmaier, G.A., Coe, R.S., Hongre, L. & Roberts, P.H., 1999. The role of
the Earth’s mantle in controlling the frequency of geomagnetic reversals,
Nature, 401, 885–890.
Gubbins, G. & Kelly, P., 1993. Persistent patterns in the geomagnetic field
over the past 2.5 Myr, Nature, 365, 829–832.
Gubbins, D. & Zhang, K., 1993. Symmetry properties of the dynamo equa-
tions for palaeomagnetism and geomagnetism, Phys. Earth planet. Int.,
75, 225–241.
Harrison, C.G.A. & Huang, Q., 1990. Rates of change of the Earth’s mag-
netic field measured by recent analyses, J. Geomag. Geoelectr., 42, 897–
928.
Hongre, L., Hulot, G. & Khokhlov, A., 1998. An analysis of the geomag-
netic field over the past 2000 years, Phys. Earth planet. Int., 106, 311–
335.
Hulot, G. & Bouligand, C., 2005. Statistical paleomagnetic field mod-
elling and symmetry considerations, Geophys. J. Int., doi:10.1111/j.1365-
246X.2005.02612 (this issue, Paper I).
Hulot, G. & Gallet, Y., 1996. On the interpretation of virtual geomagnetic
pole (VGP) scatter curves, Phys. Earth planet. Int., 95, 37–53.
Hulot, G. & Le Moue¨l, J.L., 1994. A statistical approach to the Earth’s main
magnetic field., Phys. Earth planet. Int., 82, 167–183.
Hulot, G., Eymin, C., Langlais, B., Mandea, M. & Olsen, N., 2002. Small-
scale structure of the geodynamo inferred from Oersted and Magsat satel-
lite data, Nature, 416, 620–623.
Johnson, C.L. & Constable, C.G., 1997. The time averaged geomagnetic
field: global and regional biases for 0–5 Ma, Geophys. J. Int., 131, 643–
666.
Khokhlov, A., Hulot, G. & Carlut, J., 2001. Towards a self-consistent ap-
proach to paleomagnetic field modeling, Geophys. J. Int., 145, 157–
171.
Kono, M. & Roberts, P.H., 2002. Recent geodynamo simulations and ob-
servations of the geomagnetic field, Rev. Geophys., 40(4), 1013, 10.1029/
2000RG000102.
Kono, M. & Tanaka, H., 1995. Mapping the Gauss coefficients to the pole
and the models of paleosecular variation, J. Geomag. Geoelectr., 47, 115–
130.
Kono, M., Tanaka, H. & Tsukanawa, H., 2000a. Spherical harmonic analysis
of paleomagnetic data: the case of linear mapping, J. geophys. Res., 105,
5817–5833.
C© 2005 RAS, GJI, 161, 603–626
626 C. Bouligand et al.
Kono, M., Sakuraba, A. & Ishida, M., 2000b. Dynamo simulations and
paleosecular variation models., Phil. Trans. R. Soc. Lond., A, 358, 1123–
1139.
Kuang, W. & Bloxham, J., 1997. An Earth-like numerical dynamo model,
Nature, 389, 371–374.
McElhinny, M.W., McFadden, P.L. & Merrill, R.T., 1996. The time-averaged
paleomagnetic field 0–5 Ma, J. geophys. Res., 101, 25 007–25 027.
McMillan, D.G., Constable, C.G., Parker R.L. & Glatzmaier, G.A., 2001. A
statistical analysis of magnetic fields from some geodynamo simulations,
Geochem. Geophys. Geosys., 2, paper 2000GC000 130.
Merrill, R.T. & McFadden, P.L., 2003. The geomagnetic axial dipole field
assumption, Phys Earth planet. Int., 139, 171–185.
Merrill, R.T., McElhinny, M.W. & McFadden, P.L., 1996. The Magnetic Field
of the Eaaleomagnetism, the Core, and the Deep Mantle, Academic, San
Diego, CA, p. 527.
Olson, P. & Christensen, U.R., 2002. The time-average magnetic field in
numerical dynamos with non-uniform boundary heat flow, Geophys. J.
Int., 151, 809–823.
Press, W.H., Teukolsky, S.A., Vetterling, W.T. & Flannery, B.P., 1992. The
art of Scientific Computing, Numerical Recipes in C, Cambridge Univ.
Press, Cambridge, p. 994.
Tauxe, L. & Kent, D., 2004. A simplified statistical model for the geomag-
netic field and the detection of shallow bias in paleomagnetic inclinations:
was the ancient magnetic field dipolar?, in Timescales of the Paleomag-
netic field eds Channell J.E.T., Kent D.V., Lowrie W. & Meert J. Am.
geophys. Un. Monogr., 145, 101–115.
Valet, J.P. & Meynadier, L., 1993. Geomagnetic field intensity and reversals
during the past four million years, Nature, 366, 234–238.
van der Waerden, B.L., 1969. Mathematical statistics, Springer-Verlag,
New York, p. 367.
C© 2005 RAS, GJI, 161, 603–626
íæî  ö¯ï]ðñ ò
ó ñõôöï ß÷ñõô ÷ ù ß÷øõùñô úî)ùñ=ù÷ î  ú÷ñ4ïûþ ø÷ñô









































































































































































fAGD (Θ, Φ) =
∫ +∞
B=0





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































f (Θm, Φm) =
∫
".'+'I3"&










































































































































































































































È]öŁ ◦ &O α95 e
]Ł ◦ ]LkK	ﬀ$3"&<0U'I&8	ﬀ.'.,	-3ﬁ	-"ﬁ&ﬂ:E)2&.N&ﬂ',	ﬀﬂ%






































Testing statistical paleomagnetic field models against directional
data affected by measurement errors
A. Khokhlov ∗† G. Hulot †‡ C. Bouligand†
Submitted to Geophys. J. Int., December 30, 2005, revised July 07, 2006
Abstract
In a previous paper, [Khokhlov et al 2001] introduced a method to test the compatibility of
so-called “Giant Gaussian Process” (GGP) statistical models of the paleomagnetic field against
any paleosecular variation (PSV) database. This method did not take measurement errors into
account. It therefore lacked practical usefulness. In the present paper, we remedy this and gen-
eralise the method to account for measurement errors in a way consistent with both the assump-
tions underlying the GGP approach and the nature of those errors. The method is implemented
to test GGP models against any directional data set affected by Fisherian errors. Simulations
show that the method can usefully discriminate which GGP model best explains a given data
set. Applying the method to test six published GGP models against a test Bruhnes stable po-
larity data set extracted from the [Quidelleur et al 1994] database, it is found that all but one
model (that of [Quidelleur & Courtillot 1996]) should be rejected. Although this result should
be taken with care, and does not necessarily imply that this model is superior to other models
([Quidelleur & Courtillot 1996] precisely used the [Quidelleur et al 1994] database to infer their
model), it clearly shows that in practice also, and with the databases currently available, the
method can discriminate various candidate GGP models. It also shows that the statistical be-
haviour of the geomagnetic field at times of stable polarity can indeed be described in a consistent
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way in terms of a GGP model. This “forward” testing method could ultimately be used to design
an “inverse” approach to GGP modelling of the paleomagnetic field.
Introduction
Thanks to the large amount of magnetic data provided by satellite missions spherical harmonic models
of the main magnetic field produced within the core can readily be computed, providing high resolution
pictures of the way this field has been behaving over the past few decades [Hulot et al 2002]. Additional
information can also be recovered from observations carried out by many generations of observers,
explorers and navigators worldwide to produce spherical harmonic models describing the main magnetic
field over the past four centuries [Jackson et al 2000]. Reconstructing similar, albeit much less accurate,
spherical harmonic models of the Earth’s main magnetic field further back in time is also possible
[Hongre et al 1998, Korte & Constable 2005]. This however requires that indirect measurements be
used, only available through human artefacts, lava flows and sediments that have been magnetized
in the ancient field. It also requires that a good age control of each sample is available to ensure a
satisfying synchronization of the data used in computing spherical harmonic models for a given epoch.
Because changes in the non-dipole component of the main field occur on time scales all the shorter
than the spatial scales considered are smaller [Hulot & Le Moue¨l 1994], this unfortunately limits our
ability to produce such spherical harmonic models back in time (so far, only up to 7000 years in the
past, [Korte & Constable 2005]).
To recover information about the Earth’s main magnetic field further back in time, one must rely
on paleomagnetic data and acknowledge the impossibility of accurately (within a few decades at most)
synchronizing data acquired at different locations. This is especially true for the so-called paleosecular
variation [Quidelleur et al 1994, Johnson & Constable 1996, McElhinny & McFadden 1997] and pale-
ointensity [Tanaka et al 1995, Perrin & Schnepp 2004] databases covering the past few million years.
Those databases encompass data recovered from volcanic samples and testifying for the instantaneous
value of the direction and/or intensity of the field at well-known locations but poorly known times
(typically within much more than a millennium). Fortunately, ages can nevertheless be measured with
enough accuracy to identify the chron during which each of these samples acquired its magnetization.
Assuming that the geodynamo essentially remained in a stationary state at times of stable polarity,
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this then opens the possibility, recognized long ago (see e.g. [Merrill et al 1996] for an extensive review
of earlier work), that at least some statistical properties could be recovered, characterizing the ancient
field at times of stable polarity over the past millions years.
Several approaches have been used to try and infer such statistical properties (again, see e.g.
[Merrill et al 1996]). One approach has drawn particular attention, the so-called Giant Gaussian
Process (GGP) approach first introduced by [Constable & Parker 1988], and next generalized by
[Hulot & Le Moue¨l 1994] and [Kono & Tanaka 1995]. In its most general form (see e.g., [Hulot & Bouligand 2005]),
this approach consists in
1) using the classical spherical harmonic decomposition of the Main Field:

















where gml (t) and h
m
l (t) are the time-varying Gauss coefficients, a denotes Earth’s radius and {<, Θ, Ψ}
are the standard spherical coordinates (i.e., distance from the Earth’s center, colatitude and longitude),
and
2) assuming that the gml (t) and h
m
l (t) are the coordinates of a vector k(t) in a multidimensional
model space, which behaves as a single realization of a multidimensional stationary random Gaus-
sian process characterized by a statistical mean (or mean model) E(k(t)) and a covariance matrix
Cov(k(t),k(t′)) (which may very well be non-diagonal).
In addition to being defined with the help of a fully consistent formalism, this GGP approach has the
unique advantage of providing a common tool to analyse just as well the historical ([Constable & Parker 1988,
Hulot & Le Moue¨l 1994]), archeomagnetic ([Hongre et al 1998]) and paleomagnetic fields ([Constable & Parker 1988]
and many studies since, see e.g. [Kono et al 2000a, Tauxe & Kent 2004]). Even more, it can also be
used to carry on similar analysis of the field produced by dynamo numerical simulations ([Kono et al 2000b,
McMillan et al 2001, Bouligand et al 2005]). In the latter case, considerable advantage can be taken
of the fact that the Gauss coefficients (and very long time series) are readily available and can thus be
analyzed in much detail without having to worry about any observational errors. Those studies have
shown that under reasonable circumstances, the field produced by a numerical dynamo is indeed com-
patible with a GGP description, which can then be used to detect very interesting statistical properties,
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most notably, spontaneous and forced (because of the boundary conditions imposed at the core-mantle
boundary) symmetry breaking properties ([Bouligand et al 2005, Hulot & Bouligand 2005]). The GGP
approach thus appears to potentially be a tool of choice to characterize the Earth’s main magnetic field
at various epochs (present and past), detect possible changes in the regime of the geodynamo, some of
which could be due to changes in the boundary conditions, and decide whether a numerical dynamo
simulation is “Earth-like” or not.
For this to be possible, we however need to have robust and sensitive numerical tools to actually
decide which GGP model best fits a given data set. The issue is unfortunately not so trivial when
the data to be analyzed are the paleomagnetic data from the paleosecular variation databases (the
largest available paleomagnetic database for that type of study). In that case indeed, because the
(directional) data are non-linearly related to the Gauss coefficients of the main field, no simple method
is available to directly produce estimates of the mean and covariance matrix of the GGP process best
describing the data. Furthermore, using approximate approaches can easily lead to biased estimates
([Khokhlov et al 2001, Hatakeyama & Kono 2001]). The purpose of the present paper, which expends
on the earlier work of [Khokhlov et al 2001] (hereafter paper I), is to show that in fact a rigorous
method can be implemented which 1) is fully consistent with all the assumptions involved in the
GGP approach, 2) takes into account the measurement errors provided with each data point (a major
improvement with respect to paper I), 3) provides a rigorous quantified assessment of the compatibility
of any GGP model with any directional data set, and 4) proves very discriminating.
Dealing with error-free paleodirectional data
In this section, we first recall the approach proposed in paper I to test any error-free paleodirectional
data set. [Note however that we will make use of slightly different notations to avoid confusion among
the various quantities we need to define. As a general rule, in the present paper, we will indeed always
make use of gothic letters, namely g, s, k and p (possibly with indexes) for the various probability
density functions we will need to introduce].
When dealing with such data, which consist in instantaneous values of the paleodirection recorded
at times separated by much more than the memory of the GGP process, each paleomagnetic da-
tum can be viewed as a local (both in time and space) independent realization of the GGP pro-
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cess. As a result, the covariance matrix of the process can be assumed to be of the simplified form
Cov(k(t),k(t′)) = Cov(k,k)δ(t − t′) and temporal correlations ignored altogether. Rewriting (1) in
the simplified form B(<, Θ, Ψ, t) = A(<, Θ, Ψ)k(t), where A(<, Θ, Ψ) is a matrix projecting the mul-
tidimensional vector k(t) into the 3D vector B(<, Θ, Ψ, t), a given instantaneous value B of the field
at a given location (<, Θ, Ψ) at the Earth’s surface can then itself be viewed as a random drawing
from a 3D Gaussian distribution of random vectors V characterized by E(V ) = A(<, Θ, Ψ)E(k) and
Cov(V , V ) = A(<, Θ, Ψ)Cov(k,k)A(<, Θ, Ψ)T . Denote g, the corresponding probability density func-
tion (pdf) in R3.
Next, introduce the spherical coordinates (u, ρ) of the vector V (where u = V /|V | ∈ Σ, the unit
sphere in R3, and ρ = |V | denotes the distance from the origin O of the sphere Σ). Denote s the
probability density function associated with the direction u on Σ. This so-called Angular Gaussian
distribution ([Bingham 1983], in paper I, we also referred to it as the Gaussian Directional distribution)





In a local Cartesian coordinate system, we may write E(V ) = m = (m1, m2, m3) and Cov(V , V ) =
[cov(Vi, Vj)]. Then, let Λ = [Λ
ij ] be the inverse (hence, also symmetric) matrix of Cov(V , V ). With
respect to this local Cartesian coordinates, the probability density function of V is:
















































































|u|Λ , m = |m|Λ, (7)
correspond to respectively the Λ-projection of m on the direction u, and the Λ-norm of m. Since Λ
is positive −m 6 z 6 m.
Equation (6) makes it possible to predict the pdf of the direction of the field at any location at the
Earth’s surface. Any given GGP model can then easily be tested against the data set corresponding
to such a location.
Unfortunately, relatively few data are usually available at a given location. In paper I, we explained
how this drawback could be overcome, and sparse data distributed over various sites combined into a
uniformized data set to globally test the GGP model.
This consists in converting the directional data set {ui} under consideration (where the “i” index
varies between 1 and N, the total amount of data) into a univariate data set {ti} with the help of:




where dU is the elementary surface about u on Σ, and testing the distribution of the {ti} against a
uniform probability density over the segment [0, 1].
This uniformization procedure simply amounts, for each data ui, to identify on Σ the iso-probability
line of the pdf si(u) on which the data ui lie (note that this pdf depends on the location the data
ui come from, which is why an“i” index is being added to si(u)), and to assign to ti the value of the
probability that ui could have been lying on a higher iso-probability line on Σ. Then, if the GGP
model is compatible with the data set (hence, if the ui are compatible with the si(u)), the {ti} should
be compatible with a uniform distribution on [0, 1].
Whether this is indeed the case can finally be assessed with the help of various standard tests,
(in paper I we used the Kolmogorov-Smirnov (KS) and the χ2 tests). Note that this uniformization
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procedure is very general and does not rely on any properties of the Angular Gaussian distribution. It
can be applied in more general situations.
Taking measurement error into account
A main issue that paper I did not address is that of data measurement errors. The tests we just
described are appropriate only in the event these errors are negligible. Unfortunately this is far from
being the case and we now need to take this into account. In the case of directional data, these
measurement errors are classically described in terms of a Fisher distribution characterized by a so-
called concentration (or precision) parameter K. Within this Fisherian frame-work, stating that the
observed direction s reflects the actual direction u on Σ with an error characterized by a concentration
parameter K, amounts to state that s is the result of a random drawing from a Fisher distribution














This means that in order to test a given GGP model against a given data set {ui} with associated
errors characterized by {Ki}, we now need to test whether each ui can be considered the result of a
realization s of the GGP process (distributed over Σ with the pdf si), shifted to ui as a result of an
error with a Fisher distribution kKi(s,u) centered on s and a concentration parameter Ki.
The infinitesimal probability that the GGP process first produces a direction within the elementary
surface dS about s, and that the error next independently shifts this direction to within the elementary
surface dU about ui is:
si(s)dS · kKi(s,u)dU. (11)
Then, integrating over all possible intermediate s directions leads to the probability pi(u)dU of
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is the new pdf against which ui should be tested. Thus, taking data errors into account only amounts
to use pi(u) in place of si(u) in Eq.(8). Tests can then again be used, either on a site-by-site basis or,
more interestingly, on a regional and global scale after using the uniformization procedure, which now
becomes:





In practice, testing a given GGP model against a given directional data set thus involves four successive
steps: 1) for each data ui, to compute the error-free pdf si(u) predicted by the GGP model at the site
where ui was collected (the analytical form of which is given by (6)); 2) to compute the error-included
pdf pi(u) through the convolution (12); 3) to produce the uniformized data ti with the help of (13); 4)
to test the uniformized data set {ti} against a uniform distribution over [0, 1].
Unfortunately, no exact analytical solutions of (12) and (13) are known to us. In principle, this
is not too much of a problem, since both (12) and (13) can be computed numerically. In practice
however, the numerical implementation of formula (12) requires quite some computational time. This
drawback can be considered negligible if we simply test a single GGP model against a small database,
or if all data ui coming from the same site share the same data error (in which case pi(u) only needs to
be computed once for each of the typically thirty something sites). But if pi(u) needs to be computed
for each data of the data set (i.e. typically a thousand times), this computational time can become
very long (on the order of a few days on a current PC). For that kind of more realistic situations (and
for the “forward” testing method we propose here to possibly become of any use for future much more
computer-intensive “inverse” searches of best models), faster algorithms are clearly desirable. This
prompted us to further look for an approximate, accurate enough, analytic solution to the convolution
(12).
As is described in the appendix, one such approximation can indeed be found. For any given data
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ui, this consists in approximating pi(u) by the Angular Gaussian distribution defined by (6) and (7),
where m is then the mean field value predicted by the GGP model to be tested at the site associated
with the data ui (i.e., predicted by gi(x) as defined by (4) for the site associated with the data ui),
and Λ is
(




, where Cov(V , V ) is the covariance matrix associated with gi(x)
and K(= Ki) is the concentration parameter characterizing the Fisherian error associated with ui.
In what follows, whenever we use this approximation of pi(u) to implement the tests, we will refer to
the “approximate” method, and whenever a direct numerical implementation of the exact convolution
(12) is used, we will refer to the “exact” method. It turns out that, as we shall see, the approximate
method is most often just as good as the exact method, and about 100 times faster to run.
Models, data set, and statistical tools used in this study
To illustrate the power of the method we propose, several published GGP models have been tested.
We will refer to these as:
• CP model, which is the preferred model of [Constable & Parker 1988];
• QC model, C1 (preferred) model of [Quidelleur & Courtillot 1996];
• CJ model, which is the CJ98 model proposed by [Constable & Johnson 1999];
• JC model, which is the CJ98.nz model also proposed by [Constable & Johnson 1999];
• TK model, which is the TK03.GAD model recently proposed by [Tauxe & Kent 2004] and further
discussed in [Tauxe 2005];
• HK model, which is the final model for the normal polarity of [Hatakeyama & Kono 2002].
Models CP, QC, CJ, JC and TK share many characteristics. They are defined by simple axisym-
metric mean models for which only E(g01) and E(g
0
2) can take non-zero values, and purely diagonal
covariance matrices with Cov(gmn , g
m




n ) = (σ
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2, except in the case of model JC, which










2. In all but one case,
for n > 3, the σmn are further assumed to be independent of m and defined by σ
m
n = σn where
σn = α(c/a)
n/((n + 1)(2n + 1))1/2. The only exception is model TK which distinguishes σmn = σn for
(n−m) even from σmn = βσn for (n−m) odd. Table 1 gives the values of the relevant parameters for
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each of those five models. Finally, model HK differs from the other models because of a more elaborate
mean field, defined up to degree and order 4. But its covariance matrices are otherwise defined in much
the same way. A full description of this model can be found in Table 2 of [Hatakeyama & Kono 2002].
All those models have been constructed in the hope that they would properly describe the sta-
tistical properties of the paleomagnetic field at times of normal polarity over the past five mil-
lion years. In particular, they have been constructed with the help of databases including a large
number (if not a majority) of directional data corresponding to the current Bruhnes chron (e.g.
[Quidelleur et al 1994, Johnson & Constable 1996]). They are therefore good candidates for an ex-
ample test against a well-controlled data set covering the Bruhnes chron and corresponding to volcanic
directional data acquired at various sites distributed worldwide. Ideally, such a test data set would
have to be built by extracting data from the most recent and permanently updated IAGA paleomag-
netic reference database for paleofield direction available at the National Geophysical Data Center
(http://www.ngdc.noaa.gov/seg/geomag/paleo.shtml), and by relying on a set of fine-tuned criteria
agreeable to the community. This however is not a trivial matter since, as noted by one of the re-
viewers, there currently is no general agreement among investigators on what comprises a satisfactory
database for this kind of study. Such a substantial endeavour, which we plan to carry on at a later
stage, is therefore clearly beyond the scope of the present paper, which only intends to introduce, test,
and illustrate a new methodology. For such a purpose, we felt that a simpler, more readily available
data set (and one that at least already went through some type of selection processes relevant to the
present study), would be appropriate enough.
We therefore decided to use a test data set extracted from the [Quidelleur et al 1994] database,
originally used by [Quidelleur & Courtillot 1996] to build their QC model last updated in January 1998,
and currently available at http://www.ipgp.jussieu.fr/rech/paleomag/var-secu/. We note however,
even before proceeding further, that because of this choice, a close fit of the QC model to our test
data set can be anticipated, so that test results reported here will necessarily not test the QC model
as stringently as the other models. This test data set consists of a total of 990 independent estimates
of the local direction of the paleomagnetic field at 36 sites (Figure 1, Table 2). Each site is located
with the help of its latitude and longitude. At each site, each estimate is based on the direction of the
resultant vector R of n (> 3) volcanic samples (unit vectors) and is given in the form of a declination
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D and an inclination I together with both n and the norm R = |R| of the resultant vector. Although
R is usually not published as such in the original papers, it can be accurately recomputed from the
published material. This then makes it possible to present all the data in an homogeneous and complete
form in the database. Indeed, and as is well known (e.g. [McElhinny & McFadden 2000]), an estimate
of the local direction of the paleomagnetic field is completely characterized (with is Fisherian error) as
soon as the four parameters D, I, n and R are given.
For each estimate, the corresponding vector ui could then be located on the unit sphere Σ, and an
estimate of the concentration parameter Ki defining the Fisherian error computed [with the help of
K = R (n−1)(n−R) ; note that this is not the concentration parameter k =
(n−1)
(n−R) classically published with
the data, which characterizes the dispersion of the n individual samples about their average direction,
but the concentration parameter characterizing the error on ui]. Starting from ui and Ki, and for each
GGP model to be tested, a uniformized value ti could finally be computed with the help of Eq. (13)
to produce the final uniformized data set {ti}.
To test this final data set against a uniform distribution over [0, 1], we relied on two different
well-known tests: the Kolmogorov-Smirnov test (KS-test) and the Anderson-Darling test (AD-test).
These two tests rely on the fact that, if a given uniformized data set {ti} (with i = 1 to N) is indeed
compatible with a uniform distribution over [0, 1], its empirical cumulative distribution function (cdf)
FN (x) should fluctuate within predictable limits about the theoretical cdf value F (x) = x. The null
hypothesis should then be rejected if the empirical cdf FN (x) either departs too much from x, or
remains to close to it (the latter revealing the presence of suspicious regularities within the {ti}). The
KS-test and AD-test differ in the measure chosen to assess how distant FN (x) is from x over [0, 1]:
• the KS-test (as defined by e.g. [Press et al 1996]) uses the maximum value MN of |FN (x) − x|
over [0, 1], and is therefore most sensitive to departures of the {ti} from a uniform distribution
towards the middle of the segment [0, 1];






x(1−x) dx. Because of the weight [x(1− x)]−1, it is much more sensitive to the behaviour
of {ti} at both extremes of the segment [0, 1].
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The KS and AD tests are both excellent tests for small samples and can also be used for large
samples. Neither require any additional parameter and both can therefore be considered as completely
objective. Also, they complement each other very well. In practice, for each of the uniformized
data set {ti} we had to test, we therefore computed the values of MN and IN , together with (from
known softwares, e.g. [Press et al 1996] and [Marsaglia & Marsaglia 2004]) the probabilities P (MN )
and P (IN ) for the null hypothesis to have possibly produced such large, or even larger, values for
respectively MN and IN . Whenever P (MN ) and P (IN ) were found to take values very close to 0
(typically 0.05 or less) or to 1 (typically 0.95 or above), the null hypothesis had to be rejected and the
GGP model under consideration had to be considered incompatible with the data-set at this level of
confidence.
Validation and discriminating power of the method
Before actually implementing the testing method we propose, we ran a number of instructive validating
tests. For that purpose, various artificial data sets have been produced in the following way. Starting
from a given GGP model, we first produced random error-free directional data values. Exactly the
same number of data values were produced for each of the 36 sites, as available in the (real) test data
set (thus amounting to a total of 990 independent artificial values). This could easily be done by
just randomly drawing 990 independent sets of Gauss coefficients (gml , h
m
l ) from a multidimensional
gaussian generator with mean values and covariances matrices chosen as specified by the GGP model
under consideration, and computing the predicted values at each site. A random directional error was
next added to each of those 990 error-free directional data values. Because, as shown in the appendix, a
Fisher distribution is extremely close to an Angular Gaussian distribution (for realistic Fisherian errors
such as those we deal with here), this was actually done by introducing a random Angular Gaussian
error (an easier procedure to control than that involved in producing random Fisherian errors). Using
this procedure and starting from various specified GGP models, a number of artificial directional data
sets affected by specified errors could be produced, which we used to validate our method.
We first validated the “exact” method and checked that for artificial data produced from any GGP
models and perturbed by some known error, this method would always conclude to the compatibility
of the data set with the starting GGP model, provided the data are assumed to be affected by the
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correct amount of error. This first series of tests not only allowed us to validate the method. It
also allowed us to check our software and the level of numerical accuracy needed to produce accurate
results. It turns out that from a numerical point of view, the most sensitive step of the entire method
is the numerical implementation of the uniformization procedure (i.e. the computation of Eq. (13)).
This indeed requires the numerical computation of pi(u) on a grid over the unit sphere Σ. The most
demanding computations, in terms of grid size, happen to be those corresponding to pi(u) predicting
the largest dispersions of the ui on the unit sphere Σ. In that case, when the grid is not tight enough,
numerical errors happen to mainly affect the computation of the ti lying close to 0 or 1. This in turn
mainly affects the results of the AD-test which produces too large values of IN , and therefore too small
values of P (IN ). As a result, the AD-test tends to more easily produce negative results than it should.
For the purpose of the present paper, we used a grid corresponding to a decent compromise, tight
enough for the KS-test to always lead to an accurate result, but not too tight to make it possible to
run all tests in a reasonable amount of time. This had the drawback that, for the reasons just outlined,
the AD-test produced slightly erroneous results when testing the CJ and JC models. For those two
models, we therefore concluded that only the KS-test could be considered reliable. For all other models
(CP, QC , TK and HK), both the KS-test and the AD-test were otherwise found to be reliable. Those
conclusions have been reached when testing artificial data affected by errors characterised by α95 of
up to 12.5◦. [Note also that to produce those artificial data sets and run all the tests reported in this
study, all GGP models have been used only up to degree and order 7, since, as we shall later see, higher
degrees contribute negligibly to the final results for all the GGP models we tested].
We next proceeded to compare the results of the “approximate” method to those of the “exact”
method, using exactly the same artificial data sets in both cases. Again and as anticipated (see
appendix), significant disagreements between the two methods were found to arise only when pi(u)
predicts large dispersions of the ui on the unit sphere Σ. In practice, the approximate method was
found to lead to accurate enough results for all the models we tested (testing artificial data with all
levels of errors up to α95 = 12.5
◦), except when testing models CJ and JC against data affected by
errors with α95 greater than 7.5
◦. Table 3 summarises the domain of validity of each type of test as
established from all those preliminary tests.
We then went on to test the ability of the method to properly discriminate the source GGP model
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and the level of error affecting the data. Because, as we shall soon see, the real data turn out to be
compatible only with model QC (from the point of view of the tests described in the present paper),
and since the average α95 for the 990 data in the real database is of 4.7
◦, this test was carried out
on an artificial data set produced from model QC and affected by errors of α95 = 4.7
◦. This artificial
data set was used to test all GGP models, assuming various possible levels of errors (0◦, 2.5◦, 5◦, 7.5◦,
10◦, 12.5◦). An additional test was also run to check that the method would properly conclude that
this data set is compatible with the starting model QC when assuming an error of α95 = 4.7
◦. Since
both the exact and approximate methods provide reliable results for errors of that magnitude, both
methods have been used with the KS-test and AD-test (except for the the CJ and JC models for which
only the KS test was used, for the reasons outlined above). Table 4 reports the results of those tests.
[Note that Table 4 also provides a good illustration of the accuracy of the results of the approximate
method, when compared to the results of the exact method].
This table shows that, as expected, the artificial data set is compatible with the starting model
(QC model) provided the correct level of error affecting the data is being assumed (α95 = 4.7
◦). It
also shows that by contrast, making a wrong a priori assumption with respect to the errors affecting
the data can lead to a negative result. A minimum error of α95 = 2.5
◦ and a maximum error of
α95 = 7.5
◦ is indeed required for the test with model QC to produce positive results (with no rejection
at a 95% level of confidence by either of the KS or AD tests). Finally, Table 4 shows that the method
also appears to be able to discriminate the various GGP models. The data set produced by QC with
α95 = 4.7
◦ cannot be attributed to a CP model, unless (but marginally so) one wrongly assumes
α95 = 10
◦. It can no more be attributed to a CJ, JC or HK model, unless one again wrongly assumes
α95 = 12.5
◦. And it can hardly be attributed to a TK model, whatever the value assumed for α95.
Altogether those results thus show that the tests we introduced are sensitive to both the choice of the
model to be tested and the level of error assumed to affect the data. In particular they show that if
we have a reasonable knowledge of the error affecting the data, the method applied to the type of data
set we deal with here (i.e. 990 data distributed over the 36 sites of Figure 1) makes it possible to fully
discriminate the models. Indeed Table 4 shows that if we know a priori that the error affecting the
data is somewhere between 2.5◦ and 7.5◦, the method can detect that all of the CP, CJ, JC, HK and
TK models are incompatible with the data set produced from QC model with α95 = 4.7
◦, at more than
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a 95% level of confidence. Those encouraging results show that the method proposed in the present
paper has enough discriminating power to decide which, if any, of the six GGP models can best explain
the test data set we have assembled.
Testing the real data
Having validated the method, and assessed its limits and discriminating power, we then went on to
test the various GGP models against the real test data set.
Global tests
In a first series of tests, we did not rely on the actual errors provided with the data. Rather, for each
model tested, we successively assumed values of α95 = 0
◦, 5◦, 7.5◦, 10◦, and 12.5◦. This made it
possible to again run both the “exact” and “approximate” methods in parallel for further validation of
the “approximate” method. It also provided us with a quick way of assessing which GGP model could
possibly be considered compatible with the test data set. Table 5 shows the results of those tests.
Interestingly, we first note some common features with the results of the previous test (recall Table
4). Model QC is rejected at more than a 95% confidence level for α95 = 0
◦, 10◦, and 12.5◦, but not
for α95 = 5
◦ and 7.5◦. Again we see that model CP shows a tendency to be compatible with the data
if one assumes α95 = 10
◦, though this possibility is now clearly less likely. Finally we see that only by
assuming α95 = 12.5
◦ can models CJ, JC, HK possibly be consistent with the data, while model TK is
always rejected at a 99% confidence level. Based on these tests, we therefore reach the conclusion that
if we were to ignore the actual level of error affecting the data in the test data set, all models would
be rejected at more than a 95% confidence level except model QC when assuming α95 = 5
◦ or 7.5◦, or
model CJ and JC when assuming α95 = 12.5
◦.
The key point, now, is that we do have some knowledge of the errors affecting the data in the
test data set. We already noted that on average, this error is of α95 = 4.7
◦. This value is clearly
incompatible with the α95 = 12.5
◦ value needed for models CJ and JC to possibly be compatible with
the test data set. But it seems compatible with the results for model QC.
To finally assess the issue, we eventually ran the test for all six models, no longer assuming the
same a priori error for all the data of the test data set, but the true error associated (i.e. published)
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with each of the 990 data. Since, as already noted, this requires considerably more computational
time, only the approximate method was used for this comparative assessment [Note that all previous
tests have anyway shown that for errors of the order of 5◦, the approximate method always leads to
accurate enough results]. Table 6 gives the results of this final test, and Figure 2 shows the cdfs of
the corresponding uniformized data. Those results clearly show that only model QC is not rejected
by the test data set. All other models can be rejected at more than a 99% confidence level, TK being
the second, CP the third, HK the fourth, CJ the fifth and JC the sixth best models in terms of both
the MN and IN measures (note that when both quantities are available in Table 6, MN and IN lead
to the same relative ranking).
As an ultimate check and only for model QC, we finally duplicated this last test using the “exact”
method. The result of this test (also shown in Table 6) confirms the previous results. Moreover, the
difference found between those two results for model QC clearly appears to be much smaller than
the differences among the results of the approximate method for all models. We therefore feel quite
confident that these results can be trusted.
It is interesting to take advantage of model QC, the only model not rejected by the test data set
so far, to also quickly address the issue of the number of Gauss coefficients that should be taken into
account to carry on the tests. As stated earlier, we used all Gauss coefficients up to degree and order
7. But all models, including QC, assume non zero variances for all degrees up to infinity. However,
the higher the degree n, the weaker the contribution of the coefficients to the local pdfs pi(u), and
thus to the final result. Table 7 illustrates this point and shows that the calculation is indeed already
converged when taking into account all degrees up to 7. Note that this also shows that the test (applied
to the test data set used in the present study), is therefore hardly sensitive to Gauss coefficients of the
GGP models with degrees above seven.
Local tests
It is also important to keep in mind that whereas the results presented so far show that models CP, CJ,
JC TK and HK should be rejected, they do not imply that model QC is fully compatible with the data.
Those results only correspond to a global test, for which all the 990 data ui have been uniformized
into a single global distribution of {ti} over [0, 1], and it may be that model QC, not rejected by this
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global test, could be rejected by a more local test. Table 8 shows results of such tests. The same
testing procedure has been used as before (with both the exact and approximate method, using both
the KS and AD tests and assuming the true error), except for the fact that for each test, only the data
from one of the 36 sites of the test data set have been used at a time, to produce the (then much less
numerous) uniformized {ti}.
Those results show that the KS-test reveals four sites (sites 17, 18, 30 and 35) rejecting model QC
at a 99% confidence level because of too low values of P (MN). This amounts to about 10% of the
sites, an uncomfortably high number. By contrast, the AD-test only reveals two such sites (sites 3
and 18). But it confirms the strong level of disagreement of site 18 with model QC. This site clearly
needs to be double-checked. Indeed, a closer look at sites 17 and 18, reveals some interesting features.
Those sites are geographically very close to one another, at latitude 50.0◦ and longitude 7.0◦. Site 17
(data selected from [Bo¨hnel et al 1987]), is in the quaternary East-Eifel volcanic field, whereas site 18
(data selected from [Bo¨hnel et al 1982]), is in the quaternary West-Eifel volcanic field. For those two
sites, we show in Figure 3 how the selected data ui plot on the unit sphere Σ. On the same plots, we
also show the isovalues of the pi(u), which have been computed assuming α95 = 2.76
◦ for site 17 and
α95 = 4.68
◦ for site 18. Those values correspond to the average errors for all data from respectively
sites 17 and 18. (Using such averages is done here mainly for illustrative purpose, the plotted isovalues
being then simultaneously meaningful for all the data shown on the same plot). Also shown in Figure 3
are the cdfs for the {ti} corresponding to this calculation, and the analogous cdfs corresponding to the
exact calculation (i.e. when the true, rather than the average, error is being used for each individual
data). The reasons sites 17 and 18 reject model QC are clear: for site 17, the data tend to display too
little dispersion compared to the expected distribution (producing too many low values for the {ti}),
whereas for site 18, the data show a strong tendency to lie East of the expected distribution (producing
too many high values for the {ti}).
The interesting observation here is that beyond the disagreement of each site with model QC,
we see that both sites also disagree with each other. Since they share virtually the same location,
this would suggest that two different stable polarity data sets acquired at the same location but at
different times during the Bruhnes chron, could disagree. Quite an embarrassing finding in view of the
stationarity assumption underlying the GGP modelling approach. Fortunately, a closer look at the
17
[Bo¨hnel et al 1982, Bo¨hnel et al 1987] papers provides us with an explanation for this disagreement.
As far as site 17 is concerned, it simply appears that the 44 data selected in the [Quidelleur et al 1994]
database are not fully independent. In seven instances, several data points appear to have basically
recorded the same field (each time reflecting a single volcanic event). Those events correspond to low
values of ti and bias the distribution of the {ti} towards low values. Site 18 is a slightly different story.
In that case, [Bo¨hnel et al 1987] make a good case that a subset of the data they published must have
recorded a relatively short-lived excursion or event during the Bruhnes chron, biasing the data set
towards the East. Although [Quidelleur et al 1994] rejected most of those transitional data (based on
the selection criteria that the data must correspond to a period of stable polarity) some of the data
biased towards that transitional direction have clearly been included within the database. Thus the
issue with sites 17 and 18 appears to be more one of ill-sampling than one of overall disagreement
with model QC. Interestingly, we further note that if we actually bin the two sites into a single one,
as is also shown in Figure 3, the local test no longer rejects model QC. This then leaves only two
sites (30 and 35) out of 36 truly rejecting model QC at a 99% confidence level because of too low
values of P (MN ), and only one site (site 3) rejecting QC because of a too low value of P (IN ). These
are no longer unexpected proportions and model QC thus indeed appears to be compatible with the
[Quidelleur et al 1994] Bruhnes stable polarity data set.
Conclusion
In the present paper we introduced the first quantitative method capable of assessing the compatibility
of a GGP model with a given paleodirectional database in a way consistent with both the statisti-
cal assumptions underlying the GGP approach, and the nature of the measurement error affecting
paleodirectional data.
The method was successfully implemented and tested, in its exact form, but also in an approximate
form, relying on some useful approximations which we introduced to significantly reduce the compu-
tational burden of the tests. The limits of the approximate method have been assessed. Those limits
are reached when both the GGP model and the measurement errors introduce strong dispersions of
the directional data on the unit sphere. For realistic measurement errors, this approximate method
however turns out to be just as good as the exact method. This brought many encouraging results.
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First, it was shown that the method is usefully discriminating. A GGP model is compatible with
an artificial data set affected by a given (known) level of measurement error only if the model tested
is the same as the model used to produce the artificial data and if the correct level of error affecting
the data is assumed when carrying the test. But if one assumes either too small or too large an error
affecting the data, or tests a GGP model different from the starting model, this conclusion may no
longer be reached. The method we propose thus appears to be relevant for deciding which GGP model,
if any, best describes the statistical behaviour of the past geomagnetic field.
We applied the method to test six published GGP models against paleodirectional Bruhnes stable
polarity data from the [Quidelleur et al 1994] database. All but one model (model QC) had to be
rejected. This shows that in practice also, our method can successfully discriminate GGP models
attempting to describe a given paleomagnetic data set.
The method we propose further offers the possibility of assessing a GGP model at any scale, local,
regional or global. This makes it possible to better scrutinise a GGP model which first passed tests
at a global scale. Any disagreement between the prediction of the GGP model and the data set at
a local level can then be used to double-check not only the GGP model, but also the data set itself.
Applying this checking procedure to model QC allowed us to identify such problems with two sites of
the [Quidelleur et al 1994] database and to confirm the compatibility of this model with the rest of the
test data set.
This success of at least one GGP model is motivating. It shows, for the first time, that the
statistical behaviour of the geomagnetic field at times of stable polarity can indeed be described in a
consistent way in terms of a GGP model. However the specific success of model QC should not be
overemphasised. This model was inferred in an empirical way by [Quidelleur & Courtillot 1996] from
the [Quidelleur et al 1994] database from which our test data set was also extracted. All other models
were inferred (also in empirical ways) from different databases, and even though all those databases
share many common data, they may very well not be fully compatible with each other and with our
own data set. Part of the failure of those GGP models at being compatible with our test data set
might originate from this. With this respect, it is quite clear that finally confirming the success of
the QC model (and the failure of other models) would still require a more thorough study, involving
a more recent, extensive and independently assessed data set, extracted from databases such as the
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IAGA paleomagnetic reference database we mentioned early on.
As a matter of fact, it is interesting to note that such a data set could also include paleoin-
tensity data extracted from databases such as the IAGA paleointensity reference database (PINT,
[Perrin & Schnepp 2004]). Indeed, although the present paper mainly described the way to deal with
paleodirectional data, paleointensity data could easily be taken into account [if such data provide the
full 3D paleofield at a given location, the way those data plot in 3D can be compared with the local 3D
Gaussian statistics predicted by the GGP model (i.e., g) by using just the same kind of uniformization
procedure as the one we described, see paper I; and taking measurement error into account would just
consist in making use of a modified, but still Gaussian, 3D statistics of the type ga as defined in the
appendix, where ge is then directly the Gaussian error assumed to affect the data]. In fact such tests
might eventually show that model QC also is incompatible with such a more complete data set. But if
such is the case, the method we propose here could be used to seek yet another model. Several strate-
gies could then be pursued. One could involve using the same kind of empirical procedure as those
used by [Quidelleur & Courtillot 1996] to first guess which parameter of the GGP model should be
changed, and using our method to assess the improvement brought. Another strategy, more advanced
and much more far fetched at this point, could involve designing a more systematic “inverse” approach
based on the present “forward” testing method. In either case however, several issues would still have
to be faced. In particular, we mentioned the fact that the method is not sensitive to parameters
corresponding to degrees above 7, which reflects the weak contribution of those high degrees to the
geomagnetic field observed at the Earth’s surface. But we did not investigate in detail the sensitivity of
our test to the various parameters defining the mean field (E(k)) and the covariance matrix (Cov(k,k))
of a GGP model. Assessing this would help us better understand how complex a GGP model, and
in particular its mean field, really needs to be to explain the data. For the time being, and as far as
the present test study can suggest, the Bruhnes stable polarity data does not seem to call for more
complex a model than model QC: a mean field with only a g01 and a weak g
0
2 contribution, and a simple
diagonal covariance matrix only involving an enhanced σ12 contribution along the lines first suggested
by [Kono & Tanaka 1995] and [Hulot & Gallet 1996].
We plan to make our software available upon request (please be in touch with the corresponding
author: gh@ipgp.jussieu.fr).
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Appendix: Introducing useful analytic approximations
Fisher and Angular Gaussian distributions
Let us first note that a Fisher distribution kK(u, s) centered on u ∈ Σ with concentration parameter
K is very close (when K is large enough) to the Angular Gaussian distribution derived from a 3D
Gaussian distribution characterized by m and Λij = σ−2δij , provided u = m/|m| and σ = |m|K−
1
2 .
This fairly intuitive result (see also Love and Constable (2003)), is in the same line as the better known
result that a Fisher distribution is very close to a 2D Gaussian distribution within the plane tangent
to Σ at u (see e.g., [Merrill et al 1996]).
In spherical coordinates, and when assuming the Fisher distribution centered on u0 = (θ = 0, ϕ =
0), from (7) we infer z = m cos θ and m = K
1
2 . Then, the (axisymmetric) Angular Gaussian distribution




























To leading order when K becomes large, this becomes:














This indeed is the approximate form kK(u0, s) (as defined by (10)) takes when K is large enough, and
θ small enough.
To numerically show that for useful values of the concentration parameter K, s(θ) is indeed very
close to the kK(u0, s) Fisher distribution, we computed the P -probability angles α(P ) (defined as the









eK + Pe−K − PeK
)]
(17)
and checked that for those angles, the Angular Gaussian distribution s(θ) given by (14), leads to a
correct prediction of P . For various relevant values of K and P , Table (9) shows values of the departure
ε(P ) of the probability predicted by the Angular Gaussian distribution from the expected probability
P :
ε(P ) = 2pi
∫
{θ6α{P}}
s(θ) sin θdθ − P (18)
As can be seen, ε(P ) never exceeds 0.01 and gets all the smaller that K increases.
This then suggests that for our purposes, data error could be taken into account with the help of
an equivalent Angular Gaussian distribution in place of the more conventional Fisher distribution.
Expanding the directional error into a 3D error
The near-equivalence we just established between the Fisher distribution and an Angular Gaussian
distribution shows that a good approximation of the convolution (12) defining pi(u), could be obtained
by computing the convolution between two Angular Gaussian distributions. Unfortunately there is
again no simple analytic form for the result of such a convolution. But this result suggests that yet
another approximation could usefully be made (in this appendix, we will drop the “i” indexes for
simplicity, since only a single data ui is to be considered at a time).
To see this, first recall that s(u) is in fact the projection on Σ of the 3D Gaussian distribution g(x)
predicted by the GGP process at the site associated with the data to be tested. This then suggests
that we:
• seek a 3D Gaussian distribution ge(x) expending in 3D the directional error,
• compute the convolution of g(x) with ge(x) in R3, which would then analytically lead to yet
another 3D Gaussian distribution ga(x) and,
• analytically compute the Angular Gaussian distribution sa(u) associated with this new 3D Gaus-
sian distribution (thanks to (6)).
Provided ge(x) is properly chosen, we may then hope that the final Angular Gaussian distribution
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sa(u) provides an accurate enough approximation of p(u) as defined by the convolution (12).
In the limit case the GGP process predicts a g(x) distribution characterized by E(V ) = m and
Cov(V , V ) = 0, while the directional error is characterized by the concentration parameter K, we
already know that choosing E(V e) = 0 and Cov(V e, V e) =
|m|2
K I for ge(x) would do the trick. In that
case indeed, se(u) reduces to the single direction m/|m| so that p(u) given by (12) reduces to a Fisher
distribution centered on m/|m| with a concentration parameter K. In the same time, ga(x) would be
characterized by E(V a) = m and Cov(V a, V a) =
|m|2
K I which leads to sa(u). This, we just saw, is
very close to a Fisher distribution centered on m/|m| with a concentration parameter K.
In the more general case when, for g(x), Cov(V , V ) is non-zero but remains small enough, we can
next anticipate that sticking to the same 3D expansion ge(x) would also do the trick. Then ga(x)
would be characterized by E(V a) = m and Cov(V a, V a) = Cov(V , V ) +
|m|2
K I, and hopefully, sa(u)
would again be close enough to p(u).
Note that this again can only be an approximation, and that in fact, sa(u) is not even be the
exact result of the convolution of s(u) with se(u) (the near-Fisherian Angular Gaussian distribution
associated with ge(x)). This is qualitatively illustrated in Figure (4), which shows that the same 3D
Gaussian error ge(x) applied to two different realizations V 1 and V 2 of g(x) with |V 1| larger than
|V 2|, would lead to an Angular Gaussian error on Σ smaller for u1 = V 1/|V 1| than for u2 = V 2/|V 2|.
Figure (4) however also shows that provided |m| is large enough compared to the dispersion implied by
g(x) and ge(x), the distortion introduced should remain small. For the GGP models we have tested,
this fortunately happens to be the case most of the time.
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CP QC CJ JC TK
E(g01) -30.0 -30.0 -30.0 -30.0 -18.0
E(g02) -1.8 -1.2 -1.5 -1.5 0.0
σ01 3.0 3.0 11.72 11.72 6.36
σ11 3.0 3.0 1.67 1.67 1.67










2.14 4.3 4.06 8.12 2.20
σ22 2.14 1.3 1.16 1.16 0.58
α 27.7 27.7 15.0 15.0 7.5
β 3.8
Table 1: Parameters defining models CP, QC, CJ, JC and TK. Units are in µT , except for β only
defined for model TK and which is dimensionless (see main text for further details). Parameters
defining model HK are to be found in Table 2 of [Hatakeyama & Kono 2002].
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Site Lat (deg) Lon (deg) N
1 19.50 205.00 112
2 39.00 29.00 16
3 -35.50 173.60 21
4 43.40 2.80 31
5 38.70 332.80 21
6 4.50 9.50 14
7 3.50 9.00 37
8 -38.80 77.50 14
9 -21.10 55.50 17
10 -46.50 52.20 40
11 -46.50 51.70 34
12 -46.90 37.80 16
13 19.00 -99.00 36
14 -27.10 250.80 53
15 35.10 139.00 8
16 46.00 3.00 38
17 50.00 7.00 44
18 50.00 7.00 44
19 19.00 261.00 39
20 37.70 241.00 33
21 35.00 139.00 35
22 35.00 139.00 23
23 -1.00 271.00 16
24 -38.00 77.00 25
25 -21.00 55.00 27
26 -36.90 174.80 17
27 71.10 8.20 10
28 38.20 140.50 11
29 38.50 14.90 33
30 41.70 238.50 19
31 57.20 189.70 8
32 60.00 194.00 13
33 19.30 -101.00 9
34 20.10 -155.50 10
35 38.20 15.30 45
36 28.80 342.30 21
Table 2: Site number, latitude, longitude and number of directional estimates available for each of the
36 sites of the test data set used in the present study.
CP QC CJ JC TK HK
KS-Test with exact method 12.5 12.5 12.5 12.5 12.5 12.5
KS-Test with app. method 12.5 12.5 7.5 7.5 12.5 12.5
AD-Test with exact method 12.5 12.5 N.A. N.A. 12.5 12.5
AD-Test with app. method 12.5 12.5 N.A. N.A. 12.5 12.5
Table 3: Domain of validity of the tests used in the present study. The test can be considered reliable
if the error affecting the data is less than the α95 value shown in the table (units in degrees).
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KS AD
model error approx. exact approx. exact
MN P (MN ) MN P (MN ) IN P (IN ) IN P (IN )
0.0 0.0855 0.00 22.3 0.00
2.5 0.0804 0.00 0.0807 0.00 19.5 0.00 19.7 0.00
4.7 0.0692 0.00 0.0705 0.00 13.7 0.00 14.3 0.00
CP 5.0 0.0666 0.00 0.0687 0.00 12.8 0.00 13.5 0.00
7.5 0.0521 0.01 0.0539 0.01 5.88 0.00 6.90 0.00
10.0 0.0374 0.12 0.0371 0.13 2.88 0.03 3.73 0.01
12.5 0.0747 0.00 0.0728 0.00 6.73 0.00 6.76 0.00
0.0 0.0415 0.06 2.57 0.05
2.5 0.0360 0.15 0.0358 0.15 1.90 0.10 1.87 0.11
4.7 0.0243 0.60 0.0247 0.58 0.766 0.51 0.734 0.53
QC 5.0 0.0230 0.67 0.0221 0.71 0.636 0.61 0.616 0.63
7.5 0.0231 0.66 0.0274 0.44 0.590 0.66 0.869 0.43
10.0 0.0467 0.03 0.0547 0.01 12.4 0.00 13.8 0.00
12.5 0.0658 0.00 0.0779 0.00 25.2 0.00 27.5 0.00
0.0 0.169 0.00
2.5 0.163 0.00 0.161 0.00
4.7 0.149 0.00 0.143 0.00
CJ 5.0 0.146 0.00 0.139 0.00
7.5 0.121 0.00 0.108 0.00
10.0 0.0892 0.00 0.0709 0.00
12.5 0.0593 0.00 0.0371 0.13
0.0 0.203 0.00
2.5 0.193 0.00 0.190 0.00
4.7 0.171 0.00 0.163 0.00
JC 5.0 0.167 0.00 0.157 0.00
7.5 0.128 0.00 0.115 0.00
10.0 0.0893 0.00 0.0657 0.00
12.5 0.0455 0.03 0.0259 0.51
0.0 0.0709 0.00 9.12 0.00
2.5 0.0673 0.00 0.0650 0.00 8.27 0.00 7.93 0.00
4.7 0.0586 0.00 0.0532 0.01 6.62 0.00 5.62 0.00
TK 5.0 0.0568 0.00 0.0508 0.01 6.39 0.00 5.30 0.00
7.5 0.0525 0.01 0.0464 0.03 5.11 0.00 3.49 0.02
10.0 0.0560 0.00 0.0441 0.04 6.42 0.00 5.28 0.00
12.5 0.0683 0.00 0.0761 0.00 12.2 0.00 12.8 0.00
0.0 0.156 0.00 68.8 0.00
2.5 0.148 0.00 0.149 0.00 62.8 0.00 62.5 0.00
4.7 0.133 0.00 0.131 0.00 49.3 0.00 48.8 0.00
HK 5.0 0.130 0.00 0.129 0.00 47.1 0.00 46.6 0.00
7.5 0.102 0.00 0.0980 0.00 27.8 0.00 27.6 0.00
10.0 0.0646 0.00 0.0638 0.00 11.3 0.00 11.6 0.00
12.5 0.0365 0.14 0.0404 0.08 2.22 0.07 2.88 0.03
Table 4: Testing all models against an artificial data set produced from model QC and affected by
errors of α95 = 4.7
◦. Results are shown for all models (first column), assuming various possible levels
of errors (second column). For each of the KS and AD tests, both the approximate and exact methods
have been used. Results are reported in the form of the MN and P (MN ) values for the KS test, and the
IN and P (IN ) values for the AD test. Non-zero values of the P (MN ) and P (IN ) have been highlighted
in bold. The AD test for the CJ and JC models being unreliable, their results have not been reported.
Note also that when no error is being assumed (i.e. for a 0◦ error), the approximate method is not
relevant and the calculation is directly carried out with the help of (8) in place of (13).
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KS AD
model error approx. exact approx . exact
MN P (MN) MN P (MN ) IN P (IN ) IN P (IN )
0.0 0.0978 0.00 22.3 0.00
5.0 0.0780 0.00 0.0787 0.00 13.2 0.00 13.9 0.00
CP 7.5 0.0574 0.00 0.0605 0.00 6.83 0.00 7.90 0.00
10.0 0.0406 0.07 0.0430 0.05 4.49 0.01 5.83 0.00
12.5 0.0757 0.00 0.0752 0.00 9.16 0.00 10.5 0.00
0.0 0.0481 0.02 4.41 0.01
5.0 0.0365 0.14 0.0382 0.11 1.60 0.16 1.48 0.18
QC 7.5 0.0247 0.58 0.0289 0.37 0.648 0.60 1.11 0.30
10.0 0.0435 0.05 0.0555 0.00 2.97 0.03 5.00 0.00
12.5 0.0715 0.00 0.0861 0.00 10.5 0.00 15.1 0.00
0.0 0.154 0.00
5.0 0.131 0.00 0.124 0.00
CJ 7.5 0.107 0.00 0.0957 0.00
10.0 0.0749 0.00 0.0574 0.00
12.5 0.0601 0.00 0.0419 0.06
0.0 0.168 0.00
5.0 0.136 0.00 0.129 0.00
JC 7.5 0.105 0.00 0.0898 0.00
10.0 0.0737 0.00 0.0470 0.02
12.5 0.0530 0.01 0.0225 0.69
0.0 0.0642 0.00 8.53 0.00
5.0 0.0566 0.00 0.0529 0.01 6.34 0.00 5.17 0.00
TK 7.5 0.0630 0.00 0.0567 0.00 5.64 0.00 3.98 0.01
10.0 0.0706 0.00 0.0602 0.00 7.65 0.00 6.56 0.00
12.5 0.0844 0.00 0.0701 0.00 14.0 0.00 15.0 0.00
0.0 0.156 0.00 82.3 0.00
5.0 0.134 0.00 0.133 0.00 56.5 0.00 54.4 0.00
HK 7.5 0.107 0.00 0.103 0.00 34.2 0.00 31.8 0.00
10.0 0.0689 0.00 0.0703 0.00 14.7 0.00 13.1 0.00
12.5 0.0409 0.07 0.0442 0.04 2.89 0.03 2.95 0.03
Table 5: Testing all models against the real test data set, assuming various error levels (this error being
assumed to be the same for each data of the test data set). Results are presented as in Table 4.
model KS AD
MN P (MN ) IN P (IN )
“approximate” method
CP 0.0773 0.00 13.1 0.00
QC 0.0319 0.26 1.48 0.18
CJ 0.131 0.00
JC 0.138 0.00
TK 0.0552 0.00 6.38 0.00
HK 0.125 0.00 54.3 0.00
“exact” method
QC 0.0322 0.25 1.46 0.19
Table 6: Testing all models against the real test data set, using the true (published) error for each
data. Those tests have been run only using the “approximate” method except in the case of model
QC for which the “exact” method was also used (last line).
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degree KS AD
MN P (MN) IN P (IN )
1 0.362 0.00 645. 0.00
2 0.0808 0.00 21.3 0.00
3 0.0467 0.03 4.36 0.01
4 0.0356 0.16 2.13 0.08
5 0.0330 0.23 1.64 0.15
6 0.0323 0.25 1.52 0.17
7 0.0319 0.26 1.48 0.18
8 0.0319 0.26 1.47 0.18
Table 7: Convergence test. Model QC is tested here against the real test data set, using the true errors
and the “approximate” method. The test is repeated eight times, taking into account more and more
of the Gauss coefficients, up to successively degree 1, 2, 3, 4, 5, 6, 7, and finally 8.
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KS AD
site approx. exact approx. exact
MN P (MN) MN P (MN ) IN P (IN ) IN P (IN )
1 0.106 0.15 0.105 0.16 1.81 0.12 1.73 0.13
2 0.149 0.84 0.163 0.75 0.626 0.62 0.598 0.65
3 0.284 0.05 0.286 0.05 3.63 0.01 3.63 0.01
4 0.106 0.86 0.105 0.86 0.485 0.76 0.478 0.77
5 0.122 0.90 0.115 0.93 0.576 0.67 0.542 0.70
6 0.162 0.82 0.162 0.82 1.01 0.35 0.991 0.36
7 0.0745 0.98 0.0762 0.98 0.401 0.85 0.413 0.83
8 0.288 0.16 0.287 0.16 2.96 0.03 2.92 0.03
9 0.265 0.15 0.264 0.16 1.28 0.24 1.27 0.24
10 0.208 0.05 0.211 0.05 3.46 0.02 3.33 0.02
11 0.167 0.27 0.165 0.29 1.46 0.19 1.46 0.19
12 0.199 0.50 0.198 0.51 0.469 0.78 0.458 0.79
13 0.156 0.32 0.158 0.30 2.08 0.08 2.23 0.07
14 0.0867 0.80 0.0878 0.79 0.686 0.57 0.625 0.62
15 0.304 0.38 0.325 0.30 2.71 0.04 2.88 0.03
16 0.116 0.66 0.108 0.74 0.876 0.43 0.789 0.49
17 0.234 0.01 0.233 0.01 2.81 0.03 2.83 0.03
18 0.287 0.00 0.288 0.00 8.67 0.00 8.76 0.00
19 0.185 0.12 0.195 0.09 2.31 0.06 2.49 0.05
20 0.136 0.55 0.136 0.54 0.618 0.63 0.614 0.63
21 0.212 0.07 0.201 0.10 1.88 0.11 1.67 0.14
22 0.200 0.28 0.198 0.30 1.77 0.12 1.85 0.11
23 0.199 0.51 0.199 0.50 1.08 0.32 1.08 0.32
24 0.147 0.62 0.158 0.52 1.79 0.12 1.91 0.10
25 0.198 0.21 0.199 0.21 2.41 0.06 2.48 0.05
26 0.0941 1.00 0.0916 1.00 0.301 0.94 0.315 0.93
27 0.222 0.65 0.239 0.56 0.796 0.48 0.846 0.45
28 0.368 0.08 0.373 0.07 2.64 0.04 2.79 0.04
29 0.140 0.50 0.141 0.50 0.908 0.41 0.994 0.36
30 0.364 0.01 0.357 0.01 2.52 0.05 2.43 0.05
31 0.327 0.30 0.321 0.32 1.64 0.15 1.64 0.15
32 0.179 0.76 0.179 0.76 1.45 0.19 1.40 0.20
33 0.209 0.78 0.210 0.77 0.925 0.40 0.927 0.40
34 0.273 0.38 0.274 0.38 1.47 0.19 1.45 0.19
35 0.248 0.01 0.240 0.01 3.42 0.02 3.23 0.02
36 0.119 0.91 0.112 0.94 0.480 0.77 0.455 0.79
Table 8: Testing model QC against the real test data set on a site by site basis. The true errors and
both the “approximate” and “exact” methods are being used. For each site, results are provided for
both the KS and AD tests.
K α
{0.95}
ε(0.1) ε(0.2) ε(0.3) ε(0.4) ε(0.5) ε(0.6) ε(0.7) ε(0.8) ε(0.9)
25 28.3◦ 0.004 0.006 0.009 0.009 0.009 0.009 0.006 0.003 0.000
100 14◦ 0.001 0.001 0.002 0.002 0.002 0.001 0.001 0.000 0.000
225 9.4◦ 0.000 0.001 0.001 0.001 0.001 0.001 0.001 0.000 0.000
400 7.0◦ 0.000 0.000 0.000 0.000 0.001 0.000 0.000 0.000 0.000
625 5.6◦ 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
2500 2.8◦ 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Table 9: Departure ε(P ) (as defined by (18)) of the probability P predicted by the Angular Gaussian
distribution from that of the Fisher distribution it approximates, for various values of P and of the
concentration parameter K (and corresponding α95 values).
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Figure 1: Locations of the 36 sites of the test data set used in the present study.
Figure 2: Cumulative distribution functions (cdf) of the N=990 uniformized data {ti} for each of the
six models, when testing them against the real test data set, assuming the true errors and using the
“approximate” method. Those cdfs lead to the MN , P (MN ), IN , P (IN ) shown in Table 6. In the case
of model QC, the cdf obtained when using the “exact” method leads to a cdf almost indistinguishable
from the one shown here. Color code: CP(red), QC(green), CJ(dark blue), JC(pink), TK(light blue),
HK(black).
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Figure 3: Local tests for model QC at sites 17 (a), 18 (b), and both sites combined (c). Left column
shows the way the directional data plots on the unit sphere Σ which is Lambert-projected, the centre
point (pointing downwards through the page) corresponding to the direction produced by a pure axial
dipole at the site; North is towards the top of the page, East towards the right. Angular distances with
respect to the centre of the plot are shown every 5◦ (green circles). Isovalues of the pi(u) (computed
with α95 = 2.76
◦ for site 17 (a), α95 = 4.68
◦ for site 18 (b), and α95 = 3.72
◦ for both sites combined
(c)) are also shown as red ellipses. Those correspond to the bounds within which respectively 10%,
30%, 50%, 70%, 90% of the data points should plot. Central column shows the cdf of the corresponding






Figure 4: Applying the same 3D Gaussian error ge(x) (as symbolised by the two small-dash circles) to
two different realisations V 1 and V 2 of a general 3D Gaussian distribution g(x) (symbolised by the
dashed ellipses), leads to different Angular Gaussian errors on the unit sphere Σ if |V 1| is larger than
|V 2| (as symbolised by the thick arcs on Σ).
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Abstract
Sea-surface magnetic profiles exhibit coherent short wavelength ”micro-anomalies” (or
”tiny wiggles”) superimposed to the main anomalies due to reversals. In this study, we
investigate the nature and distribution of these tiny wiggles on oceanic crust formed during
the ∼42 Myr-long period following the Cretaceous Normal Superchron. To this end, we
compute stacks of anomaly profiles from different areas in the Indian and Pacific oceans.
Using a simple method based on upward continuation, we demonstrate that, the tiny wig-
gles are consistent worldwide although their patterns exhibit different resolutions at dif-
ferent spreading rates. They are therefore confidently ascribed to past fluctuations of the
geomagnetic dipole moment. A high resolution record of these fluctuations is obtained by
selecting and stacking profiles from areas with the highest spreading rates. Modeling the
micro-anomalies as short magnetic polarity intervals yields durations for these intervals
generally shorter than 10 kyr, likely too short to be indeed ”true” subchrons. Moreover,
the number of detected tiny wiggles clearly depends on the spreading rate. These results
support geomagnetic intensity fluctuations as being the cause of most tiny wiggles, as also
Preprint submitted to Elsevier Science
suggested by recent magnetostratigraphic data. The tiny wiggles are uniformly distributed
within chrons, indicating that paleointensity fluctuations are neither inhibited after, nor en-
hanced before, a reversal beyond a ”blind” zone of about 10 km (corresponding to 80 to
250 kyr depending on the spreading rate) for which the anomalies due to reversals prevent
the detection of tiny wiggles. Most tiny wiggles probably represent a filtered record of a
uniform secular variation regime, as suggested by their uniform spatial distribution over the
whole investigated period.
Key words: marine magnetic anomalies, tiny wiggles, paleosecular variation,
paleointensity, Late Cretaceous - Cenozoic
1 Introduction
The analysis of sea-surface magnetic anomaly profiles has revealed many coherent micro-anomalies
in addition to the major anomalies linked to reversals (e.g. [1–6]). The correlation of these micro-
anomalies, or ”tiny wiggles”, among distant oceanic basins demonstrate that most of them are related
to paleo-variations of the Earth’s magnetic field and not to local magnetic sources in the oceanic crust
[7,6]. Although often modeled as short magnetic polarity intervals (the so-called ”cryptochrons”
of Cande and Kent [7,6]), they may in fact be due to strong geomagnetic field intensity variations
such as those occurring during excursions [8–10]. Up to now, the detection of tiny wiggles has been
performed over only a limited number of short intervals and has often been based on favorable profiles
from one ocean basin, occasionally complemented by a limited set of profiles from other oceans
[3,6]. In this study, we conduct an extensive investigation of the occurrence and distribution of tiny
wiggles over a long period, namely between chrons 33r and 19r (83-41 Ma), from profiles obtained
in the Indian, North and South Pacific oceans, characterized by fast spreading rates at that time. A
∗ Corresponding author. Tel.: 33 1 4427 2407; fax: 33 1 4427 3777.
Email addresses: bouligan@ipgp.jussieu.fr (C. Bouligand), jdy@ipgp.jussieu.fr (J.
Dyment), gallet@ipgp.jussieu.fr (Y. Gallet), gh@ipgp.jussieu.fr (G. Hulot).
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large number of scalar sea-surface magnetic anomaly profiles are used to compute regional stacks
in the different studied areas. Selecting areas displaying the fastest local spreading rates, we finally
compute a composite high resolution stack. This work provides new constraints on the distribution
of tiny wiggles during a period characterized by a low to moderate magnetic reversal frequency and
offers the possibility to make comparisons with the recent period for which the magnetic reversal
frequency is high and the geomagnetic excursion distribution rather well known [10].
2 Data
The data used in this study are sea-surface total-field magnetic profiles extracted from two databases:
the Marine Trackline Geophysics Database compiled by the U.S. National Geophysical Data Cen-
ter (http://www.ngdc.noaa.gov/mgg/fliers/03mgg02.html) and a French database
for the Indian Ocean (http://barkeria.u-strasbg.fr/archivage/diffu_indien.
html).
We use the magnetic lineation map of Cande et al. [11] as a guideline to select areas with a sim-
ple tectonic context (parallel magnetic lineations over wide areas) and relatively fast spreading rate
(Figure 1). In each investigated area, only profiles crossing the magnetic lineations with a maximum
angle of 45◦ from the spreading direction are selected (Figure 1). We reject parts of profiles crossing
major transform faults, identified seamounts or any other significant structural perturbations in the
topography as depicted in the free-air gravity anomaly map [12]. We also reject profiles showing no
clear magnetic anomaly sequence or too sparsely sampled.
Five areas are selected in the Indian Ocean. The Central Indian Ridge (CIR) and the South East Indian
Ridge (SEIR) underwent an important decrease of the spreading rate followed by a major reorganiza-
tion in spreading orientation between anomalies 22 and 18, i.e. 49-38 Ma [13,14]. The selected areas
correspond to oceanic crust produced before these major modifications. Conjugate areas produced at
the CIR axis are the western part of Central Indian Basin (area 2) and the Madagascar Basin (area
3
4); conjugate areas produced at the SEIR axis are the eastern part of Central Indian Basin (area 1)
and the Crozet Basin (area 3). Western and eastern parts of the Central Indian Basin are separated by
the Indian triple junction trace [14]. The fifth area (area 5), in the Wharton Basin, was formed on the
southern flank of a fossil ridge which separated the Indian and Australian Plates and was connected to
the western part of the SEIR before the major change of spreading configuration at anomalies 18-22.
The spreading direction is north-south in these five areas, so the anomaly amplitude is large (±400
nT). The total amount of data selected in the Indian Ocean includes 160 profiles collected during 71
cruises.
Five areas are selected in the North Pacific Ocean (Figure 1). In these areas, the tectonic is rather
simple: major transform faults limit lithospheric compartments which have been formed along a
westward spreading direction. In the northern end, the spreading direction changes and becomes
oriented southward. We select one area with southward spreading direction (area 6 located south
of the Aleutian Subduction Zone and north of the Chinook Trough) and four areas with westward
spreading direction. The latter four areas are limited by transform faults (from north to south): area
7 north of the Mendocino Fracture Zone (FZ), area 8 between Mendocino and Murray FZ, area 9
between Murray and Molokai FZ and area 10 between Molokai and Clarion FZ. As the spreading
direction in these four areas is oriented east-west, the amplitude of the observed anomalies decreases
close to the magnetic equator (from ±350 nT on area 7 at latitude ∼45◦N to ±100 nT on area 10 at
latitude ∼20◦N). The signal to noise ratio thus also decreases close to the Equator, in particular in
area 10 where the major anomalies due to reversals are more difficult to recognize than in the other
areas. Area 6 is characterized by large anomaly amplitudes (±500 nT). Many data are available in
this area. However most of them have been acquired before 1970. For this reason, the overall quality
of these records is rather poor and the sampling interval is often large (the majority of the profiles
are sampled with intervals larger than 2 km). The total amount of data selected in the North Pacific
Ocean includes 325 profiles collected during 102 cruises.
Six areas are selected in the South Pacific Ocean (Figure 1). The spreading history of this ocean is
complex and only few data are available. Nevertheless, some of those profiles are very interesting
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because of a very fast local spreading rate [15]. Areas 11 to 13 are located on the Pacific Plate and
areas 14 to 16 on the Antarctic plate. The Pacific-Antarctic Ridge produced areas 11 (south of FZ 8.5,
see the location of the FZ in McAdoo and Laxon [16]) and 12 (north of FZ 8.5 and south of Heezen
FZ) on its western flank, and area 14 (south of Heezen FZ) on its eastern flank. Area 15 (north of
FZ V and south of Humbolt FZ) is the young extension of area 13 (north of Heezen FZ). They were
both produced on the Pacific Plate, on the western flank of the Pacific-Aluk Ridge, but were later
separated by a ridge jump, area 15 being transferred to the Antarctic Plate [15]. Areas 13 and 15 are
characterized by a very fast spreading rate, about 80 km/Ma [6,15]. Area 16 (north of Heezen FZ
and south of FZ V) was produced on the north-western flank of the Aluk-Antarctic Ridge [15]. The
anomaly amplitude in all these areas is relatively large (±300 nT). The total amount of data selected
in the South Pacific Ocean includes 89 profiles collected from 36 cruises.
3 Profile analysis
First of all, we compute the scalar magnetic anomaly by correcting the magnetic measurement for
the strength of the main field calculated up to the degree 10. The Gauss coefficients of the main field
are interpolated between the coefficients given by the International Geomagnetic Reference Field
(IGRF) models [17] calculated every five years. The coordinates of the profiles are projected along
the spreading direction (Table 1). Each profile is resampled at a constant interval equal to the mean
sampling interval. All individual profiles are reduced to the pole in order to allow for comparisons
among profiles obtained from distant areas. To this end, we correct the magnetic profiles for the
skewness. But we do not correct the amplitude effect to keep the noise at a comparable level on all
profiles. The correction is obtained by applying the inverse phase filter exp (iθ) [18]. The skewness
is determined visually by searching for the best angle θ so that the corrected profile resembles the
anomaly model computed to the pole with the algorithm of Talwani and Heirtzler [19] using the
Cande and Kent [20] magnetic polarity time scale. Although the skewness angle varies both in space
and time (because of the varying regional field and magnetization directions), we assume here that
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these variations remain small enough within the different areas, and we apply the same angle θ to all
profiles from each area (Table 1). This method amounts to a reduction to the pole, as the anomalous
skewness first evidenced by Cande and Kent [21] is negligible for fast spreading rates [22,23].
On each profile, the reversals are precisely located by picking the inflection points of the magnetic
anomaly (i.e. the extrema of the derivative of the magnetic anomaly). The distances between reversals
are transformed into time using the polarity timescale established by Cande and Kent [20], assuming
a constant spreading rate between two successive reversals. Finally, the profiles from a given area are
resampled with the same time interval (10 kyr) and stacked.
4 Regional stacks and spreading rates in the different areas
We carefully examine all profiles from each area and eliminate those which seem suspicious because
they display micro-anomalies with different length-scales or larger amplitudes than the neighboring
profiles. The latter may have been affected by instrumental noise or perturbation due to anomalous
topography or structural features. Before computing a ”final” regional stack and picking the micro-
anomalies, we check that the pattern of tiny wiggles can be recognized in most profiles from one
area. To this end, the influence of individual profiles is tested by recomputing a stack after removing
one of the profiles and checking the stack variability. The profiles which introduce micro-anomalies
in one stack that are not present in the others are eliminated except if the total number of available
profiles is small (i.e. less than three profiles) or if the richer content of these profiles can be explained
by a locally faster spreading rate.
All computed regional stacks are presented in Figure 2. One may notice a residual skewness in some
stacks, especially for older (chrons 32n to 33r) and younger (chrons 19r to 20r) ages, which reflects
the fact that all profiles from a given area were deskewed with the same angle . The stacks display
many short wavelength anomalies, positive or negative. As in Cande and Kent [6], we define micro-
anomalies (or tiny wiggles) as negative (positive) short wavelength anomalies in normal (reverse)
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polarity chrons and locate their center (blue ticks on Figure 2). The mean spreading rate variations
computed for all studied areas are presented in Figure 3. The real spreading rate fluctuations within
each area are likely smoother, the steps in the curves being artifacts due to the assumption of a con-
stant spreading rate between reversals. Sharp spreading rate variations (and large relative uncertain-
ties on the measured distances) coincide with the shortest chrons (see for instance chron 30r at about
68 Ma). More generally, some spreading rate variations are correlated among different basins and
oceans (see for instance chrons 32n to 33n, 71-79 Ma) and likely reflect uncertainties in the reversal
time-scale [20]. Figures 2 and 3 show that the density of tiny wiggles observed in each basin strongly
depends on the spreading rate. In the Indian Ocean, the density of tiny wiggles is the highest between
chrons 31n and 22r (i.e. 69-50 Ma), a period of very fast spreading corresponding to the northward
motion of India. Similarly, a high density of tiny wiggles and faster spreading rate are observed in the
North Pacific Ocean between chrons 21n and 19r (i.e. 48-41 Ma). The tectonic context in the South
Pacific Ocean is more complex and the spreading rates are geographically variable. Area 13 and 15
are characterized by a very fast spreading rate and reveal a very detailed tiny wiggle content.
5 Comparison between the different regional stacks
To test the consistency between different regional stacks and identify a reliable sequence of micro-
anomalies, we start with a simple technique. To compare two profiles (or stack profiles) from areas
with different spreading rates, we simply apply an upward continuation of height ∆h to the fastest
profile. This height ∆h was chosen in the following way. If V1 and V2 are respectively the slow and
fast spreading rates and h1 is the initial water depth (identical for seafloors of same age, e.g. [24]),













For the anomalies considered in this study, h1 ranges from about 4750 m to about 5550 m (according
to Parsons and Sclater [24]). In practice, we used h1 = 5000 m.
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Indeed, if the magnetization pattern is identical in the two systems with different spreading rates,
the geometry of the slow spreading system is almost a scaled down version of that of the upward-
continued fast spreading system, and the resulting magnetic profiles are therefore very similar. They
would be strictly identical if the magnetized layer at fast spreading rate was thicker by a factor V2/V1.
The classical assumption of a constant thickness for the magnetized layer affects the amplitude of
the anomalies but also, to a lesser extent, the shape of the power spectrum. However, modeling
anomaly profiles with different realistic spreading rates shows that our technique introduces only
minor differences between the slow and upward-continued fast spreading rate profiles, which are
negligible for the purpose of this study. Downward-continuing the slow spreading rate profiles to
compare them with faster spreading rate profiles was not an option, as it increases the noise level and
would prevent the accurate detection of the tiny wiggles.
For each chron, we select the stack from the area characterized by the fastest spreading rate and
upward-continue it for comparison with the stacks from areas with slower spreading rates (Figure
4). Three different types of areas are considered: 1) areas with fast spreading rates where a detailed
pattern of tiny wiggles can be recovered; 2) areas with intermediate spreading rates which give a mag-
netic signal smoother than the previous ones, but can still be used to test the consistency of records
from faster spreading rate areas; 3) areas with slow spreading rates, where the magnetic records do
not have enough resolution to display any micro-anomaly. A general description of the regional stacks
is summarized in Table 2. Below we only describe a few selected chrons in detail.
Chron 20r The spreading rate is much faster in the North Pacific than in the Indian and South Pacific
oceans, characterized by smoother stacks. In the North Pacific Ocean, the spreading rate decreases
from South to North (Figure 3b), so the computed stacks are smoother from South to North (areas
10 to 7). Areas 10 and 9 show the highest resolution. However, as previously stated, the anomaly
amplitude is low in area 10 (±100 nT) and the resulting stack may therefore be noisier. The general
shape of the stacks from areas 7 to 10 exhibits a very nice correlation: the five bumps of the smooth
area 7 are recognized with finer details in the three other areas. With increasing spreading rate, the
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bump at 44.3 Ma splits into three tiny wiggles (a, b, and c, areas 9 and 10), the one at 45 Ma into two
tiny wiggles (e and f, areas 8 and 9) and those at 45.6 and 45.8 Ma become three tiny wiggles (g, h,
and i, area 8 and 9). The upward continued profiles obtained from the stack of area 9 are consistent
with the stacks of other areas, including areas from Indian and South Pacific oceans, except for area
5 characterized by a very smooth anomaly. Nine tiny wiggles (a - i) are identified for this period.
Chron 23r Three tiny wiggles (a - c) are recognized in all stacks from the Indian Ocean (areas 1
to 5), characterized by a faster spreading rate. The upward-continued stack from area 1 is consistent
with those from the other areas.
Chron 24r A good correlation exists between the stacks from different areas in the Indian Ocean,
especially areas 2, 4 and 5 which include a larger number of profiles. The upward-continued stack
from area 4 is consistent with all but two stacks from the other areas. In area 6, located close to
the Aleutian Subduction Zone in the North Pacific Ocean, chron 24r is recorded with a very fast
spreading rate, comparable to the one found in the Indian Ocean; however the stack in area 6 is much
smoother than it should be according to its spreading rate. This may be due to the wide sampling
interval of the old magnetic anomaly profiles available in this region. Despite its lower resolution,
this stack displays the three large bumps that are recognized in areas with slower spreading rate. The
stack from area 15 correlates well with the upper-continued one from area 4 if we allow for a quite
significant shift of the anomalies, which probably reflects large spreading rate variations during this
period in this area. Ten tiny wiggles (a - j) are finally recognized.
For chrons 25r and 26r, area 15 in the South Pacific Ocean is characterized by a faster spreading rate
than areas in the Indian Ocean but includes only a few profiles. For this reason, two figures present
the upward-continued stacks from area 5 in the Indian Ocean and from area 15 in the South Pacific,
respectively.
Chron 25r A good correlation is observed between stacks from the Indian Ocean. The upward-
continued stack from area 15 in the South Pacific Ocean is not consistent with the shape of the stacks
of other areas; the spreading rate is very fast for chron 25r (about 120 km/Myr) compared to the
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previous and following chrons 24r and 26r (about 70 km/Myr), a quite suspicious observation that
may reflect some local tectonic complexity (a ridge jump?). The upward-continued stacks from area
5 are consistent with the stacks of other areas. Five clear tiny wiggles (a, b and d - f) and possibly a
sixth one (c) are found.
Chron 26r The stacks from the Indian Ocean correlate well. The upward-continued stack from area
15 in the South Pacific is consistent with stacks from all other areas, except for the young part of the
chron (58 - 58.5 Ma) which may be affected by a tectonic complication. Variations in the shape of
the stacks are observed in the North and South Pacific where the spreading rate is rather slow. It may
be due to irregular spreading in a slow spreading rate context. Eight clear tiny wiggles (a - h) and
possibly a ninth one (i) are recognized in area 1, 2, 3 and 5.
Chron 30n Nice correlations are found between the stacks from areas 3, 5 and 13 and the one from
area 1, which is smoother because it has been computed with more profiles (9 profiles compared to 3,
2, and 2 profiles for areas 3, 5, and 13, respectively). A relatively large positive anomaly is recognized
around the middle of the chron. In area 3, this anomaly (noted A, between c and d) is shifted, maybe
because of an irregular spreading rate. The upward-continued stack from area 13 is consistent with
the others areas. Six tiny wiggles (a - f) are obtained in areas 1, 3, 5 and 13.
Chron 31r Although the different regional stacks display quite different shapes, the upward-continued
stack from area 13 is rather consistent with those from all areas except areas 6 and 8 which show
no micro-anomaly. The stack from area 6 includes profiles with highly variable, strong amplitude
micro-anomaly patterns, which suggests a local tectonic complexity. However, some individual pro-
files show similarities with the stack from area 13. The stack from area 8 includes profiles with low
amplitude micro-anomalies. The clearest tiny wiggle is the first bump (a) recognized in all but areas
5, 6 and 8. Seven tiny wiggles (a - g) are recognized in areas 1, 5 and 13.
Chron 33n In the Indian Ocean, only one profile is available in areas 3 and 5. These two profiles
correlate very well. However, it should be mentioned that areas 3 and 5 were close to each other, on
the southern flank of the Southeast Indian Ridge prior the major change in spreading configuration
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at anomalies 18 and 22, and may have shared the same spreading history. The stack from area 1
includes only two profiles (many other profiles are noisy or suspicious). This stack is smoother than
the profiles from areas 3 and 5; however some micro-anomalies are recognized, in particular two
tiny wiggles (B and C) that are used in a later section as secondary tie-points to improve the stacks.
In the North Pacific, areas 8 and 9 show many correlated micro-anomalies. Some correlations are
also possible with area 10 (which includes only one profile). In these three areas, we identify micro-
anomalies B and C as defined above. Area 7 includes only 3 profiles which are very different from
each other and therefore suspicious. In the South Pacific, several micro-anomalies are also identified
(including B and C), in particular in area 13 characterized by a very fast spreading rate. The upward-
continued stack from area 13 is consistent with stacks from all areas. Good correlations are observed
with areas 3, 5, 8 and 9. Twelve tiny wiggles (a - i, B, and C) are finally obtained.
Chron 33r Area 13 in the South Pacific is characterized by a very fast spreading rate but includes only
one profile. For these reasons, we present two figures comparing stacks from various areas with the
upward-continued stacks from areas 8 and 13. The stacks from most areas reveal two major bumps (a
and b), and some profiles from different areas present local similarities. Despite the poor similarities
of the stacks from various areas with the upward-continued stack from area 13, acceptable correla-
tions between the upward-continued stack from area 8 and the other areas are observed for the longer
wavelengths variations.
The stacks obtained for chrons 20n and 20r in the North Pacific are very precisely correlated among
each others even though the spreading rate varies progressively from area 10 to 7. This is likely due
to the fast and very regular spreading rate and the large amount of available data which are favorable
conditions for a high quality record in the North Pacific during chron 20n and 20r. In contrast, cor-
relations are not so good for chrons 24r-26r in the Indian Ocean or for chron 33n worldwide. But,
areas in the Indian Ocean, where chrons 24r to 26r are recorded with a very fast spreading rate, are
affected by long-offset fracture zones and the number of adequately long profiles is limited. Finally,
the spreading rate is slower during chron 33n in all areas and the quality of the geomagnetic record is
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therefore not surprisingly poorer. More generally, we note that the spreading rate is certainly not the
only parameter controlling the quality of the geomagnetic field recorded by the oceanic crust. The
amplitude of the anomalies compared to that of the noise level is also an important factor which is
controlled by geographic and geological parameters, such as the latitude and the orientation of the
magnetic lineations, or the structure and magnetic properties of the oceanic crust, hence the condi-
tions of its formation at the ridge axis and its alteration on the ridge flank. Given these limitations,
the stacks from different areas appear to be remarkably consistent.
6 Constructing a global high-resolution stack
The comparison between the different regional stacks reveals the occurrence of many micro-anomalies.
Because they are quite consistent worldwide, these micro-anomalies can be ascribed to past fluctu-
ations of the geomagnetic dipole moment. The overall good consistency observed between the dif-
ferent stacks further supports the computation of a composite, high resolution tiny wiggles record by
stacking selected profiles from the areas displaying the highest spreading rates (Figure 3).
To this end, we select the following areas:
• for chrons 19r to 21r (41-49 Ma), areas 8, 9 and 10 from the North Pacific Ocean;
• for chrons 22n to 29r (49-66 Ma), areas from the Indian Ocean (except area 4 for chron 27r and
areas 1 and 4 and for chron 29n, which display a slower spreading rate); and
• for chrons 30n to 33r (66-83 Ma), the best individual profiles (i.e. with the fastest spreading rates
and the highest anomaly amplitudes) from all investigated oceans since the spreading rates are
rather slow in almost all oceans.
For chron 33r, only the longer wavelengths (i.e. tiny wiggles a and b, in Figure 4) are consistent
within regional stacks. However, several individual profiles display consistent shorter wavelengths;
we therefore select these profiles to compute the high resolution stack and tentatively identify sev-
eral additional tiny wiggles. Because these tiny wiggles are not observed in the regional stacks, we
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consider them as less reliable.
In the case of long chrons, the hypothesis of a constant spreading rate is most likely incorrect. To
improve the quality of the stacks, we introduce secondary tie points. Such a procedure is potentially
dangerous, as it may artificially reinforce correlations between distant profiles. For this reason, we
only consider three well-recognized anomaly patterns: tie point A within chron 30n, and tie points B
and C within chron 33n. No secondary tie-point is considered within the long chron 33r. As already
noted tie point A is a positive anomaly within a normal chron; however its very characteristic shape
makes it the best candidate. Figure 5 indeed shows that introducing secondary tie-points B and C
does not drastically modify the stacks within chron 33n for each area (compare with Figure 2 without
secondary tie-points). However it does reinforce the tiny wiggles in the global stack, suggesting that
their poor adjustment in our original global stack is indeed due to spreading-rate variations.
The age estimate for each secondary tie-point is derived from the median value of the age interpo-
lated between the two bounding reversals for each stack profiles. The uncertainty is given by the
standard deviation. These estimates are indicated below (with the number of profiles used for the
computations):
• A (chron 30n) t = 66.642 ± 0.079 Ma (14 profiles)
• B (chron 33n) t = 75.493 ± 0.162 Ma (55 profiles)
• C (chron 33n) t = 76.994 ± 0.205 Ma (55 profiles)
The standard deviation for point A is small because we only use the 14 profiles displaying the highest
spreading rates, whereas the standard deviations for points B and C are larger because we use profiles
with a larger range of spreading rates.
Figure 6 shows the resulting high resolution stack after data selection and the inclusion of secondary
tie-points. In order to better appreciate the quality of this record, Figure 7 shows enlargements of
the stack for chrons 29n, 30n, 31n, 31r, 32n.2n, 33n and 33r together with the profiles used for the
computation. The correlation among individual profiles and with the resulting stack is generally good.
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Due to short-term spreading rate fluctuations, tiny wiggles may be slightly shifted from one profile to
another resulting in smoother stacks, with wider anomalies and smaller amplitudes than the original
profiles (see examples on Figure 7). Although not critical for the purpose of the present study, these
effects should be kept in mind for the interpretation of the resulting stacks.
Following Cande and Kent [7,6,20], we model the identified tiny wiggles in terms of cryptochrons,
i.e. polarity intervals shorter than 30 kyr. This choice is guided by three considerations. First, it makes
comparisons between our results and the earlier results of Cande and Kent [7,6,20] most straightfor-
ward. Second, this representation is anyway a convenient zero-order equivalent representation of the
observed geomagnetic variation signal. Third, as we shall see, it provides a simple mean to address
the issue of the origin of tiny wiggles. We construct the cryptochron time scale by selecting con-
sistent micro-anomalies that are observed both on the global stack and on regional stacks from at
least two different areas. By doing so, eight uncertain tiny wiggles (marked as ”possible” on Table
2) are no longer considered. The naming scheme of Cande and Kent [7,6] is hereafter adopted for
the remaining cryptochrons. The center of the cryptochrons is estimated by localizing the minimum
(maximum) of negative (positive) micro-anomaly in normal (reverse) polarity chrons as observed in
the high resolution stack (red dots on Figure 6). We first set the duration of each cryptochron to 10
kyr and then adjust it so that the amplitude of observed and modeled micro-anomalies (normalized
to the amplitude of the nearby reversal anomaly) is similar. The results are shown in Figure 6 and the
ages of the cryptochrons are reported in Table 3 (see Electronic Supplement).
7 Discussion
Our study allows one to detect a large number of tiny wiggles which are either due to short polarity in-
tervals or to large paleointensity fluctuations, the latter being possibly related to excursions generally
associated with a large directional variation. For marine magnetic anomaly profiles, the Earth filter
bandpass depends on the water depth and on the spreading rate [18]. Power spectra of individual sea-
surface profiles used in this study show that the smallest wavelength above the noise level (for which
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the spectrum is flat) is ∼5 km which is about the water depth. For a spreading rate of 60 km/Myr, a
wavelength of 5 km would correspond to a timescale of 80 kyr. This means that sharp geomagnetic
variations such as polarity intervals or excursions occurring on timescales shorter than 80 kyr (but
with some possible spectral content at timescales of 80 kyr and above) could produce anomalies with
similar wavelengths as genuine intensity fluctuations on the 80 kyr timescale. Sea-surface magnetic
anomaly profiles cannot distinguish between those two types of signal which, in addition, are likely
smoothed and biased towards longer timescales by the stacking procedure (see above). As a result,
the duration of individual geomagnetic events cannot be unambiguously determined. Total field ma-
rine magnetic profiles do not permit to discriminate between long-term paleointensity fluctuations
and excursions which can be as short as 5-10 kyr [10].
Useful insight on the origin of tiny wiggles can however be gained from the few available high-
resolution magnetostratigraphic paleointensity studies covering the past few Myr (see for instance,
[25] for the Brunhes period; [26] for the Matuyama period; [27] for the Matuyama and late Gauss
periods; [9] for the past 2 Myr; [8] for the past 4 Myr; [28] for chrons 5n; [29] for chrons 6Bn to 13n;
[30] for chrons 12r to 13r). These studies have shown that the magnetic polarity time scale mainly
determined from marine magnetic anomalies is almost complete and that only a few tiny wiggles
detected so far can be ascribed to additional short polarity intervals (e.g. [31–33]). Most tiny wiggles
thus appear to be due to geomagnetic intensity variations [6]. A similar conclusion is also suggested
by recent deep-tow magnetic measurements which revealed a detailed pattern of micro-anomalies that
correlates very well with paleointensity fluctuations inferred from magnetostratigraphic studies ([34],
for the Brunhes period; [35,36] for the Brunhes and Matuyama periods; [37,28] for chron 5n.2n).
Our modeling of the tiny wiggles in terms of cryptochrons provides even more evidence and sug-
gests that those conclusions also hold over the 83-41 Ma time period. Indeed, the duration of the
cryptochrons we found varies from 2 kyr to 26 kyr (Table 3, see Electronic Supplement), 82% of
these values being lower than 10 kyr. Considering that a full magnetic reversal does not take place
in less than about five thousand years, and that polarity intervals can hardly be shorter than some
ten thousand years (e.g. [38]) this again shows that most tiny wiggles must reflect paleointensity
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fluctuations.
To further investigate the nature of tiny wiggles, we next look into their distribution within chrons.
We compute the relative position of each tiny wiggle within each chron, i.e. the time elapsed since
the beginning of the chron normalized to the duration of the chron. This parameter x varies between 0
(beginning of the chron) and 1 (end of the chron). The cumulative distribution function of this variable
x is a straight line between x = 0.1 and 0.9 (Figure 8a). No tiny wiggle is found for values of x lower
than about 0.1 and greater than about 0.9, i.e. within typically 10 km of a nearby reversal. This, we
suggest, reflects the fact that the ”secondary” signal of tiny wiggles is obscured by the main signal
produced by reversals. Indeed, no tiny wiggle is detected for the shortest chrons and most identified
tiny wiggles are indeed found in long chrons. Also, this could explain why few tiny wiggles have been
detected so far within the past 30 Myr, a period characterized by a reversal frequency higher than that
of the time interval investigated in the present study (e.g., [39]). As a matter of fact, computing the
relative position x′ of the tiny wiggle within each chron after excluding a ”blind” zone of 10 km at
both ends of the chron provides a simple picture. The resulting cumulative distribution function of x′
then appears to be a straight line with a slope equal to 1 (Figure 8b), and suggests that the distribution
of tiny wiggles is homogenous within chrons, except perhaps within the vicinity of reversals where
no information is available.
This prompts us to assess the tiny wiggle frequency within each chron by simply taking the inverse
of the average duration between successive tiny wiggles. As can be seen (Figure 9), this tiny wiggle
frequency appears to be correlated with the mean spreading rate of the high resolution stack with a
correlation coefficient of 0.87. This correlation is particularly clear for chrons 20r-24r and chron 29n,
although some exceptions (for instance chrons 27r-28n) are also observed. This correlation shows
up even after selecting areas characterized by the highest spreading rate for each chron and again
underlines the strong influence of spreading rate on the detection of tiny wiggles. To directly check
that this is indeed the case and to take into account the ”blinding” effect discussed above, we next
build a fictitious timescale by excluding time intervals bounded by two tiny wiggles and containing
a reversal. For each event of this modified timescale, we plot the distance to the origin (the first
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tiny wiggle) against the order of occurrence (Figure 10). As can be seen, all points fall on a straight
line with a slope yielding a constant mean distance between tiny wiggles of ∼16 km. Clearly, the
possibility of detecting a tiny wiggle is more related to the amount of sea-floor available to record this
geomagnetic signal than to the time elapsed. This behaviour can indeed be expected if tiny wiggles are
mainly due to long-term paleointensity fluctuations. Geomagnetic secular variation includes a very
large temporal spectrum which is fairly flat in the frequency range of interest here, with periods above
∼50 kyr [40]. If tiny wiggles are a filtered record of this secular variation, increasing the spreading
rates, simply amounts to increase the resolution of the magnetic record which will systematically
increase the number of detected tiny wiggles per time units, but not the amount of tiny wiggles per
units of seafloor. This is what we found with a spatial tiny wiggle frequency (one per 16 km) logically
close to the resolution of the marine magnetic anomaly profiles (5 km).
Assuming from now on that tiny wiggles are indeed mainly due to paleointensity variations, it is
next interesting to note that their uniform distribution within chrons as shown in Figure 8 would
indicate that paleointensity variations are neither inhibited after, nor enhanced before, reversals be-
yond the ”blind” period of about 10 km already identified (i.e. 250-80 kyr for spreading rates of
40-120 km/Myr). This behavior contrast with the long-term ”memory” of the dipole field considered
by Cande [41] to account for the anomalous skewness of marine magnetic anomalies, and by Valet
and Meynadier [8] to account for the ”sawtooth pattern” observed in the paleointensity fluctuations
over the past 4 Myr. But it is not in contradiction with the recent update by Valet et al. [9], which now
argues in favour of a slow decrease in paleointensity only during a period of about 60-80 kyr before
reversals.
Finally our results would suggest that the secular variation remains rather uniform throughout the
studied period. Although this conclusion only applies to the longer wavelengths of the secular vari-
ation that are attainable through the analysis of sea-surface magnetic anomalies, such a uniform
behavior of the secular variation would strongly contrast with the marked variation of the reversal
rate observed during the investigated period, increasing from zero during the Cretaceous Normal Su-
perchron (118-83 Ma), to a reversal rate of about 2-3 Myr−1 at ∼40 Ma. Further analysis of high
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resolution records such as deep-tow magnetic profiles should bring new constraints on this particular
point.
Beyond their interest for geomagnetic studies, tiny wiggles are also useful as fine scale markers of
seafloor spreading. Our new geomagnetic timescale over 42 Myr (Table 3, see Electronic Supplement)
may therefore help to better identify major anomalies, increase the resolution of seafloor dating, and
improve reconstructions of the plate tectonic history of oceanic basins (e.g. [42]).
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Fig. 5. Stacks computed for chron 33n, that take into account secondary tie-points B and C (marked by gray
vertical lines). The vertical scale has been ajusted so that the amplitude is the same for all areas. The number
















































































































































































































































































































































































































































































Fig. 8. Cumulative distribution function (CDF) of the relative positions x and x ′ of tiny wiggles within the
polarity events respectively before (a) and after the rejection of a blind zone of ∼10 km at both ends of the
chron (b).
41
Fig. 9. Frequency of tiny-wiggles within each chron (in black) and mean spreading rate (in red) computed
using the high resolution stack. Chrons having less than two tiny wiggles are not shown. The black bars are
shorter than the chron durations because our frequency estimates were performed between the rst and last
tiny wiggles in order to exclude the blind period at both ends of chrons.
42
Fig. 10. Distance as a function of the order of occurence of each tiny wiggle in a ctitious timescale that
excludes the time intervals bounded by two tiny wiggles and containing a reversal. The dots dene a straight
line yielding a constant mean distance of ∼16 km between successive tiny wiggles. The name of the longer





1 N 0 80
2 N 5 80
3 N 210 -30
4 N 218 -35




6 N 180 80
7 N 252 40
8 N 260 40
9 N 260 60




11 N 340 25
12 N 320 30
13 N 320 30
14 N 128 0
15 N 279 15
16 N 340 20
Table 1: Spreading directions and skewness corrections applied to proles in the Indian (a), North


















































































































































































































































































































































































































































































































































































































































































































































































































































Table 3: Cryptochrons found in our study from chron 19r to chron 33r. Names follow the convention
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