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ALGEBRAS SIMPLE WITH RESPECT TO A SWEEDLER’S ALGEBRA
ACTION
A. S. GORDIENKO
Abstract. Algebras simple with respect to an action of Sweedler’s algebra H4 deliver the
easiest example of H-module algebras that are H-simple but not necessarily semisimple. We
describe finite dimensional H4-simple algebras and prove the analog of Amitsur’s conjecture
for codimensions of their polynomial H4-identities. In particular, we show that the Hopf
PI-exponent of an H4-simple algebra A over an algebraically closed field of characteristic
0 equals dimA. The groups of automorphisms preserving the structure of an H4-module
algebra are studied as well.
The notion of anH-(co)module algebra is a natural generalization of the notion of a graded
algebra, an algebra with an action of a group by automorphisms, and an algebra with an
action of a Lie algebra by derivations. In particular, if H4 is the 4-dimensional Sweedler’s
algebra, an H4-module algebra is an algebra endowed both with an action of the cyclic group
of order 2 and with a skew-derivation satisfying certain conditions.
The theory of gradings on matrix algebras and simple Lie algebras is a well developed
area [3, 5]. Quaternion H4-extensions and related crossed products were considered in [8].
Here we classify finite dimensional H4-simple algebras over an algebraically closed field F
of characteristic charF 6= 2 (Sections 2–4). In addition, we describe their automorphism
groups as an H4-module algebras (Section 5).
Amitsur’s conjecture on asymptotic behaviour of codimensions of ordinary polynomial
identities was proved by A. Giambruno and M.V. Zaicev [9, Theorem 6.5.2] in 1999.
Suppose an algebra is endowed with a grading, an action of a group G by automorphisms
and anti-automorphisms, an action of a Lie algebra by derivations or a structure of an H-
module algebra for some Hopf algebra H . Then it is natural to consider, respectively, graded,
G-, differential or H-identities [1, 2, 4, 6, 13].
The analog of Amitsur’s conjecture for polynomial H-identities was proved under wide
conditions by the author in [11, 12]. However, in those results the H-invariance of the
Jacobson radical was required. Until now the Sweedler’s algebra [10, Section 7.4] with the
standard action of its dual was the only example where the analog of Amitsur’s conjecture
was proved for an H-simple non-semisimple algebra. In this article we prove the analog of
Amitsur’s conjecture for all finite dimensional H4-simple algebras not necessarily semisimple
(Section 6) assuming that the base field is algebraically closed and of characteristic 0.
1. Introduction
An algebra A over a field F is anH-module algebra for some Hopf algebraH if A is endowed
with a homomorphism H → EndF (A) such that h(ab) = (h(1)a)(h(2)b) for all h ∈ H , a, b ∈ A.
Here we use Sweedler’s notation ∆h = h(1) ⊗ h(2) where ∆ is the comultiplication in H . We
2010 Mathematics Subject Classification. Primary 16W22; Secondary 16R10, 16R50, 16T05, 16W25.
Key words and phrases. Associative algebra, polynomial identity, skew-derivation, Sweedler’s algebra,
H-module algebra, codimension.
Supported by Fonds Wetenschappelijk Onderzoek — Vlaanderen Pegasus Marie Curie post doctoral fel-
lowship (Belgium) and RFBR grant 13-01-00234a (Russia).
1
2 A. S. GORDIENKO
refer the reader to [7, 15, 16] for an account of Hopf algebras and algebras with Hopf algebra
actions.
Let A be an H-module algebra for some Hopf algebra H over a field F . We say that A is
H-simple if A2 6= 0 and A has no non-trivial two-sided H-invariant ideals.
By H4 = 〈1, c, v, cv〉F we denote Sweedler’s Hopf algebra over a field F of characteristic
charF 6= 2 where
∆(c) = c⊗ c
and
∆(v) = c⊗ v + v ⊗ 1.
Note that {1, c} ∼= Z2 and every space V with Z2-action has the following natural Z2-
grading: V = V (0) ⊕ V (1) where cv(0) = v(0) for all v(0) ∈ V (0) and cv(1) = −v(1) for all
v(1) ∈ V (1).
2. H4-action on matrix algebras
In this section we treat the case when a finite dimensional H4-simple algebra A is simple
as an algebra. In the case of an algebraically closed field F this implies that A is isomorphic
to a full matrix algebra over F .
Theorem 1. Let A be an H4-module algebra over an algebraically closed field F , charF 6= 2,
isomorphic as an algebra to Mn(F ) for some n ∈ N. Then either
(1) A is isomorphic as an algebra and an H4-module to
Mk,m(F ) := M
(0)
k,m(F )⊕M
(1)
k,m(F ) (direct sum of subspaces)
where ca = a for all a ∈M
(0)
k,m(F ), ca = −a for all a ∈M
(1)
k,m(F ),
M
(0)
k,m(F ) =
(
Mk(F ) 0
0 Mm(F )
)
,
M
(1)
k,m(F ) =
(
0 Mk×m(F )
Mm×k(F ) 0
)
,
and va = (ca)Q−Qa where Q =
(
0 Q1
Q2 0
)
, Q1Q2 = αEk, Q2Q1 = αEm for some
k,m > 0 (here En is the identity matrix n× n), k +m = n, k > m, Q1 ∈Mk×m(F ),
Q2 ∈Mm×k(F ), α ∈ F ,
(2) or ca = a, va = 0 for all a ∈ A.
Proof. Note that (see e.g, [9, Section 3.5]) A is isomorphic as a graded algebra to Mk,m(F )
for some k > m, k +m = n.
Moreover v is acting on A by a skew-derivation. We claim1 that this skew-derivation is
inner, i.e. there exists a matrix Q ∈ A such that va = (ca)Q − Qa for all a ∈ A. Indeed,
ca = PaP−1 for all a ∈ A where
P = diag(1, 1, . . . , 1︸ ︷︷ ︸
k
,−1,−1, . . . ,−1︸ ︷︷ ︸
m
).
Moreover
P−1(v(ab)) = P−1((ca)(vb)+(va)b) = P−1((PaP−1)(vb)+(va)b) = a(P−1(vb))+(P−1(va))b
1This result is a “folklore” one. I am grateful to V.K. Kharchenko who informed me of a simple proof of
it.
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for all a, b ∈ A. Hence P−1(v(·)) is a derivation and P−1(va) = aQ0 −Q0a for all a ∈ A for
some Q0 ∈ A. Thus
va = PaQ0 − PQ0a = (PaP
−1)PQ0 − PQ0a = (ca)Q−Qa for all a ∈ A
where Q = PQ0, i.e. v acts as an inner skew-derivation.
Note that vc = −cv implies a(Q + cQ) = (Q + cQ)(ca) for all a ∈ A and
Q+ cQ = β
(
Ek 0
0 −Em
)
for some β ∈ F.
Hence we may assume that Q + cQ = 0 and Q =
(
0 Q1
Q2 0
)
since
(ca)
(
Ek 0
0 −Em
)
−
(
Ek 0
0 −Em
)
a = 0 for all a ∈ A.
Recall that v2 = 0. Therefore, for every a ∈ A, we have
v2a = v((ca)Q−Qa) = (a(cQ)− (cQ)(ca))Q−Q((ca)Q−Qa) = Q2a− aQ2
and Q2 = αEn for some α ∈ F . Hence Q
2 =
(
Q1Q2 0
0 Q2Q1
)
=
(
αEk 0
0 αEm
)
. 
Remark. Conversely, for every such Q, k > m, we have an H4-module algebra isomorphic as
an algebra to Mn(F ).
Remark. If k > m, then Q1Q2 is degenerate and we must have Q
2 = 0.
Theorem 2. Let A1 and A2 be H4-module algebras over a field F , charF 6= 2, Ai =
A
(0)
i ⊕A
(1)
i (direct sum of subspaces) where ca = a for all a ∈ A
(0)
i , ca = −a for all a ∈ A
(1)
i ,
A
(0)
i =
(
Mki(F ) 0
0 Mmi(F )
)
,
A
(1)
i =
(
0 Mki×mi(F )
Mmi×ki(F ) 0
)
,
and va = (ca)Qi −Qia for all a ∈ Ai, where Qi =
(
0 Qi1
Qi2 0
)
, Qi1Qi2 = αiEki, Qi2Qi1 =
αiEmi for some ki, mi > 0, ki > mi, Qi1 ∈ Mki×mi(F ), Qi2 ∈ Mmi×ki(F ), αi ∈ F , i = 1, 2.
Then A1 ∼= A2 as algebras and H4-modules if and only if k1 = k2, m1 = m2 and there exist
W1 ∈ GLk1(F ), W2 ∈ GLm1(F ) such that
(1) either Q21 =W1Q11W2
−1 and Q22 =W2Q12W1
−1 or
(2) k1 = m1, Q21 = W1Q12W2
−1, and Q22 =W2Q11W1
−1.
Proof. First we fix some isomorphisms Ai ∼= Mn(F ), i = 1, 2, where n = ki + mi. Let
ϕ : A1 → A2 be an isomorphism of algebras and H4-modules. Then there existsW ∈ GLn(F )
such that ϕ(a) = WaW−1 for all a ∈ A1. Let
Pi = diag(1, 1, . . . , 1︸ ︷︷ ︸
ki
,−1,−1, . . . ,−1︸ ︷︷ ︸
mi
).
Then ϕ(ca) = ϕ(P1aP
−1
1 ) = cϕ(a) = P2ϕ(a)P
−1
2 , i.e. WP1a(WP1)
−1 = P2Wa(P2W )
−1 for
all a ∈ A1. Hence W
−1P−12 WP1 commutes with any matrix. Thus W
−1P−12 WP1 = αEn for
some α ∈ F . Hence P1 = αW
−1P2W . Taking into account the eigenvalues of P1 and P2, we
get α = ±1. In particular, P1 = P2, k1 = k2 and m1 = m2. Note that ϕ(va) = vϕ(a) for all
a ∈ A1. Therefore
W (P1aP
−1
1 Q1 −Q1a)W
−1 = P1WaW
−1P−11 Q2 −Q2WaW
−1,
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aP−11 Q1 − P
−1
1 Q1a = P
−1
1 W
−1P1WaW
−1P−11 Q2W − P
−1
1 W
−1Q2Wa. (1)
If α = 1, then WP1 = P1W and W =
(
W1 0
0 W2
)
for some W1 ∈ GLk1(F ), W2 ∈
GLm1(F ). In this case,
aP−11 Q1 − P
−1
1 Q1a = aP
−1
1 W
−1Q2W − P
−1
1 W
−1Q2Wa,
a(P−11 Q1 − P
−1
1 W
−1Q2W ) = (P
−1
1 Q1 − P
−1
1 W
−1Q2W )a
for all a ∈ A1. Thus (P
−1
1 Q1 − P
−1
1 W
−1Q2W ) commutes with any n × n matrix and
P−11 Q1 − P
−1
1 W
−1Q2W = βEn for some β ∈ F , i.e. Q2 = WQ1W
−1 − βP1. However, Q2
and WQ1W
−1 have zeros on the main diagonal. Therefore β = 0 and Q2 = WQ1W
−1. In
particular, Q21 =W1Q11W2
−1 and Q22 = W2Q12W1
−1.
If α = −1, then k1 = m1, P1WP
−1
1 = −W , and W =
(
0 W1
W2 0
)
for some W1,W2 ∈
GLk1(F ). Again (1) implies
aP−11 Q1 − P
−1
1 Q1a = aP
−1
1 W
−1Q2W − P
−1
1 W
−1Q2Wa,
and Q2 = WQ1W
−1 − βP1 for β ∈ F . Note that
WQ1W
−1 =
(
0 W1
W2 0
)(
0 Q11
Q12 0
)(
0 W−12
W−11 0
)
=
(
0 W1Q12W
−1
2
W2Q11W
−1
1 0
)
.
Since the matrix βP1 is diagonal, β = 0, Q21 = W1Q12W2
−1, and Q22 = W2Q11W1
−1.
The direct assertion of the theorem is proved. Reversing the implications yields the con-
verse. 
Example 1. In the case of 2× 2 matrices we have the following variants:
(1) A = A(0) = M2(F ), A
(1) = 0, ca = a, va = 0 for all a ∈ A;
(2) A = A(0) ⊕ A(1) where
A(0) =
{(
α 0
0 β
) ∣∣∣∣ α, β ∈ F
}
and
A(1) =
{(
0 α
β 0
) ∣∣∣∣ α, β ∈ F
}
,
ca = (−1)ia, va = 0 for a ∈ A(i);
(3) A = A(0) ⊕ A(1) where
A(0) =
{(
α 0
0 β
) ∣∣∣∣ α, β ∈ F
}
and
A(1) =
{(
0 α
β 0
) ∣∣∣∣ α, β ∈ F
}
,
ca = (−1)ia, va = (ca)Q−Qa for a ∈ A(i) where Q =
(
0 1
γ 0
)
and γ ∈ F is a fixed
number.
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3. Semisimple H4-simple algebras
In this section we treat the case when an H4-simple algebra A is semisimple.
Theorem 3. Let A be a semisimple H4-simple algebra over an algebraically closed field F .
Then either
(1) A is isomorphic to the full matrix algebra Mk(F ) for some k > 1 or
(2) A ∼= Mk(F ) ⊕Mk(F ) (direct sum of ideals) for some k > 1 and there exists P ∈
Mk(F ) such that P
2 = αEk for some α ∈ F , and
c (a, b) = (b, a), v (a, b) = (Pa− bP, aP − Pb) (2)
for all a, b ∈Mk(F ).
Proof. If A is semisimple, then A is the direct sum of Z2-simple subalgebras. Let B be one
of such subalgebras. Then vb = v(1Bb) = (c1B)(vb) + (v1B)b ∈ B for all b ∈ B. Hence B is
an H4-submodule, A = B, and A is a Z2-simple algebra. Therefore, either A is isomorphic
to the full matrix algebra Mk(F ) for some k > 1 or A ∼= Mk(F ) ⊕Mk(F ) (direct sum of
ideals) for some k > 1 and c (a, b) = (b, a) for all a, b ∈Mk(F ).
In the first case, the theorem is proved. Consider the second case. Let π1, π2 : A→Mk(F )
be the natural projections on the first and the second component, respectively. Consider
ρij ∈ EndF (Mk(F )), i, j ∈ {1, 2}, defined by ρi1(a) := πi(v (a, 0)) and ρi2(a) := πi(v (0, a))
for a ∈Mk(F ). Then
ρ11(ab) = π1(v (ab, 0)) = π1(v((a, 0)(b, 0))) =
π1(c(a, 0) v(b, 0)) + π1((v(a, 0)) (b, 0)) =
π1((0, a) v(b, 0)) + π1(v(a, 0))b = ρ11(a)b
for all a, b ∈Mk(F ). Analogously, ρ12(ab) = aρ12(b), ρ21(ab) = aρ21(b), ρ22(ab) = ρ22(a)b for
all a, b ∈Mk(F ).
Let ρ11(Ek) = P , ρ12(Ek) = Q, ρ21(Ek) = W , ρ22(Ek) = T where P,Q,W, T ∈ Mk(F ).
Then
v(a, b) = (π1(v (a, b)), π2(v (a, b))) = (ρ11(a) + ρ12(b), ρ21(a) + ρ22(b)) = (Pa+ bQ, aW + Tb).
Now we notice that
0 = v((Ek, 0)(0, Ek)) = c(Ek, 0)v(0, Ek) + (v(Ek, 0))(0, Ek) = (0, T +W ).
Thus T = −W . Analogously,
0 = v((0, Ek)(Ek, 0)) = c(0, Ek)v(Ek, 0) + (v(0, Ek))(Ek, 0) = (P +Q, 0).
Hence Q = −P . Moreover, (W,P ) = cv(Ek, 0) = −vc(Ek, 0) = −v(0, Ek) = (−Q,−T ).
Therefore, T = −P , W = P , and (2) holds.
Note that v2(a, b) = ([P 2, a], [P 2, b]) for all a, b ∈ Mk(F ) where [x, y] := xy − yx. Since
v2 = 0, we obtain that P 2 is a scalar matrix and the theorem is proved. 
Remark. Conversely, for every matrix P ∈ Mk(F ) such that P
2 = αEk for some α ∈ F , we
can define the structure of an H4-simple algebra on Mk(F ) ⊕Mk(F ) by (2), which is even
Z2-simple.
Theorem 4. Let A1 = Mk(F ) ⊕Mk(F ) be a semisimple H4-simple algebra over a field F
defined by a matrix P1 ∈Mk(F ), P
2
1 = α1Ek for some α1 ∈ F , by (2), and let A2 be another
such algebra defined by a matrix P2 ∈Mk(F ). Then A1 ∼= A2 as algebras and H4-modules if
and only if P2 = ±QP1Q
−1 for some Q ∈ GLk(F ).
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Proof. Note that in each of A1 and A2 there exist exactly two simple ideals isomorphic to
Mk(F ). Moreover, each isomorphism of Mk(F ) is inner. Therefore, if ϕ : A1 → A2 is an
isomorphism of algebras and H4-modules, then there exist matrices Q, T ∈ GLk(F ) such
that either ϕ(a, b) = (QaQ−1, T bT−1) for all a, b ∈ Mk(F ) or ϕ(a, b) = (QbQ
−1, TaT−1) for
all a, b ∈Mk(F ).
Suppose ϕ(a, b) = (QaQ−1, T bT−1) for all a, b ∈Mk(F ). Note that cϕ = ϕc and vϕ = ϕv.
The first equality implies that Q and T are proportional, i.e without loss of generality we
may assume that Q = T . The second equality implies (P2, P2) = v(Ek, 0) = vϕ(Ek, 0) =
ϕ(v(Ek, 0)) = ϕ(P1, P1) = (QP1Q
−1, QP1Q
−1). Therefore, P2 = QP1Q
−1.
Suppose ϕ(a, b) = (QbQ−1, TaT−1) for all a, b ∈ Mk(F ). Again, we may assume that
Q = T . Analogously, (−P2,−P2) = v(0, Ek) = vϕ(Ek, 0) = ϕ(v(Ek, 0)) = ϕ(P1, P1) =
(QP1Q
−1, QP1Q
−1) implies P2 = −QP1Q
−1.
The converse assertion is proved explicitly. 
Remark. Theorems 3 and 4 imply that every semisimple H4-simple algebra A over an alge-
braically closed field F , charF 6= 2, that is not simple as an ordinary algebra, is isomorphic
to Mn(F )⊕Mn(F ) (direct sum of ideals) for some n > 1 where
c (a, b) = (b, a), v (a, b) = (Pa− bP, aP − Pb)
for all a, b ∈Mn(F ) and
(1) either P = (α, α, . . . , α︸ ︷︷ ︸
m
,−α,−α, . . . ,−α︸ ︷︷ ︸
k
) for some α ∈ F and m > k, m+ k = n,
(2) or P is a block diagonal matrix with several blocks ( 0 10 0 ) on the main diagonal (the
rest cells are filled with zero)
and these algebras are not isomorphic for different P .
4. Non-semisimple algebras
In this section we consider the last possibility, i.e. whenH4-simple algebra has a non-trivial
radical.
Theorem 5. Let A be a finite dimensional associative H4-module algebra over a field F of
characteristic charF 6= 2. Suppose A is H4-simple and not semisimple. Let G = {1, c} ∼= Z2.
Then there exists a G-invariant ideal J ⊂ A such that A = vJ⊕J (direct sum of G-invariant
subspaces), J2 = 0, vJ is a G-simple algebra. Moreover, there exists a linear isomorphism
ϕ : vJ → J such that vϕ(b) = b, aϕ(b) = ϕ((ca)b), ϕ(a)b = ϕ(ab) for all a, b ∈ vJ , and
ϕ((vJ)(0)) = J (1), ϕ((vJ)(1)) = J (0).
Proof. Let J be the Jacobson radical of A. Since J is invariant under all automorphisms, J
is a G-invariant subspace. Therefore, vA 6= 0 since otherwise J would be an H4-invariant
ideal.
Let p ∈ N be a number such that Jp = 0, Jp−1 6= 0. Note that Jp−1 + vJp−1 is an
H4-invariant two-sided ideal of A. Indeed,
a(vj) = (c(ca))(vj) = v((ca)j)− (v(ca)j) ∈ Jp−1 + vJp−1
and
(vj)a = v(ja)− (cj)(va) ∈ Jp−1 + vJp−1
for all a ∈ A and j ∈ Jp−1. Hence A = Jp−1 + vJp−1.
Note that (Jp−1)2 = 0. Moreover, vJp−1 is a subalgebra since (vj1)(vj2) = v(j1(vj2)) −
(cj1)(v
2j2) = v(j1(vj2)) ∈ vJ
p−1 for all j1, j2 ∈ J
p−1.
Let N := {a ∈ A | va = 0} ∩ Jp−1. Clearly, N is H4-invariant. We claim that N is a two-
sided ideal. Indeed, let j ∈ Jp−1 and b ∈ N . Then v((vj)b) = (cvj)(vb) + (v2j)b = 0+ 0 = 0
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and v(b(vj)) = (cb)(v2j) + (vb)(vj) = 0 + 0 = 0. Therefore, (vJp−1)N = N(vJp−1) = 0.
Since Jp−1N = NJp−1 = (Jp−1)2 = 0, the space N is an H4-invariant ideal of A.
Recall that vA 6= 0. Thus N 6= A and N = 0. Hence A = Jp−1 ⊕ vJp−1 (direct sum of
G-invariant subspaces) and the multiplication by v is a linear isomorphism from Jp−1 onto
vJp−1. Denote by ϕ : vJp−1 → Jp−1 the inverse map. Then
aϕ(b) = ϕ(v(aϕ(b))) = ϕ((ca)(vϕ(b))) + ϕ((va)ϕ(b)) = ϕ((ca)b)
and
ϕ(a)b = ϕ(v(ϕ(a)b)) = ϕ((cϕ(a))(vb)) + ϕ((vϕ(a))b) = ϕ(ab)
for all a, b ∈ vJp−1. Therefore, A2 6= 0 implies (vJp−1)2 6= 0.
We claim that the subalgebra vJp−1 is G-simple. Suppose there exists a G-invariant ideal
I of vJp−1. We claim that I + ϕ(I) is an H4-invariant ideal in A. Indeed,
c(I + ϕ(I)) = cI − ϕ(cI) = I + ϕ(I).
Moreover,
a(I + ϕ(I)) = aI + ϕ((ca)I) ⊆ I + ϕ(I),
(I + ϕ(I))a = Ia+ ϕ(Ia) ⊆ I + ϕ(I),
ϕ(a)(I + ϕ(I)) = ϕ(aI) ⊆ I + ϕ(I),
and
(I + ϕ(I))ϕ(a) = ϕ((cI)a) ⊆ I + ϕ(I)
for all a ∈ vJp−1. Hence I + ϕ(I) is an H4-invariant ideal in A, I = vJ
p−1, and vJp−1 is a
G-simple algebra.
In particular, vJp−1 is semisimple. Hence A/Jp−1 ∼= vJp−1 is a semisimple algebra and
J = Jp−1 is the Jacobson radical of A. All the assertions of the theorem have been proved. 
Theorem 6. Let B be a Z2-simple algebra over a field F , charF 6= 2, where Z2 = {1, c}
and c acts as an automorphism and let ϕ : B → J be an isomorphism from B to a vector
space J . We define Z2-action on J by the formulas J
(0) = ϕ(B(1)) and J (1) = ϕ(B(0)). In
addition, we define multiplication in A = B ⊕ J (direct sum of Z2-invariant subspaces) by
aϕ(b) = ϕ((ca)b), ϕ(a)b = ϕ(ab) for all a, b ∈ vJ , J2 = 0. Then A is an H4-module algebra
for the Sweedler algebra H4 = 〈1, c, v, cv〉F where v(a+ϕ(b)) = b for all a, b ∈ B. Moreover,
A is H4-simple.
Proof. Trivial checks show that A is indeed an H4-module algebra. Now we prove that A is
H4-simple.
Let I be an H4-invariant ideal of A. Then vI ⊆ B ∩ I. Note that Z2-simplicity of B
implies that either B ∩ I = 0 or B ⊆ I. However if B ∩ I = 0, then vI = 0, I ⊆ B, and
I = 0. Thus we may assume that B ⊆ I. Hence a + ϕ(b) = a + ϕ(1)b ∈ I for all a, b ∈ B.
Therefore, I = A and A is H4-simple. 
Remark. Two algebras A are isomorphic if and only if their maximal Z2-simple subalgebras
B are isomorphic as Z2-algebras.
5. Automorphisms of H4-simple algebras
In this section we study the automorphisms of finite dimensional H4-simple algebras over a
field F , charF 6= 2. In the first five cases below the automorphism groups can be determined
explicitly. For the last case, we present a method of description of the automorphism group.
(1) if A = Mk,ℓ(F ) for some k > ℓ, ca = a for all a ∈ M
(0)
k,ℓ (F ), ca = −a for all
a ∈ M
(1)
k,ℓ (F ), va = 0 for all a ∈ A, then AutH4(A)
∼= (GLk(F ) × GLℓ(F ))/F
×Ek+ℓ
where F×En is the group of scalar n×n matrices (this follows from the beginning of
the proof of Theorem 2);
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(2) if A = Mk,k(F ) for some k ∈ N, ca = a for all a ∈ M
(0)
k,k(F ), ca = −a for all
a ∈ M
(1)
k,k(F ), va = 0 for all a ∈ A, then
AutH4(A)
∼=
((
GLk(F )×GLk(F )
)
⋋
〈(
0 Ek
Ek 0
)〉
2
)
/F×E2k
(this follows from the proof of Theorem 2 too);
(3) Let A ∼= Mk(F ) ⊕Mk(F ) (direct sum of ideals) be an H4-simple algebra for some
k > 1 and
c (a, b) = (b, a), v (a, b) = (0, 0)
for all a, b ∈ Mk(F ). Then AutH4(A)
∼= PGLk(F )× Z2 (this follows from the proof
of Theorem 4);
(4) if A is a finite dimensional non-semisimple H4-simple algebra, then every H4-
automorphism ψ stabilizes the radical J of A and therefore the Z2-simple subalgebra
vJ of A. Furthermore, ψ(va) = vψ(a) implies that ψ is completely determined by its
restriction on vJ . Therefore, AutH4(A) = AutZ2(vJ). But AutZ2(vJ) is described in
(1)–(3).
(5) Let A ∼= Mn(F ) ⊕Mn(F ) (direct sum of ideals), n > 1, be a semisimple H4-simple
algebra where
c (a, b) = (b, a), v (a, b) = (Pa− bP, aP − Pb)
for all a, b ∈ Mn(F ) where P ∈Mn(F ) is a fixed matrix such that P
2 = αEn for some
α ∈ F . Then the proof of Theorem 4 implies that AutH4(A) is isomorphic to the
subgroup of PGLn(F ) that consists of the images of all n×n matrices that commute
or anti-commute with P . Note that Mm,k(F )
(1) contains invertible matrices only for
m = k. Therefore,
(a) if P = (α, α, . . . , α︸ ︷︷ ︸
m
,−α,−α, . . . ,−α︸ ︷︷ ︸
k
) for some α ∈ F× and m > k, m + k = n,
then AutH4(A) is isomorphic to the subgroup of PGLn(F ) that consists of the
images of all invertible matrices fromMm,k(F )
(0) form > k and fromMk,k(F )
(0)∪
Mk,k(F )
(1) for m = k.
(b) If
P =


0 1
0 0
0 0
0 0
. . .
0 0
0 0
0
0
. . .
0
0
0 0
0 0
0 1
0 0
. . .
0 0
0 0
0
0
. . .
0
0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0
0 0
0 0
0 0
. . .
0 1
0 0
0
0
. . .
0
0
0 0 0 0 . . . 0 0 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 . . . 0 0 0 . . . 0


where the number of cells ( 0 10 0 ) equals k ∈ N, then [14, Section 69] implies
that AutH4(A) is isomorphic to the subgroup of PGLn(F ) that consists of all
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invertible matrices

α11 β11 α12 β12 . . . α1k β1k γ1,k+1 . . . γ1,n−2k
0 α11 0 α12 . . . 0 α1k 0 . . . 0
α21 β21 α22 β22 . . . α2k β2k γ2,k+1 . . . γ2,n−2k
0 α21 0 α22 . . . 0 α2k 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
αk1 βk1 αk2 βk2 . . . αkk βkk γk,k+1 . . . γk,n−2k
0 αk1 0 αk2 . . . 0 αkk 0 . . . 0
0 γk+1,1 0 γk+1,2 . . . 0 γk+1,k γk+1,k+1 . . . γk+1,n−2k
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 γn−2k,1 0 γn−2k,2 . . . 0 γn−2k,k γn−2k,k+1 . . . γn−2k,n−2k


and

α11 β11 α12 β12 . . . α1k β1k γ1,k+1 . . . γ1,n−2k
0 −α11 0 −α12 . . . 0 −α1k 0 . . . 0
α21 β21 α22 β22 . . . α2k β2k γ2,k+1 . . . γ2,n−2k
0 −α21 0 −α22 . . . 0 −α2k 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
αk1 βk1 αk2 βk2 . . . αkk βkk γk,k+1 . . . γk,n−2k
0 −αk1 0 −αk2 . . . 0 −αkk 0 . . . 0
0 γk+1,1 0 γk+1,2 . . . 0 γk+1,k γk+1,k+1 . . . γk+1,n−2k
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 γn−2k,1 0 γn−2k,2 . . . 0 γn−2k,k γn−2k,k+1 . . . γn−2k,n−2k


.
(6) Suppose A = Mk,m(F ) be an H4-module algebra for some k,m ∈ N, k > m, where
ca = a for all a ∈M
(0)
k,m(F ), ca = −a for all a ∈M
(1)
k,m(F ), and va = (ca)Q−Qa where
Q =
(
0 Q1
Q2 0
)
, Q1Q2 = αEk, Q2Q1 = αEm, Q1 ∈ Mk×m(F ), Q2 ∈ Mm×k(F ),
α ∈ F . Then the proof of Theorem 2 implies that
(a) if k 6= m, then AutH4(A) is isomorphic to the subgroup of PGLk+m(F ) that
consists of the images of all matrices W =
(
W1 0
0 W2
)
, W1 ∈ GLk(F ), W2 ∈
GLm(F ), that commute with Q,
(b) and if k = m, then AutH4(A) is isomorphic to the subgroup of PGL2k(F ) that
consists of the images of all matricesW =
(
W1 0
0 W2
)
andW =
(
0 W1
W2 0
)
,
W1,W2 ∈ GLk(F ), that commute with Q.
Again, for any particular Q, the matrices W can be determined using the Jordan
normal form of Q (see e.g. [14, Section 69]).
In the examples below we treat some particular cases of (5) and (6).
Example 2. Let A = M1,1(F ) where ca = a for all a ∈ M
(0)
1,1 (F ) =
{(
α 0
0 β
)}
, ca = −a
for all a ∈ M
(1)
1,1 (F ) =
{(
0 α
β 0
)}
, and va = (ca)Q − Qa where Q = ( 0 11 0 ). We notice that
all matrices from M
(0)
1,1 (F ) and M
(1)
1,1 (F ) that commute with Q, are of the form (
α 0
0 α ) and
( 0 αα 0 ), respectively, where α ∈ F
×. After factoring by the subgroup of scalar matrices, we
get AutH4(A)
∼= Z2.
Example 3. Let A ∼= M2(F )⊕M2(F ) (direct sum of ideals) be an H4-simple algebra over
a field F ,
c (a, b) = (b, a), v (a, b) = (Pa− bP, aP − Pb)
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for all a, b ∈ Mk(F ) where P = ( 0 10 0 ), λ ∈ F . All matrices commuting with P are of the
form
( µ γ
0 µ
)
, γ ∈ F , µ ∈ F×. All matrices anti-commuting with P are of the form
( µ γ
0 −µ
)
,
γ ∈ F , µ ∈ F×. After factoring by the subgroup of scalar matrices, we get
AutH4(A)
∼=
{(
1 µ
0 1
) ∣∣ µ ∈ F}⋋ 〈( 1 00 −1 )〉2 ∼= (F,+)⋋ Z2
where the result of the conjugation of an element α ∈ (F,+) by the generator of Z2 is (−α).
Example 4. Let A ∼= M2(F )⊕M2(F ) (direct sum of ideals) be an H4-simple algebra over
a field F ,
c (a, b) = (b, a), v (a, b) = (Pa− bP, aP − Pb)
for all a, b ∈ Mk(F ) where P = (
1 0
0 −1 ). All matrices commuting with P are diagonal, all
matrices anti-commuting with P are anti-diagonal. After factoring by the subgroup of scalar
matrices, we get
AutH4(A)
∼=
{
( 1 00 α )
∣∣ α ∈ F×}⋋ 〈( 0 11 0 )〉2 ∼= F× ⋋ Z2
where the conjugation of an element of F× by the generator of Z2 is the inversion.
6. Growth of polynomial H4-identities
Here we apply the results of Section 4 to polynomial H4-identities.
First we introduce the notion of the free associative H-module algebra. Here we follow [4].
Let F 〈X〉 be the free associative algebra without 1 on the set X := {x1, x2, x3, . . .}. Then
F 〈X〉 =
⊕
∞
n=1 F 〈X〉
(n) where F 〈X〉(n) is the linear span of all monomials of total degree n.
Let H be a Hopf algebra over F . Consider the algebra
F 〈X|H〉 :=
∞⊕
n=1
H⊗n ⊗ F 〈X〉(n)
with the multiplication (u1 ⊗ w1)(u2 ⊗ w2) := (u1 ⊗ u2)⊗ w1w2 for all u1 ∈ H
⊗j, u2 ∈ H
⊗k,
w1 ∈ F 〈X〉
(j), w2 ∈ F 〈X〉
(k). We use the notation
xh1i1 x
h2
i2
. . . xhnin := (h1 ⊗ h2 ⊗ . . .⊗ hn)⊗ xi1xi2 . . . xin .
Here h1 ⊗ h2 ⊗ . . .⊗ hn ∈ H
⊗n, xi1xi2 . . . xin ∈ F 〈X〉
(n).
Note that if (γβ)β∈Λ is a basis in H , then F 〈X|H〉 is isomorphic to the free associative
algebra over F with free formal generators x
γβ
i , β ∈ Λ, i ∈ N. We refer to the elements of
F 〈X|H〉 as associative H-polynomials.
In addition, F 〈X|H〉 becomes an H-module algebra with the H-action defined by
h(xh1i1 x
h2
i2
. . . xhnin ) = x
h(1)h1
i1
x
h(2)h2
i2
. . . x
h(n)hn
in
for h ∈ H .
Let A be an associative H-module algebra. Any map ψ : X → A has a unique homomor-
phic extension ψ¯ : F 〈X|H〉 → A such that ψ¯(hw) = hψ(w) for all w ∈ F 〈X|H〉 and h ∈ H .
An H-polynomial f ∈ F 〈X|H〉 is an H-identity of A if ϕ(f) = 0 for all homomorphisms
ϕ : F 〈X|H〉 → A of algebras and H-modules. In other words, f(x1, x2, . . . , xn) is an H-
identity of A if and only if f(a1, a2, . . . , an) = 0 for any ai ∈ A. In this case we write f ≡ 0.
The set IdH(A) of all H-identities of A is an H-invariant ideal of F 〈X|H〉.
We denote by PHn the space of all multilinear H-polynomials in x1, . . . , xn, n ∈ N, i.e.
PHn = 〈x
h1
σ(1)x
h2
σ(2) . . . x
hn
σ(n) | hi ∈ H, σ ∈ Sn〉F ⊂ F 〈X|H〉.
Then the number cHn (A) := dim
(
PHn
PHn ∩Id
H (A)
)
is called the nth codimension of polynomial
H-identities or the nth H-codimension of A.
The analog of Amitsur’s conjecture for H-codimensions can be formulated as follows.
Conjecture. There exists PIexpH(A) := lim
n→∞
n
√
cHn (A) ∈ Z+.
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In the theorem below we consider the case H = H4.
Theorem 7. Let A be a finite dimensional H4-simple algebra over an algebraically closed
field F of characteristic 0. Then there exist constants C > 0, r ∈ R such that
Cnr(dimA)n 6 cH4n (A) 6 (dimA)
n+1 for all n ∈ N.
Corollary. The analog of Amitsur’s conjecture holds for such codimensions. In particular,
PIexpH(A) = dimA.
In order to prove Theorem 7, we need one lemma.
Let kℓ 6 n where k, n ∈ N are some numbers. Denote by QHℓ,k,n ⊆ P
H
n the sub-
space spanned by all H-polynomials that are alternating in k disjoint subsets of variables
{xi1, . . . , x
i
ℓ} ⊆ {x1, x2, . . . , xn}, 1 6 i 6 k.
Lemma 1. Let A be an H4-simple non-semisimple associative algebra over an algebraically
closed field F of characteristic 0, dimA = 2ℓ. Then there exists a number n0 ∈ N such
that for every n > n0 there exist disjoint subsets X1, . . . , Xk ⊆ {x1, . . . , xn}, k =
[
n−n0
2ℓ
]
,
|X1| = . . . = |Xk| = 2ℓ and a polynomial f ∈ P
H4
n \ Id
H4(A) alternating in the variables of
each set Xj.
Proof. By Theorem 5, A = vJ ⊕ J (direct sum of subspaces) where J2 = 0 and vJ is a
Z2-simple subalgebra.
Fix the basis a1, . . . , aℓ, va1, . . . , vaℓ in A where a1, . . . , aℓ is a basis in J .
Since vJ is a Z2-simple subalgebra, by [10, Theorem 7], there exist T ∈ Z+ and z¯1, . . . , z¯T ∈
vJ such that for any k ∈ N there exists
f0 = f0(x
1
1, . . . , x
1
ℓ ; . . . ; x
2k
1 , . . . , x
2k
ℓ ; z1, . . . , zT ; z) ∈ Q
FZ2
ℓ,2k,2kℓ+T+1
such that for any z¯ ∈ vJ we have f0(va1, . . . , vaℓ; . . . ; va1, . . . , vaℓ; z¯1, . . . , z¯T ; z¯) = z¯.
Take n0 = T + 1, k =
[
n−n0
2ℓ
]
, and consider
f(x11, . . . , x
1
2ℓ; . . . ; x
k
1, . . . , x
k
2ℓ; z1, . . . , zT ; z; y1, . . . , yn−2kℓ−T−1) =
Alt1Alt2 . . .Altk f0(x
1
1, . . . , x
1
ℓ ;
(
x1ℓ+1
)v
, . . . ,
(
x12ℓ
)v
; . . . ;
xk1, . . . , x
k
ℓ ;
(
xkℓ+1
)v
, . . . ,
(
xk2ℓ
)v
; z1, . . . , zT ; z) y1y2 . . . yn−2kℓ−T−1 ∈ P
H4
n
where Alti is the operator of alternation on the set Xi := {x
i
1, . . . , x
i
2ℓ}.
Now we notice that
f(va1, . . . , vaℓ, a1, . . . , aℓ; . . . ; va1, . . . , vaℓ, a1, . . . , aℓ; z¯1, . . . , z¯T ; 1A, . . . , 1A) = (ℓ!)
2k1A
since v2 = 0. The lemma is proved. 
Proof of Theorem 7. If A is semisimple, then Theorem 7 follows from [10, Theorem 5]. If
A is not semisimple, we repeat verbatim the proof of [10, Lemma 11 and Theorem 5] using
Lemma 1 instead of [10, Lemma 10] and [10, Lemma 4] instead of [10, Theorem 6]. 
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