Abstract: Loan officers use many business intelligence methods to screen consumer loan applications besides intuitive judgement and experience. They also use mathematical techniques such as credit-scoring models, traditional statistical models, and artificial intelligence methods such as expert systems, artificial neural systems, and fuzzy logic. This study illustrates the development of a decision support system using variable benchmark data envelopment analysis model to predicting bad loans. Further, the study also compares the performance of the DEA model with linear discriminant analysis model. The study illustrates the viability of the variable benchmark DEA model that outperforms the linear discriminant analysis model.
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Introduction
Organisations use decision support systems that apply different business intelligence techniques such as statistical models, scoring models, neural networks, expert systems, neuro-fuzzy systems, case-based systems, or simply rules that have been developed through experience. Managers need a decision-making approach that is robust, competent, effective, efficient, and integrative to handle the multi-dimensional organisational entities. However, quite frequently, the decision maker cannot simultaneously handle data from different sources. Hence, we recommend that managers analyse different aspects of data from multiple models separately and integrate the results of the analysis. In addition, evaluating loans and differentiating good loans from bad loans has gained even more importance in the wake of subprime mortgage crisis of 2007-2010 that stemmed from the expansion of mortgage credit to potential homebuyers with below average credit histories. Thus, financial institutions should equip loan officers with appropriate business intelligence tools to assess the credit worthiness of a loan to manage risk. This study illustrates the design of a business intelligence and analytics tools, a multi-attribute-decision-support-system that uses the variable-benchmark data envelopment analysis (DEA) models to evaluate a loan application. DEA evaluates and measures the relative efficiency of decision making units that utilises multiple inputs and outputs to provide non-objective measures without making any specific assumptions about data. DEA's major advantage is to clearly identify the important factors contributing to the success of a decision. Further, to illustrate the viability of the proposed methodology, the study also compares the performance of the linear discriminant analysis (LDA) model with the variable benchmark DEA model. The rest of the paper is organised as follows; Section 2 we provide a literature review of previous studies on financial statement analysis, Section 3 discusses the methodology used, Section 4 describes the DEA model and LDA model, Section 5 provides an empirical analysis of our results, and Section 6 summarises and concludes our study.
Literature review
Recently, many studies have illustrated the use of DEA, a non-parametric methodology to analyse different aspects of business entities. The details of the DEA model are discussed in the next section. In contrast to other methodologies, DEA is one of the methods that have traditionally been used to assess the comparative efficiency of homogenous operating units such as schools, hospitals, utility companies, sales outlets, prisons, and military operations. This section evaluates the existing studies in literature using DEA and neuro-fuzzy and neural network models.
Previous studies on application of DEA to finance industry
More recently, many authors have applied DEA to banks (Haslem et al., 1999) and mutual funds (Haslem and Scheraga, 2003; Galagedera and Silvapulle, 2002; McMullen and Strong, 1998; Murthi et al., 1997) . Murthi et al. (1997) examine the market efficiency of the mutual fund industry by different investment objectives. McMullen and Strong (1998) applied DEA to evaluate the relative performance of 135 US common stock funds using one, three, and five-year annualised returns, standard deviation of returns, sales charge, minimum initial investment, and expense ratio. Sedzro and Sardano (1999) analysed 58 US equity funds in Canada using DEA with annual return, expense ratio, minimum initial investment and a proxy for risk as factors associated with fund performance. Galagedera and Silvapulle (2002) use DEA to measure the relative efficiency of 257 Australian mutual funds. Haslem and Scheraga (2003) use DEA to identify efficiencies in the large-cap mutual funds in the 1999 Morningstar 500. Basso and Funari (2001) propose the use of DEA methodology to evaluate the performance of mutual funds. Morey and Morey (1999) present two basic quadratic programming approaches for identifying those funds that are strictly dominated, regardless of the weightings on different time horizons being considered, relative to their mean returns and risks. Edirisinghe and Zhang (2007) develop a DEA model to evaluate a firm's financial statements over time in order to determine a relative financial strength indicator that can predict firm's stock price returns. Zhu (2000) uses DEA to develop a multi-factor financial performance model that recognises tradeoffs among various financial measures. Kao and Liu (2004) compute efficiency scores based on the data contained in the financial statements of Taiwanese banks. They use this data to make advanced predictions of the performances of 24 commercial banks in Taiwan. Pille and Paradi (2002) analyse the financial performance of Ontario credit unions. They develop models to detect weaknesses in Credit Unions in Ontario, Canada. Ozcan and McCue (1996) use DEA for measuring and assessing the financial performance for hospitals. Halkous and Salamouis (2004) explore the efficiency of Greek banks with the use of a number of suggested financial efficiency ratios for the time period 1997 . Neal (2004 investigates X-efficiency and productivity change in Australian banking between 1995 and 1999 using DEA and Malmquist productivity indexes. Paradi and Schaffnit (2004) evaluate the performance of the commercial branches of a large Canadian bank using DEA. Chen et al. (2005) study the efficiency and productivity growth of commercial banks in Taiwan before and after financial holding corporations' establishment. Howland and Rowse (2006) assess the efficiency of branches of a major Canadian bank by benchmarking them against the DEA model of US bank branch efficiency. Sufian (2007) uses DEA approach to evaluate trends in the efficiency of the Singapore banking sector. Sanjeev (2007) evaluates the efficiency of the public sector banks operating in India for a period of five years (1997-2001) using DEA. Lin et al. (2007) study the relative efficiency of management in the Taiwanese banking system through DEA. Bergendahl and Lindblom (2008) develop principles for an evaluation of the efficiency of a savings bank using DEA as a method to consider the service orientation of savings banks.
Previous studies on application of DEA to assess the financial performance
of non-financial sector Feroz et al. (2003) illustrate the use of DEA to evaluate the financial performance of oil and gas industry. Hoon and Chunyan (1994) analysed the productive efficiency of the railway services in 19 Organization for Economic Cooperation and Development (OECD) countries. They report that railway systems with high dependence on public subsidies are less efficient than similar railways with less dependence on subsidies. Cowie and Riddington (1996) evaluate the efficiency of the European railways through the use of a production frontier approach. Yu and Lin (2008) uses a multi-activity network DEA model to simultaneously estimate passenger and freight technical efficiency, service effectiveness, and technical effectiveness for 20 selected railways for the year 2002. Lozano and Gutiérrez (2011) illustrate the slacks based measure of efficiency of 39 Spanish airports using DEA. Liu and Liu (2010) illustrate the use of DEA in evaluating and ranking the research and redevelopment performance of Taiwan's government-supported research institutes. Saranga and Moser (2010) develop a comprehensive performance measurement framework using the classical and two-stage value chain DEA model.
Previous studies on evaluating loans
Fritz and Hosemann (2000) illustrate the use of pattern recognition, neural network, genetic algorithms, and decision trees to compute monthly credit standing of corporate clients on the basis of their current accounts. Baesens et al. (2005) study the use of survival analysis methods for credit scoring. They compared the performance of neural networks with proportional hazards model to predict customer defaults as well as the customers paying off their loan early. Martens et al. (2007) illustrate the use of AntMiner+ algorithm, which is a rule induction technique based on the principles of MAX.MINAnt System to build credit scoring model to evaluate credit risk. Desai et al. (1996) illustrate the use of neural networks for credit scoring purposes. They concluded that neural networks outperform traditional statistical methods for loan evaluation. Malhotra and Malhotra (2003) also show the use of neural networks in evaluating consumer loans in credit union environment. They showed that neural network can outperform traditional statistical models in differentiating good loans from bad loans. Malhotra and Malhotra (2003) illustrate the use of neurofuzzy systems to differentiate good loans from bad loans. They showed that artificial neurofuzzy systems can perform better in separating good loans from bad loans.
Methodology
This section illustrates the LDA model and the DEA model.
The LDA model
The LDA model is one of the most widely used data classification methods to discriminate between two or more categories of data. The objective of LDA is to find a linear combination of features that characterise or differentiate between two or more classes of objects or events. LDA uses a linear transformation ('discriminant function') of the predictor variables of an event to yield a new set of transformed values that provides a more accurate discrimination than either of the predictors alone. This method maximises the ratio of between-class variance to the within-class variance in any particular data set thereby guaranteeing maximal separation. The objective of the transformation is to rotate the axes so that when the categories are projected on the new axes, the differences between the groups are maximised. In the ideal case, a projection should be found that completely separates the categories. However, in most cases there is no transformation that provides complete separation, so the goal is to find the transformation that minimises the overlap of the transformed distributions. The classic discriminant method was originally developed by Fisher (1936) . For a given set of C classes with mean μ i and same covariance Σ, we can calculate the between class variability using the sample covariance of the class means as
where μ is the class mean and T is a given threshold. Then, the class separation in a given direction Щ can be calculated as 
The DEA model
The DEA (Charnes et al., 1978 ) is a widely used optimisation-based technique that measures the relative performance of decision-making units (DMUs) that are characterised by a multiple objectives and/or multiple inputs structure. The DEA methodology measures the performance efficiency of organisation units called DMUs. This technique aims to measure how efficiently a DMU uses the resources available to generate a set of outputs. The performance of DMUs is assessed in DEA using the concept of efficiency or productivity defined as a ratio of total outputs to total inputs. Efficiencies estimated using DEA are relative, that is, relative to the best performing DMU or DMUs (if multiple DMUs are the most efficient). The most efficient DMU is assigned an efficiency score of unity or 100%, and the performance of other DMUs vary between 0 and 100% relative to the best performance. The generalised version of various DEA models that we propose to use in this study is listed in Table 1. 2 Table 1 Generalised DEA models Zhu (2003) where s are the slack variables; x represents input variables; y represent output variables;
λ is a scalar factor, and θ and φ represent efficiency score of a DMU. Also, CRS is constant returns to scale (CRS), VRS denotes variable returns to scale, NIRS stands for non-increasing returns to scale, and NDRS refers to non-decreasing returns to scale.
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The main objective of the DEA methodology is to define a valid measure of comparison among peer DMUs so as to determine the relative position of the peer DMUs. Thus, the DEA establishes an empirical standard of excellence or best practices. Therefore, after establishing the frontier, or best practices, for benchmarking, we can measure a set of new DMUs relative to the benchmark (frontier). However, on encountering a new DMU that outperforms the existing benchmarks, the DEA generates a new efficiency frontier. The model (1) uses all the DMUs under evaluation, including the best-practice frontier and the new DMUs under study. As a result, we do not have the same benchmark (frontier) for the new DMUs. Thus, the new best-practice frontier does not directly compare the new DMUs to the established standard. Zhu (2003) modifies and extends the original DEA method as a benchmarking tool so that the new DMUs are evaluated against a set of given benchmarks (standards). Let E * represent the benchmarks or the best-practice identified by the DEA. Based upon the input-oriented CRS envelopment model, we have the following model:
where a new observation is represented by 
Based upon models (2) and (3), we have 
Further, although the DMUs identified as the best-practice benchmarks are given as set E * , the benchmark for each DMU may be different as it is represented by a combination of DMUs associated with the set E * (4). Therefore, models (2) and (3) represent a variable-benchmark scenario.
Thus, the performance of ,
New o DMU using model (4) can be interpreted as follows:
New o DMU achieves the same performance level as the benchmark in model (4).
New o DMU has input savings or output surpluses as compared to the benchmark in model (4).
If we allow scale inefficiency, models (2) and (3) can incorporate scale inefficiency by assuming VRS. Therefore, we have the following input-oriented VRS variable-benchmark model: 
As we introduce scale inefficiency, unlike models (2) and (3), models (5) and (6) This study analyses a pooled data of four credit unions 5 using DEA model and the LDA model. Table 2 displays the total number of applications processed by different credit unions. There are three groups of applicants: applicants who were accepted and were good credits (group 1); applicants who were accepted, but were not good credits (group 2); and applicants who applied for a loan, but were rejected (group 3). Further, the dataset also includes information such as the applicant's age, housing, address time, total income, 6 number of credit cards, number of dependents, job time, co-maker on other loans, total debt, monthly rent/mortgage payments and total payments. 7 The credit unions use an algorithm to calculate different types of credit rating and a final rating, ranging from 1-4, with loan applicants divided into four credit groups -excellent (1), good (2), marginal (3), and poor (4). However, to analyse loans without any bias, we decided to discard the credit ratings generated by the credit unions. Table 3 displays the summary statistics of the variables used in this study. The data parameters such as the total debt, number of outstanding loans, and total income vary widely. The data set represents a cross section of information for 749 observations. There are three categories of applicants: applicants who were accepted and remained good, applicants who were originally accepted, but turned out to be bad credit, and applicants that were rejected. Clearly, the defaulting loan applicants should have been rejected by the loan officer in the initial screening. Figure 1 displays the plot of the data space showing the two categories. The three categories of the applicants do not form three separate clusters. As a result, the loan officer is unable to discriminate between good and bad loans. Therefore, the traditionally used, LDA model does not have a very high prediction rate with overlapping classes. The LDA model linearly divides the data space into three parts to correspond with the three classes, respectively. On the other hand, a DEA model uses the best policy loans as benchmark to compare the new loan applications. The next section illustrates the application of the discriminant analysis model and the DEA model (variable benchmark) to discriminate between good and bad loan applications. To illustrate the usefulness of the DEA model, we use the best case scenario for the LDA model that uses the entire data set for prediction. For the DEA model, we first identify 30 (100% efficient) loans using variable return to scale model. Further, we predict the efficiency of the 719 loan applications using variable benchmark DEA model that uses the 30 best policy loan applications as benchmarks. Section 3 describes the computational details of the DEA model. In addition, to successfully apply DEA models, we should also consider many non-computational aspects to develop the specifications of the DEA model. The DEA specifications also include factors pertaining to selection of an extensive set of DMUs, suitable size of inputs and outputs, the most applicable DEA model (e.g., CRS, VRS, etc.), and an appropriate sensitivity analysis procedure for a given application (Ramanathan, 2003) . There are no well-defined strategies for developing DEA model specifications due to DEAs non-parametric nature. However, the results of DEA analysis depend on selection of appropriate DEA model. To begin with, we should consider two main factors: homogeneity and number of DMUs for DEA analysis. The applications of DEA methodology depends on using homogenous units that perform similar tasksand accomplish similar objectives. In our study, the loans are homogenous as they compete with each other to get sanctioned. Furthermore, the number of DMUs is also an important consideration. The number of DMUs should be reasonable so as to identify over-performing units, and clearly identify the relation between inputs and outputs. Many researchers provide some simple rules of thumb that guide the selection of inputs and outputs, and the number of participating DMUs. 8 To study the outcome of a loan application, we consider six factors: total debt, number of outstanding loans, total number of dependents, total payments, total income, and time spent working (years). Out of these six factors, we specified total debt, number of outstanding loans, total number of dependents, and total payments as input, because the lower values of these parameters are an indicator of a good loan. On the other hand, higher total income and longer time spent working are considered as output factors as a higher value of these variables increases the credit-worthiness of a loan. Finally, the using the most appropriate DEA model for analysis is also an important consideration. We should select the DEA model with options such as input-maximising or output-minimising, multiplier or envelopment, and constant or variable returns to scale. DEA applications with inflexible inputs or not fully under control inputs should use output-based formulations. On the contrary, an application with flexible inputs and outputs that are an outcome of managerial goals, input-based DEA formulations are more appropriate. Furthermore, for an application that emphasises both inputs and outputs, we should use multiplier version. Similarly, for an application that considers relationship among DMUs, envelopment models are more suitable. Furthermore, the main factors involved in the DEA application dictate the use of constant or variable returns to scale. If the performance of DMUs depends heavily on the scale of operation, CRS is more applicable, otherwise variable returns to scale is a more appropriate assumption. In our study, the relationship among loans is an important consideration as all loans are competing with each other to be approved. Therefore, we select the envelopment models for our analysis. In addition, the focus of the credit union is to sanction loans that have lower input factors such as total debt, number of outstanding loans, total number of dependents, and total payments. Therefore, input-based formulation is recommended for our study. Furthermore, the credit-worthiness of these loans does not depend on the scale of operations, thus variable returns to scale is a safe assumption. Also, the structure of the DEA model (in envelopment form) uses an equation and separate calculation for every input and output. Therefore, all the input and output variables can be used simultaneously and measured in their own units. Further, as illustrated in Section 3, we use the variable-benchmark model to retain the best-performing loans on the efficiency frontier. The next section illustrates the empirical analysis of the application of the discriminant analysis model and the DEA model (variable benchmark) to discriminate between good and bad loan applications.
Empirical analysis

The linear discriminant analysis model
We use the Class-dependent transformation approach to the LDA model. This approach involves maximising the ratio of between class variance to within class variance. The main objective is to maximise this ratio to obtain adequate class separability. The class-specific type approach involves using multiple optimising criteria for transforming the data sets independently. Typically, the class-dependent LDA model aims for good discrimination between classes that coincides with the objective of the loan officer. The group variable takes three values: 1 the applicant should be accepted 2 the applicant that eventually default 3 the applicant should be rejected.
The predictor variables are: total debt, number of outstanding loans, total number of dependents, total payments, total income, and time spent working (years). For a classification problem having three distinct groups, space the maximum rank of the discriminant space is two. Thus, there are two canonical discriminant functions: function 1 and function 2. Figure 2 shows the scatter plot of the discriminant scores for the three groups using the unstandardised discriminant coefficients. Typically, the graph illustrates the group separation discerned by the two linear discriminant functions. The group centroid, the mean discriminant score in the discriminant space, visually illustrates the group separation in two-dimensional space. As evident in Figure 2 , the three groups are not separable, as indicated by Figure 1(a), Figure 1(b) , and Figure 1(c) . Further, to test the performance of the discriminant model, we used the leave-one-out (LOO) procedure. The LOO estimator uses all the available data for training except one sample as the test set. Table 4 displays the results of the LDA model to classify the loan applications into the three categories with or without LOO estimator. Out of 317 good loans, LDA correctly classifies 264 loans (83.3%), without LOO estimator, and 262 loans (82.60%), with LOO estimator, in the accept-good-loans category. Likewise, out of 329 bad loans, LDA identifies 176 (53.5%), without LOO estimator, and 172 (52.3%), with LOO estimator, in the accept-bad-loans category. Similarly, out of 103 loans rejected, LDA identifies 51 (49.5%) in the reject category, and 48 (46.5%) with LOO estimator in this category. To compare the two models: LDA and variable-benchmark DEA models, we use the combined two categories (classes 2 and 3). Thus, using this classification, LDA rejects 375 (86.8%) out of 432 applications that should be rejected. 
Variable benchmark DEA model
In this study, we use the variable benchmark data envelopment model. As illustrated in Section 3 and Section 5, a variable benchmark DEA model uses the best performing loans on the efficiency frontier. Further, the efficiency frontier does not change when a new loan outperforms the identified frontier. The envelopment DEA model modifies the efficiency frontier as new loans are presented, thereby the benchmark changes for the new incoming loans. In this study, we identified 30 best performing loans out of 749 loans. All of these loans are 100% efficient. We use Excel Solver and Visual Basic Application to solve the DEA model. The limitation of Solver for our application was 199 data points. Thus, we solved the DEA model using sets of 199 loan applications. The 30 most outperforming loans are 100% efficient compared to all the other loan applications. Table 5 illustrates the results of the input-minimising and output-maximising variable benchmark DEA models. We used these two models to compare the 719 loans with the 30 best practices loans. The DEA model uses a scale of 0%-100% (quality index of a loan) to relatively benchmark the loans with the best practices loans. We use 75% quality index to classify good loans, between 65% and 45% to classify potentially bad loans, and less than 45% to classify outright reject loans. The loan officer can determine the cut-off values of the quality index depending on the ability of the lending institution to undertake risk. Out of 287 good loans, the Variable Benchmark DEA model correctly classifies 257 loans (89.55%), using output-maximising model, and 249 loans (86.76%), using the input-maximising model, in the accept-good-loans category. Including the 30 best-practice loans, correctly identified by DEA, out of 317 good loans, the variable benchmark DEA model correctly classifies 287 loans (90.54%), using output-maximising model, and 279 loans (88.01%), using the input-maximising model, in the accept-good-loans category. Likewise, out of 329 bad loans, the variable benchmark DEA model rejects 304 loans (92.4%), using outputmaximising model, and 307 loans (93.31%), using the input-maximising model, in the accept-bad-loans category. Similarly, out of 103 loans rejected, the Variable Benchmark DEA model rejects 95 loans (92.23%), using output-maximising model, and 97 loans (94.17%), using the input-maximising model, in this category. We use the abovespecified assumptions on the quality of loan to classify in category 2 (high risk) and category 3 (outright reject) to assess the riskiness of the loans. For the bad loans category, the variable benchmark DEA model places 120 loans (36.47%), using output-maximising model, and 57 loans (17.33%), using the input-maximising model, in the high-risk-bad-loans category and 184 loans (55.93%), using output-maximising model, and 250 loans (75.99%), using the input-maximising model, in the outright-reject-loans category. For class 3 (reject loans), the variable benchmark DEA model places 35 loans (33.98%), using output-maximising model, and 18 loans (17.48%), using the input-maximising model, in the high-risk-bad-loans category and 60 loans (58.25%), using output-maximising model, and 79 loans (76.70%), using the input-maximising model, in the outright-reject-loans category. The input-minimising and output maximising models give different results as their goals are different. Thus, to compare the two models, we consider bad loans as reject and combine the two categories (classes 2 and 3). Thus, using this classification, out of 432 applications, DEA rejects 399 applications (92.36%) with the output-maximising model and 404 applications (93.52%) with the input-minimising model. Further, to compare the two models, we performed the Paired-wise student's t-test with 0.05 tolerance level. Table 6 displays the results of pairwise statistical analysis with classes 2 and 3 treated separate, and Table 7 displays the results of the test with classes 2 and 3 treated as reject class. As is evident from Table 6 , the input-maximising variable benchmark DEA model is statistically different from the LDA model for all categories, while the output-maximising model is not statistically different for bad loans and overall category. With classes 2 and 3 combined, the input-maximising variable benchmark DEA model is statistically different from the LDA model for all categories except the overall category. The output-maximising model is not statistically different for all categories. Thus, overall the input-maximising model statistically outperforms the LDA model. The next step is to perform the case analysis of loans using the input-minimising and output-maximising efficiency scores. As illustrated in Section 3, based on the efficiency score of the input-minimising and output-maximising models a loan can be classified in one of the four cases. Table 8 illustrates the case analysis of 719 loans when compared to the 30 best-practices loans. The following is the case-wise breakup of the loans for good cases: total debt, number of outstanding loans, total number of dependents, total payments, total income, and time spent working (years).
Case 1 Out of 287 given loan applications, 54 applications are of better quality than the best practices loans. These applications have the smallest level of total debt, number of outstanding loans, total number of dependents, total payments and the largest level of total income, and time spent working (years) as compared to the best-practices benchmark. These loan applications have lower input parameters and higher output factors, and therefore making infeasible both the input-minimising and output-maximising models. We can define the Case 2 Twenty one accepted loan applications have largest level of total income, and time spent working (years) as compared to the best-practices benchmark to make the input-minimising model infeasible. Thus, we use model (6) to calculate the output surplus offered by .
New o DMU
Case 3 Forty nine accepted loan applications have lowest level of total debt, number of outstanding loans, total number of dependents, and total payments as compared to the best-practices benchmark to make the output-maximising model infeasible. Thus, we use model (5) to calculate the input savings offered by .
Case 4 Sixty eight accepted loans have the smallest level of total debt, number of outstanding loans, total number of dependents, total payments and the largest level of total income, and time spent working (years) as compared to the best-practices benchmark. As both models (5) and (6) are feasible, this implies that we use both the models to determine if
New o DMU offers input savings and output surpluses.
Case 5 Ninety four accepted loans underperform as compared to the best-practices benchmark. We can use benchmark values from models (5) or (6) to find the source of low performance. Finally, one accepted loan is on the best-practices benchmark, indicating that the loan has performance comparable to the best-practices benchmark. Similarly, we can analyse the bad and reject loans categories. As expected, 95% of loans in these categories are underperforming, further validating the adequacy of best-practices benchmark.
Summary and conclusions
Besides intuitive judgement and experience, loan officers use mathematical modelling techniques such as statistical analysis and credit scoring models to differentiate good loans from bad loans. However, in more recent years, loan officers also use other artificial intelligence tools such as expert systems, neural networks, fuzzy logic, and genetic algorithms. DEA is a relatively new technique to capture the attention of the finance community. This study illustrates the use of the variable benchmark DEA model to assess the credit-worthiness of a potential loan. Further, we also compare the performance of the DEA model with LDA model. In addition, to aid the loan officer to make an informed decision with respect to a given loan, we evaluate and benchmark a loan against a set of best practice loans.
To analyse the efficiency of the two models, we used a pooled data of nine credit unions. An analysis of the data space plot indicates that the good loans and bad loans do not form two distinct clusters. Instead, the two classes form highly overlapped clusters. We use a set of 719 observations to implement the LDA and DEA models. We find that the DEA model outperforms the LDA model, especially in screening out potential defaulters. Thus, we can use DEA as a useful analytical modelling tool to screen consumer loan applications. Further, we illustrated the use of two DEA models: input-minimising variable benchmark DEA model and output-maximising variable benchmark to perform a case wise analysis of a new loan application as opposed to benchmark of best practices loan. This analysis allows a loan officer to examine all the possible scenarios, and gain an understanding of the potential risk involved in approving a less than perfect loan application. Thus, DEA can serve as an effective method for performance evaluation and benchmarking against best-practices. The DEA model provides a composite efficiency score that is indicative of an 'overall quality measure' for a loan application. We also illustrate the use of variable benchmark DEA model in eliciting 'high performance/quality' loans that can aid loan officers to better benchmark a given loan using quality indicators with the given high-performing loans in the 'loan base'.
