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Existence issues for a large class of degenerate
elliptic equations with nonlinear Hamiltonians
I. Birindelli, G. Galise, A. Rodr´ıguez
Abstract
We give sufficient conditions for the existence and uniqueness, in bounded uniformly
convex domains Ω, of solutions of degenerate elliptic equations depending also on the
nonlinear gradient term H , in term of the size of Ω, of the forcing term f and of H . The
results apply to a wide class of equations, having as principal part significant examples,
e.g. linear degenerate operators, weighted partial trace operators and the homogeneous
Monge-Ampe`re operator.
MSC 2010: 35B51, 35D40, 35J25, 35J70, 35J96.
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1 Introduction
We study the solvability of the Dirichlet problem{
F (x,D2u) +H(Du) = f(x) in Ω
u = 0 on ∂Ω
(1)
under mild assumptions on the degenerate elliptic operator F , in bounded uniformly convex
domains Ω ⊂ RN and with power type Hamiltonian H. The relevance of (1), at least for
F (x,D2u) = ∆u, is well known and we will not attempt to list the papers devoted to that
problem. We just wish to mention that, beside its intrinsic relevance it is important to study
existence of solutions of (1) because it is related to the so called ergodic constant as it is well
described in the the work of Porretta [12], see also Remark 5.
We will state the precise assumptions in the body of the paper but the prototype equation
to be kept in mind is
a(x)λN (D
2u) + b|Du|p = f(x) in Ω, (2)
where b, p > 0 and a(x) ≥ β > 0, f(x) are continuous functions. Here, and in the whole
paper, for any N × N symmetric matrix X, λ1(X), . . . , λN (X) are the ordered increasing
eigenvalues.
The scope is to give conditions on f , Ω and H in order to prove existence and uniqueness
of viscosity solutions of (1).
We will describe some of these conditions in the prototype equation (2). When p > 1, we
prove existence and uniqueness for uniformly convex domains Ω such that
Ω =
⋂
y∈Y
BR(y) for some R ≤ R¯ := β(p − 1)
p−1
p
p b
1
p
∥∥f−∥∥ p−1p
∞
, (3)
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where, as usual, BR(y) is the ball of radius R with center at y and Y ⊂ RN . Observe
that in the above condition, R measures the convexity of Ω. Indeed if the domain is C2,
which may not to be case, then R ≥ 1
κ
where κ = min {κi(x) : i = 1, . . . , N − 1, x ∈ ∂Ω} and
κ1(x), . . . , κN−1(x) are the principal curvatures of ∂Ω at x, see [2].
The equation (2) can be equivalently written as
a(x)max
|ξ|=1
〈
D2u ξ, ξ
〉
+ b|Du|p = f(x) in Ω.
Note that the left hand side of the above equation is, roughly speaking, a big quantity in view
of the “maximum” and of the positive gradient term. Then a negative right hand side forces
the largest eigenvalue λN (D
2u) to be very negative to balance f(x) and so a solution u of (2)
to be concave in Ω. This consideration suggests that the convexity of the domain is somehow
needed to allow the principal part to absorb both the gradient part of the equation and the
data f .
The existence of solution is done via a Perron’s method. We wish to emphasize that the
construction of a supersolution null on the boundary is quite original and far from obvious.
It relies on the existence of C2-radial solutions of{
βλN (D
2u) + b|Du|p = −M in BR
u = 0 on ∂BR,
(4)
with b,M > 0, which exist as soon as R ≤ R¯, see Proposition 1. In a similar fashion, we also
construct singular radial solutions in BR(0)\ {0}, see Proposition 2.
Let us remark that (3), which gives a sufficient condition for the solvability of the Dirichlet
problem (1), is in fact not very far from being sharp. Indeed we will infer by Remark 3 and
Proposition 4 (which gives uniqueness of solutions) that (4) cannot have C2-radial solutions
if R > R¯.
The necessity of balancing the size of the domain, the forcing term f and the coefficient of
the gradient part is already present in the uniformly elliptic case, both linear and nonlinear,
see e.g. [1] and [8, 13].
In the sublinear case, i.e. for p ∈ (0, 1), the size of the uniform convexity of Ω doesn’t
play a role, but we need to restrict in a qualitative way the class of functions f in order to
ensure that the comparison principle holds.
The existence and nonexistence issues in the case p = 1 have been already treated in [2, 3].
We wish to emphasize that one of the main interest of this paper is that the class of
equations we consider is very large, since the conditions on F and H are very mild. In
particular F needs not be neither in divergence form, nor linear and nor uniformly elliptic.
We will show in Section 2 that, e.g., the following operators are included:
1. Linear degenerate elliptic operators
F (x,D2u) = Tr(ΣT (x)Σ(x)D2u)
as long as λN (Σ
T (x)Σ(x)) > 0, e.g. F (x,D2u) = ux1x1 ;
2. Nonlinear degenerate operators, functions of the eigenvalues, e.g.
F (D2u) =
N∑
i=1
αiλi(D
2u)
with αi ≥ 0 and |(α1, · · · , αN )| > 0;
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3. The homogenous Monge-Ampe`re operator
F (D2u) =
(
det(D2u)
) 1
N , D2u ≥ 0.
We remark that, since the map u 7→ det(D2u) is elliptic only if u is constrained to be
in the positive cone of convex functions, we shall treat this case separately at the end
of Sections 3-4;
Concerning the Hamiltonian H, let us mention that we don’t require that the Hamiltonian
be convex or be precisely a power. For example, compact perturbations of power type Hamil-
tonians, i.e.
H(Du) = |Du|p + φ(Du)
with φ ∈ C1c (RN ), satisfy the assumptions.
2 Notations and basic assumptions
Let Ω ⊂ RN be an open, bounded domain. We say that Ω is uniformly convex if there exist
R > 0 and Y ⊂ RN , depending on Ω, such that
Ω =
⋂
y∈Y
BR(y). (5)
Let SN be the linear space of N ×N symmetric matrices. For any X ∈ SN we denote by
λi(X), for i = 1, . . . , N , the eigenvalues of X arranged in nondecreasing order:
λ1(X) ≤ . . . ≤ λN (X).
The norm of X ∈ SN is ‖X‖ = max {|λ1(X)|, |λN (X)|}.
We introduce the hypotheses on F ∈ C (Ω× SN ;R) and H ∈ C(RN ;R):
(F1) there exists β > 0 such that for any (x,X) ∈ Ω× SN
F (x,X + Y )− F (x,X) ≤ βλN (Y ) ∀Y ≤ 0 ; (6)
(F2) F is positive 1-homogeneous, i.e. F (x, σX) = σF (x,X) for all σ > 0, (x,X) ∈ Ω× SN .
As far as H is concerned we shall assume either:
(H1) there exist b, c > 0, p > 1 such that for any ξ, η ∈ RN
H(ση + (1− σ)ξ)− σH(η) ≤ (1− σ) (b|ξ|p + c) ∀σ ∈ [0, 1] (7)
and moreover H is bounded from below, i.e. H(ξ) ≥ −d for some d > 0;
or
(H2) there exist b, c > 0, p ∈ (0, 1) such that
εH(ξ) ≤ H(εξ) ∀(ε, ξ) ∈ (0, 1) ×RN
0 ≤ H(ξ) ≤ b|ξ|p + c ∀ξ ∈ RN .
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Finally we shall require that the comparison principle assertion holds for (1) with strict
inequality, i.e.
(CC) if u ∈ USC(Ω) and v ∈ LSC(Ω) are respectively subsolution and strict supersolution
of (1), then u ≤ v in Ω.
A well known sufficient condition for the validity (CC) is:
(SuffCC) there exists a modulus of continuity ω such that
F (x,X) − F (y, Y ) ≤ ω(α|x− y|2 + |x− y|)
whenever (α, x, y,X, Y ) ∈ R+ ×Ω2 × (SN )2 and
− 3α
(
I 0
0 I
)
≤
(
X 0
0 −Y
)
≤ 3α
(
I −I
−I I
)
. (8)
Let us recall that (SuffCC) is always fulfilled if F is a degenerate elliptic operator inde-
pendent of the x-variable, see [6, Example 3.6]
Remark 1. It is possible to consider Hamiltonian H depending on x and satisfying (H1)-(H2)
as long as the comparison principle (CC) still holds.
2.1 Comments and examples
2.1.1 The principal part F
The assumption (F1) can be equivalently stated as follows: for any (x,X) ∈ Ω× SN
F (x,X + Y )− F (x,X) ≥ βλ1(Y ) ∀Y ≥ 0 . (9)
It readily follows from (9) that
F (x,X + Y ) ≥ F (x,X) ∀Y ≥ 0,
i.e. F is degenerate elliptic.
The class of operators satisfying the ellipticity condition (9), as well as (F2)-(CC), is quite
large. It includes some important examples:
1. Strictly elliptic operators
Let F : Ω×SN 7→ R be continuous and strictly elliptic, i.e. there exists ν > 0 such that
for any (x,X) ∈ Ω× SN
F (x,X + Y )− F (x,X) ≥ ν Tr(Y ) ∀Y ≥ 0.
Then F satisfies (9) with β = Nν.
Concerning the validity of (CC), some sufficient conditions can be found in [9, Theorem
III.1]. Here we just recall the following one:
|F (x,X) − F (y,X)| ≤ ω(|x− y|(1 + ‖X‖)) ∀(x, y,X) ∈ Ω2 × SN ,
where ω is a modulus of continuity such that ω(r)1+r is bounded for r ≥ 0.
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2. Degenerate linear operators
For (x,X) ∈ Ω× SN we let
F (x,X) = Tr(ΣT (x)Σ(x)X),
where ΣT (x)Σ(x) ≥ 0 and
inf
x∈Ω
λN (Σ
T (x)Σ(x)) > 0. (10)
To check (9), let {v1(x), . . . , vN (x)} be an orthonormal basis of eigenvectors of the
matrix ΣT (x)Σ(x). Then
F (x,X + Y )− F (x,X) = Tr(ΣT (x)Σ(x)Y )
=
N∑
i=1
〈
Y vi(x),Σ
T (x)Σ(x)vi(x)
〉
≥
(
N∑
i=1
λi(Σ
T (x)Σ(x))
)
λ1(Y ).
The structural condition (9) is then satisfied with β = inf
x∈Ω
λN (Σ
T (x)Σ(x)). The op-
erator F also satisfies (SuffCC) if Σ(x) is assumed to be Lipschitz continuous, see [6,
Example 3.6].
In particular, choosing Σ(x) = ei⊗ei for i = 1, . . . , N , where {e1, . . . , eN} is the standard
basis of RN , we infer that the equations
∂2u
∂x2i
+H(Du) = f(x)
fit in our framework.
3. Nonlinear degenerate operators, functions of the eigenvalues
Let α = (α1, . . . , αN ) be such that αi ≥ 0 for i = 1, . . . , N and |α| > 0. Set
F (X) =
N∑
i=1
αiλi(X). (11)
It is easy to check that (9) is satisfied with β =
N∑
i=1
αi, just using the inequality
λi(X + Y )− λi(X) ≥ λ1(Y ) (12)
which holds for any i ∈ {1, . . . , N} and for any X,Y ∈ SN . Moreover, since F in (11)
is independent of the x-variable, then (SuffCC) holds as well.
By (11) we include in particular the truncated Laplacians (see [2, 3])
P+k (X) = λ1(X) + . . .+ λk(X) and P+k (X) = λN−k+1(X) + . . .+ λN (X),
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the min-max operators considered in [7]
F (X) = λ1(X) + λN (X)
and
F (X) = λi(X)
for some i ∈ {1, . . . , N}, see [5].
We stress that the ellipticity condition (9) is required to be satisfied only for nonnegative
matrices Y and not for any Y ∈ SN . This fact allows us to consider, for instance, the
operator
F (X) = λi(X)− (λj(X))−
where i, j ∈ {1, . . . , N} and t− = max {−t, 0} for any t ∈ R. It is easy to check that
F (X) is positive homogeneous of degree one and it satisfies (9) for any β ∈ (0, 1]. For
this is sufficient to use the inequality (12) and the monotonicity of the map t 7→ t−.
Moreover for X = 0 and Y = I it turns out that
F (X + Y )− F (X) = 1 = λ1(Y ),
showing that the best constant β we can take in (9) is β = 1. On the other hand, if (9)
were valid also for Y ≤ 0, then for X = 0 and Y = −I we would have
F (X + Y )− F (X) = −2 = 2λ1(Y ).
Hence β ≥ 2 which is in contradiction to β ≤ 1.
Let’s go back now to the prototype equation (2). Suppose that a(x) ∈ Lip(Ω), with
constant L, and inf
x∈Ω
a(x) > 0. Let
F (x,X) = a(x)λN (X).
For any Y ≥ 0 we have
a(x)λN (X + Y )− a(x)λN (X) ≥
(
inf
x∈Ω
a(x)
)
λ1(Y ).
Then condition (9) is satisfied with β = inf
x∈Ω
a(x).
We claim that (SuffCC) holds. From (8), for any ξ, η ∈ RN we have(
X 0
0 −Y
)( √
a(x) ξ√
a(y) η
)
·
( √
a(x) ξ√
a(y) η
)
≤ 3α
(
I −I
−I I
)( √
a(x) ξ√
a(y) η
)
·
( √
a(x) ξ√
a(y) η
)
which leads to
a(x)Xξ · ξ − a(y)Y η · η ≤ 3α
(
a(x)− 2
√
a(x)a(y) ξ · η + a(y)
)
.
In particular, choosing ξ ∈ RN such that Xξ · ξ = λN (X), we have
F (x,X) − a(y)Y η · η ≤ 3α
(
a(x)− 2
√
a(x)a(y) ξ · η + a(y)
)
. (13)
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Minimizing both sides of (13), among all η ∈ RN such that |η| = 1, we obtain
F (x,X) − F (y, Y ) ≤ 3α
(
a(x)− 2
√
a(x)a(y) + a(y)
)
= 3α
(√
a(x)−
√
a(y)
)2
.
Then using the Lipschitz continuity of a(x)
F (x,X) − F (y, Y ) ≤ 3L
2
4 inf
x∈Ω
a(x)
α|x− y|2.
Hence (SuffCC) is satisfied with
ω(r) =
3L2
4 inf
x∈Ω
a(x)
r.
4. Monge-Ampe`re operator
Let
F (X) = (det(X))
1
N , X ≥ 0, (14)
be the 1-homogeneous Monge-Ampe`re operator. The restriction X ≥ 0 is natural in
order to ensure the ellipticity of the map X 7→ det(X). In addition the operator (14)
satisfies, within the class of nonnegative symmetric matrices, the structural condition
(9). Indeed, using the matrix identity (see [9, V.3])
(det(X))
1
N = inf
{
Tr(XB) : B ≥ 0, detB = 1
NN
}
,
we then obtain
(det(X + Y ))
1
N − (det(X)) 1N ≥ inf
{
Tr(Y B) : B ≥ 0, detB = 1
NN
}
= (det(Y ))
1
N ≥ λ1(Y ) ∀X,Y ≥ 0,
that is (9) holds with β = 1.
5. Bellman–Isaacs type operators
We consider a two-parameters family of 1-homogeneous operators {Fa,b} depending on
a and b running in some sets of indexes A and B. Let
F (x,X) = sup
a
inf
b
Fa,b(x,X). (15)
If we assume that Fa,b satisfies (9) with some β > 0, independent on a ∈ A and b ∈ B,
as well as (SuffCC) with a common modulus of continuity ω, then (9)-(suffCC) are in
turn satisfied by (15) with the same β and ω.
7
2.1.2 The first order term H
Typical examples we have in mind are
H(ξ) = b|ξ|p and H(ξ) = 〈Aξ, ξ〉 p2
with 0 ≤ A ≤ b 2p I in SN . They satisfies (H1) and (H2) for p > 1 and p ∈ (0, 1) respectively.
A comment on (7) in (H1) is in order. Such condition is a convexity type assumption
which is in particular satisfied, with c = 0, by convex Hamiltonian such that H(ξ) ≤ b|ξ|p.
But we point out that (H1) also includes nonconvex Hamiltonians, as shown in the next
Lemma.
Lemma 1. If φ ∈ C1c (RN ) then H(ξ) = |ξ|p + φ(ξ) satisfies (H1).
Proof. It is clear that H is bounded from below. We claim that (7) holds with b = 1 and c
large enough (depending on φ).
Let η, ξ ∈ RN , σ ∈ [0, 1] and let [ξ, η] = {ση + (1− σ)ξ : σ ∈ [0, 1]} be the segment joining
ξ and η. If [ξ, η] ∩ supp(φ) = ∅, then just using the convexity of the map ξ 7→ |ξ|p, we infer
that (7) is satisfied for any c ≥ 0. So we shall assume from now on that [ξ, η] ∩ supp(φ) 6= ∅.
Fix R such that supp(φ) ⊂ BR and
Rp = max
ξ∈BR
H(ξ). (16)
Set
c = max {Rp, 2R ‖Dφ‖∞ + ‖φ‖∞} . (17)
Case 1: [ξ, η] ⊂ BR.
By the convexity of the map ξ 7→ |ξ|p and using (17) we have
H(ση + (1− σ)ξ)− σH(η)
= |ση + (1− σ)ξ|p − σ|η|p + φ(ση + (1− σ)ξ)− φ(η) + (1− σ)φ(η)
≤ (1− σ)|ξ|p + ‖Dφ‖∞ |(1− σ)(ξ − η)| + (1− σ)φ(η)
≤ (1− σ) (|ξ|p + 2R ‖Dφ‖∞ + ‖φ‖∞)
≤ (1− σ) (|ξ|p + c) .
Case 2: η /∈ BR and ξ ∈ BR (or η ∈ BR and ξ /∈ BR).
We assume that η /∈ BR and ξ ∈ BR, the other case being similar. We first observe that for
any σ ∈ [0, 1] such that
ση + (1− σ)ξ ∈ BR,
then
H(ση + (1− σ)ξ) ≤ max
BR
H,
while, since η /∈ BR, it holds that
σH(η) + (1− σ)(|ξ|p + c) ≥ σRp + (1− σ)c ≥ Rp = max
BR
H.
If instead
ση + (1− σ)ξ /∈ BR,
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then
H(ση + (1− σ)ξ)− σH(η) = |ση + (1− σ)ξ|p − σ|η|p
≤ (1− σ)|ξ|p ≤ (1− σ)(|ξ|p + c).
Case 3: η, ξ /∈ BR.
Let
H(ξ) = max {|ξ|p, Rp} .
Note that H is convex in RN since it is maximum of convex functions. Moreover, by (16),
H(ξ) ≥ H(ξ) for any ξ ∈ RN . Then, since η, ξ /∈ BR, we obtain
H(ση + (1− σ)ξ) ≤ H(ση + (1− σ)ξ)
≤ σH(η) + (1− σ)H(ξ)
= σH(η) + (1− σ)|ξ|p ≤ σH(η) + (1− σ)(|ξ|p + c)
as we wanted to show.
2.2 Maximal and minimal inequalities
The structural conditions (F1)-(H1) identify two extremal inequalities which act as barriers
for the whole class of equations we are dealing with.
First observe that, taking σ = 0 in (7), then for any ξ ∈ RN
−d ≤ H(ξ) ≤ b|ξ|p + c.
From this and using (6), (9) and F (x, 0) = 0 ∀x ∈ Ω, we infer that the inequalities
βλN (D
2u) + b|Du|p ≤ f(x)− c in Ω (18)
βλ1(D
2u) ≥ f(x) + d in Ω (19)
play the role of maximal and minimal inequalities within the class of concave and convex
functions respectively. Namely every concave supersolution of (18) is supersolution of (1)
and any convex subsolution of (19) is in turn subsolution of (1).
Similarly, under the sublinear assumption (H2), the inequalities
βλN (D
2u) + b|Du|p ≤ f(x)− c in Ω (20)
βλ1(D
2u) ≥ f(x) in Ω (21)
are extremal for concave and convex functions respectively.
3 Superlinear Hamiltonians
Throughout this section we shall assume p > 1.
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3.1 Existence result on balls
Let M > 0. We consider{
βλN (D
2u) + b|Du|p = −M in BR(y)
u = 0 on ∂BR(y).
(22)
Proposition 1. Suppose that
R ≤ R¯ := β(p − 1)
p−1
p
p b
1
p M
p−1
p
. (23)
Then there exists u radial solution of (22) such that
u ∈ C2(BR(y)) if R < R¯ , u ∈ C2(BR(y)) ∩ C1(BR(y)) if R = R¯.
Moreover
‖u‖
C1(BR(y))
≤
(
β
R¯pb
) 1
p−1
(R¯+ 1). (24)
Remark 2. As p→ 1+, the condition (23) reduces to the one given in [3, Proposition 17].
Proof. We first consider the case R = R¯. Slightly abusing notation, we write u(x) = u(r)
with r = |x− y|. Our candidate for radial solution of (22) is the solution of the ODE{
β u
′(r)
r
+ b(−u′(r))p = −M, r ∈ (0, R¯)
u(R¯) = 0.
(25)
In fact, a solution of (25) corresponds to a solution of (22) if
lim
r→0+
u′(r) = 0, (26)
and, for all r ∈ (0, R¯),
u′(r) < 0 (27)
and
u′(r)
r
≥ u′′(r). (28)
Observe that, for any fixed r ∈ (0, R¯), the equation
β
u′(r)
r
+ b(−u′(r))p = −M (29)
is in a sense an “algebraic” equation, given that it involves only the first derivatives of the
unknown u. Therefore let us consider the function
ϕ(r, s) = −β s
r
+ bsp +M for r, s > 0
and note that
u(r) is solution of (29) if, and only if, ϕ(r,−u′(r)) = 0. (30)
We claim that there exists a nonnegative function s0 = s0(r) ∈ C1([0, R¯)) ∩ C([0, R¯]) such
that
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(i) ϕ(r, s0(r)) = 0 for r ∈ (0, R¯);
(ii) s0(r) is increasing;
(iii) s0(0) = 0.
Fix r ∈ (0, R¯) and let s1(r) =
(
β
rpb
) 1
p−1
. Note that s 7→ ϕ(r, s) is a smooth strictly convex
function in [0,∞), which is decreasing for s ∈ [0, s1(r)] and then increasing for s ≥ s1(r).
Moreover ϕ(r, 0) = M > 0 and lim
s→+∞
ϕ(r, s) = +∞. Exploiting the assumption (23), it is
easy to check that
ϕ (r, s1(r)) < 0.
Hence there exists s0 = s0(r) ∈ (0, s1(r)), the “first zero” of ϕ(r, s), such that
ϕ(r, s0(r)) = 0 and ϕ(r, s) > 0 ∀s ∈ [0, s0(r)).
Moreover
∂sϕ(r, s0(r)) = −β
r
+ bp(s0(r))
p−1 < −β
r
+ bp(s1(r))
p−1 = 0 (31)
and, by the implicit function theorem, we have that r 7→ s0(r) ∈ C1
(
(0, R¯)
)
. In addition, by
(31),
s′0(r) = −
∂rϕ(r, s0(r))
∂sϕ(r, s0(r))
= − βs0(r)
r2∂sϕ(r, s0(r))
> 0. (32)
This shows (i)-(ii). In order to prove (iii) fix any α ∈ (0, 1). For r positive and small enough
we have
ϕ(r, rα) = − β
r1−α
+ brαp +M < 0 = ϕ(r, s0(r)).
This implies that s0(r) < r
α, then s0(0) := lim
r→0+
s0(r) = 0. Let us show that s0(r) can be
extended continuously at r = R¯. In this case s0(R¯) =
(
β
R¯pb
) 1
p−1
. Note that
ϕ(R¯, s0(R¯)) = ∂sϕ(R¯, s0(R¯)) = 0, (33)
so we cannot directly apply the implicit function theorem. Nevertheless, by (ii) there exists
L = lim
r→R¯
−
s0(r). Taking into account that s0(r) < s1(r) for any r ∈ (0, R¯), then
L ≤ lim
r→R−
s1(r) = s0(R¯)
and moreover
0 = lim
r→R¯−
ϕ(r, s0(r)) = ϕ(R¯, L).
This implies that L = s0(R¯), since by the definition of s0(R¯) we have that ϕ(R¯, s) > 0 for
any s ∈ [0, s0(R¯)).
It remains to prove that s′0(r) can be extended continuously at r = 0. By (32) it holds that
lim
r→0+
s′0(r) = lim
r→0+
M + b(s0(r))
p
β − bpr(s0(r))p−1 =
M
β
.
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This show that s0 ∈ C1
(
[0, R¯)
)
. The proof of the claim is then complete.
For r ∈ [0, R¯] let
u(r) :=
∫ R¯
r
s0(t) dt. (34)
The function u = u(r) is well defined since s0 ∈ C([0, R¯]). Let us prove that it is in fact
a radial solution of (22). We proceed to check that u satisfies (25)-(28). It is trivial that
u(R¯) = 0. Moreover, since −u′(r) = s0(r), by (30) and (i) we infer that u is solution of
(25). Using (ii)-(iii), then conditions (27)-(26) are respectively satisfied. To prove (28), let us
observe that by (25),
u′(r)
r
= − 1
β
(
M + b(−u′(r))p) (35)
and since u′(r) is monotone decreasing by (ii), then u
′
r
is decreasing as well (since the right
hand side of (35) is decreasing). Thus, for r ∈ (0, R¯),
(
u′(r)
r
)′
=
u′′(r)
r
− u
′(r)
r2
≤ 0
and therefore u′′(r)− u′(r)
r
≤ 0, which is precisely (28).
Using the monotonicity of s0(r) and the definition of u, we obtain
‖u‖∞ = u(0) ≤ R¯s0(R¯)∥∥u′∥∥
∞
= −u′(R¯) = s0(R¯)
(36)
which leads to (24) in the case R = R¯.
The case R < R¯ easily follows from the previous one. Indeed, if we denote by uR¯ the
radial solution we found in the case R = R¯, then it is clear that u(r) := uR¯(r) − uR¯(R) is a
radial solution of (22). Moreover u ∈ C2(BR(y)) since uR¯ ∈ C2(BR¯(y)) and R < R¯. Lastly
let us observe that, from (36), we have
‖u‖∞ ≤ ‖uR¯‖∞ ≤ R¯s0(R¯) = R¯
(
β
R¯pb
) 1
p−1
∥∥u′∥∥
∞
=
∥∥u′
R¯
∥∥
∞
= s0(R¯) =
(
β
R¯pb
) 1
p−1
.
This proves (24) in the case R < R¯. The proof is then complete.
Remark 3. The radial solution u of (22), defined in (34), is also solution of{
βλi(D
2u) + b|Du|p = −M in BR(y)
u = 0 on ∂BR(y)
for any i = 2, . . . , N . This is a trivial consequence of the inequality (28).
Moreover we point out that if R = R¯, the function u cannot be extended to a C2(BR(y))
radial function, since (32) and (33) readily imply that lim
r→R−
u′′(r) = −∞.
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In the next proposition we prove the existence of singular/blow-up solutions of the problem{
βλi(D
2u) + b|Du|p = −M in BR¯\ {0}
u = 0 on ∂BR¯,
(37)
where i = 1, . . . , N − 1. We shall follow the same argument of Proposition 1 but now consid-
ering the “second zero” s2 = s2(r) of the function ϕ(r, s) = −β sr + bsp +M .
Proposition 2. There exists u ∈ LSC ([0, R¯])∩C2 ((0, R¯)) radial solution of (37). Moreover,
if p ∈ (1, 2], then lim
r→0+
u(r) = +∞, while for p > 2 the function u is bounded.
Proof. For r ∈ (0, R¯] let s1(r) =
(
β
rpb
) 1
p−1
be the critical point of ϕ(r, s) = −β s
r
+ bsp +M
and let
s2(r) ≥ s1(r) (38)
be such that ϕ(r, s2(r)) = 0. It is clear that
lim
r→0+
s2(r) = +∞.
Moreover, arguing similarly as in the proof of Proposition 1, we infer that
s′2(r) = −
βs2(r)
r2∂sϕ(r, s2(r))
< 0,
so the map r ∈ (0, R¯] → s2(r) is monotone decreasing, s2(R¯) = s1(R¯) and s2 ∈ C1(0, R¯) ∩
C0((0, R¯]). In this way the function defined by
u(r) =
∫ R¯
r
s2(t) dt for r ∈ (0, R¯], (39)
is a monotone decreasing solution of (25) and, differently from (34), it happens that
lim
r→0+
u′(r) = − lim
r→0+
s2(r) = −∞. (40)
In particular there is no way to extend smoothly u(r) for r = 0. Setting u(0) := lim
r→0+
u(r) ∈
(0,∞], we obtain that
u ∈ LSC([0, R¯]) ∩ C2 ((0, R¯)) .
In addition, since u′ is increasing, using (35) we infer that u
′
r
is increasing too and then
u′(r)
r
≤ u′′(r) for r ∈ (0, R¯).
Hence u(|x|) is a classical solution of{
βλi(D
2u) + b|Du|p = −M in BR¯\ {0}
u = 0 on ∂BR¯
(41)
for any i = 1, . . . , N−1. Moreover, in view of (40), there are no test functions touching u(|x|)
from below at x = 0. Then u(|x|) is also a viscosity supersolution of (41) in the whole ball
BR¯. The function u blows up in the origin for p ≤ 2. Indeed, by (38)-(39), we have
lim
r→0+
u(r) =
∫ R¯
0
s2(t) dt ≥
∫ R¯
0
s1(t) dt =
(
β
pb
) 1
p−1
∫ R¯
0
dt
t
1
p−1
= +∞.
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If instead p > 2 the function u stays bounded. To show this let us first observe that for
r ∈ (0, R¯)
ϕ
(
r, p
1
p−1 s1(r)
)
=M > 0.
This implies that s2(r) < p
1
p−1 s1(r) and
lim
r→0+
u(r) =
∫ R¯
0
s2(t) dt < p
1
p−1
∫ R¯
0
s1(t) dt =
(
β
b
) 1
p−1 p− 1
p− 2 R¯
p−2
p−1 .
Since u is monotone decreasing and nonnegative, then
‖u‖∞ <
(
β
b
) 1
p−1 p− 1
p− 2 R¯
p−2
p−1
and the proof is complete.
For the sake of completeness we report the explicit expressions of s0(r) and s2(r) in the
model case: p = β = 2 and b =M = R¯ = 1. It holds that for any r ∈ (0, 1]
s0(r) =
1
r
−
√
1
r2
− 1 and s2(r) = 1
r
+
√
1
r2
− 1.
Recalling (34) and (39), by straightforward computations we deduce that the functions
u0(r) =
√
1− r2 − log r − 1
2
log
1 +
√
1− r2
1−√1− r2
and
u2(r) = −
√
1− r2 − log r + 1
2
log
1 +
√
1− r2
1−√1− r2
are respectively radial solutions of
{
2λi(D
2u) + |Du|2 = −1 in B1
u = 0 on ∂B1
and


2λj(D
2u) + |Du|2 = −1 in B1\ {0}
u = 0 on ∂B1
lim
x→0
u(x) = +∞
for any i = 2, . . . , N and j = 1, . . . , N − 1.
Remark 4. Let us point that the arguments of Propositions 1-2 also apply if M = 0, i.e.
R¯ = +∞ which means that the associated Dirichlet problem is solvable in any ball BR(y). In
this case the zeros of ϕ(r, s) = −β s
r
+ bsp are explicit:
s0(r) = 0 and s2(r) =
(
β
br
) 1
p−1
.
So the function u0(r) =
∫ R
r
s0(t) dt is nothing more than the trivial solution of{
βλN (D
2u) + b|Du|p = 0 in BR(y)
u = 0 on ∂BR(y).
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Instead, the radial function (r = |x− y|)
u2(r) =
∫ R
r
s2(t) dt =


(
β
b
) 1
p−1 p−1
p−2
(
R
p−2
p−1 − r p−2p−1
)
if p 6= 2
β
b
log R
r
if p = 2
is solution of {
βλi(D
2u) + b|Du|p = 0 in BR\ {y}
u = 0 on ∂BR
for any i = 1, . . . , N − 1. Moreover for any p ∈ (1, 2] it turns out that u2 is in fact solution of

βλi(D
2u) + b|Du|p = 0 in BR\ {y}
u = 0 on ∂BR
lim
x→y
u(x) = +∞.
Note that, in the case of the Laplacian, the function u(r) = c
(
r
p−2
p−1 −R p−2p−1
)
is, for a suitable
positive constant c = c(N, p), solution of

∆u+ |Du|p = 0 in BR\ {y}
u = 0 on ∂BR
lim
x→y
u(x) = +∞
(42)
only in the range p ∈
(
N
N−1 , 2
)
and not for any p ∈ (1, 2). If p = 2 the function u(r) =
(2−N) log r
R
is solution of (42) in dimension N > 2.
3.2 Existence and uniqueness in uniformly convex domains
For any continuous and bounded function f in Ω, let us define R¯ = R¯(β, b, c, p, f) by
R¯ =
β(p − 1) p−1p
p b
1
p
∥∥∥(f − c)−∥∥∥ p−1p
∞
. (43)
Note that R¯ = +∞ if ∥∥(f − c)−∥∥
∞
= 0, R¯ < +∞ otherwise.
In the following Theorem 3 and Proposition 4 we shall assume that Ω ⊆ BR¯ which, in the
case R¯ = +∞, simply means that Ω is a bounded domain.
The main result of this section is
Theorem 3 (Existence and uniqueness: superlinear case). Let Ω ⊂ RN , f ∈ C(Ω) ∩
L∞(Ω). Suppose that Ω is a uniformly convex domain such that
Ω =
⋂
y∈Y
BR(y) for some R ≤ R¯ := β(p − 1)
p−1
p
p b
1
p
∥∥∥(f − c)−∥∥∥ p−1p
∞
. (44)
If (F1)-(F2), (H1) and (CC) hold then there exists a unique u ∈ C(Ω) viscosity solution of
(1).
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In order to prove Theorem 3, we shall need a comparison principle that is given below,
and a proof that relies on the results obtained in the radial setting. But before proceeding
with the proof we shall make the following
Remark 5. Let us recall that Porretta in [12] proved the following dichotomy: in the case
1 < p ≤ 2, if there exists a solution u of{
∆u+ |Du|p = f(x) in Ω
u = 0 on ∂Ω,
(45)
then, for λ > 0, the solutions uλ of{
∆u+ |Du|p − λu = f(x) in Ω
u = 0 on ∂Ω
(46)
converge to u as λ→ 0. If, instead there are no solutions of (45), then, for λ→ 0 , uλ → +∞
and −λuλ converges to the ergodic constant co, i.e. the unique value such that the following
problem {
∆v + |Dv|p + co = f(x) in Ω
v = −∞ on ∂Ω (47)
has a solution. The existence of co goes back to the acclaimed work of Lasry and Lions [10].
Analogous results have been obtained for nonlinear operators both in divergence form and
fully nonlinear, see [11] and [4]. The relation of co to the large-time behavior of solutions of
the associated evolution problem can also be used to determine the existence or nonexistence
of bounded solutions of (45) in the case p > 2, see [14]. The question of whether the ergodic
constant exists and if this dichotomy is also valid in our generality is far from obvious since
any compactness result is very hard to establish for such degenerate operators.
We now proceed with the comparison principle.
Proposition 4 (Comparison principle: superlinear case). Let Ω be a bounded domain
and let f ∈ C(Ω)∩L∞(Ω) be such that Ω ⊆ BR¯(y) for some y ∈ RN . Suppose that (F1)-(F2),
(H1) and (CC) hold. If u ∈ USC(Ω), v ∈ LSC(Ω) are respectively sub and supersolution of
(1), then u ≤ v in Ω.
Remark 6. We stress that in Proposition 4 we do not require convexity assumptions on Ω.
Proof of Proposition 4. We assume by contradiction that there exists z0 ∈ Ω such that
u(z0) > v(z0). Let us first treat the case R¯ < +∞. Fix δ > 0 such that δ < dist(z0, ∂BR¯(y)).
In this way z0 ∈ BR¯−δ(y) and for any ε > 0 sufficiently small we have that
R¯− δ < β(p − 1)
p−1
p
p b
1
p
(∥∥∥(f − c)−∥∥∥
∞
+ ε
) p−1
p
. (48)
By (48) and using Proposition 1, there exists ϕ ∈ C2(BR¯−δ(y)) solution of
βλN (D
2ϕ) + b|Dϕ|p = − (∥∥(f − c)−∥∥
∞
+ ε
)
in BR¯−δ(y). (49)
For any σ ∈ (0, 1) let us consider the convex combination
vσ(x) = σv(x) + (1− σ)ϕ(x), x ∈ Ω ∩BR¯−δ(y).
16
We claim that vσ satisfies, in the viscosity sense, the inequality
F (x,D2vσ) +H(Dvσ) ≤ f(x)− (1− σ)ε in Ω ∩BR¯−δ(y). (50)
For this let x0 ∈ Ω ∩ BR¯−δ(y) and let ψ ∈ C2(Ω ∩ BR¯−δ(y)) such that vσ − ψ has a local
minimum at x0. Hence v− 1σ (ψ−(1−σ)ϕ) has a local minimum at x0. Since v is supersolution
of (1), then setting
η =
1
σ
D(ψ − (1− σ)ϕ)(x0), X = 1
σ
D2(ψ − (1− σ)ϕ)(x0)
we have
F (x0,X) +H (η) ≤ f(x0).
Then, using the assumptions (F1)-(F2), the equation (49) and the fact that D2ϕ(x) ≤ 0 for
any x ∈ BR¯−δ(y), we have
F (x0,D
2ψ(x0)) +H(Dψ(x0)) = σF
(
x0,X +
1− σ
σ
D2ϕ(x0)
)
+ σH (η)
+H(ση + (1− σ)Dϕ(x0))− σH (η)
≤ σ (F (x0,X) +H(η))
+ (1− σ) (βλN (D2ϕ(x0)) + b|Dϕ(x0)|p + c)
≤ σf(x0) + (1− σ)
(
c− (∥∥(f − c)−∥∥
∞
+ ε)
)
≤ f(x0)− (1− σ)ε.
This proves the claim. Now, since by (50) the function vσ satisfies a strict inequality, by the
assumption (CC) we infer that
u(z0)− vσ(z0) ≤ sup
∂(Ω∩BR¯−δ(y))
(u− vσ).
Passing to the limit as σ → 1− we have
u(z0)− v(z0) ≤ sup
∂(Ω∩BR¯−δ(y))
(u− v).
The above inequality holds for any positive δ < dist(z0, ∂BR¯(y)). Thus
u(z0)− v(z0) ≤ sup
∂Ω
(u− v) ≤ 0,
contradiction.
The proof in the case R¯ = +∞, i.e. f(x) ≥ c for any x ∈ Ω, is in fact a little bit easier
since we don’t have to consider the parameter δ. Take R > 0 such that Ω ⊂ BR. For ε > 0
sufficiently small, the condition (23) is then satisfied with M = ε. Hence there exists a radial
solution of
βλN (D
2ϕ) + b|Dϕ|p = −ε in BR
which is concave in BR. Then, as above,
u(z0)− vσ(z0) ≤ sup
∂Ω
(u− vσ)
and again we obtain a contradiction sending σ → 1−.
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Remark 7. In the case of the Monge-Ampe`re equation
(
det(D2u)
) 1
N = f(x) + b|Du|p in Ω, (51)
with f ≥ 0 and p ≥ 1, the validity of the comparison principle is a consequence of [9, Theorem
V.2], which in fact applies to more general right hand side f(x, u,Du), locally Lipschitz in
the gradient variable.
On the other hand the proof of Proposition 4, in particular the perturbation argument to
produce a strict supersolution, can be easily adapted to the equation (51), in order to obtain
comparison principle within the class of convex sub and supersolutions. For the sake of
completeness we briefly describe this aspect. Let u and v be respectively subsolution and
supersolution of (51) such that u ≤ v on ∂Ω and u(z0) > v(z0) for some z0 ∈ Ω. First assume
R¯ <∞. Fix y ∈ Y , δ > 0 such that z0 ∈ BR¯−δ(y). For any ε > 0 such that
R¯− δ < β(p− 1)
p−1
p
p b
1
p (‖f‖∞ + ε)
p−1
p
there exists, by Proposition 1, a convex solution ϕ ∈ C2(BR¯−δ(y)) of
λ1(D
2ϕ) = ‖f‖∞ + ε+ b|Dϕ|p in BR¯−δ(y).
Hence by (9) we infer that the function uσ(x) = σu(x) + (1 − σ)ϕ(x), where σ ∈ (0, 1) and
x ∈ Ω ∩BR¯−δ(y), satisfies in the viscosity sense the inequalities
(
det(D2uσ(x))
) 1
N ≥ σ (det(D2u(x))) 1N + (1− σ)λ1(D2ϕ)
≥ σ (f(x) + b|Du(x)|p) + (1− σ) (‖f‖∞ + ε+ b|Dϕ(x)|p)
≥ b|Duσ(x)|p + f(x) + (1− σ)ε.
Since uσ satisfies a strict inequality, we can use [6, Chapters 3 and 5.C] (note that the matrices
X,Y ∈ SN in (3.9)-(3.10) of [6] satisfy 0 ≤ X ≤ Y since u is convex) to reach a contradiction,
letting first σ → 1− and then δ → 0+.
If R¯ = +∞, i.e. f ≡ 0, then we consider R > 0 such that Ω ⊂ BR. For ε small enough there
exists, by Proposition 1, a convex solution ϕ ∈ C2(BR) of
λ1(D
2ϕ) = ε+ b|Dϕ|p in BR
and as above we get a contradiction in the limit σ → 1−.
We can start the
Proof of Theorem 3. By Proposition 4 we are in position to use the Perron’s method. By
(18) it is sufficient to construct a concave supersolution u ∈ C(Ω) of
βλN (D
2u) + b|Du|p = f(x)− c in Ω (52)
and convex subsolution u ∈ C(Ω) of
βλ1(D
2u) = f(x) + d in Ω. (53)
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such that u = u = 0 on ∂Ω.
We first consider the supersolution case. If ‖(f − c)−‖∞ = 0 just take u = 0. Suppose
that ‖(f − c)−‖∞ 6= 0. By proposition 1, with M = ‖(f − c)−‖∞, for any y ∈ Y there exists
vy(x) = v(|x− y|) a concave solution of{
βλN (D
2v) + b|Dv|p ≤ f(x)− c in BR(y)
v = 0 on ∂BR(y).
(54)
In view of the uniform estimates (24), the family {vy}y∈Y is bounded in C1(Ω). Hence we
infer that
u(x) := inf
y∈Y
vy(x)
is a nonnegative Lipschitz continuous function in Ω which is a concave supersolution of (52).
Moreover for any x ∈ ∂Ω, there exists yx ∈ Y such that x ∈ ∂BR(yx). Thus u(x) ≤ vyx(x) = 0,
leading to the Dirichlet condition u = 0 on ∂Ω. In addition, since u is a concave supersolution
of (52) and ‖(f − c)−‖∞ 6= 0, we infer that u is in fact positive in Ω.
The construction of a subsolution to (53) is more direct than the supersolution since there
are no gradient terms in the equation (53). For instance the function
uy(x) =
‖(f + d)+‖∞
2β
(|x− y|2 −R2)
is, for any y ∈ Y , a negative convex solution of{
βλ1(D
2u) ≥ f(x) + d in BR(y)
u = 0 on ∂BR(y).
Since {uy}y∈Y is bounded in C1(Ω), then
u(x) := sup
y∈Y
uy(x)
is in turn a convex subsolution of (53), continuous in Ω such that u = 0 on ∂Ω.
We end this section by showing that the above arguments can be slightly modified in order
to obtain the existence and uniqueness of convex solutions of{ (
det(D2u)
) 1
N = f(x) + b|Du|p in Ω
u = 0 on ∂Ω.
(55)
Since equations of the form
det(D2u) = g(x,Du) in Ω
are elliptic only when D2u is nonnegative, it is therefore natural to confine the attention to
convex solutions u and positive right hand side g. In view of this we shall assume that f ≥ 0
in Ω and that, differently from (2), the gradient term is placed on the right hand side of the
equation with a positive sign in front of it.
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Theorem 5. Let Ω ⊂ RN , f ∈ C(Ω) ∩ L∞(Ω) be nonnegative in Ω. If Ω is a uniformly
convex domain such that
Ω =
⋂
y∈Y
BR(y) for some R ≤ R¯ := (p− 1)
p−1
p
p b
1
p ‖f‖
p−1
p
∞
, (56)
then there exists a unique u ∈ C(Ω) viscosity solution of (55).
Proof. The function u = 0 is a trivial supersolution of (55). By Theorem 3, with c = 0 and
f replaced by −f , there exists u concave solution of{
λN (D
2u) + b|Du|p = −f(x) in Ω
u = 0 on ∂Ω.
Hence u = −u is a convex function satisfying{
λ1(D
2u) = f(x) + b|Du|p in Ω
u = 0 on ∂Ω.
Since det(X) ≥ (λ1(X))N for any X ≥ 0, the function u is in turn subsolution of (55).
In view of Remark 7, which ensures the validity of the comparison principle, we are
in position to use the Perron’s method. Since we are interested in convex solutions it is
necessary to check that every manipulations of sub/supersolutions involved in the application
of this method, continues to produce convex functions. In particular we have to look at the
“bump”construction. Let
u(x) := sup {w(x) : u ≤ w ≤ 0 and w is a convex subsolution of (55)} . (57)
If u(x) fails to be a supersolution at xˆ ∈ Ω (note that u is continuous in Ω since it is convex),
then there would be a test function ϕ ∈ C2(Ω) such that u(xˆ) = ϕ(xˆ), u(x) ≥ ϕ(x) in Ω and
(
det(D2ϕ(xˆ))
) 1
N > f(xˆ) + b|Dϕ(xˆ)|p.
By continuity, for δ > 0 small enough, the function ψ(x) = ϕ(x) + δ
3
8 − δ2 |x− xˆ|2 is convex in
Bδ(xˆ) and moreover it satisfies, in the classical sense, the inequality
(
det(D2ψ(x))
) 1
N > f(x) + b|Dψ(x)|p in Bδ(xˆ).
For x ∈ Ω such that δ2 ≤ |x− xˆ| ≤ δ it turns out that ψ(x) ≤ u(x) and that the function
U(x) =
{
max {u(x), ψ(x)} if x ∈ Bδ(xˆ)
u(x) otherwise
is a convex viscosity subsolution of (55) and by construction U ≥ u. Moreover U ≤ 0 on
∂Ω. By comparison U ≤ 0 in Ω. Hence U(x) ≤ u(x) in Ω by the definition (57) of u, but
U(xˆ) = ψ(xˆ) = u(xˆ) + δ
3
3 therefore contradicting the maximality of u. This shows that (57)
is in fact the unique convex solution of (55).
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4 Sublinear Hamiltonians
Throughout this section we shall assume p < 1. Let us first note that the weak comparison
principle may fail for
F (x,D2u) + |Du|p = f(x) in Ω
without extra condition on f . We list some examples of nontrivial solutions (in the ball BR
with zero Dirichlet boundary condition) for some equations of interest in this paper:
λ1(D
2u) + |Du|p = 0 u(x) = (1− p)
2−p
1−p
2− p
(
R
2−p
1−p − |x| 2−p1−p
)
λi(D
2u) + |Du|p = 0 for i = 2, . . . , N u(x) = (1− p)
2− p
(
R
2−p
1−p − |x| 2−p1−p
)
∆u+ |Du|p = 0 u(x) = (1− p)
(2− p)(N − 1 + 11−p)
1
1−p
(
R
2−p
1−p − |x| 2−p1−p
)
(
det(D2u)
) 1
N = |Du|p u(x) = (1− p)
1+N(1−p)
N(1−p)
2− p
(
|x| 2−p1−p −R 2−p1−p
)
.
To obtain the existence of a unique viscosity solution we impose a sign condition on the
forcing term f(x). Consider the problem{
F (x,D2u) +H(Du) = f(x) in Ω
u = 0 on ∂Ω
(58)
and assume:
(S1) f ∈ C(Ω) ∩ L∞(Ω) and sup
Ω
f < 0.
Theorem 6 (Existence and uniqueness: sublinear case). Let Ω ⊂ RN be a bounded
uniformly convex domain. Under the assumptions (F1)-(F2), (H2), (S1) and (CC) there
exists a unique u ∈ C(Ω) viscosity solution of (58).
Remark 8. Differently from the case p > 1, see (44), in the sublinear setting we prove
existence and uniqueness of solutions for any R.
Proposition 7. For any M > 0 and any ball BR(y) there exists u ∈ C2(BR(y)) radial
solution of {
βλN (D
2u) + b|Du|p = −M in BR(y)
u = 0 on ∂BR(y).
(59)
Moreover
‖u‖
C1(BR(y))
≤ (1 +R)max
{
M
1
p ,
(
(1 + b)R
β
) 1
1−p
}
. (60)
Proof. For R > 0 let us consider the ODE problem

β u
′(r)
r
+ b(−u′(r))p = −M, r ∈ (0, R)
u′′(r) ≤ u′(r)
r
< 0, r ∈ (0, R)
u′(0) = u(R) = 0.
(61)
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We claim that such problem has a unique solution. Similarly to the proof of Proposition 1,
let us observe that u is solution of the equation in (61) if, and only if, for any r ∈ (0, R) it
holds that ϕ(r,−u′(r)) = 0, where
ϕ(r, s) = −β s
r
+ bsp +M for r, s > 0.
Now, since p ∈ (0, 1), differently from the proof of Proposition 1, for any fixed r ∈ (0,+∞),
the function s 7→ ϕ(r, s) is concave in [0,∞). Moreover it is increasing for s ∈ [0, s1(r)], then
decreasing for s ≥ s1(r), where
s1(r) =
(
bpr
β
) 1
1−p
. (62)
Moreover lim
s→+∞
ϕ(r, s) = −∞. Hence there exists (a unique) s0 = s0(r) > s1(r) such that
ϕ(r, s0(r)) = 0. Since
∂sϕ(r, s0(r)) = −β
r
+ bp(s0(r))
p−1 < −β
r
+ bp(s1(r))
p−1 = 0 for r > 0,
by the implicit function theorem, s0(r) ∈ C1(0,+∞) and s′0(r) > 0 for r > 0. In fact
s0 ∈ C1([0,+∞)). To show this we first observe that, as in (iii)-Proposition 1 we have
lim
r→0+
s0(r) = 0, since ϕ(r, r
α) < 0 for α ∈ (0, 1) and r sufficiently small. Moreover, exploiting
the definition of s0, i.e. ϕ(r, s0(r)) = 0, we have
s′0(r) = −
βs0(r)
r2∂sϕ(r, s0(r))
=
M + b(s0(r))
p
β − bp r(s0(r))1−p
. (63)
Since
ϕ
(
r,
Mr
β
)
= b
(
Mr
β
)p
> 0,
we deduce that s0(r) >
Mr
β
for r > 0. Then
0 <
r
(s0(r))1−p
<
(
β
M
)1−p
rp for r > 0
and
lim
r→0+
r
(s0(r))1−p
= 0.
Form this we can pass to the limit, as r → 0+, in (63) and obtain that
lim
r→0+
s′0(r) =
M
β
.
This shows that s0(r) ∈ C1([0,∞)).
Summing up the function s0 = s0(r) ∈ C1([0, R]) for any R > 0 and satisfies
s0(0) = 0 , s
′
0(r) > 0 for r ∈ [0, R]. (64)
Moreover, since
β
s0(r)
r
= b(s0(r))
p +M for r > 0,
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we infer that the map r 7→ s0(r)
r
is increasing. In particular
s′0(r) ≥
s0(r)
r
for r ∈ (0, R]. (65)
For r ∈ [0, R] let u = u(r) be the function defined by the formula
u(r) :=
∫ R
r
s0(t) dt.
By (64)-(65) it follows that u is the solution of (61) and, slightly abusing notation, that
u(x) = u(r) with r = |x − y| is solution of (59). To complete the proof it remains to prove
the estimate (60). Since u is monotone decreasing and concave, then
‖u‖
C1(BR(y))
= u(0)− u′(R) ≤ (1 +R)s0(R). (66)
Moreover, setting
s¯ = max
{
M
1
p ,
(
(1 + b)R
β
) 1
1−p
}
,
by a straightforward computation we have
ϕ(R, s¯) = −β s¯
r
+ bs¯p +M ≤ 0.
Hence s0(R) ≤ s¯. From (66) we obtain (60).
Proposition 8 (Comparison principle: sublinear case). Let Ω be a bounded domain.
Suppose that (F2), (H2), (S1) and (CC) hold. If u ∈ USC(Ω), v ∈ LSC(Ω) are respectively
sub and supersolution of (58), then u ≤ v in Ω.
Proof. For ε > 0 the function vε(x) = (1 + ε)v(x) ∈ LSC(Ω) is a strict supersolution of (58),
since by (F2), (H2) and (S1) it holds that the following inequalities hold in the viscosity sense:
F (x,D2vε) +H(Dvε) ≤ −(1 + ε)H(Dv) + (1 + ε)f(x) +H(Dvε) ≤ f(x) + ε sup
Ω
f in Ω.
By (CC) we have u ≤ vε in Ω and we conclude by sending ε→ 0+.
Proof of Theorem 6. In view of Proposition 7, with M = ‖f‖∞ + c, for any ball BR(y) there
exists a concave solution uy = uy(x) of{
βλN (D
2u) + b|Du|p = −(‖f‖∞ + c) in BR(y)
u = 0 on ∂BR(y).
Since Ω =
⋂
y∈Y
BR(y), then by the structural conditions (F1), (H2), we infer that for any y ∈ Y
the function uy is in turn a supersolution of (58). Using the stability of the supersolution
property under inf-operation and the uniform (with respect to y) estimate (60), we infer that
v(x) := inf
y∈Y
uy(x) ∈ Lip(Ω) is a positive concave supersolution of (58) such that v = 0 on ∂Ω.
On the other hand, by the assumption (S1), the function u = 0 is a subsolution of (58). By
the Perron’s method and by Proposition 8 we conclude that
u(x) := sup {w(x) : 0 ≤ w ≤ v and w is a subsolution of (58)}
is the unique viscosity solution of (58).
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We end this section by adapting the above argument to get existence and uniqueness of
convex solutions for the sublinear, p < 1, Monge-Ampe`re equation{ (
det(D2u)
) 1
N = f(x) + b|Du|p in Ω
u = 0 on ∂Ω.
(67)
Assumption (S1) is here replaced by
(S’1) f ∈ C(Ω) ∩ L∞(Ω) and inf
Ω
f > 0.
Remark 9. It is worth to point out that the standard Lipschitz continuity assumption in the
gradient variable, see [9, (5.22)-Theorem V.2], is no longer true in our framework since p is
strictly less than 1. Nevertheless arguing in a similar way to the proof of Proposition 8, using
the assumption (S’1) and the fact that p < 1, it is readily seen that the comparison principle
between sub and supersolutions of (67) still holds.
Theorem 9. Let Ω ⊂ RN be a bounded uniformly convex domain. If (S’1) hold, then there
exists a unique u ∈ C(Ω) viscosity solution of (67).
Proof. Theorem 6 yields the existence of a viscosity solution u of{
λ1(D
2u) = f(x) + b|Du|p in Ω
u = 0 on ∂Ω.
From this and using the inequality det(X) ≥ (λ1(X))N for any X ≥ 0, we infer that u is a
subsolution of (67). The function u = 0 is instead a trivial supersolution of (67). In view of
Remark 9, we can use the Perron’s method in the class of convex subsolution (with the same
observations as those did in the superlinear case, see the proof of Theorem 5), so obtaining
the existence of a unique convex viscosity solution of (67).
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