Abstract: In this paper algebraic and combinatorial properties and a computation of the number of the spanning trees are developed for Jahangir graphs.
Introduction
Let G be a finite simple connected cyclic graph having vertex set V (G) and edge set E(G). We refer to [14] for a detailed presentation of classical algebraic topics about graph theory. In [7, 5, 6, 8, 9] interesting results about algebraic and combinatorial properties linked to finite graphs can be found. A spanning tree of G is an acyclic connected subgraph of G that contains all the vertices of G. Let's denote by s(G) the collection of all edge-sets of the spanning trees of G. An effective analytical method for obtaining systematically all the existing spanning trees of G is the so-called cutting-down method: it consists of removing an appropriate number of edges from the graph for making it acyclic. This work is devoted in studying an alternative method for the computation of the spanning trees of simple connected cyclic graphs, including for instance those considered in [1, 2, 10] . Specifically, combinatorial properties of the spanning trees of the remarkable class of Jahangir graphs, defined in [12] , will be discussed and an algorithmic method to determine how many and what are the spanning trees of such type of graphs will be developed. This provides a general procedure for the calculation of the number σ of their spanning trees. The paper is structured as follows. In section 1, we introduce fundamental notions on graphs theory like simple, connected, cyclic graphs, incidence and adjacency matrices and the Laplacian matrix associated to a graph, see also [4] ; moreover, it is proved an important theorem, the Matrix Tree Theorem, due to G. Kirchhoff, for determining the total number of the spanning trees of any graph. Such a theorem uses the calculation of the eigenvalues of the associated Laplacian matrix ( [3, 13] ). In section 2, Jahangir graphs J n,m are analyzed and their symmetric properties highlighted; their shape was inspired by a drawing carved in the mausoleum of the Indian Grand Mogul Jahangir (1569-1627) located in Lahore, Pakistan. The theoretical issue is focused in finding the number of the spanning trees for simple connected cycled graphs using a method independent of the spectrum of the associated Laplacian matrix. Therefore it provides an alternative process to compute how many and which are the spanning trees of such graphs. The original algorithm and the source code for determining the collection of all edge-sets of the spanning trees for Jahangir graphs J n,m are displayed; it is possible to extend them to any simple connected cyclic graph. Moreover, an application of sensitive data transmission arising from security real problems is illustrated. In section 3, interesting relationships on the number of spanning trees of Jahangir graphs J n,m with same n or same m are considered, for more precision we conjecture that the fraction between the number of spanning trees related to Jahangir graphs having same first indices n and consecutive second indices m tends to a constant, distinct for each choice of n.
Preliminary notions and classical methods
Here we give some basic definitions and notations which will be used throughout the paper.
A subgraph of G is a graph with all of its vertices and edges belonging to G. A spanning subgraph of G is a subgraph containing all the vertices of G. A graph which has no isolated subgraphs is called connected. The degree of a vertex v of G consists of the number of edges that converge in v . A walk of G of length q is an alternating sequence of q+1 vertices and q edges beginning and ending with vertices in which each edge is incident with the two vertices immediately preceding and following it. A path of G is a walk having all the vertices, and thus all the edges, distinct. A walk of G is said to be closed if the exterior vertices coincide. A closed path of G of length q ≥ 3 is called cycle; in particular, it is a sub-
A graph which has no cycles is called acyclic. A tree is a connected acyclic graph. Any graph without cycles is a forest, thus the connected subgraphs of a forest are trees. Definition 1.1. A spanning tree of a simple connected finite graph G is a subtree of G that contains every vertex of G. We denote by s(G) the collection of all edge-sets of the spanning trees of G:
, where T i is a spanning tree of G}.
It is well-known that, for any simple finite connected graph, spanning trees always exist. One can systematically find a spanning tree by using the cutting-down method, which says that a spanning tree of a simple finite connected graph can be obtained by removing one edge from each cycle appearing in the graph. We denote by σ(G) the number of spanning trees of G. Example 1.1. Let G be the graph with V (G) = {v 1 , v 2 , v 3 , v 4 } and E(G) = {e 1 , e 2 , e 3 , e 4 } where e 1 = {v 1 , v 2 }, e 2 = {v 2 , v 3 }, e 3 = {v 3 , v 4 }, e 4 = {v 1 , v 4 }.
By using the cutting-down method for G one obtains:
s(G) = {{e 2 , e 3 , e 4 }, {e 1 , e 3 , e 4 }, {e 1 , e 2 , e 4 }, {e 1 , e 2 , e 3 }}. Definition 1.2. Let G be a graph with vertex set V (G) = {v 1 , . . . , v n } and edge set E(G) = {e 1 , . . . , e p }. We call incidence matrix M = {m ij }, i = 1, . . . , n, j = 1, . . . , p, associated to G the n × p matrix such that:
• a ij = 2, if the vertex {v i } has the loop {e j };
• a ij = 1, if the vertex {v i } meets the edge {e j };
• a ij = 0, if the vertex {v i } is external to the edge {e j }. Definition 1.3. Let G be a graph with vertex set V (G) = {v 1 , . . . , v n }. We call adjacency matrix A = {a ij }, i, j = 1, . . . , n, associated to G the n × n matrix such that:
. . , n, associated to G the n × n matrix such that:
Remark 1.1. If M is the incidence matrix associated to a graph G with the nonzero entries in each column given by 1 and
An effective theoretical method by G. Kirchhoff taken into account by a good part of mathematicians to determine the spanning trees of any suitable graph is provided in the following Theorem 1.1 (Kirchhoff's Matrix Tree Theorem). Let G be a connected simple graph with n vertices and associated Laplacian matrix L. If σ(G) is the spanning trees number of G, it results
Proof. An implicit version of the statement first appeared in [11] . See [3] for a comprehensive proof.
An innovative method for computing the spanning trees of Jahangir graphs
In this section we discuss some combinatorial properties of the spanning trees of the Jahangir graph J n,m .
We will see how to identify how many and what are the spanning trees of a specific class of graphs, the Jahangir graphs, in a way operationally more simple than the calculation of the eigenvalues of the Laplacian matrix associated to those graphs.
Definition 2.1. The Jahangir graph J n,m , for n ≥ 2, m ≥ 3, is a graph on nm + 1 vertices consisting of a cycle C nm with one additional vertex which is adjacent to m vertices of C nm at distance n to each other on C nm .
In other words, the Jahangir graph J n,m consists of a cycle C nm which is further divided into m cycles of equal length C n+2 having each other one common vertex and every pair of consecutive cycles has exactly one common edge.
Lemma 2.1 (Characterization of J 2,m ). Let J 2,m be the Jahangir graph consisting of m adjacent cycles and let C (k) be such cycles, 1 ≤ k ≤ m. Let τ denote the global number of cycles of J 2,m and C (i 1 ,i 2 ,...,i k ) the cycle obtained by joining the consecutive cycles
Proof. The Jahangir graph J 2,m has more cycles than the m consecutive cycles constituting it. The remaining ones can be obtained by deleting the common edges between cycles in every possible way. So new cycles get from their remaining edges:
. Combining these cycles with the initial m ones, the total number of cycles of the graph J 2,m is:
So for k fixed, a simple counting shows that the total number of cycles
Hence the global number of cycles in J 2,m is just m 2 . In addition, it is clear from the thee above construction that
Therefore the order of cycles C (i 1 ,i 2 ,...,i k ) can be determined by adding orders of all C (i 1 ) , C (i 2 ) , . . . , C (i k ) and by subtracting 2(k − 1) from it since the common edges are being counted twice in sum and this implies that
Now we intend to show an algorithm for enumerating and writing explicitly all the spanning trees of a Jahangir graph J n,m .
Remark 2.1. The number of common edges among the cycles C n+2 of the graph J n,m that a spanning tree can present is a positive integer not greater than m. There cannot exist spanning trees without any common edge because, being the only edges of the graph connected to the central vertex, this would be isolated.
So the problem to determine all the spanning trees of a Jahangir graph J n,m can be decomposed into subproblems by classifying the spanning trees on the ground of the number of common edges among the cycles C n+2 they have.
Let n, m ∈ N be fixed, n ≥ 2 and m ≥ 3. Let's decompose the problem to compute σ(J n,m ) by calculating the spanning trees with the same number k ∈ N of common edges, 1 ≤ k ≤ m.
It is possible to dispose k common edges of J n,m in α = m k distinct manners, but different types of spanning trees could be generated for such α.
To this end we must classify the α sets of k indices in equivalence classes depending on the sequential structure of the common edges and count such classes. Let's present the instructions to compute σ(J n,m ). Assign n, m, k and consider α = 
The problem moves in examining what rows of the matrix are equivalent each other in the above sense and how many groups of equivalents rows exist.
In particular, the rows (1 2 . . Starting from B, for finding all the equivalence classes it is possible to generate another α×k matrix C which take in account the mutual dispositions of the k common edges. The entries in C are determined as follows: transform any row rows in B are equivalent ⇐⇒ the corresponding rows in C are equal. Consequently, the number of equivalence classes of the spanning trees with k common edges in J n,m is the number of distinct rows of C. Let h be the distinct rows in C and suppose that the row C[i] = (c i1 c i2 . . . c ik ) of C repeats itself x t times, for t = 1, . . . , h. The contribution of the spanning trees related to C[i] is:
Finally, the number of the spanning trees of J n,m with k common edges is:
s t x t . By iterating the process for k = 1, . . . , m, we compute σ(J n,m ). We have to determine σ(J 2,4 ) k , for k = 1, 2, 3, 4.
Let k = 1. By the cutting-down method, it easily results: 4 (2 · 4) = 32 . Let k = 2.
Let B be the The strength of the algorithmic description introduced for the calculation of spanning trees of any Jahangir graph lies in the fact that with simple operations between integers we can model the totality of dispositions which assume the common edges of the inner cycles C n+2 of the graph.
Thus we have examined an alternative method which, in the case of this type of graphs, qualitatively and quantitatively solves the problem of determining the spanning trees. It is significant to observe that, by applying the Matrix Tree Theorem, only the total number of such trees is determined, indeed through this algorithm are also found all the possible graphs which originate from the given graph after applying the cutting-down method.
The source code of the algorithm
Following the Example 2.1, we execute the algorithm for the computation of σ(J n,m ) k in PHP programming language. for($j=0; $j<$countB; $j++) { $ris=$ris * pow($n,$k); An application on secure data transmission Here we explain how the algebraic and geometric models built through graph theory in the paper and the procedures to determine the spanning trees of Jahangir graphs are good instruments for transmitting confidential information. More precisely we describe an application of data transmission arising from real security problems. It is necessary to communicate the type of arming situated inside on some nuclear sites in a country. The nuclear sites are located and we can represent them through the vertex set of the above considered simple connected graph G:
We may build all subtrees G i of G that contain each vertex of G . The role of the supporting graphs G i is of fundamental importance in transmitting protected data.
The nuclear sites are known and represented by the finite vertex set of G.
The arming is classified through the vertex set of unknown graphs G i . The message to be sent is the graph G and each G i contains the real meaning of the message because its edges give the connection between the nuclear sites and their arming. The receiver will get acquainted with the type of arming placed in every site applying the algebraic procedure to build G i . In our case G is the Jahangir graph J n,m . We associate to G the subgraphs G i , that are its spanning trees computed through the described procedure. Hence we can represent the nuclear sites through the vertex set of the connected graph J n,m . The transmitter sends in his message the drawing of the graph J n,m . The receiver will elaborate the potential information contained in it computing the spanning trees G i .
3 On some relationships between the σ(J n,m )
Let's study another aspect of the class of Jahangir graphs J n,m in relation to the calculation of the spanning trees of them. We will want to locate the general structure of the class of Jahangir graphs.
Recall that for any Jahangir graph J n,m the index n is the number of edges that each inner cycle of it does not share with other inner cycles, while the index m is the number of inner cycles interiors that make up the graph. Considering the totality of Jahangir graphs, it is interesting to study those who have the same first or second index. Taken for example the Jahangir graphs for which m = 3 and calculating the spanning trees on the ground of the number of common edges which they present, we can write:
Now introduce a statement that shows the relationship between the spanning trees related to two Jahangir graphs whose first indices are consecutive numbers. Proof. For a fixed positive integer m > 2 it results that:
Consequently lim
Observe that the theorem holds even for two non-consecutive values of the first indices. The previous result emphasizes the geometric and analytical aspect of the problem: in fact, it appears that the number of spanning trees of Jahangir graphs having the same second index and the first one tending to infinity, tends to be a constant. It may be noted, explaining the calculation, that the limit function is decreasing: geometrically this means that spanning trees of Jahangir graphs a 3,m = σ(J 3,m+1 ) σ(J 3,m )
, con m ∈ N, m ≥ 3 .
Building sequences of the mentioned type, for any fixed integer n ≥ 2, that is, considering a countable infinity of sequences, it does highlight a symmetry that can already be grasped visually. Formalizing a relation between these numbers, the way in which the problem numerically evolves can be analyzed. It is evident that, for any fixed n ≥ 2 and for any variation of the second index m, the number of spanning trees tend to have a linear increase. In particular, for n = 2 we can introduce a constant δ 2 and conjecture the existence of the following: And so on, for any increase of n. Then we can formulate the following Conjecture 3.1. Let n, m ∈ N and n ≥ 2 fixed. Let a n,m = σ(J n,m+1 ) σ(J n,m ) .
Then it is, lim m→+∞ a n,m = δ n , where δ n ∈ R .
Moreover, σ(J n,m ) = (δ n ) m−3 σ(J n,3 ) .
It follows that, for each δ n , to know the number of spanning trees of the Jahangir graphs J n,m it is enough to know exactly σ(J n,3 ) .
