Non-Negative Matrix Factorization (NMF) implies that a given nonnegative matrix is represented by a product of two non-negative matrices. In this paper, a factorization condition (consistent condition) on basis matrix is proposed firstly. For a given consistent basis matrix, although there exist infinite solutions (factorizations) generally, the sparse solution is unique with probability one, which can be obtained by solving linear programming problems. Although it is very difficult to find out the best basis matrix, an algorithm is developed for finding a suboptimal basis matrix. Finally, an application of NMF is proposed for blind sparse source separation with less sensors than sources.
Introduction
Many learning theory problems can be expressed in terms of matrix factorization. Recently, it has been found that non-negative matrix factorization [1] has several promising and exciting applications such as image coding, data mining, compression, information retrieval, etc.. Sparse representation of signals has been receiving a great deal of interest in recent years which also can be modelled by matrix factorization. In [2] was discussed sparse representation of signals by using large scale linear programming under given over-complete basis 1 (e.g., wavelets). The objective function linear programming is only based on sparsity of coefficients, however, the basis vectors are given in advance without localized features. Several improved FOCUSS-based algorithms (e.g., [4] ) were designed to solve under-determined linear inverse problem when both the dictionary and the sources are unknown. To avoid degenerate solution, the dictionary is assumed to be in a compact submanifold of R m×n (e.g., unit Frobenius-norm dictionary). In [1] , a non-negative matrix factorization approach was proposed to learn the parts of objects. From the results in [1] , we can see an essential benefit of NMF, that is, these basis images can be localized features of the original images. In the implementation algorithm, each basis is also normalized to eliminate a degeneracy.
This paper considers the following NMF model
where the X ∈ R n×K (K > 1) is a known data matrix, B = [b 1 · · · b m ] is a n × m basis matrix, S = [s ij ] m×K is a coefficient matrix. m > n, which implies that the basis is over-complete. X, B and S are non-negative matrices.
It is well known that there exist many solutions of the factorization (1) generally. However, it is not that for any given non-negative basis matrix B, there exists a non-negative coefficient matrix S such that (1) holds. For a basis matrix, if there is at least a non-negative matrix factorization as (1), then the basis matrix is said to be a consistent basis matrix. In this paper, a consistent basis matrix condition is proposed firstly. For given consistent basis matrix, the number of solution of (1) is then discussed. Under the sparsity measure of l 1 norm, the uniqueness result of sparse solution is obtained. Theoretically, among all the consistent basis matrices, there is the best basis, such that the corresponding coefficient matrix is the most sparse. Although it is remaining an open problem to find the best basis, we find that the basis of which the column vectors are composed by cluster centers of X is a good basis. In the next, the cluster center basis is obtained by using K-Means algorithm. At last, a application of NMF is discussed for blind sparse source separation with less sensors than sources.
Recently, under-determined blind source separation based on sparse representation has received much attention, e.g. [7, 8, 9, 10] , . In several references, the mixing matrix and sources are estimated by using maximum posterior approach [7, 8] or maximum likelihood approach [6] . However, this kinds of approaches are limited by poor convergence. Another approach is two steps approach, that is, the mixing matrix and the sources are estimated separately [5] . In [5] , the blind source separation is performed in frequency domain. A clustering algorithm is presented for estimation the mixing matrix in two-sensor case, and the sources are then estimated by minimizing 1-norm (shortest path separation criterion). In this paper, the clustering algorithm and minimum l 1 norm criterion are used for estimating the mixing matrix and sources, respectively. However, the approach in this paper originate the sparsity criterion of data representation. Under the non-negative conditions, the minimum l 1 norm solution is proved to be unique with probability one for more than two sensors case. The recoverability of sources based on minimum l 1 norm criterion is analyzed. A simulation example also shows that the sources can be recovered even if they are overlapped to some degree, and that more sensors replies more credit for recovering sources.
In this paper, a consistent basis matrix condition is proposed firstly. For given consistent basis matrix, the number of solution of (1) is then discussed. Under the sparsity measure of l 1 norm, the uniqueness result of sparse solution is obtained. Theoretically, among all the consistent basis matrices, there is the best basis, such that the corresponding coefficient matrix is the most sparse. Although it is remaining an open problem to search the best basis, we find that the basis matrix of which the column vectors are cluster centers of X is a suboptimal basis matrix. Finally, an application of NMF algorithm in this paper is discussed for blind sparse source separation with less sensors than sources.
Consistent basis matrix and sparse solution
In this section, some problems on NMF are discussed, including consistent basis matrix condition, the definition of sparse solution and algorithm, the best basis matrix analysis, etc..
It is well known that there exist many solutions of the factorization (1) generally. However, it is not that for any given non-negative basis matrix B, there exists a non-negative coefficient matrix S such that (1) holds.
Definition 1: For given non-negative matrix B ∈ R n×m , if there is at least a non-negative coefficient matrix S ∈ R m×K such that (1) holds, then the matrix B is said to be a consistent basis matrix. The coefficient matrix S is also called a solution.
Consistent Basis Condition: Define the convex cone formed by the column vectors of B:
The matrix B is a consistent basis if and only if all column vectors of
The following theorem is about the number of solution of (1) under a given basis.
Theorem 1 If B is a given consistent basis matrix, then either there exists unique solution, or there are infinite number of solutions of (1).
Proof: It is easy to see that it is possible to happen the case of unique solution. For instance, if B is a nonsingular square matrix, then there is a unique solution of (1) .
Suppose that there are at least two non-negative solutions of (1) denoted as S 1 and S 2 . For any two positive constants λ 1 , λ 2 , λ 1 + λ 2 = 1, we have
Thus there are infinite solutions of (1). The theorem is proved. In this paper, the l 1 norm
is used as the sparsity measure. If matrix B is a consistent matrix, the sparse solution of (1) can be obtained by solving the following linear programming problem min J(S), subject to BS = X, S ≥ 0.
It is not difficult that the linear programming (3) is equivalent to the following K smaller scale linear programming problems:
where
Theorem 2 For a given consistent basis B, the sparse solution of (1) is unique with probability one. That is, the set of B ∈ R n×m such that the sparse solution of (1) is not unique has measure zero.
Proof: Without loss of generality, we only consider a column vector of X denoted as x. Suppose that x has the following sparse factorization based on B,
If x has another sparse factorization based on B, then there are two cases: 1. the sparse factorization of x is also based on the basis vectors
2. the sparse factorization of x is based on the basis vectors of B different from those in (5) . Now consider the first case, we have:
In the next, we will prove that x can be sparsely represented by a subset of (5) and (6), we have
where λ ∈ [0, 1] is a variable. In (7), when λ goes from 0 to 1, there exist a λ 0 ∈ [0, 1], such that one of coefficients assumed to be (s i 1 − λ 0 s i1 ) becomes zero firstly. Thus we have
thus x can be sparsely represented by the basis vectors
It is possible that x can be sparsely represented by other subsets of the basis
Among all these representations, we furthermore assume that the representation of (8) is the best, that is,
From (5) and (8), it follows that
where, λ ∈ [0, 1]. Similarly to (7), when λ goes from 0 to 1, there exist a λ 1 ∈ [0, 1], such that one of coefficients in (10) assumed to be (s i2 − λ 1si2 ) becomes zero firstly. Thus we have
that is,
Since L k=2s i k is an minimum, we have
Add the item (s i2 − λ 1si2 ) in the left side of the above inequality, we can obtain
This is in contradiction with (9). Thus
In fact, the strict inequality holds with probability one. From (5) and (8), we have
Thus,
If the equality in (16) holds, it is not difficult to prove that
(17) and (18) imply that the basis vector b i1 can be represented by the other L − 1 basis vectors, and the sum of coefficients is one. This is satisfied with probability zero since the basis vectors are arbitrary except that the basis matrix is non-negative and consistent.
The inequality of (16) is in contradiction with that (5) is a sparse representation. Thus in the first case, the sparse solution of (1) is unique with probability one.
2. Suppose that x has another sparse factorization besides (5),
where s j 1 > 0, · · · , s j P > 0, and
From (5) and (19), we have
where (21) is not unique. This is in contraction with the conclusion of the first case. From the discussion above, it follows that the sparse solution of (1) is unique with probability one. Theorem 2 is proved.
The algorithms for a suboptimal consistent basis
To find reasonable over-complete basis of (1) such that the coefficients are as sparse as possible, the following two trivial cases should be removed in advance: 1. the number of basis vector is arbitrary; 2. the norms of basis vectors is unbounded. In the Case 1, we can set the number of basis vector to be that of data vector, and the basis are composed of data vectors themselves. In the Case 2, if the norms of basis vectors tends to infinity, the coefficients will tend to zeros. Thus we have the two assumptions in this paper: Assumption 1: The number of basis vectors m is assumed to be fixed in advance and satisfy that n ≤ m < K.
Assumption 2: All basis vectors are unit vectors with their 2−norms being one.
It follows from Theorem 1 that for any given consistent basis, there exist a unique sparse solution of (3) with probability one. Among all consistent basis matrices which satisfy the two assumptions above, there exists at least a set of basis vectors such that the corresponding solution of (3) is the most sparse. It is very difficult to find the best basis. However, based on the analysis of two dimensional data, we have found a suboptimal basis which is composed by data cluster centers. This basis can guarantee that the coefficients are very sparse. Now we present the ideal basis algorithm.
At first, set an objective function,
where the set θ j is composed by all these data vectors x i 's which satisfy that
Under Assumption 2, by solving the following optimization problem, we can obtain the ideal basis vector:
In this paper, we will use the following gradient type algorithm followed by normalization to solve the problem (23),
where j = 1, · · · , m. In the iteration, if there is a b lj (k + 1) < 0, then we set b lj (k + 1) = 0 to guarantee the non-negativity of the basis matrix. Of course, the basis above may not be consistent, we can add several vectors (e.g., e 1 = [1, 0, · · · , 0] , etc.) as basis vectors such that the new basis is consistent. We will see in the simulation example of this paper that adding several basis vectors does not bring about much inferiority to the sparsity of the coefficients. 4 The application of NMF in blind sparse source separation
In this section, we present a application of NMF in blind sparse source separation with less sensors than sources.
Consider the following mixing model
where the mixing matrix A ∈ R n×m is unknown corresponding to the basis matrix in previous sections, the matrix S ∈ R m×K is composed of the m unknown sparse sources, the only observable X ∈ R n×K is a data matrix with its rows being mixtures of sources. X, A and S are non-negative, n ≤ m.
Based only on the observable mixture matrix X, the source matrix can be estimated by using the NMF approach in this paper. The process is divided into two parts: the first parts is to estimate the mixing matrix, and the second is to estimate the sources by solving a linear programming problem.
At first, we estimate the mixing matrix A using the algorithm for estimating basis presented in the last section. We have the following preprocessing to the data:
where (24) is then started. When the iteration is terminated, the obtained matrix is denoted asĀ. To ensure that the basis is consistent, we will use the basis matrix for blind source separation:Ã = [B,Ā, E], where E is a n × n identity matrix.Ã is our estimation of the mixing matrix A. AlthoughÃ has more columns than A generally, we can see in the simulation Example 2 that the sources can be obtained provided thatÃ contains of all columns of A.
After the mixing matrix is estimated, the next is to estimate the source matrix by solving linear programming problem (3) . There is a recoverability problem occurred here, that is, whether the estimated sources are equal to the true sources even if the mixing matrix is estimated correctly. From the simulation in Example 1, we will see that the sources can be recovered provided that they are sufficiently sparse.
Simulation examples
Simulation results presented in this section are divided into two categories. Example 1 is concerned with the recoverability of sparse sources by using linear programming method. Example 2 considers blind separation of sparse face images where 6 observable signals are the mixtures 10 sparse face images.
Example 1: After the mixing matrix is estimated, the sources will be reconstructed based linear programming method. The task of this example is to check whether the estimated source vector is equal to the true source vector when the mixing matrix is estimated correctly. Consider the mixing model
where the non-negative mixing matrix A ∈ R n×15 is given randomly in advance, s 0 ∈ R 15 is a non-negative source vector, x 0 ∈ R n is the non-negative mixture vector.
Based on the known mixture vector and mixing matrix, the source vector is estimated by solving the following linear programming problem
There are two simulations in this example. In the first simulation, n is fixed to be 10. A loop containing 15 experiments is carried out, each of the 15 experiments contains 1000 linear programming computations. In each of the 1000 linear programming computations of the first loop experiment, the non-negative mixing matrix A and the non-negative source vector s 0 vector are taken randomly, however, s 0 has only one positive component. After the 1000 optimizations, the ratio that the source vectors are estimated correctly is calculated. The k-th loop experiment is carried out similarly but the nonnegative source vector has only k nonzero random entries.
The first subplot of Fig. 1 shows the curve of the ratios that the source vectors are estimated correctly obtained in a loop of 15 different experiments. We can see that the source can be estimated correctly when k = 1, 2, and the ratio is larger than 0.95 when k ≤ 5.
The second simulation contains loop of 11 different experiments. The number k of nonzero entries of the source vectors is fixed to be 5, and the dimension n of mixture vectors changes from 5 to 15. After each experiment which also contains 1000 linear programming computations, the ratio that the source vectors are estimated correctly is calculated. The second subplot of Fig. 1 shows the curve of the ratios.
Example 2: Consider the linear mixing model (25), where source matrix S is composed by 10 sparse face images, the non-negative 6 × 10 mixing matrix is taken randomly of which every column is normalized. In Fig. 2, 10 sparse face images are shown in the subplots of the first and second rows, whereas the 6 mixtures are shown in the subplots of the third and fourth rows.
Using the algorithm in Section 3, we obtain the estimated 6 × 14 mixing matrix denoted asĀ, and the consistent matrix [Ā, E] , where E is a 6 × 6 unitary matrix. Solving the linear programming problem (4), we obtain 20 outputs of which 15 outputs shown in Figs. 3 . Obviously, the first 10 outputs are the recovered sources. 
Concluding remarks
Nonnegative matrix factorization is discussed in this paper. A factorization condition on basis matrix is first proposed. For a given consistent basis matrix, although there exist infinite number of solutions (factorizations) generally, the sparse solution is unique with probability one, which can be obtained by using linear programming algorithm. This paper also presents an algorithm for finding a suboptimal basis matrix. This basis matrix is composed by data cluster centers which can guarantee that the coefficient matrix is very sparse. At last, an application of NMF is proposed for blind sparse source separation with less sensors than sources. Two simulation examples reveal the validity and performance of the algorithm in this paper. Using the approach in this paper, the sparse sources can be recovered even if the sources are overlapped to some degree. The fifteen outputs of which the first ten are recovered sources in Example 2 (it has been assumed that the number of sources is also unknown).
