Decision support systems and autonomous systems start to be deployed in real applications. Although their operations often impact many users or stakeholders, no fairness consideration is generally taken into account in their design, which could lead to completely unfair outcomes for some users or stakeholders. To tackle this issue, we advocate for the use of social welfare functions that encode fairness and present this general novel problem in the context of (deep) reinforcement learning, although it could possibly be extended to other machine learning tasks.
Introduction
Thanks to the progress in artificial intelligence and machine learning, but also notably to better sensors and increased computing power, decision support systems (DSS) and autonomous systems (AS) have started to become an integral part of our lives. A DSS can help us make better, faster and more informed decisions in complex decision-making problems where generally multiple stakeholders are involved. An AS can offer more efficient, more reactive and more adaptive control than human-operated systems or preprogrammed systems using fixed rules. However, as both DSS and AS are generally deployed among many users and may impact several stakeholders, fairness considerations become crucial for those systems to run successfully and to be accepted by all the different parties. Thus, both systems need to be efficient in their solutions, but also fair to their users or stakeholders.
Traditional (e.g., utilitarian) approaches consist in optimizing a single cumulated cost/utility function (e.g., power consumption, QoS, QoE, financial and/or ecological cost) without any fairness consideration and are therefore insufficient, because in order to reach the overall optimum, the utility of some users/stakeholders could be unjustly sacrificed. In order to take into account the welfare of each user/stakeholder, a multiobjective formulation, where each objective can be interpreted as the cost/utility of one user/stakeholder, is required. However, standard multiobjective methods generally focus on computing the set of Pareto-optimal solutions (solutions that cannot be improved on one objective, without worsening another). This is infeasible in practice because (1) this set may be extremely large, (2) in the case of AS, only one specific solution can be automatically applied and moreover, (3) Pareto-optimality itself does not encode any notion of fairness. An approach specifically designed for selecting a fair solution among the Pareto-optimal ones is therefore necessary.
As applications of artificial intelligence and machine learning start to pervade our everyday life, experts, policy makers and the general public start to realize that questions about fairness, ethics and safety are essential. Indeed, DSS and AS should not discriminate against us, should be designed to really help and not harm us. The problem presented in this paper fits in this new growing trend that proposes to enforce more human and social criteria to measure the quality of artificial systems. To achieve this goal, we describe an interdisciplinary approach that exploits results developed notably in economics (fairness models), applied mathematics (optimization and statistics) and computer science (machine learning). For concreteness, we describe it in sequential decisionmaking problems.
Background
A sequential decision-making problem can be modeled as a Markov Decision Process (MDP). In this section, we first recall this model and the reinforcement learning problem. We then summarize multiobjective optimization approaches in sequential decision-making and underline their insufficiency for tackling fairness. We finish this section with an overview of fairness modeling and fair optimization. To simplify the presentation, we assume without loss of generality that the preferences of users/stakeholders are represented as utility (e.g., reward or payoff) to be maximized.
Markov Decision Process and Reinforcement Learning.
In an MDP [Puterman, 1994] , an agent repeatedly observes its state, chooses an action, obtains an immediate scalar numeric reward, and moves to a new state. Solving an MDP (i.e., planning) amounts to finding a controller (called a policy) in order to maximize a standard decision criterion, e.g., the expected discounted reward or the expected average reward. While in planning problems, the model of the environment (e.g., transition and reward functions) is assumed to be known, in reinforcement learning (RL) problems [Sutton and Barto, 1998 ], this assumption is relaxed: an RL agent learns a best policy while interacting with the unknown environment by trial and error.
Thanks to their generality, those frameworks (MDP and RL) have been successfully applied in many diverse domains. For instance, MDPs and its extensions have been used for data center control [Weng et al., 2018] or ecological conservation [Chadès et al., 2012] . RL have been applied to robotics [Peters et al., 2003] or medicine [Pilarski et al., 2011] . The past few years, research in RL has become very active since the recent successes of the combination of deep learning and RL (called deep RL), notably in video games [Mnih et al., 2015] .
Multiobjective Sequential Decision-making The standard models for sequential decision-making have been extended to the multiobjective (MO) setting [Roijers et al., 2013; Liu et al., 2015] (i.e., the immediate scalar numeric reward is replaced by a vector reward whose components represent objectives) where for instance, an objective can be interpreted in the multicriteria setting as a criterion (e.g., QoS, power consumption, monetary gain) to be optimized, or in the multiuser/stakeholder setting as the welfare of a user/stakeholder (e.g., average waiting times of car in different lanes for the traffic light control problem or QoS for different users for the data center control problem). Most work in MO optimization (MOO) focuses on the multicriteria interpretation. In this paper, we focus on the second interpretation, which naturally leads to fairness considerations (see the next part entitled Fair Optimization).
The usual approach in MOO aims at finding the Pareto front, which is the set of all Pareto-optimal solutions [Vamplew et al., 2011] . Unfortunately, computing the Pareto front is in general infeasible because the number of Pareto-optimal solutions can grow exponentially with the size of the problem . This observation may justify the computation of an approximation of those sets [Lizotte et al., 2010; Pirotta et al., 2015] . However, even with approximated sets, the approach is not suitable in autonomous systems where only one solution has to be automatically applied.
A solution to this issue relies on using a function that aggregates the objectives into a scalar value in order to select one solution among the set of Pareto-optimal solutions. However, one important point to realize is that the naive approach consisting in aggregating all the objectives with a weighted sum is insufficient. Indeed, such a linear aggregation generally does not provide much control on the trade-offs between the objectives. Moreover, non-supported (i.e., not on the convex hull) Pareto-optimal solutions cannot be obtained whatever the choice of the weights.
More interesting aggregating functions are non-linear and must be strictly increasing (in order to be monotonic with respect to Pareto dominance). Such an approach is generally called compromise programming in the multicriteria setting, which generally consists in minimizing a distance to an ideal point [Steuer, 1986] . Some work has been done for different functions in sequential decision making [Perny and Weng, 2010; Ogryczak et al., 2013] . In the next paragraph, we present an aggregation function for modeling fairness, which we call fair welfare function.
Fair Optimization Fairness is a concept that has conventionally been studied in economics [Moulin, 2004] and political philosophy [Rawls, 1971] . Recently, it has also become an important consideration in other applied fields, such as in applied mathematics [Ogryczak et al., 2014] which focuses on solving fair optimization problems, in artificial intelligence [de Jong et al., 2008; Hao and Leung, 2016] when investigating multi-agent systems, or in computer engineering [Shi et al., 2014] when designing computer networks. As shown by recent surveys [Ogryczak et al., 2014; Luss, 2012] , fair optimization is an active and recent research area. Although fairness is a key notion when dealing with multiple parties, it has only recently received attention in machine learning [Busa-Fekete et al., 2017; Speicher et al., 2018; Agarwal et al., 2018; . To the best of our knowledge, the only work related to fairness in reinforcement learning investigate this issue in the multi-armed bandit setting [BusaFekete et al., 2017] .
Fairness can be defined in a theoretically-founded way [Moulin, 2004] and relies on two key principles. The first one (P1) is called "Equal treatment of equals", which states that two users/stakeholders (with identical characteristics with respect to the optimization problem, as assumed in this paper) should be treated the same way. The second one (P2), called the Pigou-Dalton principle, is based on the notion of PigouDalton transfer, which is a payoff transfer from a richer user/stakeholder to a poorer one without reversing their relative ranking. The Pigou-Dalton principle states that such transfers lead to more equitable distributions. Formally, for any v ∈ R n where v i < v j and for any ∈ (0, v j − v i ) we prefer v + 1 i − 1 j to v where 1 i (resp. 1 j ) is the canonical vector, null everywhere except in component i (resp. j) where it is equal to 1. In words, this principle states that, all other things being equal, we prefer more "balanced" distributions (i.e., vectors) of payoffs. Beside those two principles, as we are in an optimization context, an efficiency principle (P3) is also required, which states that given two payoff distributions, if one vector Pareto-dominates another, the former is preferred to the latter.
Those three principles imply that a fair welfare function that aggregates the payoffs of the users/stakeholders need to satisfy three properties. They have to be symmetric (i.e., independent to the order of its arguments for P1), strictly Schurconcave (i.e., monotonic with respect to Pigou-Dalton transfers for P2) and strictly increasing (i.e., monotonic with respect to Pareto dominance for P3). The elementary approach based on maximin (or Egalitarian approach), where one aims at maximizing the worse-off user/stakeholder, does not satisfy the last two properties. A better approach [Rawls, 1971] is based on the lexicographic maximin, which consists in comparing first the worse-off user/stakeholder when comparing two vectors, then in case of a tie, comparing the second worse-off and so on. However, due to the non-compensatory nature of the min operator, vector (1, 1, . . . , 1) would be preferred to (0, 100, . . . , 100), which may be debatable.
Many fair welfare function have been proposed. In practice, the choice of a suitable function depends on the application domain. For illustration, we present the fair welfare function based on the Generalized Gini Index (GGI) [Weymark, 1981 ] G w : R n → R:
where w ∈ [0, 1] n is a weight vector such as w 1 > w 2 > . . . > w n , and (v
is the payoff vector v reordered in an increasing fashion.
Functions G w contains the welfare function induced by the classic Gini index or the Bonferroni index [Tarsitano, 1990] . It tends to the Egalitarian approach when w 2 → 0, . . ., w n → 0 and to the lexicographic maxmin when differences between weights tends to infinity. GGI has been exploited in different MO (continuous and combinatorial) optimization problems. To cite a few, it was used in capital budgeting [Kostreva et al., 2004] , allocation problems [Nguyen and Weng, 2017] , or flow optimization in wireless mesh networks [Hurkala and Sliwinski, 2012] .
Problem Formulation
At a high-level, a fair sequential decision-making problem can be understood as solving a non-linear convex optimization problem 1 , where the welfare function, which encodes both efficiency and fairness, aggregates the utility of each user/stakeholder:
where π is a policy, H is a fair welfare function (e.g., GGI), µ is a probability distribution over initial states, and V π is the multiobjective value function of π (e.g., expected discounted or average reward).
The difficulty of this new problem lies in the non-linearity of the objective function, which changes the properties of optimal policies and prevents the direct application of dynamic programming or temporal difference methods. However, the properties (e.g., concavity, Schur-concavity, decomposability, etc) of fair welfare functions and those (e.g., temporal structure) of sequential decision-making problems can be exploited to design efficient methods to find fair policies.
Preliminary Experimental Results
To demonstrate the potential usefulness of our proposition, we conducted some initial experiments in a traffic light control problem, because such environments are relatively easy to simulate. We use SUMO 2 (see on the top of Fig. 1 for an illustration) to simulate one intersection with a total of 8 lanes under varying traffic conditions. Standard approaches to solve this problem usually minimize the expected waiting times over all lanes. In our formulation, we learn a traffic controller that attempts to minimize the expected waiting times of each lane, while ensuring some notion of fairness over each 1 The objective function is convex when minimizing costs and concave when maximizing utilities. As customary in the optimization literature, we may refer to both problems as convex optimization problems.
2 http://sumo.dlr.de/index.html lane is enforced. In our experiments, we used the generalized Gini index and adapted the DQN algorithm [Mnih et al., 2015] to approximately optimize it. Although we illustrate the approach on the traffic light domain, the method could be applied to diverse other sequential-decision-making problems. Fig. 1 (bottom) shows some initial results (averaged over 20 runs) where we compare our proposed approach (GGI-DQN in orange) with the standard approach (DQN in blue) that minimizes the expected waiting times over all lanes. As expected DQN obtains a lower average waiting times over all lanes (as it optimizes this criterion) than GGI-DQN: 420.72 vs 427.05 (in timesteps in the simulator). However, the average waiting times in each lane for the standard approach have an unequal distribution, while our approach provides a much fairer distribution of waiting times.
Conclusion
In this paper, we argued for the use of fair welfare functions in machine learning tasks and demonstrated it more specifically in reinforcement learning. We believe that the topic of fair optimization is novel in machine learning and is of great significance, as it naturally provides solutions that take into account the welfare of all the involved parties. As future work, we plan to develop more efficient algorithms in the deep RL setting for optimizing different fair welfare functions, and possibly extend the approach to other machine learning tasks.
