Summary
Introduction
The dynamics of many important ecological and evolutionary processes are often influenced by multiple interacting factors (Quinn & Dunham 1983) , and attempting to understand the dynamics of such systems presents difficult technical and philosophical problems. Evolutionary ecologists have recently turned to path analysis, multiple regression and related techniques to analyse systems of multiple causality. While these techniques are often seen as competitors, they are, in fact, related, and as a result the problems of these techniques are similar.
The use of path analysis as a means of analysing systems involving multiple causality has become increasingly prevalent in evolutionary ecology. Path analysis was developed in the 1920s by Wright (1920 Wright ( , 1934 to analyse systems of multiple causality, but in spite of its appeal, it was not widely used until recently (see Power 1972 and for early examples of the use of path analysis in ecology). With 0 1996 British the advent of fast and powerful desk-top computers, Ecological Society path analysis and related methods are rapidly becoming favoured techniques for the inference of multiple causal interrelationships among variables in ecology and evolutionary biology (Mitchell-Olds & Shaw 1987; Lynch 1988; Lynch &Arnold 1988; Crespi & Bookstein 1989; Crespi 1990; Farris & Lechowicz 1990; Johnson, Huggins & DeNoyelles 1991; Kingsolver & Schemske 1991; ). There are, however, a number of important limitations and pitfalls of path analysis and related methods that seem largely unappreciated (but see Mitchell-Olds & Shaw 1987 and James & McCulloch 1990 ). We point out some of these dangers and suggest that path analysis cannot adequately answer many of the questions that evolutionary ecologists wish to ask. Our review begins by placing path analysis in the context of multiple regression techniques and least-squares estimation. We do not discuss the more commonly cited difficulties, such as the requirements of linearity and homogeneity of variances or the use of predictor variables that are measured with errors. These issues are well known and extensively discussed in the statistical literature (Myers 1990 422 P. S. Petraitis et al.
provides one of the clearest introductions to these problems). We are more concerned with explaining several unappreciated pitfalls that arise in the study of complex systems in which the causal mechanisms are poorly known and in which the suspected causes may be highly intercorrelated. Such conceptual shortcomings often blur the distinction between hypothesis testing and exploratory analysis in the minds of many ecologists, and so we discuss how path analysis cannot overcome a lack of understanding about specific mechanisms or replace explicit experimental tests of alternative hypotheses about these mechanisms.
Intercorrelated factors also present analytical problems, which come under the rubric of collinearity. Collinearity is not an unknown problem to ecologists (see Mitchell-Olds & Shaw 1987 and James & McCulloch 1990 for recent critiques in evolutionary ecology), yet diagnostics for detecting collinearity are not widely used in evolutionary ecology. Thus the third section discusses the problems and detection of collinearity.
Finally, we review some of the better-known studies in which path analyses have been used and demonstrate that collinearity compromises the biological interpretations in many cases. In reviewing the literature, we were surprised by misuse of categorical data, presence of pseudoreplication and problems with inadequate sample size, and so, in passing, we also comment on these problems.
Links between multiple regression and path analysis
Multiple regression models are used to fit the best functional relationship between a single criterion variable (Y) and two or more predictor variables (X,, X2, ...). The 'functional relationship' between predictors and criterion is assumed to be linear (Y= PIXl + P2X2 + ...). Furthermore it is assumed that the ~s , the errors associated with observing the Xis, are distributed normally and are not correlated. If these assumptions are met, then ordinary least-squares methods will then give the 'best' estimates of the linear relationships (i.e. the estimators will be unbiased and have minimum variance, Mood & Graybill 1963 , Myers 1990 . If the predictor and criterion variables are centred by subtracting their means and scaled by dividing through with their standard deviations, then the best estimates of linear relationships are standardized partial regression coefficients. For three predictor variables, XI, X2, and X3, and a criterion variable Y, the functional relationship between the standardized variables is then 10, 421431 (beta weights). The least-squares estimate of the beta weights can be found by solving the set of normal equations, which describes the relationship between all pairwise correlations and the standardized regression coefficients. For our three standardized predictor variables, xl, x2, and x,, and one standardized criterion variable y, the normal equations are: eqn 2
The correlation structure can profoundly affect the estimates of the beta weights because the estimates are adjusted for the correlations among the predictor variables, even though these correlations do not appear in the regression equation (i.e. equation 1). This can be easily seen by plotting the size of the beta weights of two predictors against the strength of the correlation between the predictors (Fig. 1) . Suppose we start with the situation where x, and x2 are uncorrelated and r,, = -r2, and thus the regression coefficients b, and b2 equal r,, and -r2,, respectively. The coefficients, however, change as the correlation between x, and x2 changes (Fig. 1) .
The dependence of regression and path coefficients on the correlation structure is often glossed over. Yet this dependence means that inferences about the strengths of path coefficients are conditional upon the correlational structure among the predictor variables. If the correlational structure of the sample does not match the correlational structure of the population then regression and path coefficients will not estimate relative strengths accurately. This can occur if sampling is not random or if analysis is based on data from experiments with factorial designs, which break the correlational structure among the predictor Fig. 1 . The effect of correlational structure on the magnitude of beta weights. In this example, it is assumed that the beta weights are equal in magnitude but opposite in sign. When x, and x2 are uncorrelated, then b, = r,, and b2 = r2,. The correlation r,, is set equal to 0.3 when rI2 = 0.
variables (e.g. Campbell & Halama 1993; EnglishLimitations of Loeb, Karban & Hougen-Eitzman 1993; Wootton path analysis 1994 Sokal & Rohlf (1981) , which we used because data are readily available. Fig. 2 Sokal & Rohlf 1981) . The difference between two treatments, such as the presence and absence o f a predator, is [(n-l) Fig. 2(a) Fig. 2(a) and Fig. 2(b) .
done in the context o f an analysis o f variance, the number o f observations equals the number o f treatments (see
It has been often suggested that path coefficients can be calculated by carrying out repeated multiple regression analyses on appropriate subsets o f variables (e.g. Dillon & Goldstein 1984; Fanis & Lechowicz 1990; . This is often true, but the example in Fig. 2 
(b) cannot be analysed in this
manner. In this example, the correlation between xl P. S. Petraitis and x3 is assumed to be zero based on the structure of et al.
the path diagram, and this correlation must be set equal to zero in the normal equations. Carrying out multiple regressions for subsets of variables using the raw data is not appropriate, and Fig 
Hypothesis testing vs exploratory analysis
Several recent studies have presented reviews demonstrating and advocating the use of path analysis to study systems of multiple causality in ecology and evolution Kingsolver & Schemske 1991; . Overall, these reviews present fairly thorough treatments of the major assumptions of the technique as well as the potential strengths of the approach compared with multiple regression. But our review of studies actually employing path analysis reveals substantial confusion about the rationale for using this approach and the limitations on the inferences about causality that may be drawn. We suggest that the main confusion associated with path analysis is that inferences about 'causal' pathways are misleading. Demonstration of causation must be made external to the statistical process of path analysis. In other words, finding a significant fit of a path model to a data set does not demonstrate that relationships among variables are causal . Rather, the path model becomes an hypothesis subject to experimental verification. Kingsolver & Schemske (1991) and emphasize two main applications of path analysis: exploratory data analysis and formal hypothesis testing (statistical adequacy of a proposed causal model). We view these two uses as alternatives and suggest that inappropriate application of path analysis has arisen frequently from a lack of distinction between them.
The feature that distinguishes formal hypothesis testing is the presentation of a formal path model that is not derived from a data set that is itself the object of the path analysis. In other words, a model of causal and correlational pathways is presented a priori. It is separate from the data that will be used to estimate strengths of paths in the model. The model must be tested by collecting new data.
This approach, however, poses a dilemma because one must choose between observed correlations based on new data and inferences about causal links that
were made before the data were collected. For examEcological Society, ple, suppose that we assumed a model as in Fig. 2 
(b)
Funcfional ~~~l~~~, where r13 is assumed to be zero, but new data showed 10, 421431 that r,,, even though small, was significantly different from zero. There are three alternatives. First, accept the data as providing a good test of the model and reject the model. We believe this is the correct procedure. Second, use the widely accepted 'arm-waving' approach, ignore the new data and hold on to the model in spite of its falsification. Third, add or delete paths until a better fit is found. At this point, we slip into an a posteriori approach to path analysis that has the same difficulties as stepwise regression (see comments by James & McCulloch 1990) . In contrast to testing an a priori path model, a path diagram can be created aposteriori by adding or dropping variables until a fit that maximizes the proportion of variation explained is found. This is an exercise in formalizing, in a quantitative sense, hypotheses about the pattern of interactions among a set of correlated variables. Good hypotheses may spring from imagination, a posteriori path analyses, or various other Muses. Use of path analysis in this context, like our use of the Muses, must be carefully distinguished from hypothesis testing. Hallmarks of the a posteriori approach include lack of presentation and justification of an explicit path model before analysis (e.g. . More subtly, studies that present only vague descriptions and justifications of a path model as well as those that present path diagrams based solely on previously collected correlative data (e.g. have more in common with exploratory path analysis than with hypothesis testing.
Under the a posteriori approach, the dependence of path coefficients on the correlational structure becomes a crucial issue. Recall that Fig. 1 shows how the magnitude of the coefficient changes with the correlation among the predictor variables. Thus our choice of causal links will determine the magnitude of the path coefficients. A firmly grounded causal model prior to the collection of the data is a must if we are to have any confidence in the results of a path analysis. Yet post hoe models seem to be the norm in ecology (several recent examples are Johnson et al. 1991; Walker et al. 1994; . Such studies, which mix a posteriori exploratory analysis and hypothesis testing, commit an error that has little to do with the specific assumptions of path analysis, but instead reveal a misunderstanding about the role of statistics in inferring causal relationships.
Collinearity: the Medusa of regression analysis?
While a variety of methodological problems plague both multiple regression and path analysis, collinearity is especially troublesome for evolutionary ecologists who wish to place some confidence in the values assigned to path coefficients. Collinearity occurs when there are large correlations among some of the predictor variables. However, examination of all pairwise correlations will not ensure that collinearity is 425 Limitations of path analysis detected, and successful detection requires the use of a variety of diagnostics (Myers 1990) , which are related to the effects of collinearity on the coefficients.
Correlated predictors have two distinct effects on the partial regression coefficients (and per force path coefficients). First, collinearity among predictor variables increases the standard errors of estimated partial regression coefficients, resulting in a lack of stability of path coefficients between samples (Asher 1983; Fig.3) . Large standard errors of path coefficients mean that estimated strengths of effects between variables may vary substantially between samples. This means less precision. One result is that, as collinearity increases, the ability to detect a significant effect (statistically non-zero path coefficient) is reduced (compare 95% confidence intervals around regression coefficients with r12 = 0.96 vs 0.47 in Fig. 3 ). This is an especially important result when individual t-tests are used to test the significance of individual path coefficients. In other words, inability to reject the hypothesis that a path coefficient is nonzero may result from very low power (large standard error), rather than the unimportance of an effect. Therefore, even though increased confidence intervals around partial regression estimates increase with The inflation of the standard error can be used to screen for collinearity. If the predictor variables are not correlated, then the variance of each regression coefficient will equal the error variance (i.e. Var(b,) = 02, Myers 1990). Correlations among predictors inflate the variances of the coefficients, and variance inflation factors (VIFs), which equal var(b1)lo2, are used as indexes of the loss in precision. The VIF of the it, predictor is calculated by regressing the ith predictor against the remaining predictors. VIF equals ll(1-R;) where R: is the coefficient of multiple determination of this regression.
There are no hard and fast rules for how large VIFs can be before collinearity becomes a problem. Myers (1990) suggests all VIFs should be less than 10, but Freund & Littell (1986) suggest all R: S should be smaller than the R2 of the complete model. For our artificial example in Fig. 2(a) , the VIFs are 1.25 forb,, 14.28 for b2 and 13.70 for 6,. Thus the variances of b, and b2 are roughly 11 times the expected error variance. As expected, the standard errors for b1 and b2 are large (0.380 and 0.374, respectively), and there is a loss in precision.
The second effect of collinearity is an increase in the absolute magnitude of the partial regression coefficients (Myers 1990 ). This means less accuracy. A bias in the beta weight is often the most noticeable. For example, a multiple regression, as in Fig. 2A , in which one or more of the beta weights are greater than one in absolute value may be due to collinearity. Large values for beta weights, however, do not necessarily imply collinearity. The estimation bias depends on the magnitude of the eigenvalues of the predictor variable correlation matrix such that the relationship between the expected estimates and the parametric values is:
where bi = the estimated regression coefficients, pi = their parametric values, o2 = the model error variance and ki = the eigenvalues (Myers 1990 ).
The bias can be considerable. For example, two of the predictors used in the multiple regression in Fig. 2(a) are highly correlated and two of the three beta weights are greater than one in absolute value. The eigenvalues of the predictor correlation matrix are 1.9878, 0.9761 and 0.0361. Thus Xi b2 overestimates C, by 29.2302! Normally Ci b2 overestimates Xi Pi2 by 302 if all three predictors are not correlated because eigenvalues for matrices of uncorrelated predictors equal one. This bias can be used to detect collinearity by calculating a condition index, which is hl/Ai, for each predictor variable. Myers (1990) suggests collinearity will be a problem if the index is over 1000. Note that SAS and SYSTAT use the square root of this ratio, which is also called the condition index, and suggest using 30 as the cut-off point. Based on Mason & Perreault's (1991) simulations, we suspect that the cut-off is set far too high for ecological analyses. They P. S. Petraitis found serious problems with collinearity with condiet al.
tion indexes as low as 3.4 when the sample size was less that 100 and R2 was less than 0.75, which are typical values for ecological studies. In Fig. 2(a) , for example, the largest condition index is only 7.42 (square root of 1.9878/0.0361), which is well below 30, but the beta weights appear to be unusually large. The problems with collinearity, in particular unusually large beta weights, are often resolved by dropping one or more of the predictors. This seems to make sense to many researchers (see comments of MitchellOlds & Shaw 1987) . Clearly if two variables are highly correlated, then either should serve equally well to predict change in the criterion variable. In Fig. 2(c) for example, we dropped x3 because of its strong correlation with x, but weak correlation with x,. Dropping the third variable has a small effect on the amount of the variation that is explained: the coefficient of multiple determination, R2, equals 0.6125 if all three predictor variables are considered and drops to 0.5 161 if only x, and x, are included. There is, however, quite a change in the beta weights, and b, goes from +1.7111 to +0.5835, which underscores the difficulties of inferring the relative strengths of several predictors when they are highly intercorrelated.
Dropping predictor variables is not only intellectually dishonest (Philippi 1993) , it also contaminates the remaining predictors (Box 1966). Suppose we believe that the true causal relationship involves all three predictors, but we drop x3 to limit the effects of collinearity. In spite of this, the estimates of the regression coefficients b, and b, remain contaminated by the eliminated predictor. For example, suppose the true model and expected value of y[E(y)] were eqn 5 but with x, and x3 highly correlated as is the case in Fig. 2(c) . If we drop x,, our expected values for b, and b, become:
Note that in equation 6 the quantities by which P3 are multiplied are partial correlations and are the standardized partial regression coefficients for x, and x, if we regressed x3 on x, and x,.
Review of path analyses in ecology
It is our impression that path analysis has been widely misused by ecologists. We reviewed over 64 path analyses in 26 papers (Tables 1 and 2 (Joreskog & Sorbom 1988) , is a statistical package that can implement a maximum-likelihood procedure to estimate the strengths of direct and indirect effects (what we have been calling beta weights or path coefficients up to now). The procedure is quite versatile, and the model can include predictor and criterion variables that are unmeasured. The equivalent procedure in SAS is called PROC CALIS (SAS Institute Inc. 1990).
We were surprised by the low sample size in nearly all cases. Sample size needs to be large to ensure stable parameter estimates. With a small sample size, successive observations are likely to change parameter estimates merely as a result of random sampling from the underlying 'true' population variancecovariance structure. As a general rule of thumb, sample size should be at least five to 20 times larger than the number of estimated paths to ensure reliable results (SAS Institute Inc. 1990). We found the ratio of sample size to number of paths ranged from below 2 to about 90 (see Tables 1 and 2 ). The ratio appeared to be < 5 for the majority of analyses. In many cases, the sample size was not explicitly stated, and in the paper by Jordan (1993), we could not find any mention of sample size. We also disregarded pseudoreplication in our tally of sample sizes and used samples sizes as stated by the authors. Although we were not looking for it, we found two clear cases of what Hurlbert (1984) calls temporal pseudoreplication. Johnson et al. (1991) stated they had 64 observations, but in fact used eight mesocosms and sampled each one eight times. Wootton (1994, his Table 2) gives his sample size as 20, but his experiment involved 10 cages, each of which was sampled in 2 different years. Categorical variables or results from experiments with fixed treatment levels were used in nine papers, and none of the authors seems to have understood how these types of variables fail to account for the range of natural variation. For example, consider a two-state categorical variable. The scoring is arbitrary because the variance is standardized to unity. Thus experimental manipulation of the absence and presence of a predator is usually scored as 0 and 1 (e.g. Wootton used to control treatment levels, we have no way of knowing if the range of treatments spans 1, 2 or 10 standard deviations of the normal variation seen in the field. We suspect that use of categorical variables and fixed treatment levels generally inflate estimates of path coefficients because the ranges of categories and treatments (e.g. the control of the presence or absence of a predator through the use of cages) are much larger than the implied range of one standard deviation (see Petraitis 1996) . We were able to evaluate 24 path analyses in 12 papers for collinearity (Table 2) . Tests for collinearity required us to re-run the path analyses, and to do this we needed a clear path diagram and the correlations among the variables. We found over 40 additional path analyses, but these lacked either a clear path diagram or the required correlations (Table l) . Using the correlation matrix for each path diagram, we calculated condition indexes, variance inflation factors and path coefficients. We used regression procedures in SAS and SYSTAT to analyse the data. This involved calculating 226 paths spread over 9 1 regressions.
We found incorrect path coefficients in 13 of the 24 path analyses ( Table 2 ). This does not include discrepancies in estimates, which were often greater 428 P. S. Petraitis et al. than 20% and caused by the effects of collinearity on accumulated rounding errors. In seven cases (one in Power 1972 , one in Johnson 1975 and five in Walker et al. 1994 , the authors used an overall multiple regression even though the path diagram showed no links between two or more of the independent variables. Usually the path diagram was missing correlational paths among variables, but the path coefficients suggested these correlations were included in the path analysis. We were able to duplicate Power's (1972) and estimates by including the correlations missing from the path diagrams. We were unable to duplicate the estimates in Walker et al. (1994) or in three other analyses (one from two from Wootton 1994) . We assume typographical errors, either in the correlation table or in the path diagram, are the most likely cause in these cases. Finally, we could not identify the source of the discrepancies in the three remaining cases, which are from . One of their analyses has serious collinearity, and rounding errors may have prevented us from recovering the published estimates in our re-analysis. However, the three path analyses contain six subanalyses that are shownas simple regressions, and thus the path coefficients should be the simple correlations. Five of the six path coefficients do not match the reported correlations.
Collinearity appears to be a moderate to serious problem in 15 of 23 analyses and affects 22% of the path coefficients ( Table 2 , the number of VIFs is greater than model R~) .
When collinearity was present, we found our estimates of path coefficients would have the same rank order as the published values but were often 20% greater than and sometimes double the published values. The condition indexes and VIFs were well above the recommended cut-off points in two papers . Ironically, these authors checked for collinearity. found it, but then dropped variables. failed to detect it. This suggests collinearity is a moderately common problem. Since it undermines the precision and accuracy of estimates of path coefficients, we believe most published path analyses in ecology should be viewed with extreme caution.
Finally we would like to note the three good examples of path analysis we found and suggest they serve as guides to those who wish to do path analysis. Roach (1986) and 
Discussion
Evolutionary ecologists hope to estimate the relative strengths of competing causes of biological phenomena. Path analysis and multiple regression are useful tools for analysing multiple causality, but they cannot overcome the limitations imposed by highly correlated observations, inappropriate data and poorly conceptualized models. Collinearity causes beta weights to be less accurate, less precise and more sensitive to small errors in measurement and rounding. Use of categorical variables, non-random sampling, and use of data from manipulative experiments prevents the vatance-covasiance structure of the sample from matching the variance-covariance structure of the population. Path and regression estimates from such samples may be accurate and precise, but cannot be generalized to the population as a whole. Using path analysis does not improve the situation because multiple regression is simply a particular type of path analysis. Our review suggests there is cause for concern.
Some (Kingsolver & Schemske 1991; have suggested that path models, and in particular models with unmeasured variables, could be better analysed using approaches such as LISREL. We doubt that this procedure will be of much help to evolutionary ecology. Implementation of LISREL requires us to specify eight matrices in total (Dillon & Goldstein 1984) . These matrices identify the links between all the variables (i.e. the paths) and the variance-covasiance structures of the measured variables and of their errors of measurement. Paths (i.e. non-zero entries in the matrices) can be fixed, constrained to equal a combination of other parameters, or left unconstrained. If all paths are left unconstrained, LISREL assumes certain constraints on some paths and then estimates the remaining ones. LISREL solves for the set of 'path coefficients' that best reproduces the observed variance-covariance matrix of the measured variables.
Testing the fit of the observed variance-covariance matrix to the predicted variance-covariance matrix is carried out by a X2 likelihood ratio (Dillon & Goldstein 1984) . The test assumes a large sample of independent observations, no missing or categorical data, and multinomality of all variables. The models must be linear and additive. All of the cases that we examined that used LISREL or a likelihood ratio test failed to meet one or more of these assumptions.
It seems clear that, in most cases, the requisite underlying theory is not available to specify the mechanisms that link variables a priori nor do the data meet the assumptions of the model and its test. The problem of model definition is serious: failure to defie a sufficiently restrictive model can lead to several sets of 'path coefficients' giving the same test value. One could 'adjust' the model by adding paths suggested by the observed correlation structure or by deleting less 'interesting' paths (e.g. a sequence of paths that connects two variables that are weakly correlated) until an unique solution can be Limitations of found. Once this is done, data, not theory, drive the path analysis model, and the analysis becomes nothing more than 'a limitless exercise in data snooping contributing little, if anything, to scientific progress' (Dillon & Goldstein 1984) . Given the potential for problems, we believe that LISREL does not offer a widely applicable solution for addressing multiple causality in evolutionary ecology, even though LISREL may be able to overcome some of the problems of collinearity. Several biased estimation techniques have been proposed as a way to combat collinearity (Myers 1990 ). These are controversial methods. Ridge regression, for example, biases the regression coefficients in order to improve the model's ability to predict the criterion variable. The estimates of the individual regression coefficients may be very biased even though when taken together they provide a very good prediction of the criterion variable. Other methods, such as the ridge trace method and the df trace method, stabilize the individual coefficients with minimal bias but at the expense of prediction. It seems to us the latter set of methods is more appropriate for ecological data because ecologists are usually interested in the relative strengths of coefficients.
Ultimately, our understanding of relative strengths of ecological processes depends on clearly defined models of causality. Path analysis and LISREL will correctly estimate the relative strengths of competing factors only for the model under consideration. Dropping highly correlated predictors or deleting paths contaminates the remaining estimates, and thus throws in to question the meaning of 'relative strengths'. While path analysis and LISREL do offer structured approaches to finding patterns that may serve as the basis for hypotheses, these methods cannot by themselves confirm or disprove the existence of causal links. INPUT (Y X1 X2 X3 N) (8.4);
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