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ABSTRACT
Mapping the intergalactic medium (IGM) in Lyman-α emission would yield unprece-
dented tomographic information on the large-scale distribution of baryons and po-
tentially provide new constraints on the UV background and various feedback pro-
cesses relevant for galaxy formation. Here, we examine the Lyman-α emission of the
moderate-density IGM due to collisional excitations and recombinations in the pres-
ence of a UV background in the Sherwood simulation suite. We focus on large-scale-
structure filaments in which Lyman-α radiative transfer effects are expected to be
moderate. At low density the emission is primarily due to fluorescent re-emission of
the ionising UV background due to recombinations, while collisional excitations dom-
inate at higher densities. We discuss prospects of current and future observational
facilities to detect this emission and focus on VLT/MUSE for a more detailed sensi-
tivity analysis. We construct mock MUSE observations resembling the MUSE Hubble
Deep Field South from our simulations and show that our predictions are consistent
with recent analyses of diffuse Lyman-α emission using MUSE at redshifts 3 < z < 6.
We find that it should be most feasible to detect the Lyman-α emission from filaments
in the IGM in overdense regions, somewhat surprisingly towards the high-redshift end
(z & 4.5) accessible by MUSE, and if narrowband widths close to the MUSE spectral
resolution limit are used. This is due to the higher densities and lower temperatures
in the IGM at higher redshift. High-redshift protoclusters therefore appear to be the
ideal environment to observe filamentary structures in the IGM in Lyman-α emission.
Key words: intergalactic medium – large-scale structure of Universe – diffuse radi-
ation – cosmology: theory – methods: numerical
1 INTRODUCTION
As the reservoir of the majority of baryons in the Uni-
verse, the intergalactic medium (IGM) presents an invalu-
able means to understand the evolution of cosmic structure
(Meiksin 2009). The intergalactic medium has been detected
in absorption at a wide range of overdensities out to redshift
z ∼ 6 by means of the Lyman-α (Lyα) absorption lines in the
spectra of background quasars. Successively larger numbers
of quasars have been targeted for this purpose, resulting
in a large data set of Lyα absorption measurements from
the IGM. Before reionisation is completed, understanding
? E-mail: jnw30@cam.ac.uk
the physical state of the IGM is complicated by the rather
uncertain details of the emergence of the first stars, black
holes and galaxies during the epoch of reionisation, but the
post-reionisation (z . 5.5) IGM should be well-described by
cosmological hydrodynamical simulations (Cen et al. 1994;
Hernquist et al. 1996; Weinberg et al. 1998; On˜orbe et al.
2017, 2018; Lukic´ et al. 2015; Bolton et al. 2017). In these
simulations, the observed properties of the IGM are repro-
duced by a fluctuating gas density distribution tracing the
cosmic structure formation process. The gas is thereby in
ionisation equilibrium with a uniform UV background cre-
ated by galaxies and active galactic nuclei (AGN). This has
led to constraints on the ionisation and thermal state of the
IGM out to z ∼ 6 (Rauch et al. 1997; Dave´ et al. 1999; Schaye
et al. 2000; Meiksin & White 2003; Faucher-Gigue`re et al.
© 2019 The Authors
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2008; Becker et al. 2011; Bolton et al. 2012; Becker & Bolton
2013; Garzilli et al. 2017; Walther et al. 2018) derived from
Lyα absorption observations.
In contrast, Lyα emission from the IGM has received
relatively little attention, despite a history of just over half
a century of theoretically predicted prospects (Partridge &
Peebles 1967; Hogan & Weymann 1987; Gould & Weinberg
1996; Furlanetto et al. 2003; Cantalupo et al. 2005; Silva
et al. 2013, 2016). Observing intergalactic Lyα emission in-
stead of absorption has distinct advantages. Unlike absorp-
tion, the Lyα emission is directly sensitive to the recombi-
nation and collisional physics of the neutral as well as the
ionised hydrogen content of the IGM and the circumgalac-
tic medium (CGM) that feeds the formation and evolution
of galaxies. Second, observations of the Lyα emission allow
one to homogeneously probe three-dimensional volumes. Al-
though three-dimensional Lyα-forest studies have now be-
come possible due to the high number density of observed
bright quasars (see e.g. Cisewski et al. 2014), the number of
such quasars drops rapidly towards high redshifts (Kulkarni
et al. 2018). Third, observations of Lyα emission can po-
tentially provide independent constraints on the IGM tem-
perature and photoionisation rate, particularly at densities
higher than those probed by the Lyα forest (∆ & 10).
Using narrowband imaging as well as integral field unit
imaging, emission in Lyα from the CGM/IGM has now been
observed as“giant Lyα nebulae” in the proximity (∼ 100 kpc)
of radio-loud as well as radio-quiet quasars (Djorgovski et al.
1985; Hu et al. 1991; Heckman et al. 1991; McCarthy et al.
1990; Venemans et al. 2007; Villar-Mart´ın et al. 2007; Can-
talupo et al. 2008; Humphrey et al. 2008; Rauch et al. 2008;
Sa´nchez & Humphrey 2009; Rauch et al. 2011, 2013; Can-
talupo et al. 2014; Martin et al. 2014; Roche et al. 2014;
Hennawi et al. 2015; Arrigoni Battaia et al. 2016; Borisova
et al. 2016; Fumagalli et al. 2016; Cantalupo 2017). The
circumgalactic hydrogen is strongly affected by ionising ra-
diation from these quasars. Observations suggest that the
Lyα emission is mostly recombination radiation, and that
dense (n > 1 cm−3), ionised, and relatively cold (T ∼ 104 K)
pockets of gas should surround massive galaxies (Cantalupo
2017).
Lyα emission can also result from fluorescent re-
emission of the ionising UV background radiation. In the
last two decades, significant progress has been made with
detecting extended Lyα emission around galaxies (Francis
et al. 1996; Fynbo et al. 1999; Keel et al. 1999; Steidel et al.
2000; Hayashino et al. 2004; Rauch et al. 2008; Steidel et al.
2011; Matsuda et al. 2012; Prescott et al. 2013; Momose
et al. 2014; Geach et al. 2016; Wisotzki et al. 2016; Cai et al.
2017; Leclercq et al. 2017; Oteo et al. 2018; Wisotzki et al.
2018; Arrigoni Battaia et al. 2019). Using deep (∼ 30 hour ex-
posure time) MUSE observations of the Hubble Deep Field
South (HDFS) and Hubble Ultra-Deep Field (HUDF) re-
ported in Bacon et al. (2015, 2017), the sensitivity of median-
stacked radial profiles of Lyα emission currently reaches a
surface brightness (SB) of SB ∼ 4 ·10−21 erg s−1 cm−2 arcsec−2,
which is consistent with the expected Lyα surface brightness
from the fluorescence of the UV background (Wisotzki et al.
2018). This faint signal from Lyα halos can be traced out
to projected (physical) galactic radii of ∼ 60 kpc (Wisotzki
et al. 2018). The Lyα emission coming from the intergalactic
gas between galaxies is just beginning to be probed and will
be the focus of this work.
So far, it has proven very difficult to map the spatial dis-
tribution of the IGM beyond the CGM and study its global
properties by directly observing the IGM in emission, rather
than absorption. In fact, this has so far only been achieved
in special cases, e.g., in the vicinity of quasars (e.g. Can-
talupo et al. 2014; Martin et al. 2014; Hennawi et al. 2015;
Borisova et al. 2016), or by applying dedicated image pro-
cessing techniques1 (Gallego et al. 2018), by observing the
thermal Sunyaev-Zel’dovich effect (e.g. De Graaff et al. 2017;
Tanimura et al. 2019), or by detection of warm-hot gas in
X-ray emission (e.g. Kull & Bo¨hringer 1999; Eckert et al.
2015).
Building on the work of previous studies (such as those
by Furlanetto et al. 2003; Cantalupo et al. 2005; Silva et al.
2013, 2016), this work investigates the possibility of such
observations, exploring a simulation run from the Sherwood
simulation suite (Bolton et al. 2017) to predict the properties
of Lyα emission from the cosmic web. The simulations in the
Sherwood suite are aimed to accurately model the IGM, and
employ a modified version of the uniform metagalactic UV
background model by Haardt & Madau (2012) calibrated
to match observations of the Lyα forest. We also discuss
prospects of the current and future observational facilities
to detect this emission and focus on VLT/MUSE for a more
detailed sensitivity analysis.
We describe the simulations used in this work in Sec-
tion 2, together with our model for Lyα production in the
IGM. Section 3 presents our results and a discussion of the
detection prospects. We summarise our conclusions in Sec-
tion 4. Throughout this work, we adopt the cosmological
parameters Ωm = 0.308, ΩΛ = 0.692, Ωb = 0.0482, and h =
0.678 (so H0 = 67.8 km s−1 Mpc−1), taken from the best fitting
ΛCDM model for the combined Planck+WP+highL+BAO
measurements (Planck XVI collaboration, Ade et al. 2014).
The helium fraction is assumed to be fHe = 0.24.
2 METHODOLOGY
Lyα emission from the moderately dense IGM is produced
via recombinations and collisional excitations. Recombina-
tion is the process where a free electron is captured by an
ion, in this case H ii. Lyα is emitted provided the recom-
bination leaves hydrogen in an excited state, and (the last
step of) the resulting (series of) energy transition(s) is from
energy level n = 2 to n = 1. Collisional excitation is the effect
in which neutral hydrogen (H i) is excited through a collision
with an electron, which can subsequently lead to the emis-
sion of Lyα in the same way as with recombinations. We use
hydrodynamical simulations calibrated to UV background
constraints from the Lyα forest to model these processes.
1 Here, the circumgalactic medium only showed a preferential di-
rection of extension towards neighbouring galaxies – no significant
signal of filamentary structure in the IGM was found.
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Figure 1. The normalised emissivity (note the units are
erg s−1 cm3) of the Lyα line in a cloud of primordial gas at z = 5.76,
due to both recombination and collisional excitation processes,
as a function of temperature. There are three values of hydrogen
densities: 10−6 cm−3, 10−4 cm−3, and 10−2 cm−3 (at this redshift, this
corresponds to overdensities ρ/ρ¯ of 0.0168, 1.68, and 168, respec-
tively). The dashed and dotted lines show the contribution from
just recombination and collisional excitation, respectively.
2.1 Lyα emission processes
2.1.1 Recombination
The underlying equation governing Lyα emission due to re-
combination in a gas containing hydrogen is given by (see
e.g. Dijkstra 2014; Silva et al. 2016)
rec(T) = frec, A/B(T) ne nHII αA/B(T) ELyα, (1)
where rec is the Lyα luminosity density (in units of
erg s−1 cm−3) as a function of the temperature T of the gas.
Here, frec, A/B is the fraction of case-A or case-B recombina-
tions that ultimately result in the emission of a Lyα photon,
and the free electron and H ii number densities are denoted
by ne and nHII, respectively. Case-A and case-B refer to the
way in which recombination occurs: case-A is where all pos-
sible recombinations of H ii and a free electron are considered
– this includes any recombination event that take the result-
ing neutral hydrogen directly to the ground state (n = 1).
In case-B, only recombinations resulting in hydrogen in an
excited state are considered. The recombination coefficient,
given in unit volume per unit time (cm3 s−1) for case-A or -B
recombination, is denoted by αA/B, and ELyα is the energy
of a Lyα photon.
Since direct recombinations into the ground state do
not result in Lyα emission, an appropriately lower fraction
that results in Lyα emission, frec, A < frec, B, has to be
used if αA rather than αB is adopted as the recombination
coefficient. The luminosity densities obtained for case-A and
-B are then equivalent, except for minor differences due dif-
ferent fitting functions for the coefficients. We will choose
to fix our calculations to use case-B coefficients. We model
frec, B using the relations given by Cantalupo et al. (2008)
and Dijkstra (2014), whose fitting formulae are presented in
appendix A; e.g., at T = 10 000 K, this fraction is ∼ 0.68.
We elected to use case-B because the model for frec, A(T)
from Dijkstra (2014) is only valid up to ∼ 106.5 K. For the
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Figure 2. The surface brightness in Lyα due to recombination
and collisional excitation processes as a function of temperature,
for a gas in a narrowband with ∆λobs = 8.75 A˚ at z = 5.76 (∼
2.2h−1 cMpc – see text for details) at the same hydrogen densities
as Figure 1 (10−6 cm−3, 10−4 cm−3, and 10−2 cm−3, corresponding
to 0.0168, 1.68, and 168 times the mean cosmological hydrogen
density at that redshift).
recombination coefficient, αB(T), we adopt the fitting func-
tion given in Draine (2011). The precise expressions can also
be found in appendix A.
2.1.2 Collisional excitation
For collisional excitation, the Lyα luminosity density has
a similar form (Scholz et al. 1990; Scholz & Walters 1991;
Dijkstra 2014; Silva et al. 2016), given by
exc(T) = γ1s2p(T) ne nHI ELyα, (2)
where nHI denotes the number density of neutral hydrogen.
We use the fitting functions for the collisional excitation co-
efficient γ1s2p given by Scholz et al. (1990); Scholz & Walters
(1991). These fitting functions are valid in the temperature
range 2 · 103 K ≤ T ≤ 1 · 108 K (cf. appendix A).
2.2 Emissivity
Figure 1 shows the Lyα luminosity density as a function of
gas temperature for a gas of primordial composition with
three different total hydrogen densities, nH: at 10−6 cm−3,
10−4 cm−3, and 10−2 cm−3. In order to derive the correspond-
ing neutral hydrogen densities, we assume that hydrogen is
in ionisation equilibrium with the Haardt & Madau (2012)
UV background at z = 5.76. Figure 1 also shows the recom-
bination and collisional excitation components of the total
Lyα emission. We find that collisional excitation dominates
only at high temperatures (T > 104 K) for high gas densities.
Figure 2 shows the resultant surface brightness values
of the gas clouds considered in Figure 1, again assumed to
be at z = 5.76. This figure shows the total surface bright-
ness as well as the separate contributions from recombina-
tion and collisional excitation processes. This is done for a
uniform slab of gas with a thickness of ∼ 2.2 h−1 cMpc (co-
moving Mpc), coinciding at this redshift with an observed
MNRAS 000, 1–17 (2019)
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wavelength interval of ∆λobs = 8.75 A˚ (a typical narrow-
band width taken from Wisotzki et al. (2016), in accor-
dance with most narrowband widths used in section 3); this
choice will be discussed further in section 2.3.1. We find
that for gas overdensities of ρ/ρ¯ = 0.0168 to 168 at this red-
shift, the Lyα surface brightness levels range from 10−27 to
10−17 erg s−1 cm−2 arcsec−2.
2.3 The Sherwood simulation suite
In order to estimate the cosmological Lyα signal with the
theoretical framework above, we make use of the Sher-
wood simulation suite (Bolton et al. 2017), which contains
high-resolution cosmological hydrodynamical simulations of
the IGM, consisting of a range of a total of 20 models
spanning volumes from 103 h−3 cMpc3 up to 1603 h−3 cMpc3.
These simulations have been performed with the energy- and
entropy-conserving TreePM smoothed particle hydrodynam-
ics (SPH) code p-gadget-3, which is an updated version of
the publicly available gadget-2 code (Springel et al. 2001;
Springel 2005). In this work, we use the 40–1024 simulation
of the Sherwood suite. A periodic, cubic volume 40 h−1 cMpc
long has been simulated, employing a softening length of
lsoft = 1.56 h−1 ckpc, and 10243 dark matter and gas parti-
cles. Initial conditions were set up at redshift z = 99 and
the simulation was evolved down to z = 2. Originally, snap-
shots were saved at redshifts 10, 8, 7, 6, 5.4, 4.8, 4.2, 3.6,
3.2, 2.8, 2.4 and 2.0, although later reruns have added a
number of snapshots at various redshifts within the same
redshift range. In order to speed up the simulation, star for-
mation was simplified by using the implementation of Viel
et al. (2004) in p-gadget-3, which converts gas particles
with temperature less than 105 K and density of more than
a thousand times the mean baryon density to collisionless
stars. This approximation is appropriate for this work as we
are not considering the Lyα emission from the interstellar
medium of galaxies, where a complex set of Lyα radiative
transfer processes need to be accounted for. The ionisation
and thermal state of the gas in the simulation is derived by
solving for the ionisation fractions under the assumption of
an equilibrium with the metagalactic UV background mod-
elled according to Haardt & Madau (2012). A small modifi-
cation to this UV background is applied at z < 3.4 to result in
IGM temperatures that agree with measurements by Becker
et al. (2011). The chemistry solver assumes radiative cool-
ing via two-body processes such as collisional excitation of
H i, He i and He ii, collisional ionisation of H i, He i and He ii,
recombination, and Bremsstrahlung (Katz et al. 1996), and
inverse Compton cooling off the CMB (Ikeuchi & Ostriker
1986). Metal enrichment and its effect on cooling rates are ig-
nored. We identify dark matter halos in the output snapshots
using a friends-of-friends algorithm. As the simulation does
not contain a model for self-shielding, a post-processing pre-
scription from Rahmati et al. (2013) has been implemented
(see appendix B for details) in all our analyses.
2.3.1 Narrowband images
When calculating the surface brightness, we construct mock
pseudo-narrowband images of the simulations – an image
that replicates the result of the process of capturing a nar-
rowband image with a telescope – by taking a thin slice of
the simulation in a direction parallel to a face of the simu-
lation box, and converting the emissivity in the simulation
to arrive at a surface brightness map, as will be discussed
in more detail below. The slice thickness corresponds to an
observed wavelength width ∆λobs of the narrowband. Its red-
shift range is given by
∆z =
∆λobs
λLyα
, (3)
which corresponds to a comoving distance
∆d =
c
H0
∫ z+∆z
z
1√
Ωm (1 + z′)3 +ΩΛ
dz′. (4)
As a reference value for the observed narrowband width,
∆λobs, we will mostly use ∆λobs = 8.75 A˚, corresponding to 7
spectral pixels of the MUSE instrument, each of which covers
1.25 A˚ (∆λobs = 8.75 A˚ is the median value of narrowband
widths in the study by Wisotzki et al. (2016); section 3.3 will
discuss narrowband imaging in more detail). At a redshift
of z = 5.76, this results in a comoving line-of-sight distance
of ∼ 2.2 h−1 cMpc (the choice for this particular redshift will
also be elaborated on in section 3.3), corresponding to only
a small fraction of the total size of the simulation volume.
We will consider the effect of varying the narrowband width
on the detectability of Lyα in section 3.4.
Using the temperature, density, and ionisation fraction,
an emissivity for each individual simulation particle within
the narrowband slice can be computed. These emissivities
are then converted to luminosities which are projected onto
a two-dimensional plane using the SPH kernel of the simula-
tion particles, turning them into a luminosity per unit area,
which in turn is converted to a surface brightness.
2.3.2 Radiative transfer effects
In the predictions made in this work, Lyα propagation is al-
ways treated in the optically thin limit. For the constructed
mock pseudo-narrowband images, it is assumed that Lyα
photons are emitted in an isotropic manner, and reach the
observer without any scattering. The exact effects that scat-
tering would have are difficult to accurately predict (given
e.g. the effects of dust are poorly constrained), but it is
expected that for the filamentary IGM, the difference be-
tween our simulations and a model with a physically accu-
rate treatment of radiative transfer will mostly be influenced
by two competing effects. First, there might be a broadening
of the filamentary structure due to scattering in the nearby
IGM, causing the signal to become fainter. Second, however,
filaments may also be illuminated by Lyα radiation coming
from nearby dense structures (where additional radiation is
likely to be produced in galaxies) that is scattered in the fil-
ament, which would cause the filaments to appear brighter.
Simulations including radiative transfer indeed show a mix-
ture of these two effects, where the surface brightness of
filaments generally is not affected much, or is even boosted
(private communication, Weinberger, 2019). As the effects
of radiative transfer on this work are expected to be moder-
ate (a more detailed discussion on the optical depth of Lyα
is included in appendix C), they are assumed not to affect
our main findings in a major way.
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Figure 3. Redshift evolution of the (comoving) Lyα luminos-
ity density. Blue and red lines show the results for recombina-
tion and collisional excitation emission for gas at overdensities of
ρ/ρ¯ ≤ 100, while the black shows the total luminosity density for
all gas; all these follow from the simulation run with a box size of
40h−1 cMpc and resolution of 1024 (see section 2.3 for more details
on the Sherwood simulation suite). Observational measurements
at low redshift (z < 3), as presented in Chiang et al. (2018), have
been included as a reference. These consist of luminosity densities
of just galaxies, and the contribution of both galaxies and AGN
(shown as the grey and blue shaded areas, respectively) inferred
by Chiang et al. (2018) from the intrinsic luminosity density pre-
sented in Wold et al. (2017); furthermore, the measurement and
upper limit from Chiang et al. (2018) are shown in red, and the
upper limit from Croft et al. (2018) (converted to a luminosity
density by Chiang et al. 2018) is shown in black (see text for de-
tails). Data points are shown as circles, upper limits as downward
triangles. Also shown are two scaling relations, that are discussed
in the text.
3 RESULTS
3.1 Luminosity density
Figure 3 shows the redshift evolution of the comoving Lyα
luminosity density in our simulation down to z = 2. The total
luminosity of gas within the entire simulation is computed.
This is also separately done for the recombination and colli-
sional excitation luminosity of gas with a density ρ/ρ¯ ≤ 100,
roughly corresponding to the IGM. We then divide by the
simulation volume to convert the luminosity to a luminosity
density. Observational measurements at low redshift (z < 3),
as compiled by Chiang et al. (2018), have been included as
reference. These consist of estimates of the luminosity den-
sity of Lyα emission from galaxies and AGN inferred by
Wold et al. (2017) based on a flux-limited sample of Lyα
emitters from GALEX data and scaling the Hα galaxy lu-
minosity function measurements (Sobral et al. 2013) out to
z = 2. The measurement and upper limit from Chiang et al.
(2018) are shown in red. Chiang et al. (2018) obtain a con-
straint on the total Lyα luminosity density from galaxies
and AGN as well as the diffuse IGM by cross-correlating
the GALEX UV intensity maps with spectroscopic objects
in SDSS. A comparison of the measurements from Chiang
et al. (2018) and Wold et al. (2017) indicates that at least
at z . 1, most Lyα emission originates from galaxies and
AGN. The upper limit from Croft et al. (2018) (converted
to a luminosity density by Chiang et al. 2018) is shown
in black in Figure 3. Croft et al. (2018) fit model spectra
to luminous red galaxies in BOSS and cross-correlate the
residual Lyα emission with the Lyα forest in BOSS quasars
to obtain the upper limit from a non-detection shown in
Figure 3 (an additional measurement, arising from another
cross-correlation with BOSS quasars, is not relevant in this
setting and is therefore not included here). As such, this
procedure places a limit on the component of diffuse Lyα
emission that correlates with the matter distribution (Croft
et al. 2018). At z = 2–3, our estimate of the Lyα luminosity
density is lower than the upper limit of Croft et al. (2018),
which might partly be due to the simulation missing denser
gas (ρ/ρ¯ > 1000, which is converted into collisionless star
particles if T < 105 K) e.g. in the CGM.
Going from redshift z = 2 to z = 7, the comoving Lyα
luminosity density increases by at least two orders of mag-
nitude. This is difficult to explain if coming just from re-
combination emission, as even under the optimistic assump-
tion that the emissivity is produced at a fixed overdensity
its emissivity increases like the square of the mean density,
which would correspond to a scaling of
rec ∼ ∆2(1 + z)6 (physical), or (5)
rec ∼ ∆2(1 + z)3 (comoving),
where rec is the recombination emissivity and ∆ = ρ/ρ¯ the
overdensity. If the increase is dominated by collisional ioni-
sation, then there should be two relevant effects: in the opti-
cally thin case, the neutral fraction in ionisation equilibrium
increases proportional to the density, hence nHI ∼ n2H; con-
sequently, the emissivity scales as exc ∼ nHIne ∼ n3H. If
the emission were again produced at fixed overdensity, and
if there is little evolution in the photoionisation rate, this
would hence scale like
rec ∼ ∆3(1 + z)9 (physical), or (6)
rec ∼ ∆3(1 + z)6 (comoving),
where exc is the emissivity from collisional excitation, and
could potentially account for the increase of the comov-
ing luminosity density by more than two orders of magni-
tude. There will, however, also be an opposite trend with
temperature. As shown by the dashed and dotted lines in
Figure 3, these simple scalings explain the simulated lumi-
nosity density rather well. However, a deviation is seen at
z . 4.0, which has been checked to correspond to an in-
crease in (luminosity-weighted) temperature of the gas. A
likely explanation for the results in Figure 3 is that the gas
at lower redshift is in more massive structures, and therefore
at higher temperatures, which should result in more colli-
sional ionisation, unless the temperature exceeds the peak
value of emissivity shown in Figure 1. Recombinations are
in contrast suppressed in higher temperature gas as the re-
combination rate is roughly proportional to ∼ T−0.7.
3.2 Surface brightness maps
Figure 4 shows a surface brightness (SB) map from a sim-
ulation snapshot at z = 5.76 for a pseudo-narrowband
with ∆λobs = 8.75 A˚ (at this redshift coinciding with ∼
2.2 h−1 cMpc). The map shows a region corresponding to
20 × 20 arcmin2. Also shown in the bottom left corner is the
size of the MUSE field of view (1×1 arcmin2 – see section 3.3
MNRAS 000, 1–17 (2019)
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Figure 4. The Lyα surface brightness, covering an area of 20× 20 arcmin2, or 32.9× 32.9h−2 cMpc2, in a pseudo-narrowband with ∆λobs =
8.75 A˚ (corresponding to ∼ 2.2h−1 cMpc) in a simulation snapshot at z = 5.76. The images are made by the projection method outlined
in the text onto a pixel grid of 6000 × 6000 (i.e. the same pixel size as MUSE, making this the equivalent of a mosaic of 20 × 20 MUSE
pointings – more details on MUSE will follow in section 3.3). Regions 1 and 2, indicated by the white rectangles, will be studied in more
detail later. Also shown in the bottom left corner are the scales of the MUSE field of view (1 × 1 arcmin2) and 1h−1 cMpc.
for more details). Regions 1 and 2, indicated by the white
rectangles, will be studied in more detail later. The values
of the surface brightness for this narrowband width are of
the order of SB . 10−23 erg s−1 cm−2 arcsec−2 for the void re-
gions, increasing to typically ∼ 10−21 erg s−1 cm−2 arcsec−2 for
the IGM filaments. The denser regions show sharp intensity
peaks, whose outskirts typically show surface brightnesses
of ∼ 10−20 to 10−19 erg s−1 cm−2 arcsec−2, increasing to values
close to 10−18 erg s−1 cm−2 arcsec−2 in the central regions.
Figure 5 shows the same narrowband slice as in Fig-
ure 4 (now for the full spatial extent of the simulation
box) split into contributions from recombination and col-
lisional excitation processes in the gas. These maps were
all made by projection onto a grid of 1024 × 1024 pixels.
As before, a pseudo-narrowband slice with ∆λobs = 8.75 A˚
(∼ 2.2 h−1 cMpc) was chosen. Panels a and b show all gas,
while panels c and d only show gas below a density cut-off
of ρ/ρ¯ ≤ 100. In this large-scale pseudo-narrowband image,
the total luminosity of recombination processes (the total in
panel a) is ∼ 6.5 ·1043 erg s−1, whereas the total collisional ex-
citation luminosity (the total in panel b) is ∼ 1.2·1045 erg s−1.
Below a density cut-off of ρ/ρ¯ ≤ 100, the total luminosi-
ties are ∼ 2.9 · 1043 erg s−1 for recombination (panel c), and
∼ 3.2 · 1043 erg s−1 for collisional excitations (panel d). We
note that while collisional excitations dominate over recom-
binations at high densities, the two processes contribute al-
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Figure 5. Lyα surface brightness of recombination (panel a) and collisional excitation (panel b) processes in a simulation snapshot at
z = 5.76, in a pseudo-narrowband with ∆λobs = 8.75 A˚, or ∼ 2.2h−1 cMpc (projections made with pixel grid sizes of 1024 × 1024). These
images show the entire (two-dimensional) spatial extent of the simulation, 40× 40h−2 cMpc2 (24.3× 24.3 arcmin2). Panels c and d show the
same maps, but with a density cut-off showing only the gas at ρ/ρ¯ ≤ 100. Note that these images have a different dynamical range than
all other figures, to accentuate the differences in the two emission processes.
most equally at the lower densities prevalent in large-scale-
structure filaments. A caveat here is that these predictions
do not include the interstellar medium (ISM), which might
influence the balance between recombinations and collisional
excitations especially at high densities.
While overall these surface brightness maps exhibit the
same structure as Figure 4, the spatial distribution of emis-
sion coming from collisional and recombination processes is
different. The degree of clustering in the emission is lower
for the emission due to recombination processes, and higher
for the component that is due to collisional excitations. Re-
combination and collisional excitation depend differently on
temperature and density, as discussed in section 3.1. In par-
ticular, at fixed temperature and photoionization rate, re-
combinations are proportional to the square of the density,
∼ ρ2, while in ionization equilibrium collisional excitations
are proportional to ∼ ρ3. As a consequence, recombinations
are more equally spread across the volume, while collisional
excitations are clearly more important at higher densities,
thus reflecting the filamentary structure of the cosmic web
better, and leaving darker voids in between. To understand
this in more detail, we now turn to the phase space distri-
bution of the gas in the simulation.
In Figure 6, the luminosity in the simulation is shown
at the same redshift and the same region as in Figure 5
(also in the identical pseudo-narrowband slice of ∆λobs =
8.75 A˚, or ∼ 2.2 h−1 cMpc), now as a luminosity-weighted
two-dimensional histogram in temperature and density. This
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Figure 6. A histogram of Lyα luminosities of recombination (panel a) and collisional excitation (panel b) processes in the same region
as shown in Figure 5 (a pseudo-narrowband with ∆λobs = 8.75 A˚, equivalent to ∼ 2.2h−1 cMpc) in a simulation snapshot at z = 5.76 in
phase space. The colour represents the total luminosity in the simulation per histogram bin. The horizontal dashed line corresponds to
the lower limit above which the fitting function of Scholz et al. (1990); Scholz & Walters (1991) for collisionally excited Lyα emission is
valid (the upper limit lies above the plotted range).
illustrates what was discussed in section 3.1 and seen in Fig-
ure 5: collisional excitation is not effective at lower densities,
and the most luminous gas particles are located in the very
high-density cooling branch. Recombination emission, on the
other hand, exhibits luminosities that are more comparable
at lower and higher densities.
From the phase distribution in Figure 6, it is clear that
very little gas has temperatures outside of the temperature
range of 2 ·103 K ≤ T ≤ 1 ·108 K for which our fitting function
for collisionally excited Lyα is valid (the lower limit of which
is indicated by the horizontal dashed line; the upper limit
lies above the plotted range and almost all of the gas in
the simulation).2 The contribution from gas outside of this
temperature range will be very small and we neglect it here.
3.3 Observing facilities
In Table 1, an overview of a selection of current and fu-
ture instruments that could potentially detect Lyα emission
from IGM filaments is shown along with their wavelength
and redshift range, field of view (FOV), and resolving power
(R). Most ground- and space-based instruments that may be
considered for detection of the diffuse IGM, will naturally
observe in the visible spectrum and the ultraviolet, respec-
tively, given the limitations of ground-based observations
due to absorption by Earth’s atmosphere. This necessarily
restricts the redshift range in which these instruments could
observe Lyα. For ground-based observations, the typical red-
shift is z & 2.5, whereas space-based telescopes observing in
the UV can detect Lyα at lower redshifts: in principle, satel-
2 In fact, this is the case for the entire relevant redshift range.
lites carrying UV detectors could observe it from z ∼ 0 up
to about z ∼ 1.5.
Integral field unit (IFU) spectrographs have arguably
the best instrument design for directly detecting emission
from the cosmic web, due to the flexibility in extracting nar-
rowband images over a wide range of bandwidths and central
wavelengths. The typical narrowband width extracted from
IFU spectrographs to observe Lyα emission is < 10 A˚ (e.g.,
Wisotzki et al. 2016, 2018), almost an order of magnitude
smaller than obtained from photometric narrowband imag-
ing which have typical bandwidths of ∼ 80-100 A˚ (Steidel
et al. 2011; Ouchi et al. 2018). This significantly improves
the contrast of IFU emission line maps for observations lim-
ited by sky-noise compared to photometry. Despite the lim-
ited contrast for individual images, photometric narrowband
studies have detected large scale Lyα emission in stacking
analyses (e.g. Steidel et al. 2011; Matsuda et al. 2012), en-
abled by the wide field of view and large number of sources
collected by such cameras. In particular, the recently in-
stalled Hyper Suprime-Cam on Subaru is currently obtain-
ing 26 deg2 narrowband imaging from redshift z = 2.2-6.6
as part of the Hyper Suprime-Cam Subaru Strategic Pro-
gram (e.g. Ouchi et al. 2018). However, for this work, we
will focus on instruments that are most likely to obtain in-
dividual detections of Lyα emission from the cosmic web.
Before the appearance of integral field unit imaging, another
spectroscopic method used was long-slit spectroscopy (as in
e.g. Rauch et al. 2008), but with the arrival of integral field
spectroscopy, the volume probed by deep observations tar-
geting Lyα emitters could be dramatically increased, ren-
dering long-slit spectroscopy a non-competitive alternative.
The Very Large Telescope (VLT) has the widest range
of IFU spectrographs. The current near-IR instruments at
this facility are SINFONI and KMOS, whose acronyms stand
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Name Wavelength range Redshift range Field of view Resolution
λ (A˚) z R
Current IFU instrumentation
KCWI-Blue (Keck) 3500-5600 1.9-3.6 20 × 33 arcsec2 1000-20000
MUSE (VLT) 4650-9300 2.8-6.7 1 × 1 arcmin2 1770-3590
KMOS (VLT) 8000-25000 5.6-19.6 65 × 43 arcsec 2000-4200
OSIRIS (Keck) 10000-24500 7.2-19.1 4.8 × 6.4 arcsec2 2000-4000
SINFONI (VLT) 11000-24500 8.0-19.1 8 × 8 arcsec2 2000-4000
Upcoming/proposed IFU instrumentation
KCRM (KCWI-Red, Keck) 5300-10500 3.4-7.6 20 × 33 arcsec2 1000-20000
HARMONI (E-ELT) 4700-24500 2.9-19.1 6.4 × 9.1 arcsec2 3000-20000
BlueMUSE (VLT) 3500-6000 1.9-3.9 1.4 × 1.4 arcmin2 ∼ 3000-5000
Upcoming/proposed space missions
SPHEREx 7500-50000 5.2-40.1 3.5 × 11.3 deg2 41-130
MESSIER ∼ 2000-7000 ∼ 0.5-4 2 × 2 deg2 –
WSO-UV 1150-3200 ∼ 0-1.5 70 × 75 arcsec2 ∼ 500
Table 1. An overview of a selection of current and future intruments that might be able to detect IGM filaments. Fields left blank indicate
currently unknown or undecided values. All current instruments presented are integral field unit (IFU) spectrographs, upcoming/proposed
instruments include several IFU spectrographs and space telescopes (two UV satellites and one IR spectrophotometer).
for Spectrograph for INtegral Field Observations in the Near
Infrared (SINFONI, see Eisenhauer et al. 2003; Bonnet et al.
2004), and the K-band Multi Object Spectrograph (KMOS,
see Sharples et al. 2013). Due to their spectral range, they
are both only able to observe Lyα at very high redshifts,
z > 8.0 and z > 5.6 respectively. Most recently installed
(2014) on VLT is MUSE, the Multi Unit Spectroscopic Ex-
plorer, an IFU spectrograph operating in the visible wave-
length range (see Bacon et al. 2010). The combination of its
relatively large FOV (1 × 1 arcmin2) and spectral coverage
(4650-9300 A˚), while maintaining good spectral resolution
(ranging between 1770-3590), currently makes it one of the
most promising candidates for the purpose of imaging the
cosmic web in Lyα. BlueMUSE (Richard et al., in prepa-
ration) is a proposed second MUSE instrument, optimised
for the blue end of the visible wavelength range. Future in-
struments at the VLT’s successor, the European Extremely
Large Telescope (E-ELT), include the High Angular Res-
olution Monolithic Optical and Near-infrared Integral field
spectrograph (HARMONI, see Thatte et al. 2014), which is
expected to be operational in 2024.
The blue channel of the Keck Cosmic Web Imager
(KCWI, see Morrissey et al. 2018) is an instrument similar
to VLT/MUSE at the Keck II telescope. It offers a slightly
better spectral sampling, although the FOV and spatial
resolution are smaller/lower (20 × 33 arcsec2 and 1.4 arcsec).
However, since it has only become operational in 2018, no
deep-field imaging like the MUSE observations of the Hub-
ble Deep Field South and Hubble Ultra-Deep Field (Bacon
et al. 2015, 2017) has been released publicly yet. The red
channel to KCWI, the Keck Cosmic Reionization Mapper
(KCRM), is currently under construction and will comple-
ment the blue channel to cover the full wavelength range of
3500-10500 A˚ (3.4 < zLyα < 7.6). Similar to SINFONI on the
VLT, Keck currently has a near-infrared IFU spectrograph,
OSIRIS, with a small FOV that can target Lyα only above
z > 7.2.
For completeness, we also mention several promising
space-based experiments: the World Space Observatory-
Ultraviolet (WSO-UV, see Boyarchuk et al. 2016), and
MESSIER (Valls-Gabaud & MESSIER Collaboration 2017),
two proposed UV satellites. They are proposed to have large
FOVs and high sensitivities, but are limited to the lower
redshift range (z < 1.5). In this work, we instead focus our
attention on the high-redshift regime (z > 3). In February
2019, SPHEREx (Dore´ et al. 2018) was selected as the next
medium-class explorer mission by NASA and is targeted for
launch in 2023. SPHEREx will survey the entire sky with a
spectrophotometer at very low spectral resolution, sensitive
to diffuse Lyα emission at z > 5.2.
Out of the current instruments, MUSE arguably offers
the best compromise of resolution, spectral coverage, and
volume surveyed. The combination of its FOV of 1×1 arcmin2
and spectral resolution make it a promising instrument to
observe the cosmic web in Lyα emission. As a representa-
tive example of what has already been achieved, we now
discuss in more detail the MUSE Hubble Deep Field South
(HFDS; see Bacon et al. 2015). This is a 27 hour integra-
tion of the HDFS, reaching a 1σ surface brightness limit of
1 ·10−19 erg s−1 cm−2 arcsec−2 for emission lines. With MUSE,
the Lyα emission can be observed over the redshift range of
2.8-6.7 (see table 1). Hereafter, a redshift of z = 5.76 is specif-
ically chosen for a more detailed study of our simulations.
Surprisingly, higher redshifts appear to provide a better op-
portunity to observe the IGM in Lyα. The following section
will go into more details of possible narrowband observations
with MUSE, their sensitivity limits, and the overall redshift
evolution.
To allow for a more realistic comparison between simu-
lations and observations, all surface brightness images here-
after (except Figure 8, panel a) are convolved with a Gaus-
sian point spread function (PSF), to mimic the effect of see-
ing. The PSF FWHM is chosen to be 0.75 arcsec, correspond-
ing to the most conservative estimate for the MUSE HDFS
(Bacon et al. 2015). Also, unless stated otherwise, the fig-
ures include noise that is added to the signal predicted from
the simulations.
3.4 Simulated observations
In Figure 7, in all panels, the same small section of the
main surface brightness map at z = 5.76 (region 2 in
Figure 4) is shown in the same pseudo-narrowband with
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Figure 7. Repeated view of region 2 of the z = 5.76 surface brightness map in Figure 4 for different noise levels and density cut-offs,
with a pseudo-narrowband with ∆λobs = 8.75 A˚ (∼ 2.2h−1 cMpc) and convolved with a Gaussian kernel with a FWHM of 0.75 arcsec before
adding noise. The spatial extent of each panel is 4 × 2.5 arcmin2, or 6.6 × 4.1h−2 cMpc2 (as in Figure 4). 1σ levels of the Gaussian noise
applied per pixel to each panel in the entire row are indicated directly right of the mosaic, coloured according to the colourbar on the
very right, while the density cut-off for each column is shown above the mosaic. Scales of 1 × 1 arcmin2 (the MUSE field of view) and
1h−1 cMpc are indicated on the lower left. Each panel in the image has 1200 × 750 pixels, again making the pixel size equal to that of
MUSE (0.2 arcsec per pixel).
∆λobs = 8.75 A˚ (i.e. ∼ 2.2 h−1 cMpc), and with a Gaussian
smoothing (FWHM of 0.75 arcsec), at different gas density
cut-offs (showing the signal from gas below 50, 100, 200, and
500 times the mean baryonic density, ρ¯) and overlaid Gaus-
sian noise (the 1σ level of Gaussian noise applied to the
entire row). Noise levels quoted are their values per pixel,
which agrees in size with a MUSE pixel (0.2 arcsec). This
particular region, chosen as a typically “good” but not ex-
ceptional filament, shows that the signal of Lyα emission
in these filamentary structures can still stand out at a noise
level of σ ∼ 1018.5 erg s−1 cm−2 arcsec−2, but only due to emis-
sion from gas at rather high overdensities. Less dense com-
ponents of the filament can only be detected with very high
sensitivities (of . 10−19 erg s−1 cm−2 arcsec−2 for overdensities
of ρ/ρ¯ . 500, or even . 10−20 erg s−1 cm−2 arcsec−2 for over-
densities of ρ/ρ¯ ≤ 100) – however, due to the denser gas that
is distributed along the filaments, the total signal manages
to remain detectable up to a lower sensitivity. Considering
that the sensitivity in recent observations reaches a limiting
surface brightness of SB ∼ 10−19 erg s−1 cm−2 arcsec−2 (e.g.
Bacon et al. 2015, 2017), or for median-stacked radial profiles
even down to SB ∼ 4 · 10−21 erg s−1 cm−2 arcsec−2 (Wisotzki
et al. 2018), this suggests that observations are getting close
to the detection of such filaments. We also note that the
more complex filamentary structures around rich galaxy
groups, e.g. as seen in the field located to the upper right of
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Figure 8. The Lyα surface brightness in a pseudo-narrowband with a smaller value of ∆λobs = 3.75 A˚ (i.e. ∼ 0.95h−1 cMpc) in a simulation
snapshot at z = 5.76. Panel a, An overview of a pseudo-narrowband image of part of the simulation snapshot, corresponding to region 1
in Figure 4 (centred on the same comoving coordinates both spatially and spectrally, but now less extended in wavelength range as the
pseudo-narrowband width has been decreased). This panel shows a region of 8×8h−2 cMpc2 (4.9×4.9 arcmin2) on a pixel grid of 1024×1024.
No PSF convolution or modelled noise has been applied to this panel. Panels b-d, Lyα pseudo-narrowband images the size of the MUSE
FOV consisting of 300×300 pixels, representing mock MUSE observations. The volume probed by one of these pseudo-narrowband images
at this redshift is 2.55h−3 cMpc3. The areas covered by these maps are indicated by the white squares in the overview panel a. These
images have been convolved with a a Gaussian PSF corresponding to a FWHM of 0.75 arcsec (as in the HDFS observation, see Bacon
et al. 2015) and modelled noise has been added (see text for details – the 1σ level of the Gaussian noise is indicated on the colourbar, at
a value of σ = 2.11 ·10−19 erg s−1 cm−2 arcsec−2). In the bottom right corner of each panel, two different measures of the region’s overdensity
are shown (see text for more details). In panels b-d, halos with halo mass of Mh > 109.5 M are shown as circles, their size indicating
their projected virial radius. The most massive halo in each panel is annotated.
our reference field in Figure 4, can be significantly brighter
than this specific example filament.
Before we look in more detail at simulated observations
of the MUSE instrument, we introduce two indicators of
overdensity in the “observed” simulation volume. The rea-
son we introduce these specific, admittedly somewhat ad
hoc characterisations of “environment”, is to provide a quan-
titative way to distinguish different regions according to the
level of their overall overdensity as could be characterised ob-
servationally e.g. by the galaxy distribution. We have chosen
two criteria to characterise environment: first, the baryonic
overdensity, ∆baryon, is computed by the ratio of baryonic
density in the relevant region and the mean baryonic den-
sity at the redshift of the simulation. As a second criterion,
we use the halo overdensity, ∆halo, which is similar but in-
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Figure 9. Inferred noise in the MUSE HDFS observation as a
function of observed wavelength or redshift for different narrow-
band widths: ∆λobs = 3.75 A˚, ∆λobs = 8.75 A˚, ∆λobs = 12.50 A˚,
and ∆λobs = 17.50 A˚. Note that skylines result in increased noise
in some spectral ranges. The vertical dashed line indicates the
position where z = 5.76, which is located in a spectral window
with lower noise.
stead of baryons uses halos with halo mass Mh > 109.5 M.3
This particular mass cut-off has been chosen as this is at the
resolution limit of the simulation.
Now turning our attention to the MUSE instrument
specifically, Figure 8 shows several different surface bright-
ness images of the simulation at z = 5.76. Three of the im-
ages (panels b-d) are the angular size of MUSE’s FOV of
1 × 1 arcmin2, and have a grid size of 300 × 300 pixels, like
MUSE; panel a shows these three regions without any noise
or Gaussian convolution, and with a grid size of 1024×1024.
This overview region has also been shown in Figure 4, as re-
gion 1. In panels b-d, halos with halo mass of Mh > 109.5 M
are shown as circles, their size indicating their projected
virial radii. Furthermore, the overdensity in each region
shown is marked in the lower right corner of each panel in
Figure 8 according to the two different measures that have
been introduced above.
Panels b-d show the signal as predicted from the simu-
lation for three different “MUSE pointings”, which are con-
volved with a Gaussian PSF corresponding to a FWHM of
0.75 arcsec, and have a modelled Gaussian noise pattern over-
laid. The volume probed by one of these images at this red-
shift is 2.55 h−3 cMpc3. The noise has been inferred from a
constructed narrowband image (with the same width) in the
MUSE HDFS observation (Bacon et al. 2015) at the Lyα
wavelength corresponding to the same redshift; the 1σ level
of the noise, in this case σ = 2.11 ·10−19 erg s−1 cm−2 arcsec−2,
is indicated on the colourbar (in Figure 9, the wavelength de-
pendency of the inferred noise from the MUSE HDFS in nar-
rowbands of different widths is plotted for reference). Note
that here we have chosen a smaller pseudo-narrowband with
∆λobs = 3.75 A˚, equivalent to three spectral pixels of MUSE
(and ∼ 0.95 h−1 cMpc at this redshift), in order to allow the
3 Throughout this work, quoted halo masses are the dark matter
mass of halos identified in the output snapshots of the simulation
by a friends-of-friends algorithm.
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Figure 10. Total Lyα surface brightness in a pseudo-narrowband
with ∆λobs = 17.5 A˚ in a simulation snapshot at z = 5.76, where
the signal has been convolved with a Gaussian kernel (FWHM
of 0.75 arcsec) and modelled noise has been added. The image
has a pixel grid of 300 × 300 and the angular size of the MUSE
FOV (1 × 1 arcmin2) – it corresponds to panel d in Figure 8,
but with a wider narrowband (centred on the same comoving
coordinates both spatially and spectrally, but now more ex-
tended in wavelength range). The 1σ value of the noise, now
σ = 8.66 · 10−19 erg s−1 cm−2 arcsec−2, is higher than in Figure 8 as
the narrowband is now wider. In the bottom right corner, the
two different measures of the region’s overdensity are shown (see
text for more details). Halos with halo mass of Mh > 109.5 M are
shown as circles, their size indicating their projected virial radius.
The halo mass of the most massive halo is annotated.
signal to stand out more clearly from the noise. A wider
narrowband, having more pixels in the spectral dimension,
increases the overall noise level. The value of ∆λobs = 8.75 A˚,
which we adopt from Wisotzki et al. (2016), was chosen for
the observation of Lyα halos. Since Lyα scattering occurs
increasingly in high-density regions and in the high-velocity
outflowing gas near galaxies (e.g. Verhamme et al. 2006),
these structures of high density and high gas velocities cause
the Lyα signal to be spread out over a larger wavelength
range.
Filamentary structures, however, have lower densities
and peculiar velocities; hence, they will be contained in
a narrower wavelength range. Therefore, while on average
more individual filaments are present when the chosen nar-
rowband width is larger, the signal from a given filament will
tend to get lost in the noise. From Figure 8, we can conclude
that individual filaments are still contained within these thin
narrowband images with ∆λobs = 3.75 A˚, which for MUSE is
close to the limit of its spectral resolution ∆λ ≈ 2.5 A˚ (Bacon
et al. 2010). The effect of a better signal-to-noise ratio in a
smaller narrowband can especially be seen when comparing
Figure 8 to Figure 10. In Figure 10, panel d of Figure 8 is
shown in the case a wider narrowband of ∆λobs = 17.5 A˚ is
used, which causes the amount of noise to increase (see also
Figure 9, which shows the wavelength dependency of mea-
sured noise in narrowbands of the MUSE HDFS at different
widths). It is worth noting that both measures of overdensity
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Figure 11. Total Lyα surface brightness from simulation snapshots at redshifts of z = 6.00, z = 5.58, z = 4.49, z = 4.00, z = 3.60, z = 3.20
for a pseudo-narrowband with ∆λobs = 3.75 A˚ – at z = 5.76, this corresponds to ∼ 0.95h−1 cMpc, but this changes with redshift. All
images have been convolved with a Gaussian (FWHM of 0.75 arcsec) and modelled noise has been added. They all display a pixel grid of
300×300 and the angular size of the MUSE FOV (1×1 arcmin2), which translates to different physical sizes at each corresponding redshift.
The regions are all centred at the same comoving tranverse coordinates as panel d in Figure 8 – however, the narrowband centre (the
coordinate along the line of sight) has been chosen to coincide with the most massive halo in each panel, to ensure the entire filament is
captured in each panel. In the bottom right corner, the same two different measures of the region’s overdensity are shown (see text for
more details), as well as the 1σ level of noise applied per pixel in each panel (the units of σ as displayed are erg s−1 cm−2 arcsec−2). Halos
with halo mass of Mh > 109.5 M are shown as circles, their size indicating their projected virial radius. The most massive halo in each
panel is annotated. Note that in this figure the scale varies between different panels, since the angular size is kept constant across all
redshifts.
drop when we increase the narrowband width (cf. Figure 8,
panel d and Figure 10).
As expected, regions with an observable signal (like the
two bottom panels in Figure 8) contain more high-mass
(Mh > 109.5 M) halos compared to low-density regions (e.g.
panel b) and are found to have a higher overdensity, in
both our proxies for environment, ∆baryon and ∆halo. The Lyα
emission is mainly originating from in and around the virial
radii of these halos, but filaments can be seen to extend
between them, nearly up to comoving megaparsec scales in
panel d. We note that the panel c and d are probably the
two optimal pointings in the entire region shown in panel a,
indicating that with a randomly chosen field, there is only
a rather modest chance of observing a filamentary structure
with this relatively high surface brightness.
The same region discussed above, panel d of Figure 8, is
shown at different redshifts in Figure 11 – the panels shown
are centred at the same transverse comoving coordinates as
panel d in Figure 8, but the narrowband centre (the coordi-
nate along the line of sight) has now been chosen to coincide
with the most massive halo in each panel, to ensure the en-
tire filament is captured in each panel. Each panel covers
the angular size of the MUSE FOV, the physical extent of
which varies at different redshifts. The image construction
(convolution, noise addition) follows the same procedure as
before (the noise estimate is done separately for each red-
shift, and the 1σ level of the Gaussian is now shown above
the overdensity measures).
Following the redshift evolution from high to low (going
from panel a to panel f), we note that the comoving size
of the observed region shrinks (although the angular size
of the FOV is kept at 1 × 1 arcmin2), roughly from ∼ 1.5 ×
1.5 h−2 cMpc2 to just over ∼ 1×1 h−2 cMpc2. The appearance
of new massive (Mh > 109.5 M) halos, and their evolution –
both in relative movement and mass accretion, indicated by
the increase of the virial radii – can also be traced between
the different panels.
Interestingly, the contrast in the observed signal of the
structure against the background noise is lower at lower
redshift. There are multiple factors that contribute to this.
Firstly, the 1σ noise level at z = 4.49 is log10 (σ) = −18.7
(with σ in units of erg s−1 cm−2 arcsec−2), but increases
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marginally to log10 (σ) = −18.5 at z = 3.2 (at lower red-
shifts, the noise can reach even higher values – see also
Figure 9, which shows the wavelength dependency of the
measured noise in narrowbands of the MUSE HDFS at dif-
ferent widths); visually, this can be seen by the slight shift in
the colour of the background noise. However, even assuming
the same background noise for each redshift, as would be ob-
served with an“ideal”detector that has constant throughput
as a function of wavelength, does not significantly change
this result. Secondly, it appears that the signal itself de-
creases at lower redshift, even though intuitively this might
be expected to increase, given the usual surface brightness
dimming factor of (1 + z)−4. However, this trend is offset by
the luminosity density evolution, which in the absence of
strong evolution in the overdensity of emitting regions is af-
fected by the drop in mean physical cosmic baryon density.
In addition, the average temperature of emitting regions in-
creases at low redshift, thereby suppressing recombination
emission from the IGM/CGM (see section 3.1). This some-
what surprisingly suggests that observations of the IGM in
Lyα emission with MUSE become more viable towards high
redshifts, z & 4.5.
4 CONCLUSIONS
We have presented predictions from the Sherwood simula-
tion suite (Bolton et al. 2017) on the properties of Lyα emis-
sion from the moderate-density IGM/CGM (ρ/ρ¯ . 1000) at
redshifts 2 < z < 7. Based on our optically thin simulations
we predict the Lyα emissivity due to recombinations and
collisional excitations in the gas. We have employed a lo-
cal self-shielding prescription as proposed by Rahmati et al.
(2013) and have neglected the effect of Lyα scattering which
is expected to be moderate in the low-density IGM.
The predicted Lyα luminosity density appears consis-
tent with various observational constraints at lower redshift
z . 2.5, taking into account the fact that the simulation does
not include the very densest gas (ρ/ρ¯ > 1000). We found re-
combination to dominate at lower densities, ρ/ρ¯ . 100, while
collisional excitation becomes the main emission process at
higher densities, ρ/ρ¯ & 100.
Our predicted values of the surface brightness (SB) at
z = 5.76 for pseudo-narrowband images with ∆λobs = 8.75 A˚
are of the order of SB . 10−23 erg s−1 cm−2 arcsec−2 for the
void regions, increasing to ∼ 10−21 erg s−1 cm−2 arcsec−2 for
the low-density gas in filaments. Denser gas within filaments
shows values ranging from ∼ 10−20 erg s−1 cm−2 arcsec−2 up to
values close to 10−18 erg s−1 cm−2 arcsec−2 for the densest gas.
Somewhat surprisingly, the typical surface brightness of the
gas in filaments decreases with decreasing redshift, which is
related to the cosmic density evolution.
We have briefly discussed the prospects of targeting dif-
fuse Lyα emission with various spectrographs at different
telescopes. At this moment, VLT/MUSE is arguably the
best option for imaging the Lyα emission from gas in the fil-
amentary structure of the cosmic web due to its comparably
large FOV (1×1 arcmin2) and spectral coverage (4650-9300 A˚,
and thus accessible redshift range of 2.8-6.7 for Lyα), while
maintaining a high spatial resolution (0.2 arcsec sampling),
and good spectral resolution (ranging between 1770-3590).
Recent deep observations reaching a limiting Lyα sur-
face brightness of SB ∼ 10−19 erg s−1 cm−2 arcsec−2 (e.g. Ba-
con et al. 2015, 2017), or for median-stacked radial profiles
even down to SB ∼ 4 · 10−21 erg s−1 cm−2 arcsec−2 (Wisotzki
et al. 2018) suggest that the deepest current observations
are already beginning to probe the extended Lyα radiation
emitted by the IGM filaments.
Somewhat counterintuitively, we find that due to higher
physical densities and lower temperatures the detectability
of the emission from gas in the filamentary structures of the
cosmic web actually improves towards higher redshifts and
that its detection with MUSE may be easiest at z & 4.5. Our
mock MUSE observations, which aim to simulate observa-
tions of regions at different overdensities in the Universe at
high redshift, suggest that direct detections of filaments in
the IGM are feasible with very deep exposures (∼ 27 h, as the
HDFS) in fields containing densely populated protoclusters.
Even recent stacking attempts at intermediate redshift
(3 < z < 4) have not yielded a conclusive detection (Gallego
et al. 2018) in deep MUSE fields (Bacon et al. 2015, 2017).
These fields were not designed to cover a high-redshift, over-
dense region, however; our findings suggest a new observing
strategy exploiting a targeted search of such a high-redshift
protocluster could potentially allow deep (& 20 h) observa-
tions to map the IGM in Lyα emission.
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APPENDIX A: MODEL PARAMETERS AND
FITTING FUNCTIONS
A1 Emission processes
This section contains the fitting functions for the relevant
quantities in the formulae for recombination and collisional
excitation emissivity, equations (1) and (2) in section 2.1,
which are repeated here for clarity.
Recombination emissivity (1):
rec(T) = frec, A/B(T) ne nHII αA/B(T) ELyα (A1)
Collisional excitation emissivity (2):
exc(T) = γ1s2p(T) ne nHI ELyα (A2)
A1.1 Recombination fitting functions
The underlying equation governing Lyα emission due to re-
combination in the IGM is given in equation (A1). The re-
combination fraction frec, A/B gives the number of recom-
binations that ultimately result in the emission of a Lyα
photon. It can be modelled using the relations given in Can-
talupo et al. (2008); Dijkstra (2014) – this can be sum-
marised as follows:
frec, A/B =

0.41 − 0.165 log10
(
T
104 K
)
− 0.015
(
T
104 K
)−0.44
,
case-A
0.686 − 0.106 log10
(
T
104 K
)
− 0.009
(
T
104 K
)−0.44
,
case-B
The recombination coefficient, αA/B, is given in the work of
Draine (2011):
αA/B =

4.13 · 10−13
(
T
104 K
)−0.7131−0.0115 log10 ( T104 K ) cm3 s−1,
case-A
2.54 · 10−13
(
T
104 K
)−0.8163−0.0208 log10 ( T104 K ) cm3 s−1,
case-B
Regime 1 Regime 2 Regime 3
c0 −1.630155 · 102 5.279996 · 102 −2.8133632 · 103
c1 8.795711 · 101 −1.939399 · 102 8.1509685 · 102
c2 −2.057117 · 101 2.718982 · 101 −9.4418414 · 101
c3 2.359573 −1.883399 5.4280565
c4 −1.339059 · 10−1 6.462462 · 10−2 −1.5467120 · 10−1
c5 3.021507 · 10−3 −8.811076 · 10−4 1.7439112 · 10−3
Regimes Temperature values
Regime 1 2 · 103 K ≤ T < 6 · 104 K
Regime 2 6 · 104 K ≤ T < 6 · 106 K
Regime 3 6 · 106 K ≤ T ≤ 1 · 108 K
Table A1. Coefficients ci in equation (A4), and their correspond-
ing temperature regimes.
A1.2 Collisional excitation fitting functions
For collisional excitation, the Lyα luminosity density is given
by equation (A2). The function γ1s2p in this formula is given
by
γ1s2p(T) = Γ(T) exp
(
−ELyα
kBT
)
, (A3)
with kB the Boltzmann constant. The function Γ(T) is char-
acterised in Scholz et al. (1990); Scholz & Walters (1991) as
follows:
Γ(T) = exp ©­«
5∑
i=0
ci (lnT)iª®¬ , (A4)
where the coefficients ci found by Scholz et al. (1990); Scholz
& Walters (1991) are dependent on the temperature regime,
and are shown in table A1.
APPENDIX B: SELF-SHIELDING
One of the effects that has not been included in the simula-
tions is self-shielding. A detailed discussion is given in e.g.
Rahmati et al. (2013), where a fitting formula of the pho-
toionisation rate as a function of density for post-processing
is given. The fitting function is as follows:
ΓPhot
ΓUVB
=
(
1 − f ) (1 + ( nH
n0
)β)α1
+ f
(
1 +
nH
n0
)α2
(B1)
Here, f , n0, β, α1, and α2 are the fitting parameters and
are provided in Rahmati et al. (2013). Most importantly, n0
is representative for the number density above which self-
shielding becomes important – its value is ∼ 0.01−0.001 cm−3,
depending on redshift. Both Γ parameters are photoionisa-
tion rates: ΓPhot is the new rate in the presence of self-
shielding, and ΓUVB is the photoionisation rate of the cos-
mic Ultraviolet Background radiation (UVB), before post-
processing.
However, extensive tests have shown that for the Lyα
emission studied here, the effect of self-shielding (which only
starts to influence the ionisation state of the gas at rela-
tively high overdensities) is negligible. Still, self-shielding is
included in all results in this work using this prescription,
under the assumption of an ionisation equilibrium.
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APPENDIX C: Lyα OPTICAL DEPTH
This work does not contain treatment of Lyα line radiative
transfer effects (section 2.3.2). For our purposes, the treat-
ment without radiative transfer will be able to give us valu-
able insights about the lower-density IGM in the filaments,
without having to resort to implementing computationally
expensive radiative transfer methods that are difficult to ac-
curately model, since e.g. the effects of dust are poorly con-
strained.
In Figure C1, a two-dimensional density histogram for
each of 2048 pixels in spectra along 5000 (randomly selected)
lines of sight at z = 5.8 is shown as a function of both the Lyα
optical depth τ and overdensity ρ/ρ¯ in the relevant pixel.
The peculiar velocity of a given pixel’s density has been used
to translate its position to redshift space where optical depth
is determined, and therefore both density and optical depth
are effectively measured at line centre. The optical depth
has been divided by a factor of 2 to account for the fact that
on average only half of the matter will be in between the
source and the observer – the other half is located behind
the source.4 From this figure, it is clear that at mean den-
sity optical depths of order 10 are reached, indicating that
radiative transfer will have an effect on most regions. How-
ever, effectively this plot is still showing an overestimated
measure of optical depth. Since it uses a measure of optical
depth at line centre, this does not mean that physically no
Lyα emission will be detected in the optically thick regime
(τ > 1). Many Lyα photons may actually be able to escape,
as an initial scattering does not only change the direction of
propagation of photons, but also shifts their frequency, and
the optical depth decreases quickly when moving away from
line centre – an example of this effect is the Lyα radiation
from galaxies, where densities are high enough to have op-
tical depths of the order of 106, but escape is still possible.
Additionally, the neutral hydrogen (H i) column den-
sity is shown in Figure C2, for precisely the same simu-
lation region at z = 5.76 as in Figure 8, with the same
pseudo-narrowband width of ∆λobs = 3.75 A˚ (equivalent to
∼ 0.95 h−1 cMpc), and pixel grids of pixel grid of 1024× 1024
(panel a) and 300 × 300 (panels b-d). The overview map
(panel a) shows that most areas have column densities of at
least NHI ∼ 1015 cm−2, but the more overdense features have
column densities of 1017 cm−2 and above.
As with Figure C1, it has to be taken into account that
this is the column density projected for the entire pseudo-
narrowband. Emitting structures seen within this slice will
always lie between the boundaries of this region, and so part
of the column density that is projected here may be behind
the emitting region, as seen from the observer’s perspective.
This means that, on average, the actual values of column
densities photons travels through is about half of what is
displayed.
As discussed in section 2.3.2, it is expected that the pre-
cise way in which these scattering processes affect the per-
4 Note that the division by 2 is necessary as the Lyα optical
depths were originally extracted for studying Lyα forest absorp-
tion in the spectra of background sources in which case all the
gas that affects a pixel in redshift space is in front of the source
in real space.
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Figure C1. Two-dimensional density histogram for each of 2048
pixels in spectra along 5000 (randomly selected) lines of sight
at z = 5.8, as a function of both the Lyα optical depth τ and
overdensity ρ/ρ¯ in the sightline (both measured at line centre,
and the optical depth having been divided by 2 to account just
for the hydrogen between the source and the observer).
ceived surface brightness images will be the result of a com-
petition between two underlying effects: either the photons
emerging from the filamentary structure might be spread
out, causing the signal to become fainter, or the filament
signal might be enhanced by Lyα radiation coming from
nearby dense structures (where additional radiation is likely
to be produced in galaxies) that is scattered in the filament,
causing the filaments to appear brighter. As mentioned, sim-
ilar simulations including radiative transfer indeed show a
mixture of these two effects, where the surface brightness of
filaments generally is not affected much, or is even boosted
(private communication, Weinberger, 2019).
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Figure C2. The simulated column density of neutral hydrogen, NHI, in a simulation snapshot at z = 5.76. The same regions as in
Figure 8 are shown, meaning the column density is shown for what would correspond to a pseudo-narrowband image with ∆λobs = 3.75 A˚
(∼ 0.95h−1 cMpc). Panel a, An overview of part of the simulation snapshot, corresponding to region 1 in Figure 4 (centred on the
same comoving coordinates both spatially and spectrally, but now less extended in wavelength range). This panel shows a region of
8 × 8h−2 cMpc2 (4.9 × 4.9 arcmin2) on a pixel grid of 1024 × 1024. Panels b-d, column density maps of neutral hydrogen the size of the
MUSE FOV consisting of 300 × 300 pixels. The areas covered by these maps are indicated by the white squares in the overview panel a.
In the bottom right corner of each panel, two different measures of the region’s overdensity are shown (see section 3.4 for more details).
In panels b-d, halos with halo mass of Mh > 109.5 M are shown as circles, their size indicating their projected virial radius. The most
massive halo in each panel is annotated.
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