Ahtract-This paper describes the first successfully implemented real-time Mandarin dictation machine developed in the world which recognizes Mandarin speech with very large vocabulary and almost unlimited texts for the input of Chinese characters into computers. Considering the special characteristics of the Chinese language, syllables are chosen as the basic units for dictation. The machine is speaker dependent, and the input speech is in the form of sequences of isolated syllables. The machine can be decomposed into two subsystems. The first subsystem is to recognize the syllables using hidden Markov models, in which special training algorithms and recognition approaches have been developed to recognize the 408 very confusing syllables (disregarding the tones), and special feature vectors have been used to recognize the five different tones including the very confusing neutral tone. But this does not help very much because every syllable can represent many different homonym characters and form different multi-syllabic words with syllables on its right or left. The second subsystem is then needed to identify the exact characters from the syllables and correct the errors in syllable recognition by first finding all possible word hypotheses and forming a word lattice for the sequence of recognized syllables through a lexical access process, and then obtaining the best path in the lattice with the maximum likelihood as the output sentence using a data-trained Markov Chinese language model. The real-time implementation is on an IBM PC/AT, connected to three sets of specially designed hardware boards on which seven TMS 320C25 chips operate in parallel. The preliminary test results indicate that it takes only about 0.45 s to dictate a syllable (or character) with an accuracy on the order of 90%. All techniques used in this machine are described and discussed in detail in this paper.
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I. INTRODUCTION
VEN THOUGH the computer was introduced into the E Chinese community more than 20 years ago, the input of Chinese characters (ideographs) into computers is still a very difficult and unsolved problem [l] . The primary reason is that the Chinese language is not alphabetic. Every
Chinese character is a complicated square graph, many of which are composed of different radicals organized in a very irregular manner, and there are at least 10 OOO commonly used different Chinese characters [2] . Today, for the input of Chinese characters into computers, although there are at least more than 200 different methods developed, it is well known that none of them can provide the users with a convenient input system comparably efficient to alphabetic languages [l] . These methods are either too slow, too complicated, or need special training. For example, the radical input systems have special rules too difficult to memorize and the phonetic symbol input systems are too slow. In a typical phonetic symbol input system available today, typing 4-6 keystrokes is usually needed to enter a Chinese character in which 2-3 keystrokes are for the phonetic symbols, 1 keystroke for the tone, and 1-2 keystrokes to select the desired character among many homonym characters. This is because Mandarin Chinese is a tonal language and very often many homonym characters share the same pronunciation, as will be discussed in more detail later in this paper. This is why it is very slow and not widely used by most people. Although some new techniques have been developed in recent years such that the selection of the desired character among homonym characters can be performed automatically (of course with errors to be corrected manually), the overall speed is still relatively slow, and thus they are still not widely used. This is the basic motivation for the development of a real-time Mandarin dictation machine which can recognize Mandarin speech with very large vocabulary. From the computer input point of view, the desire for such a dictation machine is more stronger for Chinese language than English.
Based on the above motivation, the key feature of such a dictation machine is that it has to be able to recognize Mandarin speech with very large vocabulary and almost unlimited texts (with almost all possible syntactic structures and semantic relations existing in the training data, as will be clear later) because in general the input materials or texts into the computers are assumed to be arbitrary without any constraints. This feature will cause substantial difficulties to the design of the machine, as will be clear later in this paper. On the other hand, the function of such a dictation machine will be transcription only but not understanding, i.e., simply to transform the speech waveform into the corresponding text without actually understanding the meaning of the text.
Due to the fact the development of such a dictation machine is very difficult, we thus define the scope of the research by the following limitations. First, the input speech is in the form of sequences of isolated syllables instead of continuous speech (the choice of syllables as the dictation unit will be discussed in detail later). This avoids the difficulties of handling the complicated problem of coarticulation phenomena across syllables in the recognition of continuous speech waveforms. In fact, due to the monosyllabic nature of Mandarin (with more details to be discussed later), sequences of distinct syllables appear to be a rather acceptable and even more enunciated form of pronunciation in Mandarin Chinese. In other words, even if the speech input will have to be made by sequences of isolated syllables, such an input method will be not only much more efficient than any of the currently existing Chinese character input methods, but considered satisfactory and very convenient, although not very natural, in practical applications. This is where the special characteristics of Chinese language are quite different from most other languages. Second, the dictation machine is speaker-dependent only. The fact that it is trained for only one user at a time is completely acceptable considering practical applications. Third, a relatively high rate of error will be acceptable for the present (or first phase) design because the user can find the errors on the screen and correct them from the keyboard using convenient software tools very easily and quickly. Our initial goal for the performance of this machine is a 90% accuracy for the sentences in the daily newspapers and magazines published in Taiwan, Republic of China. This means, for a sentence of 10 characters, one of the characters on the average will be wrong and will be found and corrected by the user. With such a performance this machine will be still much more efficient than any of the currently existing Chinese character input systems. On the other hand, the operation of the machine has to be in real time, i.e., the time duration needed to dictate a Mandarin syllable should not exceed the average duration of a syllable produced in isolation, because the computer input has to be performed in real time. The above limitations and definitions on the task goals are the key considerations in the present design of the dictation machine. This makes such a machine both practically attractive in various applications and technically achievable using currently available technology.
Based on the detailed discussion in the next section considering the special characteristics of the Chinese language, Mandarin syllables instead of words (most of them are multisyllabic) or phonemes are chosen as the basic units for the dictation. The machine is then designed based on a bottom-up language recognition approach, in which acoustic signals are first recognized as a sequence of syllables, and the complete sentence is then obtained from the sequence of syllables. This includes two subsystems in the dictation machine. The first one is to recognize the syllables using acoustic signal processing techniques. But this is not very helpful at all as generally in the Chinese language every syllable can represent many different homonym characters with a completely different meaning, and can possibly form different multi-syllabic words with syllables on its right or left. Therefore, the second subsystem is needed to identify the correct characters from the syllables. Although similar systems have been designed or implemented for other languages with various approaches [3]-[7] , the basic design here is quite different due to the special characteristics of Chinese language. A preliminary version of such a Mandarin dictation machine has been developed earlier [8] , [9] , in which vector quantization based speech recognition techniques were used in the first subsystem described above to recognize the syllables, while syntactic analysis based sentence hypothesis parsing techniques were used in the second subsystem to identify the characters. These techniques in general provided very encouraging results. However, not only did the vector quantization based techniques give relatively low syllable recognition rates, but the syntactic analysis techniques made the real-time requirements almost impossible to meet because the many homonym characters in Chinese language produce a huge number of sentence hypotheses and its takes a very long time to parse all of them exhaustively. Recently, a new version of the Mandarin dictation machine has been successfully developed [lo] , in which hidden Markov model (HMM) based approaches [11]-[14] are used in the first subsystem to recognize the syllables and data-trained Markov Chinese language models [15]-[17] are used in the second subsystem to identify the characters. This new version of the machine can successfully operate in real time. This is the first real-time Mandarin dictation machine developed in the world which can recognize Mandarin speech with very large vocabulary and almost unlimited texts, and will be described in detail in this paper. In the following, the consideration for the special characteristics of Chinese language and the basic structure of the machine are presented in Sections I1 and 111, the recognition of the syllables (disregarding the tones) discussed in detail in Sections IV, V, and VI, the recognition of the tones described in Section VII, and the second subsystem including the data-trained Markov Chinese language models given in Sections VI11 and IX. The real-time implementation and test results are then presented in Sections X and XI. The concluding remarks are made in Section XII.
CONSIDERATIONS FOR THE SPECIAL CHARACTERISTICS
OF CHINESE LANGUAGE There are at least some 10 000 commonly used Chinese characters, and at least some 40 OOO commonly used Chinese words [2] . Every word is composed of from one to several characters. A smaller portion of commonly used words is composed of only one character, but some of these monocharacter words appear very frequently in everyday Chinese language (such as " E (is)", "% (I)", ''7 (no)", etc.). A nice feature is that all Chinese characters are mono-syllabic, and the total number of phonologically allowed syllables in Mandarin is only about 1300. In other words, very often many homonym characters share the same syllable; there is a fixed many-to-one mapping relation from characters to syllables, and if a machine can recognize these 1300 syllables, more than 10 000 characters or 40 000 words will be covered. This is the first reason to choose syllables as dictation units. A more important motivation to use syllables as the dictation units is due to the mono-syllabic structure of Chinese language.
Although most of the Chinese words are multi-syllabic and composed of several characters, almost all the morphemes, i.e., the minimum meaningful units, in Chinese are monosyllabic and composed of a single character. Also, almost every Chinese character represents a morpheme, and usually several morphemes together form a multi-character (or multisyllabic) word. Therefore, there is a one-to-one mapping relation between characters and morphemes. Because almost every character (or syllable) is a morpheme, it is very easy and convenient, though not very natural, for a native speaker to produce a Mandarin sentence as a sequence of isolated syllables. In fact, sequences of isolated syllables appear to be a rather acceptable and an even more enunciated form of pronunciation in Chinese language. We thus propose that an isolated syllable based recognition system is currently the most feasible approach to develop a Mandarin dictation machine for very large vocabulary and almost unlimited texts. In this way, the difficulties of handling the complicated problem of coarticulation across syllables in continuous speech recognition can be avoided. This is why isolated syllables are chosen as the dictation units in the present design. Note that phonemes have been widely used as the basic units of recognition in similar speech recognition systems with very large vocabulary for other languages [3]- [7] , but here we believe isolated syllables are the best choice for Chinese language due to its special characteristics, at least in the initial development stage. There are also some minor reasons to use the isolated syllables as the recognition units. For example, all Mandarin syllables are of open syllabic structure, i.e., they always end with vowels, with exceptions of vowels plus nasals -n and -ng. This makes the endpoint detection relatively easy for isolated syllables. Of course, on the other hand, there exist disadvantages of using syllables as units. For example, the small total number of syllables implies a very large number of homonym characters. In other words, even if the syllables are correctly recognized, it is still very difficult to identify the exact characters they are actually representing. This is why the second subsystem mentioned previously is necessary in the present design.
Another very special important feature of Chinese language is the existence of the tones for the syllables. Chinese is a tonal language in general, every character is assigned a tone and the tones have lexical meaning. There are basically four lexical tones, i.e., the high-level tone (usually referred to as the first tone), the mid-rising tone (the second tone), the midfalling-rising tone (the third tone), and the high-falling tone (the fourth tone), and one neutral tone (the fifth tone). It has been shown [ 181-[20] that the primary difference for the tones is in the pitch contours; there exist standard pattems for the pitch contours for the four lexical tones, and the tones are essentially independent of the vocal tract parameters of the syllables. One example is shown in Fig. 1 , where the pitch contours for the syllable [ba] with the four lexical tones and the neutral tone [ba-11,' [ba-2] , [ba-31, [ba-41, and [ba-51, produced by the same speaker, are plotted as functions of time.
' The transliteration symbols used in this paper are the Mandarin Phonetic Symbols I1 (MPS 11). The number following each syllable denotes the tone of the syllable. in the above example can represent many completely different characters with the same pronunciation. However, there exists only one set of characters, such as in the above exammonly used multi-syllabic words such as "m (Mandarin)"
and ''E (Computer)" and a commonly acceptable sentence.
Therefore, the task of the second subsystem is to transform the input sequence of syllables into the output text formed by characters. As long as 90% of the characters are correct, the performance will be satisfactory. The detailed structure of the machine is shown in Fig. 3 . For the first subsystem of syllable recognition, the endpoints for each syllable are first detected, the corresponding syllable disregarding the tones (such as fire] for the first syllable in the above example) and the tone (such as the fourth tone for the same example syllable) are then recognized independently in parallel, because as discussed previously every syllable can be considered as the combination of these two independent parts. The results are then combined to determine the syllable fire-41. It will be shown later that the recognition of the syllables (disregarding the tones) and the tones are both difficult, and errors always occur. We, therefore, have to also provide the top n choices for confusing syllables (disregarding the tones), for example, fire] being the first choice syllable and [che], [she], [tze], [tse] being the second, third, fourth, and fifth choices, respectively, and confusing tones, for example, the second choice tone being the third tone, to the second subsystem such that some possible errors made in the first subsystem or acoustic level recognition can hopefully be corrected by the second subsystem of linguistic level identification.
For the second subsystem to identify the correct character for each syllable, we need to first form all possible character hypotheses or mono-syllabic and multi-syllabic word hypotheses from the input sequence of syllables provided by the first subsystem. To use the above example, although there are many characters corresponding to the syllable [guo-21 and many to [iu-31, there is only one multi-syllabic word 'as (Mandarin) " that has the pronunciation [guo-2] [iu-31.
Similarly, there are many characters all pronounced as the syllable [dian-4] and many as the syllable [nau-31, but there is only one multi-syllabic word " (Computer)" pronounced as [dian-41 [nau-31. This word identification can be achieved through a lexical access process by matching the sequence of syllables with the multi-syllabic words in a dictionary. In this way some multi-syllabic words can be directly identified. But this actually does not solve the problem well. First, as mentioned above, the mono-syllabic words appear very frequently word lattice. A typical partial word lattice for the above example is shown in Fig. 4 , in which the mono-syllabic word hypotheses are represented by squares and multi-syllabic word hypotheses are represented by rectangles. Every path in such a graph is a possible solution, but there is only one path which gives the correct answer. This correct path is apparently disturbed by many confusing paths. The data-trained Markov Chinese language models are, therefore, useful in searching through all possible paths in the character or word lattices to find the correct path. The details of each block in Fig. 3 will be discussed in the following sections.
Iv. THE SYLLABLE RECOGNITION PROBLEM (DISREGARDING THE TONES)
Here we first discuss the problem of the recognition of the 408 syllables disregarding the tones in the first subsystem mentioned above. The detailed training and recognition algorithms for these syllables are then presented in the following two sections. The recognition of these 408 syllables is in fact very difficult, because there exist a total of 38 confusing sets in this vocabulary. Good examples for such confusing sets are the h e t : {[a], [bal, [pal, [mal, [fa] , [dal, [tal, [nal, [la] , [gal, [kal, [ha], Ual, [chal, [shal, [tzal, [tsal, [sal} and ANset [danl, [tan] , ban], [lanl, [ganl, [kanl, ban] , tian], [chanl, [shanl, [ran] , [tzanl, [tsanl, [san] 1. Conventionally, each Mandarin syllable is decomposed into an "INITIAL/FINAL" format, in which "INITIAL" means the initial consonant of the syllable, while "FINAL" means the vowel or diphthong part but including possible medial or nasal ending. Each confusing set mentioned above then consists of syllables sharing the same FINAL but with different INITIAL'S. Table I is a list of all the 408 syllables, where the vertical scale lists all the 38 FINAL'S (including a null FINAL) and the horizontal all the 22 INITIAL'S (including a null INITIAL), and every phonologically allowed syllable is assigned an identification number located at an appropriate square in the table indicating the component INITIAL and FINAL. Each row in the table then represents a confusing set, and the A-set mentioned above is the second row in the table.
TABLE I
Extensive simulation studies had been performed to develop useful recognition approaches for this highly confusing vocabulary with satisfactory accuracy. These simulation results are summarized in this and the next two sections. Because the dictation machine is speaker-dependent, and we assume it is impractical to require a new speaker to produce too many training utterances, the recognition approaches discussed in the following were in fact developed based on the concept of trying to utilize the very limited available training utterances most efficiently. The speech database includes utterances pro- The primary difficulties in the recognition of the 408 syllables are caused by the existence of 38 confusing sets, in each of duced by two male speakers, with six sets of isolated syllables for each speaker, each set consisting of one reading of the 408 syllables with randomized order in the first tone. The sampling rate is 10 kHz. Hamming windows with length 20 ms were applied every 7 ms to give consecutive speech frames.
In all the following experiments, five sets of data are taken as training data and one set as testing for each speaker; the results obtained are averaged after all the six sets of data for each speaker had been taken as the testing data, i.e., a total of twelve small experiments for the two speakers were performed.
The standard dynamic time warping (DTW) and the HMM approaches were first applied, and the simulation results were listed in the first four rows of Table I1 as experiments ( 1 ) -( 4 ) , where experiment (1) is for DTW, (2) for discrete HMM, and where M is the number of mixture components, cjm is the weight for the mth mixture component, and bjm(z) is the basis probability density function for the mth mixture component, all for state j . In the PGAM-modeling techniques, bj(z) has the form [12]:
In Table I1 the top n recognition rates, n = 1,2,3,4,5, are the rates for which the correct syllable is among the top n candidates chosen in the recognition process. All these top n rates are important because as discussed previously all the top n choices will be provided to the second subsystem.
Here seven states were used in experiments (2)-(4), and five mixtures were used in experiments (3) and (4). All these parameters had been empirically optimized. It can be seen that the top 1 recognition rates for HMM's are only on the order of 70%-80%, in which the continuous HMM's with PGAM techniques perform the best with a top 1 rate of 79.85%, while the continuous HMM's with GAM techniques which because the INITIAL parts of the syllables are usually very short as compared to the FINAL parts and therefore any important differences among the INITIAL parts of different syllables can be easily swamped by irrelevant differences among the FINAL parts of these syllables when the computation goes through the FINAL parts. A two-pass training approach is, therefore, first developed as follows. Because all the syllables in a confusing set share the same FINAL, in this approach 38 FINAL HMM's are first trained in the first pass, each for the FINAL of a confusing set, using the segmented FINAL parts of the training utterances, and 408 INITIAL HMM's are then trained using the segmented INITIAL parts in the second pass. In either pass, the HMM parameters are initialized using the segmental K-means algorithm [21] as briefly summarized below. Each training utterance is first divided into several segments, each corresponding to a state in the HMM. The autocorrelation vectors of each segment are then clustered using the LBG algorithm [22] into several partitions, each corresponding to a mixture in the HMM. LPC analysis is then applied to the centroid of each partition to obtain the initial observation density parameter, and the initial state transition probabilities are also set, and so on. In this way, 38 left-context-independent HMM's are used for FINAL'S while 408 right-context-dependent HMM' s are used for INITIAL'S because the characteristics of the INITIAL'S depend heavily on the following FINAL'S. This is one way to utilize the training utterances very efficiently. These HMM's need to be smoothly cascaded to form 408 syllable HMM's by requiring that in each syllable HMM the last state of the INITIAL HMM is exactly the first state of the FINAL HMM which was trained primarily from the transition region between the INITIAL and FINAL parts of the speech signals. This can be achieved by first letting some transition region between INITIAL and FINAL parts of the training utterances be included in both the INITIAL and FINAL parts to be used in training, and then in the initialization of the second pass training process for INITIAL HMM's simply copying all the parameters of the first state of the corresponding FINAL HMM evaluated in the first pass to be used as the parameters of the last state of the INITIAL HMM, and keeping these parameters unchanged during the entire second pass training process. The complete training process is depicted in Fig. 5 , and the resulting syllable HMM's in Fig. 6 . In this way not only the INITIAL HMM's and FINAL HMM's can be separately trained and optimized and the short INITIAL partscan be assigned more number of states, but the HMM's for the syllables in a given confusing set will have exactly identical parameters in the last few states, thus the effect of the FINAL's in the recognition phase can be minimized while the differences in INITIAL'S emphasized to better distinguish these syllables. The results of this approach for continuous HMM's with PGAM techniques can be seen in the fifth row of Table I1 as experiment (3, where the top 1 rate is improved by more than 10% as compared to experiment (4), while the top 3 rate now exceeds 99%. These numbers are also plotted in Fig. 7(a) optimized empirically, and are identical to those (five mixtures and seven states) used in experiment (4). Because the errors in the above two-pass training approach are still primarily caused by errors in distinguishing the INITIAL'S, it is believed that the limited number of training utterances in the second pass (five for each syllable in the experiment here) make the 408 INITIAL HMM's less robust. On the other hand, the FINAL HMM's are much more robust simply because much more training utterances (for only 38 FINAL HMM's) are available in the first pass. Considering the fact that very often quite a few FINAL's approximately start with some common phoneme (for example, the FINAL's a, ai, au, an, ang all start with the phoneme a), syllables with these FINAL's but the same INITIAL (such as [sa] , [sail, [sau] , [san] , [sang] ) can in fact share the same INITIAL HMM. In this way, the total number of INITIAL HMM's can be reduced from 408 di-phone models to 99 generalized diphone models, and the number of training utterances for each INITIAL HMM's can be significantly increased (four times on average). This is another way to utilize the training utterances more efficiently, and is called the revised two-pass training approach here. The results listed in the sixth row of Table I1 as experiment (6) show that in this way the top 1 recognition rate is in fact slightly degraded, while the top 2,3,4,5 rates are all improved as compared with experiment (5), probably due to the fact that the INITIAL HMM's thus obtained are really relatively less accurate because several syllables will have to share some common INITIAL HMM, although more robust because every INITIAL HMM is now trained by more training utterances. A three-pass training approach is, therefore, further developed in which the 99 INITIAL HMM's, created in the second pass of the above revised two-pass training approach, are now taken as the initial values. These initial values are applied in a third training pass using the initial parts of the 408 syllables as training utterances such that eventually 408 instead of 99 INITIAL HMM's are obtained and cascaded with the 38 FINAL HMM's to form 408 syllable HMM's. In other words, a set of robust models is first obtained, and these models are subsequently made more accurate during the next training pass. The results of experiment (7) listed in the seventh row of Table I1 indicate that the top 1 rate is now improved to 92.16% while the high top 2, 3, 4, 5 rates in experiment (6) are all preserved, i.e., the advantages of the above two approaches, the accuracy and robustness, are now combined. This is also shown clearly in Fig. 7(b) . Another possible approach to try to combine the accuracy achieved in the two-pass training approach and the robustness obtained by the revised two-pass training approach is interpolation. Let M I denote the parameters of the models obtained in the former and M2 the latter, a set of new HMM parameters can be found by
where X is a real number between 0 and 1. In fact, M = M I , when X = 1.0 and M = M2 when X = 0, and the best choice of X can be found empirically. In our experiments it was found that X = 0.2 is a very good choice and the corresponding recognition rates are listed in the eighth row of Table I1 as experiment (8). It is found that the results of experiments (7) and (8) are very close. We can, therefore, conclude that both the three-pass training and interpolation approaches can produce models which are both accurate and robust. However, because the top 1 rate of experiment (7) is slightly higher, the three-pass training approach will be further discussed and used in the following.
All the above approaches require segmented INITIAL and FINAL parts of training utterances to be used in the training of HMM's; however, realizing an automatic algorithm for segmentation between INITIAL and FINAL parts is very difficult, and manual postprocessing is still currently needed to avoid errors. This apparently causes difficulties when a new speaker is to train the machine. Therefore, a revised three-pass training approach which requires a minimum number of segmented training utterances is further developed. In this approach, only one set of training utterances needs to be segmented, and they are used to train 38 FINAL HMM's and 99 INITIAL HMM's to be cascaded to form 408 syllable HMM's. These 408 HMM's are then taken as the initial values to go through a third pass training, in which all the unsegmented training utterances are used in the forward-backward algorithm in evaluating various probabilities while the parameters of the INITIAL and FINAL parts of the syllable HMM's are reestimated separately. The results listed in the ninth row of Table I1 as experiment (9) indicated that by using this technique most of the training utterances need not be segmented, but at the price that the top 1, 2, 3, 4, 5 rates are all slightly degraded. In order to achieve better rates, further experiments (10) and (I 1) were performed with higher numbers of mixtures and the results are listed in the last two rows in Table 11 . It can be found that when higher numbers of mixtures are used the recognition rates can be further improved, and a top 1 rate of 92.40% can be obtained if 9 mixtures are used.
VI. SPECIAL APPROACHES IN THE RECOGNITION PHASE OF SYLLABLE RECOGNITION (DISREGARDING THE TONES)
The various approaches discussed in the above section indicate possibilities to improve the training algorithms for the 408 syllable HMM's. In fact, there are also possibilities to obtain better results by modifying the processes in the recognition phase, such as to apply the state duration bounds on the 408 syllable HMM's. In conventional HMM's, the state transition behavior is modeled by a set of state transition probabilities a i j , where i and j are indices for states. Therefore, the probability that the model remains at state i for a duration h is (~i i )~-'
.
(1 -uii), i.e., the probability density function (PDF) of the state duration, p ; ( h ) , for state i is geometric.
It has been found that such a geometric distribution is not adequate enough to model the temporal structures existing in speech signals and, therefore, several nonparametric [12] , [ 131, [23] as well as parametric [24]-[26] approaches to model the temporal structures of speech signals using better PDF's have been proposed. However, the nonparametric approaches usually require relatively large number of training utterances to estimate better PDF's, and the parametric approaches very often assume these PDF's to be of some known forms such as Poisson or gamma, thus more computation will be needed in evaluating the probabilities in the recognition phase. Here, a direct but effective approach is proposed in which the state duration is simply lower and upper bounded by two bounding parameters in the recognition phase, but not in the training phase, to prevent any state from occupying too many or too few signal frames than appropriate, thus resulting in a more even division of the frame sequence by states. These lower and upper bounding parameters for each state of each syllable HMM, on the other hand, can be estimated in the training phase. Typical curves for the PDF's using Poisson, gamma or the duration bounds used here are shown in Fig. 8 to illustrate the difference in the state duration distribution. A series of experiments (12) (13) (14) are first performed on the 408 syllable HMM's trained using conventional standard approaches without any of the special training algorithms presented above, but in the recognition phase the state duration bounds, the Poisson PDF's and the gamma PDF's are applied respectively. The results are listed in the first three rows in Table 111 . By comparing with the results in experiment (4) in Table 11 , it can be found that all the three approaches can significantly improve all the recognition rates, and the state duration bounds give the highest improvements, in which a 5.50% increase in top 1 rate can be achieved. Such state duration bounds can in fact be applied in the recognition phase for the syllable HMM's trained by any of the approaches discussed previously to obtain better results, one example is listed as experiment (15) in the fourth row of Table 111 , in which the three-pass training approach is used to obtain the syllable HMM's, and now the top 1 rate is as high as 94.89%, an increase of 2.73% as compared to experiment (7) in Table 11 . These state duration bounds can in fact increase the recognition speed, too, because with these bounds many state transition paths become impossible and need not be evaluated at all. An example is shown in Fig. 9 , in which the possible state transition paths for HMM's with and without state duration bounds are plotted. Fig. 9(a) Fig. 9(b) is the case that the state duration bounds are set and, therefore, many paths are simply impossible and thus the search space is significantly reduced. The speed consideration is in fact very important in the recognition phase, especially for the real-time dictation machine. All the simulations presented above were performed on a MASSCOMP-5400 workstation, and the average CPU time needed to recognize a syllable is 50.0 s (without the state duration bounds mentioned above applied). Although the application of the state duration bounds can further improve the speed, such a speed is by and large far from the realtime requirements. A two-stage search strategy is, therefore, considered to reduce the computation load, although probably at the price of slightly degraded recognition rates. In this strategy, instead of performing full search on all the 408 syllable HMM's during the recognition phase, only 38 representative syllable HMM's, one for each confusing set with a given FINAL, are chosen and the first-stage search is to compare the unknown syllable with these 38 representative syllable HMM's only. In the second stage detailed probability evaluation and comparison are then performed for all syllable HMM's in the top L confusing sets chosen in the first stage. In other words, the first stage is to choose L most probable FINAL's and the second stage is to choose the exact syllable from the L confusing sets. Apparently a tradeoff for the choice of L exists here, i.e., the degradation in recognition rates will not be acceptable if L is too small, but the reduction in computation load will be insignificant if L is too large. Some experimental results for this two-stage search strategy ( L = 3 is chosen empirically) are listed as experiment (16) in the last row of Table 111 , in which the syllable HMM's are trained by the revised three-pass training with 5 mixtures and the state duration bounds mentioned above are not applied, whose full search recognition rates are listed as experiment (9) in Table 11 . Therefore, the comparison between experiments (9) and (16) gives the net effect of applying the two-stage search strategy. It can be seen that with this two-stage search strategy all the recognition rates (top 1, 2, 3, 4, 5) are degraded by an order of 0.5% as compared to experiment (9) in Table 11 , but the average CPU time to recognize a syllable (with state duration bounds not applied) is now reduced to 16.8 s on the MASSCOMP-5400 workstation, which is only about 1/3 of the original CPU time. Therefore this search strategy represents an attractive tradeoff to achieve significant improvements in speed at a reasonable price of slight degradation in recognition rates. The state duration bounds mentioned above can of course be jointly applied to obtain further improvements in both speed and recognition rates. tone is not considered. However, the approaches to accurately recognize all the five tones (including the fifth tone) are still to be found, because almost all reported tests concentrated on the four lexical tones only, probably due to the fact that only very small number of characters have to be pronounced in the fifth tone. Nevertheless, the fifth tone tums out to be indispensable for the Mandarin dictation machine problem discussed in this paper due to the following reasons. Since these small number of characters pronounced in fifth tone are very often suffixes and particles in Chinese language, they are the functional elements of the grammar and, therefore, can not be done without in most of the sentences. As a matter of fact, some of these function words constitute the vital part of the grammar. For example, the characters ''m ([de-51 , possessive suffix, relative clause suffix, nominalizer, situational particle, adverbial, etc.) '', "7 ([le-51, perfective suffix for 'after,' phrase particle for 'become, begin to')'', "# (tire-51, progressive suffix) are only three of them, whereas the frequency of occurrence of the character "m( [de-5] )" alone is found to be as high as 5% [31] in everyday speech. Because the Mandarin dictation machine developed in this paper is to accept Mandarin sentences with arbitrary texts, these fifth tone characters apparently should not be ignored due to the high frequency of occurrence. Also, because the phonetic properties of a fifth tone are known to be actually determined by its preceding syllable in continuous speech [ 181, they thus seem to be undetermined for the isolated syllables in the monosyllable based Mandarin dictation machine discussed here. In fact, when pronounced as an isolated syllable by a native speaker of Mandarin, the fifth tone is automatically forced to take on some artificially assigned phonetic behavior, closer to a half third tone, although not necessarily any specific pattern. Thus the phonetic properties of a fifth tone syllable produced in isolation are well defined.
VII. RECOGNITION OF
Here the simulations performed to study the approaches to recognize all the five different tones (including the fifth tone) will be briefly summarized. The test syllables for the four lexical tones consist of 38 carefully chosen syllables for which phonetic balance and occurrence frequencies of Mandarin syllables were carefully considered. In fact, all the 38 FINAL's and 22 INITIAL'S mentioned previously have appeared in these 38 chosen syllables, and the 38 chosen syllables represent the combinations of these INITIAL'S and FINAL's with highest occurrence frequencies. On the other hand, another set of 38 test syllables for the fifth tone was separately chosen basically in a similar way, and the speech data of the fifth tone were collected from the isolated syllables produced in some carrier disyllabic words. With test syllables chosen in this way, it is believed that the experimental results obtained here can very naturally be extended to five-tone recognition for all Mandarin syllables. The speech data were collected from 8 speakers (4 male and 4 female), each producing two sets of utterances, one as training and one as testing for each speaker in our speaker dependent experiments. Each set of utterances consists of one reading (in randomized order) of all the test syllables (38x4 (for the four lexical tones) + 38 (fifth tone) = 190 utterances) chosen for the five tones. The results presented below are the average for all the 8 speakers.
Because the pitch frequency contours are the key parameters to distinguish the four lexical tones, it was thus quite natural for previous studies [27] to define the form of feature vectors as
where ft is the pitch frequency at frame t. It is easy to see that the two components in the above vector xt represent the local amplitude and local slope of ft, respectively. These feature vectors xt are first applied in a series of four-tone recognition experiments (the fifth tone is purposely ignored) including tests for various versions of discrete HMM's (DHMM) and continuous HMM's (CHMM) with different number of states, where in the latter the observation density b j ( x ) is assumed to be multivariate normal, i.e., where 11 is the mean vector and V the covariance matrix. Note that here a unimodel Gaussian density instead of a mixture of Gaussian densities is used, simply because in a series of preliminary tests the mixture densities are found to produce slightly lower or equal recognition rates, therefore the unimodel density is chosen for simplicity. A probable reason for this is that, as was observed in our tests, the actual distributions of the feature parameters seem to be better modeled by unimodel Gaussian densities than a mixture of Gaussian densities. The results are listed in Table IV(a), in which it can be found that the highest rate achievable is 97.8% for five-state DHMM. Note that here DHMM with 8 code words perform slightly better than DHMM with 16 or 32 code words as well as CHMM. This is probably because there are only four possible candidates in this problem, too many code words thus actually cause confusion among them, and for CHMM more training data will be needed to accurately estimate the various parameters to give better recognition rates. When the same approaches and feature vectors zt were directly extended to a series of five-tone recognition experiments (the fifth tone is included), however, the results in Table IV (b) indicate that all the rates are significantly degraded, with the highest rate achievable being only 93.2%. This means that such standard approaches and feature vectors as presented above are in fact not adequate to distinguish the five tones when the fifth tone is included, because the pitch frequency contours of the fifth tone do not necessarily form a specific pattern, as mentioned previously. By observing the typical waveforms of isolated Mandarin syllables (some examples are included in Fig. lo) , it can be found that the duration of the voiced part is normally much shorter and the signal amplitude relatively smaller for a syllable with fifth tone as compared to those for syllables with other tones. Therefore, the normalized short time energy and the duration of the voiced part of a syllable can be idcluded as feature parameters and thus the new feature vectors proposed here for five-tone recognition are defined as in the following:
where ft and et are, respectively, the pitch frequency and short time energy at frame t, e is the maximum of energy et's for a specific syllable, and a is the time length of the voiced part for the syllable. When this feature vector yt is applied, the recognition rates are listed in Table IV (c), in which it can be found that the rates are significantly improved in most cases. The highest rate now is 95.5%, again for five-state DHMM, which is 2.3% higher than the best rate (93.2%) in Table IV(b) when zt is used, but still 2.3% lower than the best rate (97.8%) in Table IV 
VIII. THE LEXICAL ACCESS PROCESS AND MARKOV CHINESE LANGUAGE MODELS FOR THE SECOND SUBSYSTEM
The first subsystem of the Mandarin dictation machine to recognize the syllables has been discussed in detail in the above four sections. Here in this section the basic principles and operations of the second subsystem to identify the characters from the recognized syllables will be presented, while the simulation results for the second subsystem will be given in the next section. Let . ,-X,, . . . , XR} represents the output Chinese sentence with X, being the rth output-unit, and R is the total number of output-units in the sentence. Here an output-unit can be either a Chinese character or a Chinese word (composed of one to several Chinese characters), because as mentioned earlier, a Chinese sentence can be considered as a sequence of characters or a sequence of words. In general R 5 T, and R = T when the character is chosen as the outputunit because every character is pronounced as a monosyllable. The above character identification processes can be further decomposed into two parts, the lexical access process and the Markov Chinese language models. The former is to form all possible character hypotheses or word hypotheses and to establish the character lattice or word lattice for the syllable sequence S because in general every syllable is shared by many homonym characters as discussed previously, while the purpose of the latter is to find a most probable solution in the character lattice or word lattice. In the first part of lexical access process, for an input syllable sequence S , all possible sub-sequences of S with length IC, { S t -k + l , S t -k + 2 , . . . , S t } , can be systematically used as the key to search through the adopted dictionary D for t = 1 , 2 , . . . , T and IC = 1 , 2 , . . . , m i n ( t , K ) where K is the length of the longest output-unit in the dictionary D. Here the dictionary D is a database containing all selected characters (for a character dictionary when the character is chosen as the output-unit) or words (for a word dictionary when the word is chosen as the output-unit) to be used by the system. Of course, K = 1
[ j i i o u -4 )
[ j i iou-5 3 (S, D ) , X be an arbitrary element of 2 And X be the maximum-likelihood path to be found. The desired path X can then be defined as X = arg max P ( X ( S ) in the following. The probability P ( X ) for a given path X = { X I , Xp, X3, . . . , X R } , where X , is the rth output-unit on the path, can first be decomposed into
If we assume that every output-unit X , of X satisfies the Markovian property [34], the above equation can be rewritten as i.e., X , depends on d previous output-units only, where d is the order of Markov modeling. The validity of the above assumption will be verified empirically later in the next section, i.e., the simulation results will show that such assumption is in fact reasonable. When d is set to 0, i.e., Markov model with zero order, the above equation can be simplified as
where P(X,.) (the probability that the output-unit X , will be used among all possible output-units in D) can be estimated from the training data, which is a large quantity of Chinese texts to be used to "train" the system. When d is set to 1 in the above eauation. i.e.. Markov model with first order, on the which specifies the maximum-likelihood condition. By Bayes's theorem, the above equation can be rewritten as
X = a r g m a x { P ( S J X )
* P ( x ) } because P ( S ) is identical for all paths X and is, therefore, deleted. In this equation there are two probabilities, P ( S 1 X ) other hand, k e quantity of possible P(X,(X,-1) turns out to be very large, e.g., 5000 words * 5000 words = 2.5 * lo7 word pairs for a dictionary D of 5000 words, which require a huge amount of training data and memory space for their values The basic idea here is that the ratio N,/N is a good estimate of the probability that a word randomly selected will be one never found in the training text. This concept has been recursively extended by Katz [ 151 to estimate higher order conditional probabilities. Now, the probability P ( X21X1) in the two middle lines, on the other hand, is to normalize the estimates of P(X2) in the last two lines such that it can be used to better estimate P(X2IX1) when some additional information can be used in the estimation. Some preliminary simulation results for the lexical access process and Markov Chinese language models described here will be presented in the next section.
Ix. PRELIMINARY SIMULATION RESULTS FOR THE LEXICAL ACCESS PROCESS AND MARKOV CHlNESE LANGUAGE MODEL
In the second subsystem, every syllable St provided by the first subsystem in fact includes several candidates Stj, each associated with a probability Q t j , j = 1 , 2 , . . . , N t , as was defined in the above. However, here in the preliminary simulations, it is first assumed that Nt = 1 such that there is only one candidate Stl for each syllable S, with probability Qtl = 1. This is the case in which all syllables are assumed to be exactly correct without any uncertainty and the purpose of the lexical access process and Markov Chinese language model is simply to identify the exact characters from the correct syllables. Of course this is a simplified case, but the results actually indicate the upper bound of the performance because in practice the syllables in a Mandarin dictation machine are not necessarily correct. Such preliminary simulation can be used to choose parameters for the models and investigate the requirements on training conditions in simplified situations and will be presented in this section, while more realistic situations in which each syllable has several candidates with different probabilities will be presented by the test results given later. In those tests given later the complete Mandarin dictation machine was actually implemented and the two subsystems were physically connected such that the syllable candidates Stj and probabilities Qtj were transferred directly from the first subsystem to the second subsystem.
The training data used here include the text (about 83 000 characters or 63 000 words) of the twelve volumes of Chinese textbooks used in elementary schools in Taiwan for adults, which will be denoted as Train-1 and Train-2, respectively. These training data were organized into three training conditions, i.e., Train-1, Train-2, and Train-1 plus Train-2. On the other hand, the testing data used include two sets of syllable sequences denote as Test-1 and Test-2. Test-1 consists of the syllable sequences derived from the first and last chapters of each of the twelve Chinese textbooks used in elementary schools, and has a total of 5873 syllables. Test-2 consists of the syllable sequences derived from some typical text in daily newspapers for adults, and has a total of 3108 syllables. Of course, the parts of training data which happen to be identical to the testing data were deleted in the experiments such that testing data are never used in training. The total numbers of distinct syllables are 657 and 521 for Test-1 and 2, respectively, and 753 when Test-1 and 2 are counted together. The perplexity (i.e., the geometric mean of the number of choices at each decision point) for the testing texts are found to be on the order of 58.9 and 76.3, respectively, when the character and word is chosen as the output-unit. The character and word coverages (i.e., the percentage of testing characters and words covered in the training texts), on the other hand, are found to be 100% and 98.0%, respectively. When the word is chosen as the output-unit, the training data here must be further preprocessed to identify all the words in the texts, because as mentioned earlier a word is composed of one to several characters and there is no boundary marker between any two successive words in a Chinese sentence. In the experiments with MMC (Markov Models defined for Characters, or the character is used as the output-unit), a character dictionary of 11 872 commonly used characters was adopted in the lexical access process. It was found that on the IBM PC/AT on average it takes 0.081 s to identify a character from a syllable for MMC with zeroth order (MMC-0) and 0.38 s for MMC with first order (MMC-I). Such a speed is acceptable for real-time operation, because the average time duration to pronounce a syllable in isolation is on the order of 0.48 s. In the experiments with MMW (Markov Models defined for Words, or the word is used as the output-unit), a word dictionary of 44 108 commonly used Chinese words was used in the lexical access process, which includes 11 872 one-character words, 25 584 two-character words, 3274 three-character words, 3096 four-character words and 282 words consisting of more than four characters. It was found that on the IBM PC/AT, it takes on average 0.11 s to identify a character for MMW with zeroth order (MMW-0) and 0.44 s for MMW with first order (MMW-l), which is still acceptable for real-time operation.
The simulation results are listed in Table V in terms of the character identification rate, which is the percentage of correctly identified characters. The results for MMC-0 are listed in the left half of Table V(a). In general it can be seen that all the identification rates for MMC-0 are relatively low, on the order of 56% N 73% only. It can also be found that the identification rates are higher for exact-domain training, i.e., when the testing data and training data are for the same domain, such as (Test-1, Train-1) or (Test-2, Train-2) pairs, for which the former is of elementary school textbook domain while the latter is of newspaper domain. But the identification rates are significantly degraded for cross-domain training, i.e., when the testing data and training data are of different domains, such as (Test-1, Train-2) or (Test-2, Train-1) pairs. Apparently, the performance of MMC-0 model is domain dependent. Furthermore, for mixed-domain training condition (Train-1 plus Train-2 in the third row), the two different domains are mixed and the probabilities interfere with one another and, therefore, the identification rates are both slightly degraded as compared to the exact-domain training condition (i.e., 73.7% versus 76.4% and 68.2% versus 69.7%). The results for MMC-1 are listed in the right half of Table V(a), in which it can be easily found that all identification rates for different Traiflest conditions are significantly better for MMC-1 than MMC-0, of course, at the price of increased computation and memory requirements. The best rates for MMC-1 are on the order of 90%, which is much more acceptable. Also, the domain-dependent phenomena still exist for MMC-1, except that now the mixed-domain training (the third row) gives equal or slightly better rates as compared to the exact-domain training (i.e., 90.2% versus 90.2% or 89.8% versus 88.7%). The results of MMW, i.e., when the word is chosen as the output-unit, are listed in Table V (b) , in which the identification rates are still in terms of percentages of correctly identified characters instead of words, such that comparison with Table V(a) is possible. Several observations can be made on the left half of Table V(b) for MMW-0. First the identification rates for all TraidTest conditions are now significantly better for MMW-0 in Table V(b) than MMC-0 in Table V(a), most of them are on the order of 82%-88%. Also, the domain dependent phenomena still exist for MMW-0, but now the difference between the identification rates for exact-domain and cross-domain training conditions are much less for MMW-0 (i.e., 88.4% -82.4% = 6.0% and 83.0% -75.6% = 7.4%) than those for MMC-0 (i.e., 76.4% -67.0% = 9.4% and 69.7% -56.0% = 13.7%), and the mixed-domain training condition on the third row of the left half of Table V(b) gives slightly lower or actually equal identification rates as compared to the exact-domain training condition (86.6% versus 88.4% and 83.0% versus 83.0%). Therefore, MMW-0 not only gives much better identification rates, but is much more robust than MMC-0 in terms of dependence on training domain.
As to the results for MMW-1 listed in the right half of Table V(b), several observations can also be made. First, all the identification rates for MMW-1 under different TrairVTest conditions are significantly higher than the corresponding rates for MMW-0 or MMC-1, and now the highest rate for MMW-1 is on the order of 92.5%-92.7%. Apparently, MMW-1 is better than both MMW-0 and MMC-1. Furthermore, a nice feature of MMW-1 is that, as can be found in the right half of Table V(b), although the domain-dependent phenomena still exist, now the mixed-domain training condition in the third row can produce identification rates even significantly higher than the exact-domain training conditions (92.5% versus 90.9% and 92.7% versus 89.4%). This is probably because when words are chosen as the output-units, although the probabilities P(X,IX,-1) for MMW-1 model are still domain-dependent, the disturbance caused by cross-domain training data will be actually compensated for or even covered by the better estimation of the probabilities P(X,IX,-1) due to the increased quantity of training data (i.e., Train-1 plus Train-2 includes roughly twice as many characters compared to Train-1 or Train-2 alone). We can, therefore, conclude that order one Markov model (a! = 1) is always better than order zero (a! = 0), MMW is always better than MMC and more robust in terms of domain-dependence, and MMW-1 is thus chosen to be used in the dictation machine described below, because it is apparently the most attractive among all different models tested in the preliminary experiments. In fact, the domaindependence phenomena will not cause too much difficulties for the Mandarin dictation machine discussed here, because the machine is speaker dependent, and the text domain for a given user usually does not change significantly. Although the simulations here assume all syllables are correctly recognized, they serve as good upper bound indicators for the performance of the character identification processes in a real dictation machine, as will be shown later.
Note that the MMW-1 model here used a 132 000 word training text to obtain 44 OOO * 44 000 bigram probabilities. This model is apparently seriously undertrained (in fact, most of the probabilities P (X, IX, here are zero), and, therefore, should be considered as only an initial attempt to study the feasibility and performance of applying Markov language modeling techniques in Mandarin Chinese. It is believed that significant improvement in the identification rates are achievable if given a sufficient amount of training data. In fact, more rigorous experiments using much more training texts to study the actually achievable identification rates and the necessary amount of training text, as well as the identification rate variation with respect to the amount and domain of training texts, are still needed and currently under progress. However, the preliminary results presented above can serve as a performance indicator, and show that the MMW-1 model actually provides a very good approach to identify the characters from recognized syllables.
x. REAL-TIME IMPLEMENTATION OF THE
MANDARIN DICTATION MACHINE
In this section the real-time implementation of the Mandarin dictation machine will be discussed in detail. The machine in general has three major parts as discussed in the above sections, the part to recognize the 408 syllables disregarding the tones, the part to recognize the tones, and the part to perform the lexical access process and Markov Chinese language model. The lexical access process and Markov Chinese language model can be performed in real-time on the PC/AT, as mentioned previously in the preliminary simulations. However, that is for the case in which every syllable has only one candidate Stl with probability Qtl = 1, and full search through the entire character lattice or word lattice was performed. In the real Mandarin dictation machine, because every syllable St now has several candidates Stj with probabilities Qtj, j = 1,2, . . . , Nt, the character lattice or word lattice will be significantly enlarged and the search space tremendously increased, which makes the real-time requirements difficult for full search strategy. A relatively simple approach to this problem is to replace full search by beam search strategy, i.e., at each stage of the character lattice or word lattice search, only the top b paths with highest probabilities will be kept and considered in the following computation instead of fully searching through the entire lattice. Here b is the beam width of the search process, and apparently there is a tradeoff for the choice of b, i.e., smaller beam width will cause significant degradation in performance, but larger beam width will make the real-time requirements difficult to meet. The testing results given in the next section will show that a reasonable choice of b can be determined empirically. For the recognition of the five different tones, a special hardware board is implemented to detect the pitch periods in speech waveform in real time using the well-known parallel pitch detection algorithm [35], and then the computation of vector quantization and HMM's can also be easily completed in real time on the PC/AT because there are only four dimensions in the feature vectors and five HMM's for the five different tones. Therefore, the recognition of the tones is easily implemented in real-time. The part most difficult for real-time operation is then the recognition of the 408 syllables disregarding the tones because the 408 continuous HMM's for the 408 syllables require a huge amount of computation in the recognition phase. As was discussed previously in Section VI, the simulation results show that on average it takes (without the state duration bounds applied) 50.0 s for the MASSCOMP-5400 workstation to recognize a syllable with full search strategy, and 16.8 s with the two-stage search strategy with slight degradation in performance, which are, respectively, 104 and 35 times longer than the average duration for a speaker to produce a syllable in isolation (0.48 s, also mentioned previously). Although the state duration bounds can further improve the speed significantly, apparently a special hardware system is needed to perform the recognition of the 408 syllables in realtime. This leads to the real-time system structure discussed in the following.
The block diagram of the real-time Mandarin dictation machine is shown in Fig. 11 , in which an IBM PC/AT is the center, with three sets of special hardware boards connected to the PC/AT, the pre-processing unit, the pitch detector, and the HMM processor. The waveform of the input unknown syllable is first filtered and sampled. The pre-processing unit is responsible for the endpoint detection, pre-emphasis and real-time evaluation of all autocorrelation and vocal tract feature parameters and vectors, the pitch detector detects the pitch periods in the speech waveform, while the 408 HMM's are implemented on the HMM processor, on which all computations needed for the HMM syllable recognition are performed. The PC/AT is not only the monitor and control center, but will take care of the recognition of the tones and the second subsystem which includes the lexical access process and the Markov Chinese language model to transform the recognized syllables into Chinese characters or words. The MASSCOMP-5400 workstation, on the other hand, is only responsible for the training of the 408 syllable HMM's and five tone HMM's for each new user, and the parameters for the HMM's obtained in the training processes will be transferred to the PC/AT or the HMM processor through the PC/AT. The VAX-730 minicomputer is responsible for the training of the Markov Chinese language model. The necessary parameters for the Markov Chinese language model can be computed from the input training texts and transferred to the PC/AT. The most complicated part in this real-time implementation is the HMM processor for the recognition of the 408 syllables, which is presented in detail in the next paragraph. The HMM processor is a set of special hardware boards, including one main board on which seven sub-boards Bo, BI , Bz, . . . , Bg are plugged in. The block diagram of each sub-board B; is shown in Fig. 12 , on which the center is a Texas Instruments TMS 320C25 chip providing all necessary computations, while the connection to the next sub-board Bi+l, the previous subboard Bi-1, the pre-processing unit (PPU), and the PC/AT are all indicated. The program for the 408 syllable HMM's is written on the seven sub-boards, with the 408 syllable HMM's divided into seven groups, each having 58-59 syllable HMM's implemented on one sub-board. The parameters of the 408 HMM's trained using any of the training approaches described above in section V can be used, and the conventional full search strategy, the two-stage search strategy, or the state duration bounds discussed previously in Section VI can all be performed in the recognition phase. Therefore, a total of seven TMS 320C25 chips are used in the HMM processor, operating in parallel to complete all necessary computations in time.
Finally, a convenient software system for the user to manually correct any errors found on the screen through the keyboard was carefully designed and implemented in the user interface. The recognized top 1 syllables provided by the first subsystem and identified Chinese characters provided by the second subsystem will all be shown on the screen sequentially in real-time when the user utters the syllables. The user can thus easily find any errors in either the syllables or the characters. He should first correct the errors in syllables by simply indicating the incorrect syllables through a function key and the software will show on the screen next top n (n = 2,3,4,5,6,7,8.. .) candidates for the indicated syllable provided by the first subsystem for the user to select. Once a correct syllable is selected, the lexical access process and Markov Chinese language model will immediately identify new characters to be shown on the screen. On the other hand, if all the syllables are correct, but some incorrect characters are identified, the user can indicate the incorrect characters through a function key and the software will show on the screen the next top n(n = 2,3,4,5,6,7,8,-..) candidate characters based on the order in the probabilities provided by the Markov Chinese language model for the user to select. In this way even if the error rate is relatively high, the user can find it convenient to use the Mandarin dictation machine to input Chinese characters into computers. The picture of the completed prototype of the real-time Mandarin dictation machine is in Fig. 13 .
XI. PRELIMINARY TEST RESULTS FOR THE REAL-TIME SYSTEM
In this section the preliminary test results for the completed prototype system of the Mandarin dictation machine will be presented. For the recognition of the tones, five-state DHMM's with 32 codewords in the vector quantization codebook were implemented in the real-time system because this is the case giving the highest recognition rates for the five different tones, as can be found in Table IV(c), and there is no requirements on speed considerations as mentioned above. For the recognition of the 408 syllables disregarding the tones using the HMM processor special hardware implemented by seven T M S 320C25 chips, some tests indicate that the average time for this special-purpose hardware to recognize a syllable is 0.45 s for 5 mixtures and full search strategy, and 0.33 s for 9 mixtures and two-stage search strategy respectively, with the state duration bounds applied. Such test speed implies that the real-time requirements can be achieved by this specialpurpose hardware, with possible tradeoffs available between number of mixtures and search strategies as design options. By examining the simulation results listed in Tables I1 and 111, the parameters for the 408 HMM's obtained in the revised threepass training approach with 9 mixtures were loaded into the real-time system and the state duration bounds and two-stage search strategy were applied in the recognition phase. This is because the revised three-pass training approach requires only the minimum number of segmented training utterances, the 9-mixture case gives roughly 2% higher top 1 recognition rate and the same top 3 recognition rate as the 5-mixture case
STATE'
Bi -1 PC STATE PPU B i + l because not all combinations are allowed. Also, b denotes the beamwidth used in the beamsearch while evaluating the probabilities for the paths in the word lattice. The final identification rates as well as the average time required to identify a character for the PC/AT are listed in Table VII(b) and (c), respectively, for various combinations of the three parameters nt, n,, and b. These results are discussed in the following. When only top 1 candidates for tones and syllables are considered (nt = n, = l ) , about 86.87% (~9 1 . 2 8 % (top 1 rate for syllables) x 95.17% (top 1 rate for tones)) of the syllables are correctly recognized, and the ambiguities caused by the homonym characters further reduce this number to the final identification rates on the order of 75%-77%, as can be found in the last column in Table VII (b) . This is quite reasonable because the data in the last row of Table V (b) show that even if all syllables are correct, the identification rates can only achieve 92.5%-92.7%. Also, when the beamwidth b is increased from 5 to 20, the identification rates can be slightly improved from 75.36% to 76.78%. Such a performance is definitely not acceptable. However, when nt = n, = 2, about 94.17% (~9 6 . 7 4 % x 97.34%) of the correct syllables have been included in the word lattice in which every syllable has four possible candidates, and the Markov Chinese language model eventually selects the characters with identification rates on the order of 88%-91% depending on the beamwidth b used. Note that very significant improvements have been made here because only 86.87% of syllables are correctly recognized as the top 1 choices by the first subsystem, but now 88%-91% of characters are correctly identified by the second subsystem by including more possible syllable candidates. Apparently the lexical access process and Markov Chinese language model in the second subsystem have some error correction capability such that some errors made in the acoustic level syllable recognition can be eventually corrected in the linguistic level character identification. Similar phenomena can be found in all combinations of ( n t , n,, b) in Table VII(b), i.e., the identification rates can be further improved by increasing nt or n,, and the wider beam width b always gives better performance. However, some exceptions can be found in the first column of Table VII(b), i.e., when too many candidates are included (nt = 3 , n , = 5 ) but b is not large enough ( b = 5 or 8), the performance will even be degraded. The best identification rate in Table VII(b) is as high as 92.03% for nt = 3, n, = 5 , b = 20 which is already very close to Table VII (c) only those combinations of (ntr n,, b) requiring less than 0.48 s to identify a character can be considered for the real-time requirements. This leads to two sets of parameters selected, (nt = 2, n, = 2, b = 8) and (nt = 2, n, = 3, b = 5 ) , the former gives an identification rate of 90.20% and takes 0.47 s to identify a character, while the latter gives an identification rate of 89.72% and takes 0.45 s to identify a character. Both are quite attractive solutions and the identification rates are on the order of 90%, which is the initial goal of the present research as indicated in Section I, and is only about 2.5% lower than the upper bound of 92.5%-92.7% in Table V (b) . In fact Table VII(b) and (c) reflects design options considering tradeoffs between performance and speed, and better tradeoffs can be achieved if the beam search for the Markov Chinese language model can be performed on a computer with higher speed.
XII. CONCLUDING REMARKS
This paper presents the research and development of a real-time Mandarin dictation machine in a long-term research project. By defining the machine to be speaker dependent, entered by sequences of isolated syllables, suffering from a reasonable rate of error but operating in real time, such a Mandarin dictation machine is found to be not only technically achievable, but practically attractive to be used in the input of Chinese characters into computers. The techniques used to recognize the syllables (disregarding the tones), the tones, and in the lexical access process and Markov Chinese language models have been carefully developed and integrated into the real-time machine, and discussed in detail in this paper. Although the test results are satisfactory in terms of the initial goal of the project, further research is still in progress, which includes approaches to further improve the syllable recognition rates and character identification rates, to extend to continuous speech input, and to incorporate techniques for speaker and user adaptation. On the other hand, although further improvements are still needed, some product development efforts are also currently being made to try to transform this proto-type system into a practically attractive product. From 1988 to 1989, he joined the Basic Technology and Research Laboratory of the Telecommunication Laboratories, Chung-Li, Taiwan, where he was involved mainly in speech recognition and optical character recognition. Since 1989, he has been working with CMU speech recognition group on the environmentally robust speech recognition. His present interests are centered on speech recognition, environmental adaptation, and speaker adaptation.
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