ABSTRACT A remarkable success in recommendations has been achieved by using methods based on metric learning, especially in digital marketing. However, the existing methods do not consider the relative preferences among items that users like. To overcome this issue, we propose an improved recommender model. First, the model analyses the user-item bipartite graph from historical interactions, and collects user-item similarities based on the topological features from this graph. Then, similar to other metric-based methods, both users and items are embedded as latent positions in a low-dimensional space, where users' preferences on items are modelled as distances. Thus, we propose an improved metric-based recommender, i.e. the Graph Embedded Metric Factorisation recommender, under the assumptions that (1) the distance between a target user and an interacted-with item is determined by their topological similarity, and (2) for a target user, non-interacted items are located farther away than interacted-with ones. Comprehensive experiments on three practical datasets were implemented. Empirical results indicate that our improved recommender outperforms current state-of-the-art methods when making personalised recommendations based on users' implicit feedback.
I. INTRODUCTION
Recent years have witnessed a great development of the recommendation systems (RS), especially in the digital marketing field. With RS, customers can easily find products they are interested in, and also suppliers witness increasing sales. Therefore, RS have attracted much attention of researchers and marketing professionals.
Early models for RS largely focused on explicit feedback, in which ratings directly reflect the users' preference on different items [1] . However, in many applications, these preference-based ratings are far from being off-the-shelf [2] - [4] . Compared to explicit, it is easier to collect users' implicit feedback (e.g. clicking, viewing, and purchases history). Unfortunately, it is challenging to use it due to the natural scarcity of negative feedback [2] . One of most efficient solutions is the ranking recommendation [5] . In this work, we propose a good-performing ranking recommendation based on users' implicit feedback.
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The most popular and effective technique for the development of RS is matrix factorisation (MF). These methods factorise the large user-item interaction matrix into a product of two low-dimensional matrices. In other words, they assume both users and items as latent vectors in a dense space, and use their dot product as a preference approximation [1] . However, they fail for the recommendation tasks based on users' implicit feedback. To overcome this issue, Hu employed confidential weights for both observed and missing user-item pairs and proposed a Weighted Regularized Matrix Factorisation (WRMF) method [3] . Additionally, Rendle and collaborators developed a pair-wise recommender,the Bayesian Personalised Ranking (BPR) model [4] . BPR is based on the optimization of Area Under the Curve (AUC), which penalize mistakes at the lower and higher ranked positions equally. However, in the realm of ranking recommendation, items with lower rankings are more important, which is the so-called less-is-more effect [8] . To this end, Shi et al. [9] proposed the Collaborative Less-is-More Filtering (CLiMF) based on the Mean Reciprocal Rank (MRR). In their studies, users are assumed to prefer their interacted-with items VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ over non-interacted ones. Although these models have significantly improved RS models under implicit settings, their performance may be hindered by the choice of dot products [5] , [6] . It is commonly believed that the dot product does not satisfy the triangle inequality, failing to capture the finegrained information and limiting expressiveness [5] .
To mitigate the mentioned problem, some studies have replaced the dot product with other metrics (e.g. the Euclidean distance). Inspired of the Largest Marginal Nearest Neighbor (LMNN) [7] , Hsieh et al. proposed the Collaborative Metric Learning (CML) model [5] . Similar to other metric-based recommenders, both users and items are represented as latent points and the user-item similarities are assigned with their distances. A ''push'' mechanism is implemented for user-item pairs, assuming that items with which the user interacted are closer than the remaining noninteracted ones [5] . Models have been further improved by introducing the concept of semantic translation. Concretely, users and items are denoted separately and distances are calculated through translation [10] , [11] . In a parallel research path, Zhao et al. proposed a point-wise recommender, i.e. the Metric Factorisation (MetricF) model [6] . Unlike pair-wise models, they directly factorise the interaction matrix into user and item latent positions.
However, existing metric-based models only consider the differences in users' preferences based on interacted-with and non-interacted items, while ignoring relative preferences among the interacted-with ones. Even for items that people like, there are still relative preferences among them. Considering relative preferences leads to a fine-grained research and enhances recommendations. In this paper, we propose a novel technique: Graph Embedded Metric Factorisation (GEMF) model. The model's rational is to learn users' relative preferences among interacted-with items based on the user-item bipartite graph and consider the issue from both point-wise and pair-wise perspectives. Follows are our main contributions. 1) We address the recommendation issues from both point-wise and pair-wise perspectives. As far as we know, our model is the first metric-based recommender that considers not only relative preferences between interacted-with and non-interacted items, but also relative preferences among interacted-with items. 2) We propose a novel joint technique (GEMF), in which users and items are embedded as points in a lowdimensional coordinate system. Interacted-with items are pulled close based on the user-item similarities; whereas non-interacted items are pushed apart. 3) Comprehensive experiments on both public datasets and a large-scale practical dataset have been implemented. Empirical results conclude that our model consistently outperforms sate-of-the-art models.
The rest of this paper is structured as follows. Section II enumerates related parameters for our model and conducts the research problem. Section III introduces how to learn the user-item similarities for observed pairs and obtain the hybrid model based on implicit feedback. Section IV evaluates models' recommendation performance based on comprehensive experiments, and analyzes the hyper parameters. Last but not the least, section V concludes this paper and represents the future work.
II. PRELIMINARIES
In this section, we present the recommendation problem and provide an overview of our model. Suppose we have M users and N items in our dataset, observed interactions are represented as . Let u and i denote user and item, respectively. For clarity, we collect historical interactions into a user-item interaction matrix X ∈ R M ×N . Thus, its (u, i)-th entity indicates whether u has interacted with i, as the Equation. (1) shows.
Obviously, this matrix could represent any kind of implicit feedback. Now, the task is reduced to make personalised recommendation using this interaction matrix. Note that missing entities (i.e. X ui = 0) are considered as a mixture of negative and unknown feedback, and it is not appropriate to treat all these missing samples as negative. For a clear representation, we summarize the notations and descriptions related our proposed model in Table 1 .
Similar to other metric-based recommenders [5] , we embed both users and items as latent points in a lowdimension coordinate system, and represent user-item similarities based on their distances in this space. Interacted-with and non-interacted items are modelled in different manners: (1) for the interacted-with items, we are aware of relative preferences among them and provide a strategy that sets distances between users and interacted-with items according to the similarities from the user-item bipartite graph; (2) for the non-interacted items, they are assumed to locate farther away from target users compared to interacted-with items in the latent space. Based on these assumptions, the following hybrid recommender are obtained (as the Fig.1 shows) .
III. THE METRIC-BASED RECOMMENDER
To overcome the disadvantages of MF-based methods and tap into the power of metric learning, we propose a novel recommendation model, GEMF. It considers both users and items as points in a low-dimension coordinate system and employs Euclidean distances to measure their similarities. Unlike existing researches, a fine-grained recommender is proposed considering customers' relative preferences among interacted-with items. Our model first learns the similarities between users and interacted-with items from the user-item bipartite graph, and exploits similarities as distances between their embeddings. Hereafter, it conducts the hybrid recommender with joint pair-wise and point-wise assumptions.
A. SIMILARITIES FOR OBSERVED INTERACTIONS
As one of the most popular recommenders, Collaborative Filtering (CF) has been widely deployed in real-world scenarios. CF-based methods can be further classified into two classes: memory-based and model-based. Roughly speaking, the former assumes that items with which same users interact are akin to each other [12] , and is implemented in the following steps: (1) build a user-item bipartite graph according to their historical interactions; (2) employ proper similarity measurement methods to find similar users (or items); (3) aggregate information from similar users (or items) to obtain user-item similarities; (4) recommend based on these similarities.
We adopt the above methods to learn similarities between users and their interacted-with items. Let G = (V 1 , V 2 , E) denote the bipartite graph, where V 1 and V 2 represent users and items, respectively. The edge set is denoted by historical interactions as E = {(u, i) : X ui = 1}. Similar to other memory-based models, for every user (u) and item (i), their aggregated similarities (AS) is calculated as the Equation. (2) shows.
where set I (u) = {i : X ui = 1} represents u's interacted items, user-item weight is assigned to be the normalization of similarities with W uj = 1/ |I (u)|.
Since there are only user-item interactions in implicit settings, the item-item similarities are learnt from their topological information. For the sake of simplicity, we adopt a simple measurement, namely the Jaccard Coefficient [13] as the Equation. (3) shows.
where sets U (i) and U (j) denote users who has interacted with i and j, respectively. Accordingly, the user-item similarities are obtained as the Equation. (4) shows. (5) shows.
Comprehensive consideration has been taken for both observed and missing feedback to conclude the following assumptions.
1) Similarities learnt from the user-item bipartite graph are consistent with the latent space. 2) For all users, distances to interacted-with items are different, which are related to their similarities. 3) For all users, distances to non-interacted items are greater than those to interacted-with items. The hybrid method is implemented into two parts, (1) pulling interacted-with items to target users based on their similarities and (2) pushing non-interacted items far away from users. Therefore, the objective function could be represented as the Equation. (6) shows.
where L pull and L push denote the pull-and push-based loss, respectively; weight α is utilized to control the proportion. Inspired by other metric-based methods, we define the pull and push loss by the following equations.
where the expected similarity-based distance is denoted as Y ui = Max Similarity − AS (u, i), the safety margin size is assigned with m = 1 as default, and function [z] = max (0, z) is the standard hinge loss. It is pointing out that the objective is a weighted one by two convex loss functions about the user-item distance. Therefore, the final objective is still convex and could be solved by gradient-based methods.
C. LEARNING PROCESS
For the fact that user-item interactions are very sparse, direct training can easily lead to over-fitting. Traditional MF-based methods usually adopt L 2 -norm regularization on latent factors. Unfortunately, it is inappropriate for metric-based learning, since it pulls both users' and items' latent points close to the origin. Similar to Zhang's settings [6] , we relax the constraints into an Euclidean ball as the following clipping process for each update.
where the size of Euclidean ball is assigned with l = 1 by default. They are generally performed when updating parameters in every iteration so as to ensure that points will not spread too widely. Besides, as the Equation. (5) shows, the user-item distance is calculated as the addition of each dimension. As the dimensionality increases, it is necessary to prevent the coadaptations among dimensions. Consequently, we employ a simple but useful technique in deep learning, namely, Dropout [14] in training. Now, distances are computed by randomly dropping some dimensions. For example, the distance D ui between u and i is then calculated as the Equation. (10) shows.
The drop-out strategy in the above example removes the first, third and j-th dimensions, which then make no contributions to the distance in that epoch. Note that the dropped dimensions are changed in each epoch, and this strategy is only adopted during training. Under these settings, our model is trained with Adagrad [15] as the Algorithm 1 shows. Adagrad is short for the adaptive gradient method, which adapts the step size to the parameters based on the frequencies of updates. It provides an adaptive strategy to control the learning rate and greatly improves the efficiency of training. Now we can calculate distances between any user-item pair based on their corresponding latent positions. As aforementioned, users are assumed to prefer close items in this embedding space. Therefore, we directly ranking items by predicted distances in descending order and recommend unused items for every user in his/her topmost list.
D. DISCUSSION
We discuss the relationship between the proposed GEMF and other state-of-the-art metric-based models, and present the insights that highlight the contribution of GEMF. Collect users once interacted-with i as i 5: end for 6: for all pairs (u, i) in current batch do 7: Obtain similarity AS (u, i) by the Equation. (4) 8:
Sample K negative items Neg u = j : X uj = 0 9: Calculate the objective as the Equation.(6) shows 10: Update p u and q i with Adagrad 11: Clip p u and q i by size l 12: end for 13: Return latent points P, Q 1) RELATION TO CML CML [5] was the first work that introduced metric learning to collaborative filtering. CML follows the idea of LMNN [7] , which minimizes the expected kNN classification errors by pulling instances in the same class closer and pushing different labelled instances apart. The major differences between GEML and CML lie in two aspects: First, CML only pushes items that the user non-interacted away while does not provide a direct strategy to pull items that the user interacted-with closer, for which GEML is tailored. Second, CML and GEML root in different assumptions. CML only exploits a pair-wise assumption (i.e., the relative preferences between interactedwith and non-interacted items), but GEML is concluded from a joint point-wise and pair-wise perspective.
2) RELATION TO MetricF
MetricF [6] was proposed as an algorithm that not only exploits metric learning for personalized recommendations, but also the Matrix Factorisation. The key constraint introduced in MetricF is that the higher relevant of a given item is, the closer this item locates to the user. MetricF sets different expected distances for users' interacted-with or noninteracted items and solves the recommendation through a novel technique (i.e., the Metric Factorisation). However, distances for same labelled items are set equally and relative preferences are ignored. On the other hand, GEML considers these relative preferences. For users' interacted-with items, GEML provides a point-wise strategy, which pulls items close to target users based on the user-item similarities; whereas for the non-interacted items, it exploits a pair-wise manner, which pushes the negative items away.
IV. EXPERIMENTS
In this section, we describe the evaluation settings and show the thorough experiments to evaluate our model's performance. After comparing with other state-of-the-art recommenders, empirical results conclude that our model outperforms consistently in all real-world datasets. 
A. DATASET DESCRIPTION
We first report the experimental results over three real-world datasets. Datasets are described as follows: 1) CiteULike: it is collected by Ziegler and collaborators to study customers' tagging behaviors [16] , and we only preserve the interaction logs; 2) Filmtrust: Guo et al. obtain it by crawling users' rating behaviors in a movie sharing and rating website [17] . Similarly, we only utilize user-item interactions (i.e., sharing and rating); 3) AppUsage: It contains behaviors about a large number of users using mobile applications, and we obtain this dataset from operator [18] . Table 2 represents statistical characteristics of these datasets. For both CiteULike and Filmtrust, users and items with less than 5 interactions are excluded. Whereas for the large dataset AppUsage, this threshold is set as 10. All of the interactions are binarized for implicit settings.
B. PERFORMANCE EVALUATION
For every data, we randomly divide it by using 80% of the interactions as training set and the remaining 20% as test set at first.
Baselines To make comprehensive comparisons, we adopt the following either classic or recent strong baselines. 1) POP: It is a non-personalised method which assumes that users prefer popular items and generate recommendation all based on the item popularity. 2) ItemKNN: It is one of the memory-based CF methods, which recommend users with items similar to their interacted ones [12] . As a reference, their similarities are computed with Jaccard Coefficient. 3) BPR: BPR is one of the MF-based methods, with a pair-wise assumption [4] . It aims to maximize the difference between negative (missing) and positive (observed) samples. 4) WRMF: It is a MF-based method as well. Besides, this method is turn out to be effective under the implicit setting with a point-wise assumption [3] . 5) CML: CML is the first research that improve MF-based models by metric learning [5] . Similar to the BPR, it assumes that users prefer observed items to the missing. 6) MetricF: In contrast to the CML, MetricF is more effective for its point-wise assumption. It converts useritem interactions into distances and learns the model by factorisation [6] . Accordingly, baselines such as POP, ItemKNN, BPR and WRMF are implemented with the help of MyMediaLite [19] .
Others are deployed through Tensorflow. Hyper-parameters are determined with grid search. With the help of crossvalidation, all models achieve their best performance in every dataset.
Metrics To evaluate the ranking accuracy and quality, we employed four widely used metrics: Recall@n and Precision@n to evaluate the cut-off recommendation, Mean Reciprocal Rank (MRR) and Normalised Discounted Cumulative Gain (NDCG) for the overall performance.
For metrics about the cut-off recommendation, consider a target user u. Let k be the size of the recommended list and R u (k) be the set of recommended items. Thus, the cut-off precision and recall are defined as the Equation. (11) shows.
Most users only care about the topmost items. Thus, we set n = {5, 10} for cut-off metrics. As a popular measure for the binary classification issue, Rendle adopted AUC to measure the performance and proposed the BPR model [4] . However, AUC ignores the LessIs-More effect in recommendation [9] . Alternately, we utilize the MRR and NDCG to reflect models' overall performances. Like the settings in MetricF [6] and CLiMF [9] , they are defined as the Equation. (12) shows. (12) where R i u denotes the i-th candidate in u's recommended list, and δ (x) is an indicator function as the Equation. (13) shows.
The final performance for every recommender is obtained through averaging over users. Table 3 represents models' performance in different datasets. Experiments are repeated 10 times for each dataset, and the performances in those tables are averaged across 10 runs. For the sake of clarity, the best performance is in boldface.
C. RESULTS AND DISCUSSIONS
In particular, three key observations can be drawn from these results: (1) the proposed approach consistently outperforms other models. For example, its NDCG has increased more than 20.9% over the MF-based methods for the AppUsage dataset; Although both CML and MetricF are metric-based, our model still outperforms them (e.g., up to 6.1% in the AppUsage dataset); (2) Metric-based methods outperform the MF-based methods and other baselines. This TABLE 3. Performances comparison on item ranking task in terms of NDCG, MRR, precision and recall on three datasets in a mean ± standard deviation style. Best performance is in boldface.
FIGURE 2. NDCG with varying number of dimension (d ).
improvement suggests that the metric-based setting is more plausible to user-item interactions; (3) The non-personalised method (i.e., POP) achieves the worst performance, which indicates it is necessary to make personalised recommendation.
As a result, these observations demonstrate that the advantages of introducing topological similarities for user-item observed pairs in metric-based learning. Besides, they also conclude that the performance is improved by replacing dot product with the positions and distances perspective as other metric-based methods conclude [5] , [6] , etc.
D. IMPACT OF PARAMETERS
In this section, we investigate the impact of model parameters. All the experiments are performed on the AppUsage dataset. Due to limited space, we only report the NDCG over main parameters (i.e., d and α).
Number of Dimension d Fig.2 shows the varying NDCG on item ranking for the dataset AppUsage while the dimensionality increases. With the help of clipping and dropout, our model seems less to be over-fitting, whose NDCG increases as the number of dimension increases. Besides, the performance (NDCG) increases rapidly when the dimension is small. And it grows slowly when the dimension is large. Considering the trade-off between both complexity and performance, we set d = 100 on this data. For other datasets, this dimension is set up in a same manner.
Pull-push weights α Fig.3 shows the varying NDCG on item ranking for the dataset AppUsage while the weights increases. Accordingly, this weight controls the proportion of pull and push factors. As the weight grows, its performance increases at first and then decreases. It is worth noting that there are connections between our model and other metricbased models. For example, setting α = 0 means we only consider the pair-wise factor (push) and the proposed one is the same as CML; Whereas setting α = 1 means we only consider the point-wise factor (pull). In contrast to the MetricF, this one just take the observed interactions into consideration, and degenerate the performance. In conclusion, we set the weight for best performance (e.g., setting α = 0.4 for AppUsage).
V. CONCLUSION AND FUTURE WORK
In this paper, we propose an improved metric-based recommender by taking the differences in users' preference among interacted items into consideration. In particular, the model builds a user-item bipartite graph based on historical interactions at first and collect similarities for these observed pairs. Then, both users and items are embedded as points in a low-dimension coordinate system. With point-wise and pair-wise assumptions, users' interactedwith and non-interacted items are modelled by different strategies: (1) pulling interacted-with items based on their similarities and (2) pushing non-interacted items far away from target users. Finally, a personalised recommender is concluded through a gradient-based training. After comprehensive experiments on real-world datasets, results conclude that the proposed model outperforms other state-of-the-art methods for ranking recommendation.
The next step could be to improve the method by other side information. For example, we can employ users' interpersonal factors (e.g., the social network) to regularize their positions. 
