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ABSTRACT
Current state-of-the-art models of the solar convection zone consist of solutions to the Navier-Stokes
equations in rotating, 3D spherical shells. Such models are highly sensitive to the choice of boundary
conditions. Here, we present two suites of simulations differing only in their outer thermal boundary
condition, which is either one of fixed-entropy or fixed-entropy-gradient. We find that the resulting
differential rotation is markedly different between the two sets. The fixed-entropy-gradient simulations
have strong differential rotation contrast and isocontours tilted along radial lines (in good agreement
with the Sun’s interior rotation revealed by helioseismology), whereas the fixed-entropy simulations
have weaker contrast and contours tilted in the opposite sense. We examine in detail the force balances
in our models and find that the poleward transport of heat by Busse columns drives a thermal wind
responsible for the different rotation profiles. We conclude that the Sun’s strong differential rotation
along radial lines may result from the solar emissivity being invariant with latitude (which is similar
to the fixed-entropy-gradient condition in our models) and the poleward transport of heat by Busse
columns. In future work on convection in the solar context, we strongly advise modelers to use a
fixed-gradient outer boundary condition.
Keywords: convection — turbulence — Sun: interior — Sun: rotation — Sun: kinematics and dy-
namics
1. INTRODUCTION
Helioseismology has revealed in detail the internal ro-
tation profile of the solar convection zone (CZ; e.g.,
Thompson et al. 2003; Howe et al. 2005), as shown
in Figure 1. The most notable properties of the rotation
rate are that the equator rotates significantly faster than
the high-latitude regions and that the isorotation con-
tours are tilted significantly with respect to the rotation
axis, falling largely along radial lines. Furthermore, there
are two shear layers at the top and bottom of the CZ: at
the top, the contours bend toward the equator in a region
known as the near-surface shear layer (NSSL), and at the
bottom, the differential rotation in the CZ transitions to
solid-body rotation, over a narrow boundary layer called
the tachocline. Prior to helioseismic probing, most theo-
reticians had assumed that the differential rotation that
is observed directly at the surface would imprint into the
interior along isosurfaces parallel to the rotation axis,
hence satisfying the Taylor-Proudman theorem. The he-
lioseismic observations have clearly demonstrated that
this theoretical supposition was wrong.
For the last several decades, global, 3D supercom-
puter simulations of hydrodynamic convection in rotat-
ing spherical shells have succeeded in achieving rotation
profiles that are fast at the equator and slow at the poles.
However, simulations generally have a weaker overall dif-
ferential rotation contrast than that of the Sun. If the
contrast is defined to be the difference in rotation rate
between the equator and 60◦ latitude, expressed as a per-
centage of the “frame” rotation rate, then for the Sun,
this magnitude is ∼20%. Most simulations, on the other
hand, have rotation-contrast magnitudes of ∼10%, al-
though there are some notable exceptions (e.g., Brun &
Toomre 2002; Brown et al. 2010; Matilsky & Toomre
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Figure 1. Contour map in the upper meridional plane of the
internal rotation profile of the Sun, in and below the CZ, averaged
in longitude and time from 1995–2009. The rotation rate has been
obtained using a regularized least-squares (RLS) inversion, which
is sensitive only to the equatorially symmetric part of the rotation.
The dashed lines are at a 25◦ angle to the rotation axis and align
with the isorotation contours at mid-latitudes. Image credit: Howe
et al. (2005), extended to include GONG data until 2009.
2020). To date, however, there is no systematic physi-
cal explanation for why these particular simulations have
high rotation contrast.
Simulations have also struggled to achieve rotation
contours in the bulk of the CZ that are significantly tilted
from the axis, as seen in Figure 1. With some exceptions
(e.g., Elliot et al. 2000; Miesch et al. 2006), the simu-
lations generally have cylindrically-aligned contours. In
the case of Miesch et al. (2006), the contours were tilted
systematically by imposing a modest latitudinal entropy
gradient at the base of the CZ. By modifying the mag-
nitude of this entropy gradient, Miesch et al. (2006)
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controlled the magnitude of the contour tilt. Imposing
this boundary condition was inspired by thermal-wind
balance in the tachocline imprinting up into the CZ.
There is also good evidence for thermal-wind balance
operating in the deep CZ from analytical models. Bal-
bus (2009a); Balbus et al. (2009b) assumed a simple
functional relationship between the entropy and angular
velocity and solved explicitly for the combined isorota-
tional and isentropic contours as characteristics of the
thermal-wind equation. This yielded tilted contours in
good agreement with helioseismology for the bulk of the
CZ (away from the boundary layers of shear at the top
and bottom). Such analytical work—in addition to lend-
ing strong support for the presence of a thermal wind
in the solar interior—points to the need to better un-
derstand the dynamical coupling between entropy and
angular velocity in global numerical simulations, some-
thing we address in the present paper.
In this work, we explore the role that the outer ther-
mal boundary condition plays, in conjunction with an
interior thermal wind, in modifying the resulting differ-
ential rotation. We consider the two most commonly
used options: fixed-entropy (FE), in which the entropy
at the outer boundary is fixed to a constant value, and
fixed-flux (FF), in which the radial entropy gradient at
the outer boundary is fixed, therefore implying an out-
ward conductive flux that is independent of latitude. See
Hurle et al. (1966) and Edwards (1990) for descriptions
of these boundary conditions in the context of linear the-
ory, and Anders et al. (2020) for a detailed analysis
of the boundary conditions in nonlinear simulations of
Rayleigh-Be´nard convection. The FF condition is more
appropriate for the Sun, since the radiant flux from the
solar photosphere does not appear to vary substantially
with latitude. Rast et al. (2008) analyzed full-disk im-
ages from the Precision Solar Photometric Telescope at
the Mauna Loa Solar Observatory and calculated non-
magnetic contributions to the solar photospheric inten-
sity. In both continuum and Ca II K intensity distribu-
tions, only a ∼0.1–0.2% variation was observed, corre-
sponding to a solar pole that is at most ∼2.5 K warmer
(in terms of effective temperature) than the equator. The
deduced near-spherical-symmetry of the solar emissive
flux is a significant observation, since a thermal wind
strong enough to drive the observed differential rotation
would require greater differences in the interior temper-
ature between equator and pole. We return to this point
in our concluding remarks.
We do not address the dynamics of the near-surface
nor tachocline shear layers in this work. In particular,
our models have an impenetrable lower boundary that
does not allow for the convective overshoot of downflow
plumes into the stable region that may play a role in the
origin of the tachocline. The dynamical maintenance of
the NSSL is still an open question, as discussed in Hotta
et al. (2015) and Matilsky et al. (2019), and models
tend to only display signs of near-surface shear if they
have high density contrast (>∼100) across the CZ. To
avoid high computational cost, the models in this work
have a smaller density contrast of ∼20.
Solar-like differential rotation (fast equator and slow
poles) in spherical-shell convection is thought to be due
to the outward transport of angular momentum by Busse
columns (also called “Taylor columns” and “banana
cells”; e.g., Busse 2002; Jones et al. 2011). In this
work, we show that Busse columns also transport heat
poleward and equivalently drive a solar-like differential
rotation through a thermal wind. We find that in our
FF cases, the thermal wind drives stronger differential
rotation magnitudes and achieves more significant tilt in
the rotation contours than the corresponding FE cases.
Elliot et al. (2000) noted this effect for one simulation,
but did not explore the underlying mechanism.
In Section 2, we describe the parameter space explored
by our simulation suite, as well as the mathematical de-
tails of the FF and FE boundary conditions. In Section
3, we describe the basic results of our experiment, fo-
cusing on the achieved differential rotation. In Section
4, we quantify the force balance achieved in our models,
which, for the radial and latitudinal directions, consists
of a thermal wind in spherical geometry. In Section 5,
we examine the latitudinal transport of energy by Busse
columns that is responsible for the thermal wind. In
Section 6, we discuss how the effects of the thermal wind
are modified by the outer thermal boundary condition.
In Section 7, we discuss our simulation results in the con-
text of the Sun.
2. NUMERICAL EXPERIMENT
We consider time-dependent, 3D simulations of a ro-
tating, stratified spherical shell of fluid representative
of the solar CZ. We use the open-source code Rayleigh
0.9.1 (Featherstone & Hindman 2016a; Matsui et al.
2016; Featherstone 2018), which solves the equations
of hydrodynamics in spherical geometry. Our domain is
a spherical shell with inner radius ri and outer radius
ro. We describe this domain using the spherical coor-
dinates (r, θ, φ) and corresponding unit vectors (eˆr, eˆθ,
eˆφ). Here, r is the spherical radius, θ the colatitude and
φ the azimuthal coordinate. When convenient, we also
use cylindrical coordinates (λ, φ, z) = (r sin θ, φ, r cos θ)
and unit vectors (eˆλ, eˆφ, eˆz), where λ is the cylindrical
radius and z the axial coordinate perpendicular to the
equatorial plane.
The thermodynamic reference state is chosen to be
temporally steady and spherically symmetric with adi-
abatic stratification (see Jones et al. 2011 for a com-
plete description). The density varies by a factor of ∼20
(three density scale heights) across the layer. We de-
note the pressure, density, temperature, and entropy by
P , ρ, T , and S, respectively, using overbars to indicate
the fixed reference state and the absence of overbars to
indicate deviations from the reference state.
Rayleigh uses an anelastic approximation (e.g., Gough
1969; Gilman & Glatzmaier 1981; Jones et al. 2011),
which removes sound waves from the system, making the
maximum allowable timestep much larger since it is lim-
ited by the flow velocity rather than the sound speed. In
a frame rotating with angular velocity Ω0 = Ω0eˆz, the
fluid equations are then given by (e.g., Featherstone &
Hindman 2016a)
∇ · (ρv) = 0, (1)
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ρ
[
∂v
∂t
+ (v · ∇)v
]
=− 2ρΩ0 × v
− ρ∇
(
P
ρ
)
− ρS
cp
g +∇ ·D, (2)
and
ρT
[
∂S
∂t
+ v · ∇S
]
= ∇ · [κρT∇S]+Q+D : ∇v. (3)
Here, v = (vr, vθ, vφ) is the fluid velocity in the rotating
frame, cp is the constant-pressure specific heat, g is the
gravitational acceleration due to a solar mass M located
at the center of the spherical shell, D = ρν[∇v+∇vT −
(2/3)(∇·v)I] is the Newtonian viscous-stress tensor, I is
the identity tensor, ν is the kinematic viscosity, and κ is
the thermal diffusivity. Because it is not computationally
possible to resolve convection in the solar regime down
to the turbulent microscale, ν and κ must be regarded
as “eddy” diffusivities, which for simplicity we choose to
be spatially constant and equal, such that the Prandtl
number is unity. The internal heating function, which
physically represents heating due to radiation, is chosen
to have the fixed radial profile Q(r) = α[P (r) − P (ro)],
with the normalization constant α chosen such that a
solar luminosity L is forced through the domain.
The heating function Q is designed such that most of
the energy is deposited in the bottom ∼1/3 of the do-
main (see Featherstone & Hindman 2016a for the radial
profile of the heat flux associated with Q). In the Sun,
the internal heating arises from high-opacity metals in
the CZ absorbing the radiation streaming in from the
interior. This internal heating is quite distributed, and
the heat flux associated with our imposed Q agrees well
with the radiative flux inferred from standard solar mod-
els (for example, model S in Christensen-Dalsgaard et
al. 1996). The distributed nature of the heating makes
the convection problem in the solar CZ slightly different
from a standard Rayleigh-Be´nard setup, in which the
fluid layer is heated from below by imposing a conduc-
tive flux through the lower boundary.
The equation of state for the system is that of a perfect
gas subject to small thermodynamic perturbations about
the reference state:
ρ
ρ
=
P
P
− T
T
=
P
γP
− S
cp
, (4)
where γ = 5/3 is the ratio of specific heats.
We adopt stress-free and impenetrable boundary con-
ditions to conserve angular momentum and mass:
vr =
∂
∂r
(
vθ
r
)
=
∂
∂r
(
vφ
r
)
= 0 at r = ri and ro. (5)
In all cases, the inner thermal boundary condition al-
lows no flux of energy into the system through the lower
boundary:
∂S
∂r
= 0 at r = ri. (6)
Input parameters common to all the simulations explored
here are shown in Table 1.
Table 1
Common input-parameter values for all simulations
ri 5.00 ×1010 cm = 0.719 R
ro 6.59 ×1010 cm = 0.947 R
cp 3.50 ×108 erg K−1 g−1
γ 1.67
ρi 0.181 g cm
−3
L 3.85 ×1033 erg s−1
M 1.99 ×1033 g
R 6.96 ×1010 cm
Pr ≡ ν/κ 1.00
2.1. Outer thermal boundary condition
The main purpose of this work is to characterize the
influence of the outer thermal boundary condition on the
behavior of the resulting differential rotation. We con-
sider models with different background rotation rates Ω0
and diffusion values (ν = κ) and for each model analyze
two sub-cases:
S = 0 at r = ro (fixed entropy, or FE) (7)
and
∂S
∂r
= − L
4pir2oρTκ
at r = ro (fixed flux, or FF). (8)
The solar luminosity that is injected into the system
via internal heating is ultimately carried out through the
outer surface via thermal conduction, which in our mod-
els arises from entropy gradients (see Equation (3)). For
the fixed-entropy condition (7), the interior is initially
heated (leading to S > 0 in the lower parts of the CZ)
while the entropy at the outer surface is “pinned” to
zero. This naturally establishes a thermal boundary layer
(sharp entropy gradients ∂S/∂r < 0) just below the outer
surface. The steepness of the gradient (i.e., the strength
of the outward conductive loss of energy) is allowed to
vary with latitude.
For the fixed-flux condition (8), the outer thermal
boundary layer is present from the beginning of the sim-
ulation. The steepness of the entropy gradient (and thus
the energy loss) at the outer surface is independent of
latitude by construction, and is forced to have exactly
the value needed to carry out a solar luminosity. The
fixed-flux condition is thus more “solar-like,” since in
the Sun there is no observed latitudinal dependence of
the emergent intensity, which is equal to the energy lost
via radiative cooling at the photosphere.
For both the FE and FF cases, the thermal conductive
boundary layer stands in contrast to the real solar photo-
sphere, in which radiative cooling removes the heat from
a very thin (∼100 km) outer layer. The cooling drives
very small temporal and spatial scales of motion com-
pared to the deep interior (such as granulation and super-
granulation), making its direct inclusion in global mod-
els problematic. Researchers have sought to address this
difficulty in various ways. Nelson et al. (2018) imple-
mented stochastic driving of convection by near-surface
plumes designed to mimic the effects of supergranulation,
finding that that the flow structures and transport prop-
erties were significantly altered in the deep CZ. Hotta et
al. (2019) simulated the whole CZ with no rotation or
magnetic field, coupling a global spherical shell that cap-
tured large-scale flows in the deep interior to a Cartesian
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box that solved the equations of radiative transfer in the
photosphere. They found that the near-surface motions
had a weak influence on the deep interior. Regardless
of its relevance to interior flow structures, correctly cap-
turing the small-scale near-surface flows in global models
is currently prohibitively expensive computationally. In
order to explore a wider range of parameter space, we
thus only consider the FE and FF boundary conditions
here.
3. SIMULATION RESULTS
We label simulations with a prefix that signifies the
outer boundary condition (“FE” for Equation (7) and
“FF” for Equation (8)), followed by the value of the dif-
fusion constant ν = κ (in units of 1012 cm2 s−1), followed
by the value of the rotation rate (in units of the sidereal
Carrington value for the Sun, Ω ≡ 2.87× 10−6 rad s−1,
or Ω/2pi ≡ 456 nHz). For example, “case FE4-3” refers
to a simulation with an FE outer boundary, for which
ν = κ = 4 × 1012 cm2 s−1 throughout the domain, and
Ω0 = 3Ω.
Table 2 (in the Appendix) contains the values of the
non-dimensional parameters, as well as the grid resolu-
tion, for each of the 18 simulations considered in this
work. Table 2 has four groupings according to FE or FF
at two different rotation rates. Following the notation
of Featherstone & Hindman (2016b), we parameterize
the strength of the imposed driving in each simulation
through a bulk “flux Rayleigh number” (imposed a pri-
ori),
Ra ≡ g˜F˜H
4
cpρ˜T˜ ν3
(9)
and the level of turbulence through bulk Reynolds or
Pe´clet numbers (calculated a posteriori),
Re =
Pe
Pr
=
v˜′H
ν
. (10)
Since the Prandtl number for all models is unity, the
Pe´clet number Pe = v˜′Hκ−1 equals the Reynolds num-
ber.
Similarly, we parameterize the influence of rotation
through an Ekman number (imposed a priori),
Ek ≡ ν
2Ω0H2
(11)
and a bulk Rossby number (calculated a posteriori),
Ro ≡ v˜
′
2Ω0H
. (12)
In the preceding equations, the length scale H is taken
to be the shell depth ro − ri, the tildes refer to volume
averages over the full spherical shell, and F refers to the
energy flux associated with conduction and convection
in equilibrium (see Featherstone & Hindman 2016b).
The typical convective velocity amplitude v˜′ refers to the
rms of the velocity with the longitudinally averaged part
subtracted, the mean being taken over time and over the
full volume of the shell. Throughout this work, temporal
averages are taken during the latter portion of run time
for which there is statistical equilibrium—generally ∼3/4
of the total run time listed in Table 2.
Before discussing our results in detail, we note that
all our models have fairly high levels of thermal and vis-
cous diffusion. Furthermore, all our models rotate at ei-
ther two or three times the solar Carrington rate. These
choices, which stand in contrast to the physics of the
solar interior, ensure that our models have low enough
Rossby numbers to avoid antisolar differential rotation
(fast poles, slow equator). All global spherical-shell con-
vection codes produce high velocities at large scales in
the solar context when sufficiently turbulent. The in-
fluence of rotation on the large scales is therefore weak,
which causes less coherence in the outward angular mo-
mentum transport by the convection, and ultimately less
angular momentum in the outer layers than the inner lay-
ers (i.e., an antisolar differential rotation). The overall
problem—that increasing the turbulence in simulations
leads to antisolar states—is now called the “convective
conundrum” (O’Mara et al. 2016). The antisolar states
can be avoided by raising the rotation rate, raising the
diffusions, or lowering the luminosity. We choose a com-
bination of the former two, which requires that our mod-
els are only moderately turbulent. Nonetheless, the vis-
cous force and heat flux are small to leading order in the
primary dynamical balances.
Returning to our simulation results, we quantify the
magnitude of the overall differential rotation contrast as
the difference in the outer-surface rotation rate between
the equator and 60◦-latitude, normalized by the frame
rotation rate:
∆Ω
Ω0
≡ Ω(ro, pi/2)− Ω(ro, pi/6)
Ω0
, (13)
where
Ω(r, θ) ≡ Ω0 + 〈vφ〉
r sin θ
(14)
is the rotation rate of the fluid as a function of r and
θ and the angular brackets denote a combined temporal
and longitudinal average. From Table 2, the FF cases
have differential rotation contrasts ∆Ω/Ω0 that are sig-
nificantly greater—on average, by ∼40%—than those of
the FE cases. For comparison, the solar value of the ro-
tation contrast is substantially higher than in any of our
models: ∆Ω/Ω = 0.20 (see Howe et al. 2000, Fig-
ure 1). For the solar estimate, we have taken Ω to be
the sidereal Carrington rate and ro to lie just below the
near-surface shear layer.
Figure 2 shows how the differential rotation fraction
scales with the reduced Rayleigh number, which accounts
for the increase to the critical Rayleigh number for con-
vective onset caused by rotation (Chandrasekhar 1961).
The reduced Rayleigh number thus serves as a better pa-
rameterization of the supercriticality of the system than
simply the Rayleigh number. From Figure 2, each type of
boundary condition yields a similar scaling with the re-
duced Rayleigh number R. For the Ω0 = 3Ω cases (cir-
cles in Figure 2), the rotation contrast increases mono-
tonically (but with decreasing slope) with increasing R,
so that the curves connected by circles in Figure 2 are
concave-down. For the Ω0 = 2Ω cases (triangles in Fig-
ure 2), the curves “overturn” so that a peak value of the
rotation contrast (at around R ∼ 27) is achieved. This
behavior (concisely described in Gastine et al. 2013) is a
symptom of the convective conundrum; as models grow
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Figure 2. Rotation contrast achieved by the suite of simula-
tions plotted as a function of the reduced Rayleigh number R ≡
Ra Ek4/3. Circles mark the Ω0 = 3Ω cases and triangles the
Ω = 2Ω cases.
Figure 3. Temporally and longitudinally averaged rotation rate
(normalized by the frame rate Ω0) at the outer surface for three of
the cases rotating at Ω0 = 3Ω, plotted versus latitude. Dashed
lines correspond to the FE cases and solid lines to the FF cases.
In the legend, ν = κ is given in units of 1012 cm2 s−1.
more turbulent, the rotation contrast increases at first,
but then decreases and eventually becomes negative (i.e.,
antisolar).
To illustrate exactly where the “extra” rotation con-
trast in the FF cases is located, we plot the rotation
rate at the outer surface for three of the cases rotating
at 3Ω in Figure 3. Most of the additional contrast oc-
curs at high latitudes, where the polar regions in the FF
cases rotate significantly more slowly than in their FE
counterparts. Additionally, the equator in the FF cases
rotates slightly faster than in the FE cases. For all sim-
ulation pairs, the difference in contrast between the FE
case and the FF case is greater the smaller the value of
the diffusion (or the higher the level of turbulence).
Figure 4 shows contour plots of rotation rate in the
upper meridional plane for some of the simulation suite.
Clearly there is a striking difference between the tilts of
the rotation contours in the FE and FF simulations.
In this paper, we define all rotation-contour tilt angles
(or simply tilts) with respect to the rotation axis, with
zero tilt corresponding to alignment of the contour with
the rotation axis. We use the sign convention for tilt
angle illustrated in Figure 5. Under this convention, the
solar rotation contours have positive tilts at all latitudes
in the bulk of the CZ (above the tachocline and below
the NSSL, as shown in Figure 1). We thus define the
tilt angle of a rotation contour at a given point in the
meridional plane as
tilt ≡ − tan−1
[
∂Ω/∂z
∂Ω/∂λ
]
, (15)
which is consistent with the sign convention shown in
Figure 5 for solar-like differential rotation, in which the
contours further from the rotation axis correspond to a
higher rotation rate.
Describing the solar rotation contours as “tilted along
radial lines,” as is often done, is technically misleading.
Radial tilt implies a specific dependence of the contour
tilt angle with latitude, namely, contours that fan radi-
ally outward from the center of the Sun. In Figure 1, by
contrast, the bulk-CZ tilts are roughly constant at ∼25◦
for mid-latitudes, are smaller than ∼25◦ for low lati-
tudes (where radially-aligned tilts would be greater), and
are greater than ∼25◦ for high latitudes (where radially-
aligned tilts would be smaller). To avoid confusion, we
will henceforth not use the term “radial tilt” and instead
describe the rotation-contour tilt (in the Sun and in our
simulations) simply as “positive” or “negative,” using the
sign convention illustrated in Figure 5.
In Figure 6, we show the values of the rotation-contour
tilt angle at mid-depth for a subset of our models and
for the Sun. The positive tilt for the FF cases is obvious,
with the maximum tilt angle being about +15◦ for the
highest value of the diffusion (ν = 4 × 1012 cm2 s−1).
This is still substantially lower than the solar value for
contour tilt, which attains a maximum value of ∼25◦ in
the middle of the solar CZ. The contours in the FE cases
all have positive tilt at low latitudes. At high latitudes,
however, they have negative tilt, and are tilted the most
(with a tilt angle of about −10◦) for the lowest value of
the diffusion (ν = 2× 1012 cm2 s−1).
4. THERMAL WIND BALANCE
We find that to leading order, the longitudinally and
temporally averaged force balance in the meridional di-
rections r and θ (or λ and z) is dominated by the Coriolis,
pressure, and buoyancy forces for each simulation in this
work:
−∇
( 〈P 〉
ρ
)
+
〈S〉
cp
g(r)eˆr + 2〈vφ〉eˆφ ×Ω0 ≈ 0. (16)
Here, the angular brackets denote a combined temporal
and longitudinal average.
In the Earth’s atmosphere, a “thermal wind” describes
a situation in which geostrophic balance (pressure bal-
ancing the Coriolis force) holds in the horizontal direc-
tions and hydrostatic balance (pressure balancing grav-
ity) holds in the vertical direction. Equation (16) thus
represents the generalization of a thermal wind to the so-
lar geometry, in which the vertical (radial) and horizontal
extents of the flow structures are comparable (unlike in
the Earth’s atmosphere where the vertical extent is very
small). Furthermore, the flows in the solar geometry
generally have a vertical component, unlike in a classical
thermal wind for which the flows are purely horizontal.
The colatitudinal component of Equation (16) may be
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Figure 4. Temporally and longitudinally averaged rotation rate in the meridional plane for some of the simulations in the suite, with the
two hemispheres averaged assuming even symmetry about the equator. In the titles at the top, ν = κ is given of units of 1012 cm2 s−1,
and Ω0 in units of Ω.
Figure 5. Schematic for our definition of contour tilts, showing
(a) positive contour tilt (all contours tilted at a constant +25◦),
(b) zero contour tilt, and (c) negative contour tilt (all contours
tilted at a constant −25◦).
rearranged to yield
Ω(r, θ) ≈ Ω0 + 1
Ω0ρr2 sin 2θ
〈
∂P
∂θ
〉
, (17)
which is a purely geostrophic equation, since the buoy-
ancy force is radial. Figure 7 shows a representative ex-
ample of geostrophic balance for the FE2-3/FF2-3 pair.
Clearly Equation (17) is very well satisfied for both cases,
with deviations from geostrophy being no more than 1
part in 103 in the bulk of the meridional plane and 1
part in 102 at isolated regions by the equator and pole.
The same is true for all the cases considered in this work,
indicating that the differential rotation profile in our sim-
ulations is almost completely determined by the pressure
profile, and vice versa. The fact that the differential rota-
tion magnitudes are ∼40% greater in the FF cases com-
pared to the FE cases is thus a consequence of greater
latitudinal pressure gradients. Figure 7 also indicates
that viscosity plays a relatively insignificant role in the
force balance at large scales.
Figure 6. Tilt angle of Equation (15) shown as a function of
latitude for three of the cases rotating at 3Ω and for the Sun.
The profiles are taken at the middle of the shell for our models
and the middle of the CZ for the Sun. The northern and southern
hemispheres have been averaged assuming odd symmetry for tilt
angle. Dashed lines correspond to the FE cases and solid lines to
the FF cases. For the solar tilt angle, we use the inversion from
GONG data 1995–2004 as reported in Howe et al. (2005) and
shown in Figure 1.
To assess why there are opposite signs of tilt for the
rotation contours in the FF and FE simulations, we dif-
ferentiate Equation (17) with respect to the axial coordi-
nate z and use the radial component of Equation (16) to
eliminate terms (or equivalently, take the φ-component
of the curl of Equation (16)), yielding
∂Ω
∂z
≈ g
2Ω0r2 sin θcp
〈
∂S
∂θ
〉
. (18)
The tilt of the rotation contours is thus determined
by the entropy distribution in the final thermodynamic
state.
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Figure 7. Point-by-point colatitudinal force balance in the merid-
ional plane for representative pair (a) case FE2-3 and (b) case
FF2-3. We show the difference between the temporally and longi-
tudinally averaged rotation rate Ω and the RHS of Equation (17),
which we denote by ΩP (rotation rate from the pressure), normal-
ized by the frame rotation rate Ω0. The two hemispheres have been
averaged assuming even symmetry about the equator.
Figure 8. Temporally and longitudinally averaged entropy, pres-
sure, and temperature deviations from the spherically symmetric
mean in the meridional half-plane (averaged assuming even sym-
metry about the equator) for cases FE2-3 and FF2-3, normalized
by the reference state profiles. The spherical mean 〈· · · 〉sph has
been removed to show the variation from equator to pole.
In Figure 8, we show the average profiles for entropy,
pressure, and temperature in the meridional half-plane
for the FE2-3/FF2-3 pair. Case FF2-3 (which is rep-
resentative of all the FF cases in the simulation suite)
displays a monotonically increasing entropy from equa-
tor to pole. Case FE2-3, on the other hand, has a non-
monotonic entropy profile: except on the outer boundary,
the entropy from equator to pole increases up to ∼20◦
latitude, then decreases. In both cases, the pressure and
temperature deviations (normalized by the background
reference state) are substantially greater (by a factor of
∼30 in the case of the pressure) than the entropy devi-
ation. The profiles of pressure and temperature in the
meridional plane thus tend to mirror one another, with
high temperature regions corresponding to high pressure
regions and vice versa (compare the last two columns of
Figure 8).
The balance described by Equation (18) is shown for
the representative simulation pair FE2-3/FF2-3 in Fig-
ure 9. There is good balance in the deep layers, although
significant departures near the outer surface, which has
Figure 9. Temporally and longitudinally averaged azimuthal vor-
ticity balance in the meridional plane for representative pair FE2-3
and FF2-3. The two hemispheres have been averaged assuming odd
symmetry about the equator. The left-hand column (a, c) shows
the axial derivative of the rotation rate, ∂Ω/∂z. The right-hand
column (b, d) shows the difference between ∂Ω/∂z and the RHS of
Equation (18) ((∂Ω/∂z)S , or the axial derivative of rotation rate
from the entropy), normalized by 1.5× 10−17 s−1 cm−1.
been noted frequently in past work (e.g., Brun et al.
2011; Augustson et al. 2012; Hotta et al. 2015). Quan-
titatively, the error in Equation (18) (shown in the right-
hand column of Figure 9) is ∼10% in the lower 80% of the
layer and ∼50% in the upper 20% of the layer. For solar-
like differential rotation (fast equator and slow poles),
positively-tilted rotation contours (the FF cases) corre-
spond to ∂Ω/∂z < 0, which arises from 〈∂S/∂θ〉 < 0 at
all latitudes, as in Figure 8(d). Similarly, the FE cases
(which have contours tilted negatively at high-latitudes
and positively at low latitudes) all have 〈∂S/∂θ〉 > 0 at
high latitudes and 〈∂S/∂θ〉 < 0 at low latitudes, as in
Figure 8(a).
5. POLEWARD ENERGY TRANSPORT FROM BUSSE
COLUMNS
In light of Equations (17) and (18), a thermal wind
in spherical geometry fundamentally consists of pres-
sure and entropy differences in latitude. Poles that are
high-pressure and high-entropy relative to lower latitudes
(which we have shown lead to strong differential rota-
tion with positively-tilted contours) are expected to be
established by the preferentially poleward transport of
energy. In our simulations, this transport arises from
the action of the convective Busse-column rolls. These
rolls manifest at convective onset as an overstable, low-
frequency prograde wave (e.g., Unno et al. 1989) or,
as it is called in the geophysics literature, a thermal
Rossby wave. This wave consists of a series of convec-
tive rolls, or Busse columns, that gird the equator. Each
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roll is rotationally-aligned and the sign of the vorticity
alternates from roll to roll. Furthermore, each roll is in
geostrophic balance; hence, the alternating sign of the
vorticity corresponds to every other roll being a zone of
high pressure, with low-pressure rolls in between. Since
the ends of the columns (at mid-latitudes) have neutral
pressure, the pressure anomalies at the equator cause
poleward axial flow in the high-pressure rolls and equa-
torward flow in the low-pressure rolls (e.g., Figure 1 in
Gilman 1983). The resulting strong correlation between
pressure and the direction of axial flow leads to a net
poleward enthalpy flux through pressure work.
The effect just described is easiest to illustrate for mod-
els that are barely supercritical. Here, the profiles for
the velocity and thermodynamic variables are dominated
by the wavenumber associated with the most unstable
mode. For the range of Ekman numbers spanned by our
simulation suite, the resulting Busse columns are mostly
localized in the outer half of the shell by radius and at
low latitudes (see Jones et al. 2009 for a linear sta-
bility analysis of the problem). Figures 10(a, b) show
the instantaneous convective radial velocity and convec-
tive colatitudinal energy transport in the highly diffusive
case FE10-3, which lies in the barely supercritical regime.
Each upflow and downflow (pairs of which trace one
Busse column roll) has an associated colatitudinal en-
ergy transport that is, on average, negative in the north-
ern hemisphere and positive in the southern hemisphere,
implying preferentially poleward energy transport. Note
that under the spherical-coordinate convention, with θ as
the colatitude, the positive-θ direction is always oriented
north-to-south. Thus equatorward (poleward) transport
of energy corresponds to positive (negative) colatitudi-
nal transport in the northern hemisphere and negative
(positive) transport in the southern hemisphere.
Figures 10(c, d) show the radial velocity and convec-
tive energy transport in the comparatively more turbu-
lent case FF2-3. The flow structures are more intricate
and fine-scale than in the barely supercritical regime, but
the imprint of the most unstable mode remains. Many
Busse column rolls—which can be seen at low latitudes
as columnar red and blue features in Figure 10(c)—
correspond to sites of negative colatitudinal energy trans-
port (blue in Figure 10(d)) in the northern hemisphere
and positive transport (red in Figure 10(d)) in the south-
ern hemisphere. Overall, there are more sites of poleward
energy transport (from the Busse columns) than sites of
equatorward transport in each hemisphere. Under an az-
imuthal average, the Busse columns in the more turbu-
lent case FF2-3 thus yield preferentially poleward energy
transport, just as in the barely supercritical case FE10-3.
The geostrophic nature of the Busse columns is illus-
trated in Figure 11, as is the resulting axial component
of the flow. In the top row (case FE10-3), panel a shows
that the Busse-column rolls alternate between high and
low pressure. Panel b shows that the high-pressure rolls
are each anticyclonic (have negative vorticity), while the
low-pressure rolls are cyclonic. Finally, panel c shows
that each high-pressure anomaly corresponds to pole-
ward flow (vz > 0 in the northern hemisphere), while
each low-pressure anomaly corresponds to equatorward
flow (vz < 0). In the bottom row (the more supercritical
case FF4-3), the Busse columns are less regularly spaced,
but still largely alternate between anticyclonic regions of
high pressure and cyclonic regions of low pressure (panels
d, e). The axial flow associated with the Busse columns
in case FF4-3 (panel f ) then leads to poleward energy
transport through pressure work, just as in case FE10-3.
It has long been known that Busse columns transport
angular momentum outward. We have just shown that
Busse columns also transport heat poleward. The Busse
columns thus define a purely hydrodynamic mechanism
coupling entropy and angular velocity. Balbus et al.
(2009b) posited the presence of such a convective mech-
anism in the Sun and further argued that the motions
responsible should fall along surfaces of both constant
entropy and constant angular velocity. In that picture,
the isorotational and isentropic contours should thus co-
incide. The Busse columns in our simulation suite do
not completely behave in this way, as evidenced by none
of our simulations having good alignment of the isorota-
tional and isentropic contours. Independent of whether
the constant-entropy and constant-angular-velocity sur-
faces coincide in the Sun, a key point from our work is
that the Busse columns provide an explicit convective
mechanism to couple entropy and angular velocity.
6. EFFECT OF OUTER THERMAL BOUNDARY
CONDITION
Given that Busse columns direct energy poleward,
equilibrium can be achieved by forming conductive gradi-
ents that balance the poleward convective enthalpy flux.
In general, such conductive transport can be achieved
in two distinct ways. As the pole heats up and the
equator-to-pole contrast increases, a latitudinal gradient
will form that transports heat equatorward. Addition-
ally, the increased temperature of the pole can lead to
enhancement of the radial gradients in the outer ther-
mal boundary layer, thus causing the poles to lose heat
more efficiently (i.e., become superluminous). In the FF
cases, the outer thermal boundary condition precludes
the second of these options because the radial gradients
are fixed. Hence, the FF models must rely solely on the
development of a pole-to-equator conductive gradient.
In the FE models, both types of gradients are possible.
Therefore, the amount that the pole must be heated be-
fore equilibrium can be achieved is less for the FE models
than it is for the FF models. The outer thermal boundary
condition thus has a direct influence on the latitudinal
contrast in the temperature, entropy, and pressure, with
the FF boundary condition being conducive to strong
contrast in all the thermodynamic variables. In the pres-
ence of thermal-wind balance, the FF boundary condi-
tion thus leads to enhanced contrast in the differential
rotation and positively-tilted isocontours in the rotation
rate.
Mathematically, we illustrate the combined effects of
the outer thermal boundary condition and latitudinal en-
ergy transport using the steady-state total energy equa-
tion for the fluid. Using Equations (1)–(3), this equation
takes the form of a balance of fluxes:
∇ ·F = 0, (19)
where
F ≡ Fconv +Fcond +F rad +Fvisc +Fcirc (20)
is the temporally and longitudinally averaged total en-
ergy flux in the meridional plane and we have defined the
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Figure 10. Spherical snapshots (at r/ro = 0.910) of the radial velocity v′r (lefthand panels) and colatitudinal convective energy flux
v′θ[TS
′ + P ′ + (1/2)ρ(v′)2] (righthand panels), shown in global Mollweide projections. The three terms in the convective energy flux
correspond to advection of heat, pressure work, and advection of kinetic energy, respectively. The top row of panels is taken from the
highly diffusive, barely supercritical case FE10-3 and the bottom row of panels is taken from case FF2-3. In both cases, the Busse-column
sites in the lefthand panels are associated with sites of poleward convective energy flux in the righthand panels—i.e., panels (b) and (d)
are on average blue in the north and red in the south.
averaged convective, conductive, radiative, viscous, and
meridional-circulation fluxes through
Fconv ≡ ρ
(
cp〈T ′v′〉+ 1
2
〈v2v〉
)
, (21a)
Fcond ≡ −κρT 〈∇S〉, (21b)
F rad ≡
(
1
r2
∫ ro
r
Q(x)x2dx
)
eˆr, (21c)
Fvisc ≡ −〈D · v〉, (21d)
and Fcirc ≡ ρcp〈T 〉〈v〉 (21e)
respectively. Note that ρTS + P = cpT , so the terms
with 〈T ′v′〉 and 〈T 〉〈v〉 in the convective and meridional-
circulation fluxes represent the combined effects of heat
advection and pressure work. Technically, the flux due
to transport of kinetic energy (proportional to 〈v2v〉)
has convective terms (e.g., 〈(v′)2v′〉) and meridional-
circulation terms (e.g., 〈v〉2〈v〉). For simplicity, we in-
clude all the kinetic-energy terms in the convective flux
since they are in general small.
We are interested in the total latitudinal transport of
energy, and so we integrate the total flux in Equation
(20) over conical surfaces at constant latitude:
Iθ(θ) ≡ 2pi sin θ
∫ ro
ri
Fθ(r, θ)rdr. (22)
For the FF cases, there can be no net transport of en-
ergy in latitude due to the absence of conductive losses in
the polar regions through the outer boundary. In other
words, Iθ(θ) ≡ 0. For the FE cases, by contrast, there
is a net poleward energy transport because the poles are
allowed to be superluminous. Thus, Iθ(θ) will in gen-
eral be negative in the northern hemisphere and positive
in the southern hemisphere. Recall that equatorward
(poleward) transport of energy corresponds to positive
(negative) Iθ(θ) in the northern hemisphere and nega-
tive (positive) Iθ(θ) in the southern hemisphere.
Figure 12(a) shows the integrated colatitudinal energy
flux in case FF2-3 after the system has achieved statis-
tical equilibrium. The total flux is very close to zero at
all latitudes, indicating a well-equilibrated state. The
dominant transport components are the convective flux,
which transports energy preferentially poleward due to
the Busse columns, and the conductive flux, which trans-
ports energy equatorward. The monotonic entropy gra-
dient of Figure 8(d), and by extension radially tilted con-
tours in the FF cases, is thus seen to be a result of the
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Figure 11. Geostrophic balance in Busse columns for cases FE10-3 (top row) and FF4-3 (bottom row). Here, we use the standard
Cartesian coordinates x, y, and z. (a and d) Snapshots of the non-axisymmetric pressure (P ′ = P − 〈P 〉) shown as 3D volume renderings,
with the view from slightly north of the equator and the scene cut by the plane z/ro = 0.2. (b and e) Closeup views of P ′ (shown in color)
and ρv′h ≡ ρ(v′xeˆx + v′y eˆy) (shown as a vector field) in a portion of the plane z/ro = 0.2. (c and f ) Closeup views of ρv′z and ρv′h in the
same portion of the plane as in (b and e). In all panels, red tones indicate positive values and blue tones indicate negative values.
response by conduction to the convective transport of
energy to the poles.
Figure 12(b) shows the integrated colatitudinal en-
ergy transport in case FE2-3. The poles are clearly
superluminous—i.e., there is a net poleward energy
transport due to the convection. For all the FE cases
explored here, the energy loss at the poles is even greater
than the heating by the convection; the conductive flux
is thus forced to change sign at mid-latitudes (around
±20◦), transporting energy poleward in concert with the
Busse columns. This results in the non-monotonic en-
tropy profile of Figure 8(a), leading to the tilts of the
rotation contours being negative at high latitudes and
positive at low latitudes, as in the top row of Figure 4.
7. DISCUSSION AND CONCLUSIONS
We have shown that the differential rotation achieved
in global, 3D convection simulations is well-described by
a thermal wind and highly sensitive to the outer ther-
mal boundary condition. The FF boundary tends to
yield more solar-like rotation profiles (strong contrast
with positively-tilted contours), while the FE boundary
yields weaker contrast and negatively-tilted contours. In
light of these results, we now discuss the likelihood that
the Sun’s strong rotation contrast and positively-tilted
contours arise from thermal-wind balance in the deep
interior coupled with the observation that the radiative
flux from the solar photosphere does not vary apprecia-
bly with latitude.
The first question is whether the force balance Equa-
tion (16), which should in general be true for low Rossby
numbers, holds in the Sun. The interior solar Rossby
number is currently unknown, but recent helioseismic
estimates (Hanasoge et al. 2012; Greer 2015) give
Ro . 0.1 in the deep interior. Thus, it is likely that
Equation (16) (and the derivative thermal wind Equa-
tions (17) and (18)) apply in the solar CZ, except perhaps
in the layers just below the photosphere. Thermal-wind
balance in the Sun is also not prohibited by observational
results. We can derive the temperature in the solar CZ
from the rotation rate of Figure 1 assuming thermal-wind
balance holds, integrating Equations (17) and (18) to get
P and S in the meridional plane and using Equation (4)
to get T . In this calculation, we set Ω0 to the sidereal
Carrington rate and use the same polytropic reference
state employed in our models for the solar profiles. The
result is shown in Figure 13. The equator-to-pole tem-
perature contrast required to drive the solar-like differ-
ential rotation is ∼10 K (approximately uniform with
radius), which is well below the detection limit of helio-
seismology (e.g., Brun et al. 2010).
The second question is whether the Sun’s Busse
columns send energy preferentially poleward. In gen-
eral, stellar convection transitions through a series of
convective regimes as the supercriticality (measured by
the reduced Rayleigh number R) increases (Hindman et
al. 2020). Both the least supercritical case in our work
(FE10-3, for which R ∼ 2) and the most supercritical
cases (the pair FF2-2 and FE2-2, for which R ∼ 50)
have a strong preference for poleward transport by Busse
columns, suggesting that the poleward transport is a fea-
ture of the most unstable mode of convection that stays
present as the flows get ever more complex.
Finally, it is an open question how the Sun might trans-
port energy equatorward to maintain equilibrium. In
our simulations, the net poleward transport of energy by
Busse columns is at its maximum a few per cent of the
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Figure 12. Total colatitudinal energy transport for (a) case FF2-
3 and (b) case FE2-3, or integrals of the fluxes in Equation (21)
over conical surfaces at constant latitude. The integrated fluxes
are plotted as functions of latitude (= pi/2 − θ). Contributions
from the various fluxes are indicated in the legend, “tot” denoting
the sum of all the other fluxes. Positive (negative) Iθ indicates
equatorward (poleward) transport in the northern hemisphere and
poleward (equatorward) transport in the southern hemisphere.
Figure 13. Temperature deviation from the spherical mean in the
solar CZ, assuming thermal-wind balance holds. The temperature
has been calculated from the rotation rate inferred from helioseis-
mology (Figure 1), using Equations (17), (18) and(4).
Figure 14. Net poleward transport of heat from Busse columns
for all simulations in the suite (except the barely supercritical cases
FE10-3 and FF10-3) plotted versus the reduced Rayleigh number
R ≡ Ra Ek4/3. The poleward heat flux |Iθ, conv| has been aver-
aged over latitude. Circles mark the Ω0 = 3Ω cases and triangles
the Ω = 2Ω cases.
solar luminosity, which is counteracted almost entirely
by conduction in the FF cases (Figure 12). In the Sun,
the thermal diffusivity associated with radiative heat-
ing is ∼107 cm2 s−1 at mid-CZ (e.g., Hindman et al.
2020), which (if a thermal wind were operating with a
temperature contrast of ∼10 K) would correspond to a
latitudinal energy flux of ∼10−7L. Figure 14 shows
how the Busse-column heat flux scales with supercrit-
icality. The trends are different between the FE and
FF cases (and the Ω0 = 3Ω and Ω0 = 2Ω cases),
but there is clearly a tendency for the net transport to
go down for our more supercritical FF simulations (blue
curves). This indicates that the balance between conduc-
tive and convective heat flux could hold in the Sun, just
with much smaller flux magnitudes. We admit that these
results are only suggestive, since the flux in all our mod-
els is still orders of magnitude higher than the presumed
solar value of 10−7L.
On a more practical note, it is advantageous to use an
FF outer boundary condition in solar simulations for two
reasons. First, maintaining a strong differential rotation
is particularly relevant for dynamo models, since the dy-
namo cannot be maintained without sufficient shear (e.g.,
Brown et al. 2010; Guerrero et al. 2016; Matilsky &
Toomre 2020; Bice & Toomre 2020). Second, using
an FE outer boundary condition leads to superluminous
poles, which are directly at odds with solar observations.
Figure 15 shows the conductive flux as a function of lat-
itude at the top of the domain for the FE cases. For
case FE2-3, the flux in the polar regions reaches a value
in excess of the solar luminosity by about 20%. This is
far greater than the observationally-constrained value of
< 1% for the Sun (Rast et al. 2008).
We very much view this paper as a complement to Mi-
esch et al. (2006). In that work, a systematic tilt of the
rotation contours was achieved by imposing a small lati-
tudinal entropy gradient at the inner boundary, thereby
ensuring that the entropy increased monotonically from
equator to pole. And indeed, for all our FF cases, there
is a similar monotonic equator-to-pole entropy gradient
at the inner boundary. Monotonicity is not achieved in
the FE cases. In other words, Miesch et al. (2006)
showed that it is possible to tilt the rotation contours
by imposing a preferred geostrophic balance, and here
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Figure 15. Latitudinal profile of Fcond, r at the outer boundary
for several of the FE cases, normalized by the flux needed to carry
out the solar luminosity equally at all latitudes. The flux has been
averaged over time and longitude.
we have shown how this preferred balance is naturally
established as the result of poleward energy transport by
Busse columns and the FF outer boundary condition.
We conclude that any successful dynamical model of
the Sun’s convection zone must be consistent with three
key observations: (1) the Sun possesses strong latitu-
dinal differential rotation, (2) the isorotation contours
are tilted positively in the sense of Figure 5, and (3)
the emergent intensity is nearly spherically symmetric.
We have demonstrated in this paper that the transport
of angular momentum and heat by Busse columns can
yield results consistent with observations (1) and (2).
Busse columns transport angular momentum outward,
away from the rotation axis, thus speeding up the equa-
tor. They simultaneously transport heat poleward via
the enthalpy flux associated with pressure work. These
two transports reach equilibrium once thermal-wind bal-
ance is achieved.
While it is satisfying to address the observations (1)
and (2) with a single mechanism (i.e., the action of Busse
columns), observation (3) presents a theoretical problem.
The thermal-wind balance resulting from Busse columns
requires that the solar poles be at a higher temperature
than the equator, with a contrast of ∼10 K throughout
the CZ. The emergent intensity at the solar surface, how-
ever, is nearly uniform in latitude, with less than ∼2.5
K variation in effective temperature. This suggests that
the thermal-wind balance must only be maintained in
the deep CZ, and the surface layers (perhaps within the
near-surface shear layer) may have different dynamics.
Those dynamics must somehow screen the surface from
the imposition of the latitudinal temperature gradient
from below.
In our models, the proper proxy for the emergent in-
tensity is the radial conductive flux at the outer surface.
For the FF cases, we impose spherical symmetry of this
flux as a boundary condition. Further, we have shown
that this boundary condition is conducive to achieving
strong differential rotation and properly tilted rotational
isocontours. However, a fully self-consistent model of the
solar interior would reproduce the spherical symmetry
at the outer boundary as a natural consequence of the
near-surface convection and not as an enforced boundary
condition.
Since the underlying dynamics giving rise to
latitudinally-independent emissivity in the Sun are not
well-understood, we cannot predict a priori whether that
same mechnism would be sufficient to enforce spheri-
cal symmetry for other stars. It has long been postu-
lated that oblateness induced by rotation in high-mass
stars (in which a radiation layer overlies an interior CZ)
could result in superluminous poles (e.g., von Zeipel
1924; Collins 1963). Here, we have identified Busse
columns as a possible mechanism for producing hot poles
in low-mass stars (in which the CZ overlies the radia-
tion layer) that does not depend on the star’s distor-
tion. Furthermore, Busse columns do not necessarily
require rapid rotation—they simply require strong ro-
tational constraint, or in other words, low Rossby num-
ber. Thus, small dim stars that are expected to have
weak convection may have active Busse columns and hot
poles, even with only moderate rotation. Finally, since
the homogeneity (or lack thereof) of the stellar emissive
flux may significantly affect the interior differential rota-
tion, we should not assume that the positive-tilts of the
rotational isocontours inferred for the Sun are a general
feature of other low-mass stars.
APPENDIX: DIAGNOSTIC PARAMETERS FOR THE
SIMULATION SUITE
Table 2 contains various input and diagnostic param-
eters for the entire simulation suite as defined in Sec-
tion 3. Recall that for each simulation name, “FE” or
“FF” refers to the type of outer thermal boundary condi-
tion employed, the first number gives the diffusion value
ν = κ in units of 1012 cm2 s−1, and the second number
after the dash gives the frame rotation rate Ω0 in units
of Ω ≡ 2.87× 10−6 rad s−1, or Ω/2pi = 456 nHz. Nr,
Nθ, and Nφ refer to the number of radial, colatitudinal,
and longitudinal grid points, respectively. The run time
is given in units of the thermal diffusion time, defined to
be H2/κ, with H the shell depth.
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Table 2
Fluid diagnostic parameters for the different simulations.
Name (Nr, Nθ, Nφ) Ra Re = Pe Ek Ro R ≡ Ra Ek4/3 ∆Ω/Ω0 Run time
FE2-3 (128, 384, 768) 8.52× 105 63.2 4.62× 10−4 3.38× 10−2 30.4 0.097 23.6
FE2.3-3 (128, 384, 768) 5.60× 105 51.8 5.31× 10−4 3.21× 10−2 24.1 0.092 7.77
FE3-3 (96, 384, 768) 2.52× 105 35.2 6.93× 10−4 2.90× 10−2 15.5 0.078 59.6
FE4-3 (128, 192, 384) 1.07× 105 21.9 9.23× 10−4 2.55× 10−2 9.62 0.062 33.4
FE10-3 (64, 96, 192) 6.82× 103 2.54 2.31× 10−3 7.45× 10−3 2.08 0.0048 238.5
FE2-2 (128, 576, 1152) 8.52× 105 75.6 6.93× 10−4 5.91× 10−2 52.2 0.082 7.78
FE2.3-2 (128, 576, 1152) 5.60× 105 62.2 7.96× 10−4 5.61× 10−2 41.3 0.088 9.14
FE3-2 (96, 384, 768) 2.52× 105 42.8 1.04× 10−3 5.09× 10−2 26.6 0.092 11.9
FE4-2 (64, 288, 576) 1.07× 105 28.0 1.39× 10−3 4.51× 10−2 16.6 0.086 47.7
FF2-3 (128, 576, 1152) 8.52× 105 64.5 4.62× 10−4 3.45× 10−2 30.4 0.140 14.7
FF2.3-3 (128, 384, 768) 5.60× 105 52.9 5.31× 10−4 3.28× 10−2 24.1 0.131 7.90
FF3-3 (96, 384, 768) 2.52× 105 35.8 6.93× 10−4 2.95× 10−2 15.5 0.108 14.4
FF4-3 (128, 192, 384) 1.07× 105 22.4 9.23× 10−4 2.46× 10−2 9.62 0.080 25.5
FF10-3 (64, 96, 192) 6.82× 103 2.89 2.31× 10−3 8.58× 10−3 2.08 0.0024 15.9
FF2-2 (128, 576, 1152) 8.52× 105 81.2 6.93× 10−4 6.33× 10−2 52.2 0.110 6.68
FF2.3-2 (128, 576, 1152) 5.60× 105 65.3 7.96× 10−4 5.89× 10−2 41.3 0.121 8.27
FF3-2 (96, 384, 768) 2.52× 105 44.4 1.04× 10−3 5.30× 10−2 26.6 0.128 10.3
FF4-2 (128, 384, 768) 1.07× 105 28.9 1.39× 10−3 4.66× 10−2 16.6 0.117 70.4
Note. — The 18 simulations here are in four groupings according to FE or FF at two different rotation rates.
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