Abstract-A recently developed reconstruction algorithm for magnetic source imaging exploits prior knowledge about source location, source power density, detector geometry, and detector noise power to obtain an explicit estimate of the reconstruction error.
I. INTRODUCTION Magnetic source imaging is the reconstruction of the current distribution inside some inaccessible volume from magnetic field measurements made outside the volume. Prior information as to the expected signal power of each source and expected noise power of each detector can be used to constrain the reconstruction and improve its accuracy.
The optimal constrained linear inverse method (OCLIM) [l] is a new reconstruction algorithm for magnetic source imaging that uses such prior information to minimize the mean-square reconstruction error. OCLIM generalizes the minimum-norm least-squares[2; 31 and weighted pseudoinverse[4] methods by incorporating non-uniform and corn+ lated priors for both signal and noise.
OCLIM also provides explicit estimates of the (total) reconstruction error and the standard error for each reconstructed source amplitude. The purpose of this paper is giving the vector current density at any position r'. The source positions are fixed a priori; only the source amplitudes qn are unknown and must be estimated.
Then the forward problem can be written in the form
where q is the vector of source amplitudes, b is a vector of field measurements, w is a vector of noise amplitudes, and F is the forward transfer matrix. The vector q of source amplitudes qn is assumed to be a random vector with mean zero and covariance matrix A = E qqT with entries a:j = E qiqj,
The noise vector w is assumed to be a random vector with mean zero and covariance matrix E = E wwT with entries u:j = E wiwj. Each diagonal entry U&,,, is the expected noise power of the mth _detector. Now suppose that each source Jn is a current dipole with moment & at position p7, and that the mth detector measures the component of the field in direction s7, at position Fm. Then the forward transfer matrix F has entries
The OCLIM estimate of the unknown source amplitudes takes the form i) = Hb where H is chosen to minimize the mean square error q2 = E llqThe value of H is
Given that q and w are jointly Gaussian, the a posteriori covariance is
The diagonal elements of A are denoted by hi,,; each is the variance of the corresponding reconstructed source amplitude in; and irnn is that standard error of the reconstructed source amplitude in. The total reconstruction error is and is the quantity minimized.
III. A TOOL FOR MAGNETOMETER ARRAY DESIGN
The total error q2 and the individual source variances hin provide a new tool for magnetometer array design and have the following useful properties.
The reconstruction error depends only on the geometrical configuration and the noise and source priors; it does not depend on the specific field measurements. The reconstruction error for a particular configuration can be computed in a few seconds on a workstation-class computer. This is much faster than Monte Carlo methods.
Arbitrary source and detector positions are allowed. Correlated noise can be used; this dows modelling the effects of external magnetic interference.
The method should generalize to distributed (non-dipole) current sources and arbitrary detector coil shapes.
The minimum-norm least-squares (MNLS) [2; 31 and Shim-Cho weighted pseudoinverse [4] methods are included as special cases by the apppropriate choice of priors.,
IV. AN EXAMPLE SOURCE/DETECTOR CONFIGURATION
The remainder of this paper is devoted to an analysis of the example source and magnetometer configuration shown in figure 1. The source volume is 12 x 12 x 12 cm3 and contains a 4 x 4 x 4 cubical grid of horizontal dipole pairs; all sources have the same expected signal power a2 = 1 (pA-m)2.
Each horizontal plane in the source volume contains a 4 x 4 array of in-plane dipole pairs as shown in figure 2 ; the use of two orthogonal dipoles allows the representation of a dipole with arbitrary orientation and magnitude within the plane. The detector plane contains a 12 x 12 grid of detectors sampling the vertical component of the field; all detectors have the same expected noise power u2 = 9 x 10-26fT. The nominal array width is 23 cm; the nominal source depth, or distance from the detector array to the top of the source volume, is 2 cm.
The following sections will explore the effects of varying the array width, the source depth, and the number of detectors used. Figure 3 shows how the total relative reconstruction error q2/a2 varies as a function of the array width and the source depth. For every source depth considered, there is an o p timal array width and that width increases as the source depth increases. The particular optimal widths found here apply only to the particular number of detectors, source Figure 5 shows the total relative reconstruction error versus array width for five different numbers of detectors ranging from an 8 x 8 square grid to a 16 x 16 square grid. There is an optimal array width for each size of grid; that width increases as the number of detectors increases.
V. ERROR VS ARRAY WIDTH AND SOURCE DEPTH
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VI. STANDARD ERROR FOR EACH SOURCE
VII. EMOR VS WIDTH AND NUMBER OF DETECTOM
Note, however, that both the 8 x 8 and 10 x 10 curves display a bimodal characteristic. This is due to the accidental alignment of source and detector positions as shown in the plan views of figure 6. The plus signs mark detector positions; the open circles mark source positions. The lefthand plot corresponds to the m i n i u m error (at width 19 cm) for an 8 x 8 array; the sources generally fall between this variation in reconstruction error must be considered an artifact of the simple dipole source model. The use of point detectors also contributes to the problem. More work is needed to create source and detector models that are immune to these accidental variations. The optimal width increases as the number of detectors increases but less than proportionally to the number of detectors per side; the optimal detector speacing decreases.
VIII. CONCLUSIONS
The reconstruction error is potentially useful as a quality metric for magnetometer array design.
Accidental alignments between dipole current sources and point detectors can distort the computed reconstruction error.
The optimal width increases as the array-to-source distance increases. The optimal width of a planar magnetome ter array is subproportional to the number of detectors used per side. array. The optimal width increases less than proportionally to the number of detectors per side and the optimal detector spacing decreases.
