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Résumé : Dans cette thèse, nous nous sommes intéressés à proposer de nouvelles méthodes de 
Séparation Aveugle de Sources (SAS) adaptées aux modèles de mélange non-linéaires. La SAS consiste à 
estimer les signaux sources inconnus à partir de leurs mélanges observés lorsqu'il existe très peu 
d'informations disponibles sur le modèle de mélange. La contribution méthodologique de cette thèse 
consiste à prendre en considération les interactions non-linéaires qui peuvent se produire entre les sources 
en utilisant le modèle linéaire-quadratique (LQ). A cet effet, nous avons développé trois nouvelles 
méthodes de SAS. La première méthode vise à résoudre le problème du démélange hyperspectral en 
utilisant un modèle linéaire-quadratique. Celle-ci se repose sur la méthode d'Analyse en Composantes 
Parcimonieuses (ACPa) et nécessite l'existence des pixels purs dans la scène observée. Dans le même but, 
nous proposons une deuxième méthode du démélange hyperspectral adaptée au modèle linéaire-
quadratique. Elle correspond à une méthode de Factorisation en Matrices Non-négatives (FMN) se basant 
sur l'estimateur du Maximum A Posteriori (MAP) qui permet de prendre en compte les informations a 
priori sur les distributions des inconnus du problème afin de mieux les estimer. Enfin, nous proposons une 
troisième méthode de SAS basée sur l'analyse en composantes indépendantes (ACI) en exploitant les 
Statistiques de Second Ordre (SSO) pour traiter un cas particulier du mélange linéaire-quadratique qui 
correspond au mélange bilinéaire. 
Abstract: In this thesis, we were interested to propose new Blind Source Separation (BSS) methods 
adapted to the nonlinear mixing models. BSS consists in estimating the unknown source signals from 
their observed mixtures when there is little information available on the mixing model. The 
methodological contribution of this thesis consists in considering the non-linear interactions that can 
occur between sources by using the linear-quadratic (LQ) model. To this end, we developed three new 
BSS methods. The first method aims at solving the hyperspectral unmixing problem by using a linear-
quadratic model. It is based on the Sparse Component Analysis (SCA) method and requires the existence 
of pure pixels in the observed scene. For the same purpose, we propose a second hyperspectral unmixing 
method adapted to the linear-quadratic model. It corresponds to a Non-negative Matrix Factorization 
(NMF) method based on the Maximum A Posteriori (MAP) estimate allowing to take into account the 
available prior information about the unknown parameters for a better estimation of them. Finally, we 
propose a third BSS method based on the Independent Component Analysis (ICA) method by using the 
Second Order Statistics (SOS) to process a particular case of the linear-quadratic mixture that corresponds 
to the bilinear one. 
Mots clés: Séparation Aveugle de Sources, Analyse en Composantes Parcimonieuses, Factorisation 
en Matrices Non-négatives, Analyse en Composantes Indépendantes, Démélange Hyperspectral, Modèle 
linéaire-quadratique. 
Key-words: Blind Source Separation, Sparse Component Analysis, Non-Negative Matrix 
Factorization, Independent Component Analysis, Hyperspectral Unmixing, Linear-Quadratic Model. 
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Re´sume´
Dans cette the`se, nous nous sommes inte´resse´s a` proposer de nouvelles me´thodes de
Se´paration Aveugle de Sources (SAS) adapte´es aux mode`les de me´lange non-line´aires.
La SAS consiste a` estimer les signaux sources inconnus a` partir de leurs me´langes
observe´s lorsqu’il existe tre`s peu d’informations disponibles sur le mode`le de me´lange.
La plupart des recherches portant sur les me´thodes de SAS supposent que le mode`le
de me´lange est line´aire, ou` les signaux observe´s re´sultent de combinaisons line´aires
des signaux sources. Cependant, pour certaines applications, le mode`le de me´lange
line´aire n’est pas valide et doit eˆtre remplace´ par un mode`le non-line´aire qui per-
met de fournir une meilleure description du processus de me´lange. La contribution
me´thodologique de cette the`se consiste a` prendre en conside´ration les interactions
non-line´aires qui peuvent se produire entre les sources en utilisant le mode`le line´aire-
quadratique (LQ). A` cet effet, nous avons de´veloppe´ trois nouvelles me´thodes de SAS.
La premie`re me´thode vise a` re´soudre le proble`me du de´me´lange hyperspectral en util-
isant un mode`le line´aire-quadratique. Celle-ci se repose sur la me´thode d’Analyse
en Composantes Parcimonieuses (ACPa) et ne´cessite l’existence des pixels purs dans
la sce`ne observe´e. Dans le meˆme but, nous proposons une deuxie`me me´thode du
de´me´lange hyperspectral adapte´e au mode`le line´aire-quadratique. Elle correspond
a` une me´thode de Factorisation en Matrices Non-ne´gatives (FMN) se basant sur
l’estimateur du Maximum A Posteriori (MAP) qui permet de prendre en compte les
informations a priori sur les distributions des inconnues du proble`me afin de mieux
les estimer. Enfin, nous proposons une troisie`me me´thode de SAS base´e sur l’analyse
en composantes inde´pendantes (ACI) en exploitant les Statistiques de Second Ordre
(SSO) pour traiter un cas particulier du me´lange line´aire-quadratique qui correspond
au me´lange biline´aire.
Mots cle´s : Se´paration Aveugle de Sources, Analyse en Composantes Parcimonieuses,
Factorisation en Matrices Non-ne´gatives, Analyse en Composantes Inde´pendantes,
De´me´lange Hyperspectral, Mode`le line´aire-quadratique.
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Abstract
In this thesis, we were interested to propose new Blind Source Separation (BSS) meth-
ods adapted to the nonlinear mixing models. BSS consists in estimating the unknown
source signals from their observed mixtures when there is little information available
on the mixing model. Most research on BSS methods assumes that the mixing model is
linear, where the observed signals result from linear combinations of the source signals.
However, for some applications, the linear mixing model is not valid and should be re-
placed by a non-linear model that provides a better description of the mixing process.
The methodological contribution of this thesis consists in considering the non-linear
interactions that can occur between sources by using the linear-quadratic (LQ) model.
To this end, we developed three new BSS methods. The first method aims at solving
the hyperspectral unmixing problem by using a linear-quadratic model. It is based
on the Sparse Component Analysis (SCA) method and requires the existence of pure
pixels in the observed scene. For the same purpose, we propose a second hyperspectral
unmixing method adapted to the linear-quadratic model. It corresponds to a Non-
negative Matrix Factorization (NMF) method based on the Maximum A Posteriori
(MAP) estimate allowing to take into account the available prior information about
the unknown parameters for a better estimation of them. Finally, we propose a third
BSS method based on the Independent Component Analysis (ICA) method by using
the Second Order Statistics (SOS) to process a particular case of the linear-quadratic
mixture that corresponds to the bilinear one.
Keywords : Blind Source Separation, Sparse Component Analysis, Non-Negative Ma-
trix Factorization, Independent Component Analysis, Hyperspectral unmixing, Linear-
Quadratic Model.
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Introduction Ge´ne´rale
Cette the`se rentre dans le cadre d’une convention de cotutelle conclue entre l’Universite´
de Sfax, l’Ecole Nationale d’Inge´nieurs de Sfax (Tunisie) et l’Universite´ Toulouse III
Paul Sabatier (France). Les travaux ont e´te´ effectue´s alternativement au sein du lab-
oratoire de recherche Advanced Technologies for Medicine and Signals (ATMS) et
l’Institut de Recherche en Astrophysique et Plane´tologie (IRAP).
Problématique
La pre´sente the`se de doctorat s’inscrit dans le cadre de la se´paration aveugle de
sources (SAS) applique´e aux me´langes non-line´aires. La SAS consiste a` estimer les
signaux sources inconnus a` partir de leurs me´langes observe´s quand il y a tre`s peu
d’informations disponibles sur le mode`le de me´lange. De nos jours, les me´thodes de
se´paration de sources sont utilise´es dans plusieurs applications de traitement de signal
et de traitement d’images. La plupart des recherches portant sur les me´thodes de SAS
supposent que le mode`le de me´lange est line´aire, ou` les signaux observe´s re´sultent de
combinaisons line´aires des signaux sources. Cela est duˆ a` la simplicite´ et a` la facilite´
de l’interpre´tation du mode`le line´aire et a` la varie´te´ de ses applications. Ne´anmoins,
pour certaines applications, le mode`le de me´lange line´aire n’est pas valide et doit eˆtre
remplace´ par un mode`le non-line´aire. Ce mode`le non line´aire fournit une meilleure
description du processus de me´lange et des interactions entre les sources. A` titre
d’exemple, le me´lange de´fini en te´le´de´tection est line´aire dans le cas d’un champ plat,
mais un effet non-line´aire, duˆ aux re´flexions multiples de la lumie`re, est introduit de`s
qu’il y a des e´le´ments en relief. Ces phe´nome`nes physiques intervenant dans le milieu
peuvent eˆtre de´crits par un mode`le de me´lange non-line´aire. Cependant, les me´thodes
traitant les me´langes non-line´aires restent relativement peu e´tudie´es a` ce jour a` cause
de la difficulte´ et de la complexite´ du de´veloppement the´orique du proble`me. Cette
complexite´ peut eˆtre re´duite en contraignant la structure des mode`les de me´lange
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non-line´aires par l’ajout d’hypothe`ses simplificatrices. Parmi ces mode`les, le mode`le
line´aire-quadratique (LQ) a attire´ beaucoup d’attention graˆce a` sa capacite´ a` de´crire
le processus complexe de me´lange dans certaines applications.
Le travail de cette the`se vise a` explorer de nouvelles voies pour la SAS applique´e
aux mode`les non-line´aires et en particulier aux mode`les line´aires-quadratiques. La
contribution me´thodologique de ce travail consiste a` prendre en conside´ration les in-
teractions multiples qui peuvent se produire entre les sources afin d’ame´liorer la qualite´
de l’analyse et du traitement des me´thodes de se´paration des sources.
Organisation du manuscrit
Le manuscrit est organise´ en deux parties. La premie`re partie pre´sente un tour
d’horizon du proble`me de SAS et du de´me´lange spectral. La deuxie`me partie est
consacre´e au de´veloppement the´orique et a` l’e´tude expe´rimentale de trois nouvelles
me´thodes de SAS adapte´es aux me´langes line´aires-quadratiques/biline´aires.
Le plan du manuscrit est structure´ comme suit :
Premie`re partie : e´tat de l’art
 Chapitre 1 : me´thodes de se´paration aveugle de sources.
Ce chapitre est consacre´ a` la pre´sentation d’un e´tat de l’art sur les me´thodes
de se´paration aveugle de sources les plus re´pandues. Nous de´crivons l’ensemble
des classes des me´thodes utilise´es dans la litte´rature pour traiter les me´langes
line´aires et par la suite nous e´voquons les extensions propose´es de certaines
d’entre elles pour traiter les me´langes line´aires-quadratiques.
 Chapitre 2 : de´me´lange spectral.
Dans ce chapitre, nous pre´sentons quelques ge´ne´ralite´s sur l’application de
te´le´de´tection spatiale ainsi qu’un e´tat de l’art sur les me´thodes les plus utilise´es
pour de´me´langer les images issues de cette application, autrement dit, les
me´thodes de de´me´lange spectral.
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Deuxie`me partie : de´veloppement des nouvelles me´thodes de SAS
 Chapitre 3 : une me´thode d’ACPa pour le de´me´lange hyperspectral des
me´langes LQ.
Dans ce chapitre, nous proposons une approche de de´me´lange hyperspectral
en utilisant un mode`le line´aire-quadratique. En se basant sur la me´thode
d’Analyse en Composantes Parcimonieuses (ACPa), l’approche propose´e
ne´cessite l’existence d’une zone mono-source ou d’au moins deux pixels purs par
mate´riau pur, dans la sce`ne observe´e.
 Chapitre 4 : une me´thode de NMF base´e sur l’estimateur du maximum a
posteriori (MAP) pour le de´me´lange hyperspectral des me´langes LQ.
Dans ce chapitre, nous proposons une autre me´thode de de´me´lange hyperspectral
adapte´e au mode`le LQ. Celle-ci correspond a` une me´thode de Factorisation en
Matrices Non-ne´gatives (FMN), ou encore NMF (pour son appellation en anglais
Non-negative Matrix Factorization), se basant sur l’estimateur du Maximum A
Posteriori (MAP). L’ide´e principale consiste a` prendre en compte les informations
a priori sur les distributions des coefficients de me´lange afin de mieux les estimer.
 Chapitre 5 : une me´thode d’ACI base´e sur les statistiques du second ordre
pour les me´langes biline´aires.
Dans ce chapitre, nous proposons une nouvelle me´thode de se´paration de sources
base´e sur l’analyse en composantes inde´pendantes (ACI) en exploitant les Statis-
tiques de Second Ordre (SSO) pour traiter un cas particulier du me´lange line´aire-
quadratique qui correspond au me´lange biline´aire.
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1.1 Introduction
Le premier chapitre de la the`se pre´sente un e´tat de l’art du proble`me de se´parationaveugle de sources. Tout d’abord, nous commenc¸ons par introduire le principe
ge´ne´ral de la se´paration aveugle de sources. Ensuite, nous donnons un tour d’horizon
sur les me´thodes de se´paration de sources propose´es pour les deux types de me´lange,
line´aire et non-line´aire, en se concentrant sur les me´thodes de´die´es aux me´langes
line´aires-quadratiques. Pour les deux types de me´lange, nous commenc¸ons par pre´senter
la formulation mathe´matique du mode`le de me´lange, et par la suite, nous dressons un
panorama des travaux effectue´s dans la litte´rature dans ce cadre.
1.2 Principe général de la séparation aveugle de sources
Le proble`me de la se´paration aveugle de sources (SAS ou BSS selon son appella-
tion en anglais Blind Source Separation) a e´te´ aborde´ au de´but des anne´es 1980 par
Christian Jutten, Jeanny He´rault et Bernard Ans dans le cadre de la mode´lisation
neuronale (He´rault et al, 1985). Plus tard, le proble`me de SAS a rec¸u une attention
conside´rable de la part de la communaute´ scientifique dans plusieurs domaines tels que
le traitement de signal, les statistiques, les re´seaux de neurones, etc. Au sens large,
le proble`me de SAS consiste a` re´cupe´rer un ensemble de signaux sources inconnus a`
partir d’un ensemble de signaux observe´s qui re´sultent d’un me´lange inconnu de ces
signaux sources (Mansour et al, 2000; Comon and Jutten, 2010; Deville, 2016). Le
terme aveugle se re´fe`re au fait que ni les signaux sources, ni le me´lange sont connus.
Les applications des me´thodes de SAS sont diverses, parmi lesquelles nous citons
l’astrophysique (Berne´, O. et al, 2007; Nuzillard, D. and Bijaoui, A., 2000), le
biome´dical (Kardec Barros et al, 1998; Deville, 2003; Kachenoura et al, 2007), la
te´le´de´tection (Bayliss et al, 1997; Wang and Chang, 2006; Pauca et al, 2006; Sajda et al,
2003; Nascimento and Bioucas-Dias, 2005a) et la de´tection des composants chimiques
(Bedoya, 2006; Duarte et al, 2014; Ando et al, 2015). Un aperc¸u de´taille´ des diffe´rentes
applications des me´thodes de SAS est pre´sente´ dans (Mansour et al, 2000; Mansour
and Kawamoto, 2003; Hyva¨rinen et al, 2001; Cichocki and Amari, 2003; Jutten and
Comon, 2007).
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Figure 1.1: Exemple de se´paration de sources.
Afin d’illustrer le principe de la SAS, prenons l’exemple classique du proble`me de la
soire´e cocktail (ou Cocktail Party Problem en anglais), ou` il y a un certain nombre de
personnes qui sont en train de discuter dans une pie`ce. Dans ce cas, un eˆtre humain
avec une audition en bonne sante´ peut faire la distinction entre les diffe´rentes voix
parvenant me´lange´es a` ses oreilles, et ainsi, il peut identifier une voix particulie`re et
la comprendre. Il en est de meˆme pour la SAS, dont le roˆle est d’offrir une solution
en se´parant les signaux sources, correspondant aux signaux vocaux des invite´s, a` par-
tir des me´langes enregistre´s par des microphones place´s dans diffe´rents endroits. Le
principe de cet exemple de se´paration est illustre´ en Figure 1.1.
Un proble`me ge´ne´ral de SAS peut eˆtre de´fini mathe´matiquement comme suit : nous
avons un ensemble de K observations qui sont ge´ne´re´es a` partir d’un me´lange de L
signaux sources comme suit
x = f(s), (1.1)
ou` x = [x1, · · · , xK ]T est le vecteur d’observations , s = [s1, · · · , sL]T est le vecteur des
signaux sources, T de´signe la transpose´e, et f de´signe l’ope´rateur de me´lange.
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Figure 1.2: Configuration ge´ne´rale de SAS
Le but ide´al de la SAS est de trouver la fonction inverse de f, appele´e le se´parateur
g. Si cette fonction inverse existe, la se´paration conduit a` un vecteur de sortie
y = [y1, · · · , yL]T qui contient les estimations des signaux sources s a` certaines
inde´terminations pre`s. Les sources estime´es sont ainsi obtenues avec l’e´quation suiv-
ante :
y = g(x). (1.2)
La configuration ge´ne´rale du proble`me de SAS est illustre´e dans la Figure 1.2.
Les me´thodes de se´paration de sources peuvent eˆtre classifie´es principalement selon
trois crite`res : le type de me´lange, le nombre de signaux observe´s par rapport au
nombre de signaux sources, et les proprie´te´s des sources conside´re´es.
Pour le premier crite`re, nous trouvons dans la litte´rature plusieurs types de me´lange.
Un premier type, concerne le me´lange line´aire, c’est-a`-dire le cas ou` les observations
sont des me´langes line´aires des signaux sources. Les me´thodes de SAS traitant ce
type de me´lange sont les plus e´tudie´es en raison de la simplicite´ du mode`le line´aire.
Ne´anmoins, dans plusieurs applications, le mode`le line´aire ne suffit pas pour de´crire cer-
tains phe´nome`nes physiques intervenant dans le me´lange. Pour re´soudre ce proble`me,
il est ne´cessaire d’utiliser un mode`le non-line´aire. La spe´cificite´ du mode`le non-line´aire
est sa capacite´ d’offrir une meilleure description de la re´alite´ physique. L’extension des
me´thodes de SAS aux me´langes non-line´aires reste toujours moins e´tudie´e en raison
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de leur complexite´. Pour simplifier leur utilisation, des mode`les non-line´aires moins
complexes ont e´te´ propose´s dans la litte´rature. Nous citons, par exemple, le mode`le
post-non-line´aire ou` le me´lange est forme´ d’une partie line´aire suivie d’une distorsion
non-line´aire due aux capteurs. Un autre mode`le est le mode`le line´aire-quadratique qui
contient a` la fois des termes line´aires et des termes croise´s re´sultant des interactions
qui peuvent se produire entre les diffe´rentes sources. Nous nous inte´ressons dans cette
the`se a` ce dernier mode`le qui sera traite´ en de´tail par la suite.
Une deuxie`me classification possible des me´thodes de SAS est selon le rapport entre
le nombre de signaux observe´s et le nombre de sources. Lorsque le nombre de signaux
observe´s est supe´rieur au nombre de sources, nous parlons d’un me´lange sur-determine´,
et quand le nombre de signaux observe´s est infe´rieur au nombre de sources, le me´lange
devient sous-de´termine´. Enfin, le me´lange est conside´re´ de´termine´ lorsque les nombres
de sources et de signaux observe´s sont e´gaux.
Le troisie`me crite`re de classification concerne les proprie´te´s ve´rifie´es par les sources.
En effet, la SAS n’est the´oriquement possible que si certaines hypothe`ses sont ve´rifie´es
par les signaux sources. Dans la litte´rature, plusieurs proprie´te´s ont e´te´ utilise´es
: signaux a` valeurs re´elles ou complexes, stationnaires, cyclo-stationnaires ou non-
stationnaires, mutuellement inde´pendants ou non, inde´pendants et identiquement dis-
tribue´s (i.i.d.) ou non-i.i.d., positifs ou non, parcimonieux ou non, etc. La plupart des
me´thodes de se´paration de sources ont e´te´ propose´es pour les signaux sources i.i.d. et
mutuellement inde´pendants.
Dans ce chapitre, nous conside´rons un classement selon le type de me´lange e´tudie´.
Nous pre´sentons, tout d’abord, les me´langes line´aires et les diffe´rentes me´thodes utilise´es
en SAS pour les se´parer, et par la suite, nous traitons en de´tail les me´langes line´aires-
quadratiques et les me´thodes e´labore´es dans ce cadre.
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1.3 Mélanges linéaires
Dans la litte´rature, les me´langes line´aires ont largement e´te´ e´tudie´s en se´paration
de sources. Ce type de me´lange sera pre´sente´ dans cette partie d’une fac¸on succincte.
Tout d’abord, nous pre´sentons les diffe´rents types de me´langes line´aires ainsi que leurs
formulations mathe´matiques. Ensuite, nous exposons un panorama des me´thodes de
se´paration de sources propose´es pour ce type de me´lange.
Les me´langes line´aires peuvent eˆtre re´partis en trois sous-cate´gories pre´sente´es dans
les sous-sections qui suivent.
1.3.1 Mélanges linéaires instantanés
Tout d’abord, nous commenc¸ons par de´crire le mode`le de me´lange line´aire instan-
tane´. Dans ce cas, l’ope´rateur de me´lange correspond a` une somme ponde´re´e et instan-
tane´e des signaux sources. Ainsi, l’e´quation de me´lange pour chaque observation xi a`
l’indice d’e´chantillon n (ou l’instant t dans le cas d’un signal temporel), en absence de
bruit, peut s’exprimer comme suit
xi(n) =
L∑
j=1
aijsj(n), ∀1 ≤ n ≤ N, ∀1 ≤ i ≤ K, (1.3)
ou` sj(n) repre´sente le j
e`me signal source a` l’indice d’e´chantillon n, aij est un coeffi-
cient repre´sentant la contribution de la source j sur le capteur i et N est le nombre
d’e´chantillons.
Le mode`le reliant les K observations xi aux L signaux sources sj peut s’e´crire sous
la forme matricielle suivante :
X = AS, (1.4)
ou` X ∈ RK×N est la matrice contenant les signaux observe´s, A ∈ RK×L est la matrice
contenant les coefficients de me´lange aij, et S ∈ RL×N est la matrice contenant les
sources.
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1.3.2 Mélanges convolutifs
Le mode`le de me´lange convolutif est une ge´ne´ralisation du mode`le pre´ce´dent. Dans
ce cas-la`, les me´langes observe´s re´sultent des versions de´cale´es des sources originales.
Par conse´quent, en conside´rant tous les de´calages possibles de la source sj contribuant
a` l’e´chantillon d’indice n de l’observation xi, l’e´quation du me´lange peut s’e´crire sous
la forme suivante
xi(n) =
L∑
j=1
∞∑
τ=−∞
aij(τ)sj(n− τ), (1.5)
ou` τ repre´sente tout de´calage entier possible de la source sj dans l’observation xi.
Une autre formulation du proble`me, pour le meˆme type de me´lange, peut eˆtre
obtenue en conside´rant l’effet du filtrage de la source par la re´ponse impulsionnelle
d’un filtre inconnu, ainsi nous obtenons l’e´quation suivante
xi(n) =
L∑
j=1
aij(n) ∗ sj(n), (1.6)
ou` ∗ repre´sente l’ope´rateur de convolution et aij(n) est la re´ponse impulsionnelle du
filtre de me´lange associe´ a` la contribution de la source sj dans l’observation xi.
1.3.3 Mélanges à atténuation et à décalage
Un cas particulier des me´langes convolutifs est le me´lange a` atte´nuation et a` de´calage
appele´ aussi me´lange “ane´cho¨ıque”. Chaque observation xi re´sulte de la superposition
de tous les signaux sources sj, j = 1, · · · , L, e´ventuellement de´cale´s et attenue´s. Les
signaux observe´s sont ainsi de´finis comme suit
xi(n) =
L∑
j=1
aijsj(n− τij), (1.7)
ou` τij est le de´calage entre la source j et le capteur i.
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Dans ce qui suit, nous pre´sentons un aperc¸u des me´thodes de SAS propose´es dans la
litte´rature pour la se´paration des mode`les de me´langes line´aires. Nous nous focalisons
sur les approches les plus classiques associe´es aux me´langes line´aires instantane´s.
1.4 Méthodes de séparation linéaires instantanés
Comme nous l’avons mentionne´ au de´but du chapitre, les me´thodes de SAS visent
a` estimer un ensemble de signaux sources inconnus a` partir des observations connues.
Pour re´pondre a` cet objectif, diffe´rentes me´thodes ont e´te´ propose´es. Ces me´thodes se
regroupent principalement en quatre classes dont nous donnerons un aperc¸u ge´ne´ral
ci-apre`s : les me´thodes base´es sur l’Analyse en Composantes Inde´pendantes (ACI), les
me´thodes base´es sur l’Analyse en Composantes Parcimonieuses (ACPa), les me´thodes
base´es sur la Factorisation en Matrices Non-ne´gatives (FMN), et enfin, les me´thodes
base´es sur l’approche baye´sienne.
1.4.1 Analyse en Composantes Indépendantes
Les me´thodes base´es sur l’Analyse en Composantes Inde´pendantes (ACI) sont les
me´thodes de se´paration de sources les plus e´tudie´es. Le point cle´ de ces me´thodes
consiste a` appliquer des transformations aux observations de fac¸on a` obtenir en sortie
des signaux statistiquement inde´pendants les uns des autres, et qui sont e´gaux aux
signaux sources a` certaines inde´terminations pre`s (permutations, facteur d’e´chelle).
Par de´finition, si s = [s1, ..., sL]
T est un vecteur ale´atoire avec une densite´ de prob-
abilite´ conjointe p(s), alors s a des composantes inde´pendantes si sa densite´ de proba-
bilite´ conjointe est e´gale au produit des densite´s marginales pi(si), comme suit
p(s) =
L∏
i=1
pi(si). (1.8)
Il est a` noter que pour re´aliser la se´paration des signaux sources en ACI, certaines
me´thodes supposent que les signaux sources sont i.i.d. avec au plus un seul signal
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source ayant une distribution gaussienne. D’autres me´thodes supposent que les sig-
naux sources sont stationnaires et autocorre´le´s ou qu’ils sont non-stationnaires, et elles
s’appliquent meˆme lorsque les sources sont gaussiennes.
Plusieurs crite`res ont e´te´ utilise´s pour la mesure de l’inde´pendance statistique entre
les signaux sources. Dans ce qui suit, nous exposons brie`vement les crite`res les plus
connus.
1.4.1.1 Maximisation de la non-gaussianité
L’un des crite`res les plus utilise´s en ACI est la maximisation de la non-gaussianite´.
En effet, une condition ne´cessaire pour se´parer les signaux sources i.i.d. est la non-
gaussianite´ de ceux-ci. Cette condition est base´e sur le the´ore`me de la limite centrale
qui affirme que la somme des variables inde´pendantes tend vers une distribution gaussi-
enne. Ainsi, on peut de´duire que dans un proble`me de SAS, nous pouvons retrouver les
composantes inde´pendantes en augmentant la non-gaussianite´ des sources estime´es.
Une mesure classique de la non-gaussianite´ est l’autocumulant d’ordre 4 normalise´,
appele´ encore le kurtosis normalise´, dont l’expression est de´finie comme suit (Mansour
and Jutten, 1999)
Kurt(y) =
E{y4}
E{y2}2 − 3, (1.9)
ou` E{.} est l’ope´rateur d’espe´rance mathe´matique et y est une variable ale´atoire
centre´e.
En effet, le kurtosis normalise´ mesure la diffe´rence entre la densite´ de probabilite´
d’une variable ale´atoire et une densite´ gaussienne. Ainsi, la maximisation de la valeur
absolue du kurtosis normalise´ e´quivaut a` une maximisation de la non-gaussianite´ de
la variable estime´e, et permet, par conse´quent, d’extraire les sources inde´pendantes.
Dans cette cate´gorie de me´thodes, plusieurs travaux ont e´te´ re´alise´s, parmi lesquels
nous citons la plus connue qui est la me´thode FastICA (Hyva¨rinen, 1999).
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1.4.1.2 Minimisation de l'information mutuelle
Le crite`re d’information mutuelle dans l’ACI a e´te´ initialement introduit par P.
Comon pour se´parer les me´langes line´aires instantane´s (Comon, 1994). Le crite`re
d’information mutuelle permet de mesurer l’inde´pendance statistique des variables
en e´valuant la similitude entre la densite´ de probabilite´ conjointe et le produit des
densite´s marginales des variables ale´atoires. Cette similitude peut eˆtre mesure´e par le
calcul de la divergence de Kullback-Leibler comme suit (Comon and Jutten, 2010)
I(y1, · · · , yK) =
∫ +∞
−∞
p(y1, · · · , yK) log p(y1, · · · , yK)∏
i pi(yi)
dy1, · · · , dyK (1.10)
ou` y1, · · · , yK sont des variables ale´atoires, p(y1, · · · , yK) est la densite´ de probabilite´
conjointe de ces variables ale´atoires, et pi(yi) est la densite´ marginale de yi.
Le crite`re d’information mutuelle est toujours positif et s’annule seulement lorsque
les variables yi sont inde´pendantes, autrement dit, lorsque ces variables n’ont aucune
information commune.
Parmi les me´thodes base´es sur le crite`re de minimisation de l’information mutuelle,
nous pouvons citer les travaux e´tudie´s dans (Bell and Sejnowski, 1995; Amari et al,
1996; Pham, 1999; Erdogmus et al, 2004; Hild et al, 2001; Rhabi et al, 2004).
1.4.1.3 Maximisation de la vraisemblance
Le principe des me´thodes d’ACI base´es sur la maximisation de la vraisemblance
consiste a` trouver les parame`tres de me´lange qui maximisent la densite´ de probabilite´
des observations px(x). L’expression de la densite´ de probabilite´ des observations pour
un mode`le line´aire instantane´ peut eˆtre exprime´e de la fac¸on suivante
px(x(n)) = |det(B)|
L∏
i=1
pi(si(n)), (1.11)
ou` B est l’inverse de la matrice de me´lange A et pi(si) est la densite´ de probabilite´ de
la source si.
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En supposant que les sources sont i.i.d., et en disposant de N e´chantillons pour
chaque signal observe´, la vraisemblance est calcule´e de la manie`re suivante
V =
N∏
n=1
|det(B)| L∏
i=1
pi(si(n))
. (1.12)
Notons que la maximisation de la vraisemblance ou de la log-vraisemblance revient a`
la meˆme chose. L’expression de la log-vraisemblance prend la forme suivante
L =
 N∑
n=1
L∑
i=1
log(pi(si(n)))
+N log(|det(B)|). (1.13)
L’inconve´nient majeur de la me´thode de maximisation de la vraisemblance en ACI est
la non-connaissance des densite´s de probabilite´ des signaux sources. Pour pallier ce
proble`me, il est ne´cessaire de supposer que ces densite´s de probabilite´ sont connues a
priori ou qu’elles appartiennent a` une famille de distributions.
Parmi les travaux re´alise´s dans ce cadre, nous mentionnons les me´thodes e´tudie´es
dans (Cardoso, 1997; Gaeta and Lacoume, 1990; Guidara, 2009; Pham et al, 1992).
1.4.1.4 Méthodes tensorielles basées sur les statistiques d'ordre supérieur
Des me´thodes base´es sur les statistiques d’ordre supe´rieur, telles que les cumulants
d’ordre supe´rieur a` deux, ont e´te´ propose´es pour se´parer les signaux i.i.d. et non-
gaussiens avec au plus un seul signal ayant une distribution gaussienne. L’ide´e est de
se´parer ces signaux en utilisant une fonction base´e sur les cumulants d’ordre supe´rieur.
En effet, les cumulants croise´s entre les signaux sont nuls a` tous les ordres lorsque ces
signaux sont inde´pendants. D’une manie`re ge´ne´rale, il est difficile de de´terminer les
cumulants croise´s a` tous les ordres, c’est pourquoi les me´thodes de SAS se limitent
ge´ne´ralement a` l’ordre quatre. L’utilisation des me´thodes base´es sur les cumulants
s’effectue par une approche tensorielle qui emploie les tenseurs de cumulants d’ordre
supe´rieur. Par de´finition, les tenseurs constituent une extension a` N dimensions du
concept de matrice. Par conse´quent, le tenseur de cumulants e´tend le concept de
matrice de covariance aux ordres supe´rieurs. La spe´cificite´ des tenseurs de cumulants
est qu’ils sont diagonaux a` tous les ordres lorsque les signaux sont inde´pendants. Le
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tenseur de cumulants T d’ordre quatre correspond a` un ope´rateur line´aire de´fini par
les cumulants croise´s tel que la transformation Ti,j(M) de la matrice M est comme
suit
Ti,j(M) =
∑
mk,lcum4(yi, yj, yk, yl), (1.14)
ou` mk,l est l’e´le´ment d’indice (k, l) de la matrice M , cum4 de´signe le cumulant d’ordre
quatre, et yi, yj, yk, yl sont des variables ale´atoires.
D’autres crite`res base´s sur les cumulants d’ordre quatre pour des me´langes instantane´s
de deux sources, ont e´te´ e´tudie´s dans (Mansour and Jutten, 1995).
Parmi les premie`res me´thodes base´es sur les cumulants d’ordre supe´rieur, nous
citons celle propose´e par Lacoume and Ruiz (1988) qui repose sur l’annulation des
cumulants d’ordre deux et quatre. Par la suite, Comon (1994) a propose´ une me´thode
appele´e COM2 (pour COntrast Maximization 2 en anglais) qui consiste a` annuler les
cumulants croise´s d’ordre quatre. Une autre me´thode appele´e JADE (pour Joint Ap-
proximate Diagonalization of Eigenmatrices en anglais) a e´te´ propose´e par Cardoso
and Souloumiac (1993). Celle-ci se base sur la diagonalisation conjointe d’un ensem-
ble de matrices de cumulants inde´pendantes. Une autre me´thode, appele´e STOTD
(pour Simultaneous Third Order Tensor Diagonalization en anglais), a e´te´ propose´e
par Lathauwer (September 1997). En se basant sur le meˆme principe que JADE,
la me´thode STOTD consiste a` diagonaliser conjointement un ensemble de tenseurs
d’ordre trois au carre´. Moreau (2001) propose une extension de la me´thode JADE,
de´nomme´e eJADE, utilisant des cumulants d’ordre supe´rieur ou e´gal a` trois. Une
me´thode de´nome´e FOBIUM (pour Fourth Order Blind Identification of Underdeter-
mined Mixtures of sources en anglais) a e´te´ propose´e par Ferreol et al (2005) afin
d’identifier les me´langes sous-de´termine´s.
1.4.1.5 Méthodes basées sur les Statistiques de Second Ordre (SSO)
Une autre classe de me´thodes d’ACI est base´e sur les Statistiques de Second Ordre
(SSO) (ou SOS pour Second Order Statistics en anglais). L’objectif de ces me´thodes
est de rendre les signaux estime´s inde´pendants en se limitant aux statistiques d’ordre
deux. Il est a` noter que les statistiques d’ordre deux ne sont pas suffisantes pour
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effectuer la se´paration des sources i.i.d. Il est donc ne´cessaire de supposer que les
sources sont stationnaires et autocorre´le´es ou non-stationnaires.
Pour la premie`re hypothe`se, lorsque les sources sont stationnaires et autocorre´le´es,
l’ide´e repose sur le fait que les matrices de corre´lation des observations Rx(τ) sont
simultane´ment diagonalisables pour plusieurs de´calages τ . Ces matrices de corre´lation
sont de´finies comme suit
Rx(τ) = E{x(n)x(n− τ)T} = ARs(τ)AT , (1.15)
ou` Rs(τ) sont les matrices de corre´lation des sources dont l’expression est comme suit
Rs(τ) = E{s(n)s(n− τ)T}. (1.16)
Notons que ces dernie`res matrices sont re´elles et diagonales si les sources sont re´elles,
mutuellement non-corre´le´es, et de moyennes nulles.
Pour cette classe de me´thodes, deux conditions doivent eˆtre ve´rifie´es. La premie`re
consiste a` supposer que les sources sont mutuellement non-corre´le´es et de moyennes
nulles de sorte que
E{si(n)sj(n− τ)} = 0, i 6= j (1.17)
et la deuxie`me consiste a` conside´rer que les sources ont des statistiques distinctes aux
de´calages τ
E{si(n)si(n− τ)} 6= E{sj(n)sj(n− τ)}, i 6= j. (1.18)
La premie`re condition permet aux matrices de corre´lation des sources Rs(τ) d’eˆtre
diagonales, et la deuxie`me condition assure que ces matrices disposent des valeurs
propres diffe´rentes.
Le point cle´ de ces me´thodes consiste a` utiliser une me´thode de diagonalisation con-
jointe des matrices de corre´lation pour estimer la matrice de me´lange. En conside´rant
un ensemble de matrices carre´es M = M0,M1, · · · ,Mk, le principe de la diagonal-
isation conjointe est de de´terminer une matrice B telle que les matrices BMjB
T ,
j = 1, · · · , k, soient aussi proches que possible des matrices diagonales.
Une premie`re me´thode se basant sur les statistiques d’ordre deux est celle propose´e
par Tong et al (1990) sous l’appellation AMUSE (pour Algorithm for Multiple Unknown
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Signal Extraction en anglais). Cette me´thode vise a` diagonaliser deux matrices de
corre´lation des observations. L’une est associe´e a` un de´calage nul tandis que l’autre
est associe´e a` un de´calage non nul. Le principe ge´ne´ral de la me´thode AMUSE est
de´crit a` travers les e´tapes suivantes. Tout d’abord, elle estime la matrice de corre´lation
des observations Rx(0). Ensuite, elle estime la matrice de blanchiment de´finie par
W = D−
1
2ET , (1.19)
ou` D est la matrice diagonale contenant les valeurs propres de Rx(0) et E est la
matrice contenant les vecteurs propres de Rx(0), et elle re´alise le blanchiment des
signaux observe´s en utilisant : z(n) = Wx(n). Cette e´tape consiste a` faire en sorte
que les signaux observe´s soient de´corre´le´s en ve´rifiant Rz(0) = I. Par la suite, elle
de´termine une matrice orthogonale U forme´e par les vecteurs propres de la matrice de
corre´lation des observations blanchies Rz(τ) pour un de´calage τ non-nul. Enfin, elle
estime la matrice de me´lange Aˆ = W†U, ou` † de´signe la pseudo-inverse, et les signaux
sources sˆ(n) = UTz(n).
La me´thode AMUSE se distingue notamment par sa simplicite´, cependant, ses per-
formances de´pendent beaucoup du choix du de´calage τ . Pour re´soudre ce proble`me, une
extension de AMUSE a e´te´ propose´e par Belouchrani et al (1997) sous la de´nomination
SOBI (pour Second Order Blind Identification en anglais). L’ide´e de cette dernie`re
consiste a` diagonaliser simultane´ment plus de deux matrices de corre´lation des ob-
servations a` plus de deux de´calages τi. La me´thode SOBI commence par l’e´tape de
blanchiment dans la me´thode AMUSE, ensuite, elle estime la matrice U par la di-
agonalisation conjointe d’un ensemble de matrices de corre´lation blanchies Rz(τ) a`
diffe´rents de´calages τi non-nuls. Enfin, l’estimation des signaux sources et de la ma-
trice de me´lange s’effectue de la meˆme manie`re que dans la me´thode AMUSE.
D’autres me´thodes utilisant la diagonalisation des matrices de corre´lation ont e´te´
propose´es. Celles-ci comprennent TDSEP (pour Temporal Decorrelation SEParation
en anglais) (Ziehe and Mu¨ller, 1998) et RSOBI (pour Robust SOBI en anglais) (Be-
louchrani and Cichocki, 2000) qui est une version ame´liore´e de l’algorithme SOBI.
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En ce qui concerne la deuxie`me hypothe`se, lorsqu’il s’agit de sources non-
stationnaires, la de´corre´lation au de´calage nul des signaux sorties entre elles est con-
side´re´e suffisante pour re´aliser la se´paration. Dans ce cas, nous mentionnons la me´thode
propose´e par Matsuoka et al (1995) ou` la se´paration est re´alise´e en minimisant une
fonction de contraste afin d’obtenir a` tout instant t des sorties de´corre´le´es. Une autre
ide´e est de supposer que les sources non-stationnaires sont stationnaires par morceaux.
Par conse´quent, une diagonalisation conjointe des matrices de corre´lation re´alise´es a`
partir de chaque morceau de donne´es est capable de re´soudre le proble`me. Dans ce cas,
nous citons la me´thode propose´e dans (Souloumiac, 1995) ou` les signaux observe´s sont
divise´s en deux morceaux suppose´s stationnaires, et sa forme ge´ne´ralise´e propose´e par
(Pham and Cardoso, 2001) qui re´alise la se´paration en conside´rant un nombre quel-
conque de morceaux. Aussi, nous mentionnons la me´thode SEONS (pour SEcond
Order Nonstationary Source Separation en anglais) propose´e par Choi et al (2002)
qui est conside´re´e comme une extension de la me´thode SOBI pour le traitement des
signaux non-stationnaires.
1.4.2 Analyse en Composantes Parcimonieuses
Une deuxie`me classe de me´thodes de se´paration de sources est l’Analyse en Com-
posantes Parcimonieuses “ACPa” (en anglais Sparse Component Analysis “SCA”). La
parcimonie a e´te´ tre`s largement utilise´e dans le traitement des signaux audio, cepen-
dant, elle n’a e´te´ exploite´e pour la SAS que durant la dernie`re de´cennie (Jourjine et al,
2000; Bofill and Zibulevsky, 2001; Donoho and Elad, 2002).
Par de´finition, un signal est dit parcimonieux dans un domaine de repre´sentation ou
d’analyse si la plupart de ses valeurs sont nulles dans ce domaine. Parmi ces domaines
de repre´sentation, nous mentionnons les domaines Spatial, Temporel, Fre´quentiel,
Temps-Fre´quence (TF), etc. Il convient de noter qu’un signal peut eˆtre parcimonieux
dans un certain domaine d’analyse sans l’eˆtre dans les autres.
En se´paration de sources, la solution obtenue par les me´thodes d’ACPa pour iden-
tifier la matrice de me´lange A et l’ensemble des sources S est unique a` certaines
inde´terminations pre`s (Donoho and Elad, 2002). Cela est vrai meˆme dans le cas ou`
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les me´langes sont sous-de´termine´s, lorsque le nombre de sources est supe´rieur a` celui
des observations. Pour cette raison, l’ACPa est conside´re´e comme une solution efficace
pour faire face a` des proble`mes sous-de´termine´s (Bofill and Zibulevsky, 2001; Li et al,
2006).
Contrairement aux me´thodes d’ACI, ou` les sources sont estime´es directement a`
partir des me´langes en utilisant l’hypothe`se d’inde´pendance, la plupart des me´thodes
base´es sur la parcimonie effectuent la se´paration des sources en deux e´tapes. Elles
commencent, tout d’abord, par l’estimation de la matrice de me´lange, et par la suite,
elles estiment les signaux sources a` partir de ce me´lange.
Par ailleurs, les hypothe`ses de parcimonie sur lesquelles se basent les me´thodes
ACPa peuvent varier d’une me´thode a` une autre. Dans ce qui suit, nous pre´sentons
trois cate´gories de me´thodes d’ACPa classe´es selon les hypothe`ses de parcimonie im-
pose´es.
1.4.2.1 Méthodes utilisant de fortes hypothèses de parcimonie
Ces me´thodes supposent l’orthogonalite´ W-disjointe des sources (en anglais W-
Disjoint Orthogonality “WDO”), autrement dit, elles conside`rent qu’une seule source
est active dans chaque point du domaine de repre´sentation conside´re´. Parmi ces
me´thodes, nous citons la me´thode DUET (pour son appellation en anglais Degenerate
Unmixing and Estimation Technique) (Jourjine et al, 2000) qui permet la se´paration
des me´langes line´aires a` atte´nuations et a` de´calages. Cette dernie`re a e´te´ ge´ne´ralise´e
par la suite pour la se´paration des me´langes convolutifs dans (Melia and Rickard,
2005).
1.4.2.2 Méthodes quasi-non-parcimonieuses
Ces me´thodes succitent le plus d’inte´reˆt puisqu’elles exigent des hypothe`ses de parci-
monie moins fortes que celles utilise´es dans les me´thodes base´es sur l’orthogonalite´
W-disjointe des sources. En effet, la pre´sence d’une seule source dans quelques petites
re´gions ou zones du domaine d’analyse est conside´re´e suffisante. Il est a` noter que ces
zones mono-sources, ou` une seule source est active, sont de´cele´es en utilisant un certain
crite`re de de´tection. Parmi ces me´thodes, nous citons LI-TEMPROM (pour Linear
Chapitre 1. Se´paration Aveugle de Sources 20
Instantaneous-TEMPoral Ratio Of Mixtures en anglais) et LI-TIFROM (pour Linear-
Instantaneous-TIme-Frequency Ratio Of Mixtures en anglais) (Abrard and Deville,
2005) qui utilisent l’hypothe`se de parcimonie dans les deux domaines temporel, et
temps-fre´quence, respectivement. L’ide´e de ces me´thodes est d’utiliser la variance des
rapports d’observations comme un crite`re pour de´tecter les zones mono-sources dans
le domaine conside´re´. Si ce crite`re a une faible valeur dans une zone d’analyse, alors
cette dernie`re est conside´re´e comme une zone mono-source. Par la suite, a` partir de
chaque zone mono-source de´tecte´e, l’estimation des colonnes de la matrice de me´lange
est re´alise´e par un moyennage des rapports d’observations.
Dans le meˆme contexte, d’autres me´thodes nomme´es LI-TEMPCORR (pour Lin-
ear Instantaneous-TEMPoral CORRelation en anglais) et LI-TIFCORR (pour Linear
Instantaneous-TIme-Frequency CORRelation en anglais) ont e´te´ propose´es (Deville
and Puigt, 2007). Dans ce cas, le crite`re utilise´ pour de´tecter les zones mono-sources
n’est plus la variance mais plutoˆt le coefficient d’intercorre´lation entre les observations.
Si dans une zone d’analyse, le module de ce crite`re a une valeur proche de 1, alors cette
zone est conside´re´e comme une zone mono-source. Dans ce cas, les colonnes de la ma-
trice de me´lange sont estime´es par le calcul du rapport entre l’intercorre´lation des deux
observations et l’autocorre´lation de l’une de ces observations.
Une autre me´thode utilisant un autre crite`re de de´tection a e´te´ de´veloppe´e dans le
cas du domaine Temps-Fre´quence. Cette me´thode, nomme´e LI-TIFCOHERE (pour
Linear Instantaneous-TIme-Frequency COHEREnce en anglais) (Albouy, 2004), utilise
la cohe´rence des observations comme un crite`re pour de´tecter les zones mono-sources.
Comme dans LI-TEMPCORR et LI-TIFCORR, une zone d’analyse est conside´re´e
comme une zone mono-source lorsque le crite`re de de´tection a une valeur proche de 1
dans cette zone.
1.4.2.3 Méthodes hybrides
L’appellation hybride vient du fait que ces me´thodes se basent a` la fois sur les
me´thodes utilisant l’orthogonalite´ W-disjointe des sources et les me´thodes quasi-
parcimonieuses. Parmi ces me´thodes, nous citons la me´thode propose´e par Arberet
et al (2006) qui repose sur les deux me´thodes DUET et LI-TIFROM. Cette approche est
Chapitre 1. Se´paration Aveugle de Sources 21
base´e sur un algorithme de regroupement appele´ DEMIX (pour Direction Estimation
of Mixing matrIX en anglais) afin d’estimer le nombre de sources et leurs directions.
Pour distinguer les zones mono-sources de celles contenant plusieurs sources, un crite`re
mesurant la fiabilite´ tel que celui utilise´ dans LI-TIFROM est utilise´.
1.4.3 Factorisation en Matrices Non-négatives
La troisie`me classe de me´thodes de se´paration de sources est la FMN (pour Factori-
sation en Matrices Non-ne´gatives), ou encore NMF (pour son appellation en anglais
Non-negative Matrix Factorization). Cette dernie`re a e´te´ initialement e´tudie´e au milieu
des anne´es 90 par Paatero and Tapper (1994) sous l’appellation FMP (Factorisation
en Matrices Positives), et depuis lors, plusieurs travaux ont e´te´ investigue´s dans le
domaine du traitement du signal et des images. L’avantage des me´thodes NMF est
qu’elles ne supposent ni l’inde´pendance statistique, ni la repre´sentation parcimonieuse
des sources, cependant, elles imposent la non-ne´gativite´ des observations, des signaux
sources, et des coefficients de me´lange.
Les me´thodes NMF ont e´te´ applique´es avec succe`s dans de nombreuses applications,
ou` les donne´es sont non-ne´gatives, dont la classification des documents (Xu et al, 2003;
Shahnaz et al, 2006), l’analyse spectrale des donne´es (Pauca et al, 2006; Jia and Qian,
2009), le traitement d’images (Li et al, 2001; Gillis and Glineur, 2012). L’utilisation
de la NMF a connu un essor, en particulier a` la suite de l’article de Lee and Seung
(1999). Cet article e´tait fonde´ sur des principes physiologiques et cognitifs. En effet,
les auteurs ont conside´re´ que le cerveau humain est un objet complexe forme´ par la
somme de ses composants. Ainsi, ils ont utilise´ ce principe pour de´composer une image
d’un objet en plusieurs images repre´sentant les diffe´rentes parties qui composent cet
objet.
En se´paration de sources, le principe de base de la me´thode NMF est le suivant :
e´tant donne´ une matrice de donne´es non-ne´gatives X, la NMF consiste a` trouver une
factorisation approche´e de X en deux matrices non-ne´gatives Aˆ et Sˆ comme suit
X ≈ AˆSˆ (1.20)
ou` Aˆ et Sˆ repre´sentent les estime´es des matrices A et S, respectivement.
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Afin de re´aliser cette factorisation, l’utilisation d’une fonction de couˆt est ne´cessaire.
Cette fonction de couˆt est en ge´ne´ral un crite`re (distance, similarite´, divergence, etc.)
mesurant la diffe´rence entre la matrice des observations X et le produit entre les deux
matrices Aˆ et Sˆ. Les mesures les plus couramment utilise´es sont la norme de Frobe-
nius, telle que
D(X ‖ AˆSˆ) = 1
2
‖X− AˆSˆ‖2F =
1
2
∑
ij
(Xij − (AˆSˆ)ij)2, Aˆ > 0, Sˆ > 0, (1.21)
ou encore, la divergence de Kullback-Leibler, de´finie par
KL(X ‖ AˆSˆ) =
∑
ij
Xij log(
Xij
(AˆSˆ)ij
)−Xij + (AˆSˆ)ij, Aˆ > 0, Sˆ > 0. (1.22)
Plusieurs autres mesures de divergence peuvent eˆtre utilise´es et elles sont de´crites
dans (Cichocki et al, 2009).
La me´thode NMF peut eˆtre formule´e en tant qu’un proble`me d’optimisation qui
minimise une fonction de couˆt, sous les contraintes de non-ne´gativite´, comme suit
min
Aˆ,Sˆ
F (X, Aˆ, Sˆ), Aˆ > 0, Sˆ > 0, (1.23)
ou` F repre´sente le crite`re ou la fonction de couˆt a` optimiser.
Par la suite, afin de de´terminer les deux matrices Aˆ et Sˆ qui minimisent la fonction
de couˆt, l’utilisation d’un algorithme ite´ratif est ne´cessaire. Ce dernier doit permettre
d’adapter chacune des matrices Aˆ et Sˆ, jusqu’a` la convergence, tout en respectant les
contraintes de non-ne´gativite´ de celles-ci.
Il existe diffe´rents algorithmes ite´ratifs permettant de parvenir a` cette taˆche, parmi
lesquels nous citons :
 Algorithme de gradient projete´ : une premie`re solution pour minimiser la
fonction de couˆt est d’utiliser un algorithme de gradient projete´. L’ide´e de cette
me´thode consiste a` utiliser un algorithme de gradient avec la projection des mises
a` jour dans l’intervalle des solutions acceptables. Dans chaque ite´ration de cet
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algorithme, les re`gles de mise a` jour suivantes sont utilise´es
Aˆ← [Aˆ− µA∂D
∂Aˆ
]+, (1.24)
Sˆ← [Sˆ− µS∂D
∂Sˆ
]+, (1.25)
ou` µA et µS sont des pas d’apprentissage positifs. Les valeurs de ces derniers
sont soit fixe´es par l’utilisateur, soit de´termine´es par un algorithme capable de
les adapter a` chaque ite´ration. [.]+ correspond a` la projection dans l’intervalle
R∗+ afin de ve´rifier la non-ne´gativite´ de Aˆ et Sˆ a` chaque ite´ration. Dans le cas
ge´ne´ral, les valeurs ne´gatives sont remplace´es par des valeurs ne´gligeables.
Dans la litte´rature, nous pouvons trouver des me´thodes base´es sur le principe
de gradient projete´ dans (Lin, 2007; Zdunek and Cichocki, 2008).
 Algorithme multiplicatif : Lee et Seung ont propose´ un algorithme multi-
plicatif pour minimiser la fonction de couˆt. Les re`gles de mise a` jour des deux
matrices Aˆ et Sˆ lorsque la fonction de couˆt est e´gale a` la norme de Frobenius,
pre´sente´e dans (1.21), sont comme suit (Lee and Seung, 2001)
Aˆ← Aˆ ((XSˆT ) (AˆSˆSˆT )), (1.26)
Sˆ← Sˆ ((AˆTX) (AˆT AˆSˆ)), (1.27)
ou`  et  repre´sentent la multiplication et la division e´le´ment par e´le´ment,
respectivement.
Dans ce cas, la non-ne´gativite´ de Aˆ et Sˆ est garantie lorsque leurs valeurs initiales
sont non-ne´gatives.
Lorsque la fonction de couˆt est e´gale a` la divergence de Kullback-Leibler, pre´sente´e
dans (1.22), les re`gles multiplicatives sont de´finies comme suit (Lee and Seung,
2001)
Aˆ← Aˆ ((X AˆSˆ)SˆT ) (ESˆT )), (1.28)
Sˆ← Sˆ (AˆT (X AˆSˆ)) (AˆTE)), (1.29)
ou` E repre´sente une matrice dont les e´le´ments sont e´gaux a` 1.
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L’avantage de l’algorithme multiplicatif, en le comparant avec l’algorithme de
gradient projete´, est qu’il n’y a pas de pas a` fixer ou a` calculer a` chaque ite´ration.
En outre, la non-ne´gativite´ est assure´e par les re`gles de mise a` jour sans avoir
recours a` la projection a` chaque ite´ration.
Les me´thodes NMF base´e sur l’algorithme multiplicatif et ses variantes sont
cite´es dans (Lee and Seung, 2001; Virtanen, 2007; Fe´votte and Idier, 2011;
Bertin et al, 2009).
 Algorithme des moindres carre´s alterne´s : le premier algorithme des moin-
dres carre´s alterne´s a e´te´ propose´ par Paatero and Tapper (1994). Le principe
de cet algorithme consiste a` calculer, tour a` tour, une des deux matrices Aˆ et Sˆ,
en minimisant un crite`re des moindres carre´s avec contrainte de non-ne´gativite´.
Ces deux e´tapes sont re´pe´te´es jusqu’a` la convergence de l’algorithme.
Parmi les me´thodes re´alise´es dans ce cadre, nous citons les travaux re´alise´s dans
(Cichocki and Zdunek, 2007; Cichocki et al, 2007) .
La principale difficulte´ dans l’utilisation des me´thodes NMF est due a` la non-unicite´
de la factorisation de la matrice X en tenant compte seulement de la non-ne´gativite´
de Aˆ et Sˆ. En effet, nous pouvons facilement de´montrer l’existence d’un nombre infini
de factorisations de la matrice X. La de´monstration peut eˆtre re´alise´e en conside´rant
une matrice inversible D, qui peut eˆtre non-ne´gative, telle que X=AˆDD−1Sˆ et que
AˆD = A˜ et D−1Sˆ = S˜ soient deux matrices non-ne´gatives (Cichocki et al, 2009).
Ceci montre qu’il existe plus qu’une factorisation matricielle permettant d’avoir une
reconstruction exacte des donne´es observe´es. Nous pouvons trouver plus de de´tails sur
l’unicite´ de la factorisation matricielle dans les travaux re´alise´s par Moussaoui et al
(2005) ou encore par Donoho and Stodden (2003).
Un autre proble`me rencontre´ en NMF est le fait que l’espace des solutions est non-
convexe (Berry et al, 2007; Lin, 2007). En effet, la fonction de couˆt utilise´e peut eˆtre
convexe selon Aˆ ou Sˆ individuellement, mais pas toutes les deux au meˆme temps.
C’est pourquoi les me´thodes de´veloppe´es peuvent avoir de nombreux minima locaux.
Ainsi, la convergence de´pend beaucoup des initialisations de l’algorithme, et par la
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suite, un mauvais choix des initialisations peut entraˆıner la convergence vers un mau-
vais minimum local. Une solution possible pour re´soudre ce proble`me est d’effectuer
plusieurs initialisations et puis choisir celle qui donne la fonction de couˆt la plus faible
(Cichocki et al, 2009). D’autres solutions consistent a` de´terminer l’initialisation con-
venable en utilisant des algorithmes de classification (Rezaei et al, 2011) ou des algo-
rithmes ge´ne´tiques (Rezaei and Boostani, 2010).
Les algorithmes NMF de´crits pre´ce´demment peuvent eˆtre e´tendus afin de re´duire
le nombre de solutions possibles en imposant des contraintes supple´mentaires en
fonction des informations a priori disponibles sur les inconnues du proble`me. Ceci
peut eˆtre re´alise´ en combinant la fonction de couˆt initiale avec des fonctions de couˆt
supple´mentaires caracte´risant les contraintes requises, comme suit
J(Aˆ, Sˆ) = F (X ‖ AˆSˆ) + wAfA(Aˆ) + wSfS(Sˆ), (1.30)
ou` J repre´sente la nouvelle fonction de couˆt a` optimiser, fA(Aˆ) et fS(Sˆ) sont des
fonctions qui imposent les contraintes ne´cessaires sur Aˆ et Sˆ, respectivement, et wA
et wS pre´cisent la ponde´ration de chaque fonction de couˆt supple´mentaire.
Des contraintes supple´mentaires ajoute´es aux algorithmes de NMF comprennent la
parcimonie (Hoyer, 2002), la continuite´ temporelle (Virtanen, 2007), et la contrainte
de lissage (Chen et al, 2006). Les e´tudes re´alise´es par Cichocki et al (2009) montrent de
fac¸on plus de´taille´e les diffe´rentes contraintes qui peuvent eˆtre impose´es a` la me´thode
NMF.
1.4.4 Approches bayésiennes
L’approche baye´sienne pour la se´paration de sources a e´te´ tre`s largement employe´e
(Roberts, 1998; Knuth, 1999; Mohammad-Djafari, 2001; Senecal and Amblard, 2000;
Rowe, 2002; Ichir and Mohammad-Djafari, 2003). Parmi les travaux effectue´s pour
l’appliquer a` la se´paration des sources non-ne´gatives, nous pouvons citer (Roberts and
Choudrey, 2003; Moussaoui et al, 2004; Abdallah and Plumbley, 2004; Duarte et al,
2009). L’infe´rence baye´sienne offre un cadre the´orique tre`s puissant pour prendre
en compte la non-ne´gativite´ des donne´es et surtout les connaissances a priori sur les
coefficients de me´lange et les signaux sources.
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L’ide´e principale de l’approche baye´sienne pour la se´paration de sources consiste a`
utiliser non seulement la vraisemblance, mais aussi toute information a priori sur les
signaux sources et les coefficients de me´lange a` travers l’assignation des lois de proba-
bilite´ a priori p(s) et p(A). Selon le the´ore`me de Bayes, la loi a posteriori des donne´es
est exprime´e comme suit
p(A,S|X) = p(X|A,S)p(A)p(S)
p(X)
∝ p(X|A,S)p(A)p(S) (1.31)
ou` A et S sont ici conside´re´es inde´pendantes.
A` partir de cette densite´ de probabilite´ a posteriori, l’estimation de A et S peut
eˆtre re´alise´e en utilisant divers estimateurs baye´siens tels que le Maximum A Posteriori
(MAP) et la Moyenne a Posteriori (MP) (Robert, 2001). L’optimisation de ces crite`res
est souvent re´alise´e par la me´thode de Monte-Carlo par Chaˆınes de Markov (MCMC
pour Markov Chain Monte Carlo en anglais) (Gilks et al, 1999).
Cependant, la taˆche la plus de´licate dans l’approche baye´sienne est le choix des
distributions de probabilite´ approprie´es pour mode´liser les informations disponibles a
priori sur le bruit, les signaux sources, et les coefficients de me´lange.
Pour plus de de´tails sur l’utilisation des approches baye´siennes en se´paration de
sources, nous citons les travaux re´alise´s dans (Snoussi et al, 2002; Stolyarov et al,
2005; Kuruoglu, 2010).
1.5 Mélange linéaire-quadratique
Comme il a e´te´ mentionne´ pre´ce´demment dans ce chapitre, la plupart des recherches
traitant le proble`me de se´paration de sources supposent que le mode`le de me´lange
est line´aire instantane´, ou` les signaux observe´s re´sultent des combinaisons line´aires
des signaux sources. Ne´anmoins, pour certaines applications, le mode`le de me´lange
line´aire n’est pas valable et doit eˆtre remplace´ par un mode`le non-line´aire. Dans ce
contexte, le mode`le de me´lange line´aire-quadratique (LQ) a montre´ sa capacite´ d’offrir
une meilleure description du processus de me´lange et des interactions qui peuvent
avoir lieu entre les signaux sources. En effet, les recherches mene´es dans le cadre du
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mode`le LQ ont de´montre´ la pertinence de son utilisation dans diverses applications
telles que la te´le´de´tection (Meganem et al, 2014a,b; Eches and Guillaume, 2014) ,
l’analyse de donne´es issues des capteurs chimiques (Bedoya, 2006; Ando et al, 2015)
et le traitement des documents scanne´s (Liu and Wang, 2013; Almeida and Almeida,
2012; Merrikh-Bayat et al, 2011; Duarte et al, 2011).
L’originalite´ du mode`le LQ, en le comparant au mode`le line´aire, est qu’il permet
de de´crire les interactions qui peuvent se produire entre les diffe´rentes sources. Cela
est re´alise´ par l’ajout des termes croise´s de second ordre dans le mode`le line´aire. Dans
ce cas-la`, en conside´rant K observations re´sultant d’un me´lange LQ de L sources, la
relation entre les signaux observe´s et les signaux sources peut eˆtre caracte´rise´e par
l’e´quation suivante
xi(n) =
L∑
j=1
aj(i)sj(n) +
L∑
j=1
L∑
k=j
aj,k(i)sj(n)sk(n), (1.32)
ou` xi(n) est le i
e`me signal observe´ a` l’e´chantillon d’indice n, sj(n) est le j
e`me signal
source inconnu, aj (i) est le coefficient line´aire associe´ au j
e`me signal source et au ie`me
signal observe´, aj,k(i) est le coefficient quadratique associe´ au i
e`me signal observe´ et
re´sultant de l’interaction entre la j e`me et la ke`me sources. Il est a` noter que l’ensemble
des vraies sources sj(n) et des pseudo-sources sj(n)sk(n) est appele´ sources e´tendues.
Il existe un cas particulier du mode`le LQ, appele´ le mode`le biline´aire (BL), ou` les
coefficients quadratiques aj,j(i) du terme au carre´ sj(n)
2 sont conside´re´s nuls. Dans ce
cas, le mode`le (1.32) devient comme suit
xi(n) =
L∑
j=1
aj(i)sj(n) +
L−1∑
j=1
L∑
k=j+1
aj,k(i)sj(n)sk(n). (1.33)
De meˆme, une version quadratique du mode`le LQ est obtenue lorsque tous les
coefficients aj(i) sont nuls, telle que
xi(n) =
L∑
j=1
L∑
k=j
aj,k(i)sj(n)sk(n). (1.34)
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La re´e´criture du mode`le de me´lange LQ sous forme matricielle est comme suit
x(n) = As(n), (1.35)
ou`
 x(n) = [ x1(n) · · ·xK(n) ]T est le vecteur contenant les K signaux observe´s a`
l’e´chantillon d’indice n.
 s(n) = [ s1(n) · · · sL(n) s1(n)s1(n) s1(n)s2(n) · · · sL(n)sL(n) ]T est le vecteur
contenant les vraies sources et pseudo-sources a` l’e´chantillon d’indice n .
 A =

a1(1) · · · aL(1) a1,1(1) · · · aL,L(1)
...
. . .
...
...
. . .
...
a1(K) · · · aL(K) a1,1(K) · · · aL,L(K)
 est la matrice, de taille
K × (L(L+3)
2
), contenant les coefficients line´aires et les coefficients quadratiques.
Dans le cadre de cette the`se, nous nous inte´ressons au de´veloppement de nouvelles
me´thodes de se´paration de sources base´es sur le mode`le LQ. A cette fin, nous con-
sacrons la partie suivante a` un tour d’horizon sur les me´thodes de se´paration de sources
propose´es pour ce type de me´lange.
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1.6 Méthodes linéaires-quadratiques
Les me´thodes de se´paration de sources traitant le mode`le LQ peuvent eˆtre classe´es
principalement en quatre cate´gories de´crites dans les sous-sections suivantes.
1.6.1 Extension des méthodes d'ACI
1.6.1.1 Méthodes d'ACI pour séparer les sources i.i.d
Une premie`re classe de ces me´thodes a e´te´ destine´e aux me´langes line´aires-
quadratiques de´termine´s par rapport aux vraies sources, c’est-a`-dire, lorsque le nombre
de vraies sources L est e´gal au nombre d’observations K. Dans ce cas, la se´paration
peut eˆtre re´alise´e en utilisant des re´seaux re´currents non-line´aires.
Parmi les me´thodes propose´es, nous citons (Hosseini and Deville, 2003) ou` les au-
teurs envisagent une extension de la me´thode propose´e par Jutten and Herault (1991)
pour traiter le mode`le line´aire afin de se´parer les sources re´elles me´lange´es selon le
mode`le LQ. Le point cle´ de cette me´thode consiste a` utiliser une structure de se´paration
base´e sur les re´seaux re´currents et les algorithmes d’adaptation permettant d’obtenir
des composantes inde´pendantes en sortie du re´seau.
Une deuxie`me me´thode de´crite dans (Mokhtari et al, 2009) propose une extension de
la me´thode propose´e par Comon (1994) pour traiter le mode`le line´aire. Le principe de
cette approche consiste a` adapter la structure re´currente non-line´aire pour estimer les
signaux sources, cependant, les coefficients de me´lange sont de´termine´s a` l’aide d’une
me´thode de minimisation de l’information mutuelle. Dans le meˆme contexte, nous
trouvons d’autres me´thodes propose´es dans (Hosseini and Deville, 2013; Chaouchi
et al, 2009; Merrikh-Bayat et al, 2011) qui permettent de traiter le me´lange LQ et
plusieurs autres types de me´langes non-line´aires.
Une autre approche base´e sur la maximisation de la vraisemblance des observations
a e´te´ propose´e dans (Hosseini and Deville, 2004, 2013; Chaouchi et al, 2010a). Le
lien entre les me´thodes de SAS base´es sur la maximisation de vraisemblance et la
minimisation de l’information mutuelle a e´te´ e´tudie´ dans (Deville et al, 2011) pour les
me´langes non-line´aires, y compris les me´langes LQ.
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Les me´thodes de se´paration base´es sur la structure re´currente sont inte´ressantes
puisqu’elles ne ne´cessitent que la connaissance de l’expression analytique du mode`le
de me´lange contrairement aux me´thodes base´es sur le mode`le inverse. Toutefois, les
structures re´currentes non-line´aires peuvent avoir quelques limitations telles que :
 elles peuvent avoir des proble`mes d’instabilite´, ou elles peuvent meˆme aboutir a`
un comportement chaotique (Hosseini and Deville, 2003; Deville and Hosseini,
2009) (aussi (Deville and Hosseini, 2007b, 2010) pour les re´seaux e´tendus qui
permettent de re´soudre ces proble`mes : ces re´seaux ont e´te´ utilise´s par Ando et al
(2012) comme des outils originaux pour la re´solution d’e´quations non-line´aires),
 elles peuvent avoir des points d’e´quilibre parasites,
 elles ne´cessitent un calcul ite´ratif pour chaque vecteur de sortie.
Pour pallier ce proble`me, une solution simple peut eˆtre adopte´e en augmentant le
nombre d’observations pour atteindre le nombre de sources e´tendues. Ainsi, le mode`le
de me´lange est conside´re´ de´termine´ et line´aire par rapport a` ces sources e´tendues
et surde´termine´ par rapport aux vraies sources. Parmi les travaux re´alise´s dans ce
cadre, nous citons (Duarte et al, 2010) ou` les auteurs ont base´ leur me´thode sur la
minimisation de l’information mutuelle des signaux sources et ils n’ont traite´ que le
cas de me´langes de deux sources.
Une autre approche propose´e pour estimer le mode`le de me´lange exploite les expres-
sions de certains cumulants ou moments des signaux observe´s par rapport a` ceux des
signaux sources et aux coefficients de me´lange. Ainsi, la re´solution de ces e´quations
pour des valeurs connues des cumulants ou des moments des signaux observe´s sert
principalement a` de´terminer une estimation des valeurs de coefficients de me´lange (a`
des inde´terminations pre`s). L’ide´e de cette approche a e´te´ applique´e dans (Chaouchi
et al, 2010b) pour traiter les me´langes quadratiques.
Toujours dans le meˆme contexte, une me´thode d’identification aveugle du mode`le
LQ qui se base sur l’utilisation de la de´composition en valeurs singulie`res des matrices
de cumulants a e´te´ propose´e dans (Krob and Benidir, 1993). Dans cette dernie`re, les
sources sont suppose´es inde´pendantes, circulaires et centre´es.
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1.6.1.2 Méthodes d'ACI pour séparer les sources non-i.i.d
D’autres me´thodes de se´paration de sources ont e´te´ e´labore´es en conside´rant que
les signaux sources sont non-i.i.d et en exploitant leur autocorre´lation et/ou leur non-
stationnarite´. Ces deux proprie´te´s ont e´te´ utilise´es pour l’extension de la me´thode
base´e sur la vraisemblance propose´e par Hosseini and Deville (2014).
Une me´thode d’identification aveugle des me´langes LQ a e´te´ propose´e par Abed-
Meraim et al (1996). Dans ce travail, les sources sont suppose´es eˆtre auto-corre´le´es,
circulaires, complexes et mutuellement inde´pendantes. Le principe de cette me´thode
est base´ sur la diagonalisation conjointe d’un ensemble de matrices de corre´lation
des signaux observe´s. En exploitant le meˆme principe, une me´thode d’extraction
des termes croise´s de second ordre a e´te´ e´galement propose´e par Georgiev (2001).
Cette me´thode suppose que les sources sont non-corre´le´es avec des auto-corre´lations
distinctes.
1.6.2 Extension des méthodes NMF
En examinant la forme matricielle du mode`le de me´lange LQ dans (1.35), nous pou-
vons remarquer qu’il peut eˆtre exprime´ comme e´tant un mode`le line´aire par rapport
aux sources e´tendues. Par conse´quent, si les deux matrices A et S sont non-ne´gatives,
alors il est possible de de´velopper des me´thodes de se´paration de sources pour les
estimer conjointement par l’extension des me´thodes NMF line´aires classiques. Cepen-
dant, dans ce cas, les algorithmes d’optimisation utilise´s peuvent avoir des structures
beaucoup plus complexes vu que le calcul des de´rive´es de la fonction de couˆt doit
prendre en compte les coefficients quadratiques aj,k(i) ainsi que les termes croise´s de
second ordre sj(n)sk(n).
Parmi les extensions des me´thodes NMF propose´es dans ce cadre, nous citons
(Meganem et al, 2014a,b) ou` les auteurs proposent une variante de la me´thode NMF
pour se´parer les me´langes line´aires-quadratiques. Cette me´thode prend en compte
le fait que les termes croise´s de second ordre sont les produits de deux vraies sources
pre´sentes dans le me´lange. En outre, a` part la contrainte de non-ne´gativite´, les auteurs
ont tenu compte d’autres contraintes lie´es aux coefficients de me´lange (les coefficients
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line´aires ont la somme e´gale a` un et les coefficients quadratiques sont infe´rieur a` 0.5).
Dans ce travail, la fonction de couˆt a` minimiser est de´finie comme suit
J =
1
2
∑
i,n
(
xi(n)−
L∑
j=1
aˆj(i)sˆj(n)−
L∑
j=1
L∑
k=j
aˆj,k(i)sˆj(n)sˆk(n)
)2
, (1.36)
ou` “ˆ” se re´fe`re aux valeurs estime´es.
La minimisation de J a e´te´ re´alise´e en utilisant un algorithme de gradient projete´ a`
pas fixe, sa variante ame´liore´e en utilisant une mise a` jour de Newton, et un algorithme
multiplicatif.
Une approche similaire, de´die´e aux me´langes biline´aires, est de´crite dans (Eches
and Guillaume, 2014). En outre, les travaux re´alise´s par Liu and Wang (2013) traitent
une configuration spe´cifique des me´langes LQ en conside´rant deux me´langes de deux
sources originales, avec la meˆme contribution quadratique pour les deux me´langes.
1.6.3 Extension des méthodes ACPa
Des me´thodes exploitant la parcimonie ont e´te´ propose´es pour se´parer les me´langes
line´aires-quadratiques. Dans ce cadre, nous citons les travaux re´alise´s dans (Deville
and Hosseini, 2007a) ou` les auteurs proposent une extension aux me´langes biline´aires
de la me´thode LI-TEMPCORR (Deville and Puigt, 2007) propose´e initialement pour
traiter les me´langes line´aires. L’hypothe`se de parcimonie utilise´e dans cette me´thode
ne ne´cessite que l’existence d’une zone temporelle ou` une seule source est active.
En contrepartie, cette me´thode exige que les sources soient centre´es et line´airement
inde´pendantes.
Dans le meˆme contexte, une autre me´thode base´e sur la parcimonie a e´te´ de´veloppe´e
par Duarte et al (2012) pour traiter les me´langes sur-de´termine´s. L’ide´e de cette
me´thode consiste a` annuler, d’abord, la partie quadratique des me´langes LQ, puis a`
appliquer une me´thode de SAS line´aire a` la partie line´aire restante. Notons que, dans
cette me´thode, le cas d’un me´lange de deux sources est conside´re´.
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1.6.4 Approches bayésiennes
Il existe aussi des approches baye´siennes qui traitent le me´lange LQ (Duarte et al,
2009, 2011). Ce type de me´thode permet d’e´viter les proble`mes lie´s aux me´langes
de´termine´s de vraies sources puisqu’elles n’utilisent pas explicitement un syste`me de
se´paration. L’approche de´crite dans (Duarte et al, 2009, 2011) utilise la me´thode
MCMC et conside`re que les sources sont statistiquement inde´pendantes et ont une
structure temporelle. Cependant, l’utilisation des me´thodes baye´siennes reste limite´e
a` cause de la complexite´ de leur mise en œuvre et leur couˆt de calcul e´leve´.
Un panorama des me´thodes line´aires-quadratiques ainsi que des me´thodes post-
non-line´aires est pre´sente´ dans (Deville and Duarte, 2015).
1.7 Conclusions
Ce premier chapitre a e´te´ consacre´ a` la pre´sentation du proble`me de SAS ainsi que
des mode`les de me´lange et des me´thodes les plus utilise´es. Tout d’abord, nous avons
donne´ un aperc¸u ge´ne´ral sur le proble`me de la SAS. Ensuite, nous avons pre´sente´
une vue d’ensemble sur les mode`les de me´lange line´aires ainsi que les me´thodes de
SAS classiques propose´es pour se´parer les me´langes line´aires instantane´s. En effet, le
mode`le line´aire instantane´ est le mode`le le plus utilise´ dans la SAS, c’est pourquoi nous
trouvons une vaste production scientifique a` ce sujet. Par la suite, nous avons pre´sente´
le mode`le line´aire-quadratique qui permet l’ajout des termes croise´s du second ordre
par rapport au mode`le line´aire. Enfin, nous avons pre´sente´ un panorama des me´thodes
de SAS propose´es pour le traiter.
Dans le cadre de cette the`se, nous nous inte´ressons a` la se´paration des me´langes
line´aires-quadratiques. Deux de nos me´thodes de SAS propose´es sont de´die´es au
de´me´lange hyperspectral des images issues de la te´le´de´tection. Pour cela, nous avons
consacre´ le chapitre suivant pour faire un tour d’horizon sur les diffe´rentes me´thodes
de de´me´lange hyperspectral.
Chapitre 2
De´me´lange spectral
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2.1 Introduction
L a te´le´de´tection spatiale permet d’e´tudier, a` distance, la surface de la Terre graˆcea` des capteurs place´s a` bord d’un satellite ou d’un ae´ronef. Actuellement, de
nombreux instruments de te´le´de´tection permettent d’obtenir des informations sur la
surface de la Terre dans des centaines de bandes spectrales tre`s e´troites correspondant
aux diffe´rentes longueurs d’onde. Ces instruments sont appele´s des capteurs hyperspec-
traux. Ces derniers sont capables de produire des informations beaucoup plus de´taille´es
que celles fournies par les capteurs classiques tels que les capteurs multispectraux, qui
collectent des informations en utilisant seulement quelques bandes spectrales larges.
L’information supple´mentaire apporte´e par ces capteurs est utile dans diffe´rents do-
maines tels que l’agriculture, la ge´ographie, la ge´ologie, l’identification des mine´raux, la
planification urbaine, la surveillance environnementale, et la classification des donne´es.
Les images spatiales de te´le´de´tection sont acquises dans la plupart des cas sur des sce`nes
he´te´roge`nes compose´es de diffe´rents mate´riaux. Ceci entraˆıne des pixels me´lange´s dans
l’image hyperspectrale et ainsi la pre´sence de plusieurs signatures spectrales dans un
seul pixel. Afin de mieux comprendre la sce`ne, le traitement et l’analyse des donne´es
dans l’imagerie hyperspectrale ne´cessitent parfois d’estimer les spectres des mate´riaux
purs et leurs proportions dans un pixel me´lange´. Ce genre de traitement est ce qu’on
appelle le de´me´lange spectral. Le concept ge´ne´ral du de´me´lange spectral consiste a`
identifier et quantifier les mate´riaux inconnus dans une re´gion de la Terre, ce qui est
particulie`rement utile dans diverses applications. Pour en citer quelques-unes, en agri-
culture, il permet de suivre l’e´volution des produits agricoles (Asner and Lobell, 2000;
Yang et al, 2010), il analyse e´galement les composants biochimiques dans le proces-
sus de la ve´ge´tation (Oppelt and Mauser, 2003), et en sciences de la mer, il permet
d’analyser le me´lange spectral des macroalgues trouve´s dans la mer (Uhl et al, 2013).
Dans ce chapitre, nous abordons le proble`me de de´me´lange hyperspectral. Pour cela,
nous commenc¸ons, tout d’abord, par la pre´sentation des concepts de base de l’imagerie
hyperspectrale, et par la suite, nous pre´sentons un e´tat de l’art sur les me´thodes de
de´me´lange pour les deux cas line´aire et non-line´aire.
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2.2 Principe de la télédétection hyperspectrale
L’analyse spectroscopique se re´fe`re a` l’e´tude des interactions entre les mate´riaux et
les rayonnements e´lectromagne´tiques en utilisant un spectrome`tre. La te´le´de´tection
hyperspectrale combine l’imagerie et la spectroscopie dans un seul syste`me. L’ide´e
est d’e´quiper un satellite ou un ae´ronef d’un spectrome`tre pour capturer a` distance
les donne´es. Ceci est fait en utilisant la te´le´de´tection passive (voir Figure 2.1), ou`
l’e´nergie lumineuse du soleil touche un objet sur la terre, et par la suite, une partie
de la lumie`re re´fle´chie est enregistre´e par les capteurs hyperspectraux. Ces capteurs
permettent d’enregistrer les donne´es dans diffe´rentes bandes spectrales du visible a`
l’infrarouge.
Figure 2.1: La te´le´de´tection passive par des capteurs satellitaires.
L’imagerie hyperspectrale est typiquement collecte´e et repre´sente´e sous la forme
d’un cube de donne´es ou d’une image en 3D avec des informations spatiales repre´sente´es
dans le plan X-Y et des informations spectrales repre´sente´es dans la direction Z. Ainsi,
chaque pixel de l’image est repre´sente´ par un spectre de re´flectance qui correspond
au rapport de l’e´nergie re´fle´chie sur l’e´nergie incidente pour chaque bande spectrale.
Notons que la re´flectance est une grandeur sans unite´ se situant dans l’intervalle [0, 1].
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La Figure 2.2 illustre un exemple de cube de donne´es hyperspectrales forme´ par des
images enregistre´es dans diffe´rentes bandes spectrales.
Figure 2.2: Exemple d’une image hyperspectrale.
Afin de be´ne´ficier d’une re´solution spectrale plus e´leve´e, les capteurs hyperspectraux
offrent une re´solution spatiale relativement faible a` cause des limitations mate´rielles
et de la re´alisation des compromis entre les re´solutions spatiale et spectrale. Ceci
entraˆıne des pixels me´lange´s dans l’image hyperspectrale, autrement dit, la pre´sence
de plusieurs signatures spectrales dans un seul pixel. La Figure 2.3 illustre le con-
cept des pixels me´lange´s lorsque les donne´es sont conside´re´es comme des me´langes des
signatures spectrales des mate´riaux purs trouve´s dans la sce`ne, de´nomme´es aussi, les
endmembers. Les pixels correspondant a` une seule signature spectrale sont appele´s pix-
els purs alors que les pixels me´lange´s sont appele´s mixels. Les mixels sont ge´ne´ralement
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trouve´s dans tous les endroits de la sce`ne a` cause de la re´solution spatiale faible de
l’image hyperspectrale. Cependant, nous pouvons aussi trouver des pixels me´lange´s
lorsque la re´solution spatiale est e´leve´e (Villa et al, 2011). Une partie d’une sce`ne
ayant une re´solution spatiale e´leve´e (4m × 4m) est illustre´e en Figure 2.3. Celle-ci
montre un exemple de pixels qui contiennent a` la fois du sol et de la ve´ge´tation.
Figure 2.3: Illustration du principe des me´langes dans l’imagerie hyperspectrale.
Ainsi, nous pouvons conside´rer la re´flectance observe´e dans un pixel comme un me´lange
de plusieurs re´flectances de mate´riaux purs caracte´rise´ par diffe´rents parame`tres qui
contribuent a` sa formation. Ce phe´nome`ne de me´lange peut eˆtre conside´re´ comme e´tant
un me´lange line´aire ou non-line´aire de certaines signatures spectrales des mate´riaux
constitutifs pre´sents dans une sce`ne. Le mode`le line´aire ne prend pas en compte les
interactions entre les mate´riaux purs. Le mode`le non-line´aire, plus re´aliste, vise a` con-
side´rer les interactions entre les mate´riaux purs implique´s dans la sce`ne.
Le mode`le line´aire a e´te´ largement utilise´ pour re´soudre le proble`me de de´me´lange
hyperspectral (Shaw and Manolakis, 2002; Kerekes and Schott, 2006). Cela est duˆ a` la
simplicite´ de son interpre´tation physique. Cependant, un tel mode`le n’est ge´ne´ralement
valable que lorsque la sce`ne observe´e est plate et e´claire´e de fac¸on homoge`ne. Ne´anmoins,
dans le milieu urbain, les re´flexions multiples de la lumie`re entre les diffe´rentes surfaces
pre´sentes dans la sce`ne observe´e peuvent rendre le mode`le de me´lange beaucoup plus
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complexe. Dans ce cas, le mode`le de me´lange line´aire n’est plus valable, et doit eˆtre
remplace´ par un mode`le non-line´aire (Meganem et al, 2014a).
Dans les sections qui suivent, nous pre´sentons les mode`les line´aires et non-line´aires,
ainsi que les me´thodes utilise´es pour re´soudre le proble`me de de´me´lange hyperspectral.
2.3 Modèle linéaire pour le démélange hyperspectral
La plupart des travaux de recherche en te´le´de´tection ont utilise´ le mode`le de me´lange
line´aire pour re´soudre le proble`me de de´me´lange hyperspectral (Bioucas-Dias et al,
2012). L’ide´e derrie`re le mode`le line´aire est que chaque rayon lumineux incident in-
teragit avec un seul endmember avant d’atteindre le capteur et que la probabilite´
d’interagir avec un endmember donne´ est proportionnelle a` sa fraction d’abondance
dans le pixel. Ce mode`le est approprie´ lorsque la sce`ne est plate et contient des re´gions
spatialement se´pare´es et forme´es de composants macroscopiquement purs. La Figure
2.4 pre´sente un exemple illustratif des effets de re´flexion de la lumie`re dans le cas du
mode`le line´aire.
Figure 2.4: Principe du mode`le line´aire.
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Dans ce cas, le spectre d’un mixel peut eˆtre mode´lise´ par un me´lange line´aire de L
spectres de mate´riaux purs, selon l’e´quation de me´lange suivante
xi =
L∑
j=1
aj(i)sj + bi, (2.1)
ou` xi = [x(1), · · · , x(N)]T est le spectre de re´flectance associe´ au ie`me pixel observe´,
sj = [sj(1), · · · , sj(N)]T est le spectre du j e`me mate´riau pur, N est le nombre de
bandes spectrales, aj(i) est la fraction d’abondance du j
e`me mate´riau pur dans le pixel
i conside´re´, et le vecteur bi de´signe un bruit additif, suppose´ gaussien, de moyenne
nulle, et spatialement et spectralement i.i.d.. Notons qu’il existe diffe´rentes sources de
bruit dans les donne´es de te´le´de´tection. Parmi elles, nous citons le bruit du capteur
cause´ par les limites de la qualite´ et le vieillissement des composants, le bruit du canal
lors de la transmission des donne´es, le bruit thermique cause´ par les circuits, etc.
Cependant, en ge´ne´ral, il est difficile de pre´voir la quantite´ et le type de bruit dans
les donne´es re´elles acquises par les capteurs hyperspectraux. Pour cette raison, dans
la plupart des cas, on conside`re que le bruit est duˆ a` l’appareil et aux impre´cisions de
mode´lisation.
Dans le cas du mode`le line´aire, les donne´es hyperspectrales imposent la contrainte de
non-ne´gativite´ des endmembers tandis que les fractions d’abondance sont contraintes
par la non-ne´gativite´, ainsi que la somme e´gale a` un dans chaque pixel de l’image. Par
conse´quent, les donne´es hyperspectrales peuvent eˆtre de´limite´es par un simplexe dont
les sommets sont les endmembers comme le montre la Figure 2.5.
Nous pouvons conclure a` partir de la Figure 2.5 que le mode`le de me´lange line´aire
permet de fournir une bonne repre´sentation des donne´es hyperspectrales en utilisant
des concepts ge´ome´triques convexes (tels qu’un simplexe de dimension (L − 1) et de
sommets les endmembers) (Boardman, 1995), ce qui explique pourquoi ce mode`le est
tre`s re´pandu dans les travaux de recherche en te´le´de´tection (Bioucas-Dias et al, 2012;
Ma et al, 2014).
La partie suivante est consacre´e a` la description des me´thodes de de´me´lange de´die´es
au mode`le line´aire.
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Figure 2.5: Projection en dimension 2 d’un simplexe de dimension 4 contenant les donne´es
hyperspectrales.
2.4 Méthodes de démélange linéaire
Les me´thodes de de´me´lange line´aire sont souvent classe´es en trois cate´gories : ap-
proches ge´ome´triques, statistiques, et de re´gression parcimonieuse (Bioucas-Dias et al,
2012).
 Les approches ge´ome´triques supposent que les vecteurs observe´s sont positionne´s
dans un simplexe ou un coˆne positif.
 Les approches statistiques utilisent des me´thodes d’estimation des parame`tres
pour identifier les fractions d’abondance et les endmembers.
 Les me´thodes de re´gression parcimonieuse supposent que les abondances sont
parcimonieuses, et par la suite, elles formulent le proble`me de de´me´lange comme
e´tant une re´gression parcimonieuse.
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2.4.1 Approches géométriques
L’approche ge´ome´trique de de´me´lange peut encore eˆtre classe´e en deux cate´gories :
approches de Pixels Purs (PP), et approches de Minimisation du Volume (MV).
2.4.1.1 Approches de pixels purs
De nombreuses me´thodes reposent sur l’hypothe`se de PP, qui suppose que tous les
mate´riaux pre´sents dans l’image sont repre´sente´s par au moins un PP. Cette hypothe`se
est tout a` fait raisonnable lorsque l’image a une bonne re´solution spatiale.
Les me´thodes d’extraction des endmembers qui reposent sur l’hypothe`se de PP ont
e´te´ largement utilise´es en te´le´de´tection. Les me´thodes les plus connues qui utilisent
cette approche sont PPI (pour Pixel Purity Index ) (Boardman, 1994), N-FINDR (Win-
ter, 1999), et VCA (pour Vertex Component Analysis) (Nascimento and Bioucas-Dias,
2005b).
La me´thode PPI commence par la re´duction de la dimensionnalite´ des donne´es en
utilisant la me´thode MNF (pour Maximum Noise Fraction en anglais) (Green et al,
1988). Par la suite, un grand nombre de vecteurs ale´atoires de norme unite´ (skewers)
est de´fini, et chaque spectre des donne´es est projete´ sur ces skewers. Pour chaque
projection, les pixels ayant les valeurs extreˆmes sont se´le´ctionne´s. A la fin, les pixels
sont e´value´s et ceux qui ont le score le plus e´leve´ sont conside´re´s comme les pixels les
plus purs dans les donne´es. Le score est calcule´ par le nombre de fois ou` un pixel a e´te´
se´lectionne´ comme point extreˆme. La me´thode N-FINDR cherche a` trouver l’ensemble
des pixels qui maximisent le volume du simplexe contenant les donne´es. Tout d’abord,
une re´duction de la dimension des donne´es est re´alise´e. Ensuite, des pixels choisis au
hasard sont conside´re´s comme les endmembers et le volume forme´ par ces pixels est
calcule´. Par la suite, ce volume est recalcule´ en remplac¸ant l’un des endmembers par
un autre pixel. Si le remplacement entraˆıne une augmentation du volume, le pixel
est conside´re´ comme un endmember. Cette proce´dure est re´pe´te´e jusqu’a` ce qu’il n’y
ait plus de possibilite´ de remplacement des endmembers. La me´thode VCA est une
me´thode ite´rative qui utilise le sous-espace de´fini par les endmembers de´ja` identifie´s
et elle projette les donne´es disponibles sur une direction orthogonale a` ce sous-espace.
Chapitre 2. De´me´lange spectral 43
L’extre´mite´ de cette projection (le pixel correspondant a` la valeur maximale) corre-
spond au nouveau endmember.
2.4.1.2 Approches de Minimisation de Volume
L’approche de minimisation de volume suppose l’inexistence des pixels purs dans
les donne´es, ce qui rend le proble`me d’optimisation non-convexe, et ainsi, beaucoup
plus difficile a` re´soudre.
Le principe de cette me´thode consiste a` trouver l’ensemble des endmembers qui min-
imisent le volume du simplexe de´fini par les donne´es observe´es (Bioucas-Dias et al,
2012).
Parmi les me´thodes les plus connues, nous trouvons la me´thode MVC-NMF (pour
Minimum Volume Constrained Non-negative Matrix Factorization) (Miao and Qi,
2007) qui conside`re que les donne´es sont tre`s me´lange´es. Par rapport a` la me´thode
NMF originale, la me´thode MVC-NMF introduit la contrainte de minimisation de
volume dans le cadre d’une re´gularisation pour limiter l’espace des solutions. Cette
me´thode permet de respecter la contrainte de non-ne´gativite´, et la minimisation de la
fonction de couˆt est effectue´e en estimant alternativement les fractions d’abondance et
les endmembers.
D’autres me´thodes de´nomme´es MVSA (pour Minimum Volume Simplex Analysis)
(Li and Bioucas-Dias, 2008) et SISAL (pour Simplex Identification via variable Splitting
and Augmented Lagrangian) (Bioucas-Dias, 2009) permettent de re´soudre le proble`me
d’optimisation en ajoutant des contraintes convexes. Ceci est re´alise´ en utilisant une
se´quence de sous-contraintes quadratiques pour la me´thode MVSA et en utilisant des
lagrangiens augmente´s pour la me´thode SISAL. Ces deux me´thodes sont initialise´es
par les re´sultats de la me´thode VCA, pre´sente´e dans la Sous-section 2.4.1.1, qui est
base´e sur la pre´sence de pixels purs.
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2.4.2 Approches statistiques
Lorsque les donne´es sont fortement me´lange´es, le nombre de spectres sur les facettes
du simplexe (les faces planes polygonales qui forment le simplexe) forme´ par les pixels
de la sce`ne diminue, et ceci entraˆınera la de´gradation des re´sultats obtenus par les
me´thodes ge´ome´triques. Pour surmonter cette difficulte´, les chercheurs se sont ori-
ente´s vers les approches statistiques. Ces dernie`res sont puissantes mais de complexite´
calculatoire supe´rieure a` celle des me´thodes ge´ome´triques.
Lorsque les fractions d’abondance et les endmembers doivent eˆtre estime´s, le
de´me´lange est conside´re´ comme un proble`me de SAS. Dans ce contexte, l’ACI a e´te´
propose´e pour le de´me´lange des donne´es hyperspectrales en conside´rant que les end-
members ou les fractions d’abondance sont mutuellement inde´pendants (Parra et al,
2007; Tu, 2000; Kosaka et al, 2005). Cependant, cette hypothe`se n’est pas valide a`
cause des contraintes physiques impose´es sur les donne´es de te´le´de´tection (Nascimento
and Bioucas-Dias, 2005a). En effet, Nascimento and Bioucas-Dias (2005a) ont conclu
que l’ACI fournit des endmembers mal estime´s a` cause de la de´pendance entre les
donne´es. De plus, la performance des ces me´thodes a tendance a` se de´grader avec la
variabilite´ des endmembers et l’augmentation de leur nombre.
Les approches baye´siennes sont parmi les approches statistiques qui ont e´te´ ap-
plique´es pour le de´me´lange hypespectral. Ces me´thodes ont l’avantage de pouvoir
exploiter les connaissances a priori sur les inconnues du proble`me. Pour ce faire,
des distributions de probabilite´ a priori sont utilise´es pour mode´liser les informa-
tions disponibles sur les fractions d’abondance et les endmembers. Dans ce cas, les
parame`tres des distributions, ainsi que les inconnues du proble`me sont estime´s con-
jointement. Cependant, un inconve´nient majeur des me´thodes baye´siennes est la non
connaissance exacte des distributions de probabilite´ a priori en pratique.
Le mode`le NCM (pour Normal Compositional Model), appele´ aussi SMM (pour
Stochastic Mixing Model), a e´te´ propose´ par Eismann and Hardie (2004). Ce mode`le
conside`re que les pixels sont me´lange´s selon une combinaison line´aire des endmem-
bers ale´atoires. Dans (Eismann and Hardie, 2004), une me´thode non-supervise´e a e´te´
propose´e pour estimer conjointement les endmembers et les fractions d’abondance.
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Eches et al (2010b) utilisent une me´thode semi-supervise´e pour estimer, a` partir d’une
bibliothe`que, les endmembers ainsi que leur nombre. Les fractions d’abondance sont
estime´es dans ce cas d’une manie`re paralle`le.
Dans le meˆme cadre, une approche baye´sienne base´e sur la me´thode MCMC est
propose´e par Eches et al (2010a), ou` les valeurs moyennes des endmembers sont sup-
pose´es connues. Dans (Zare et al, 2013), une approche similaire est adopte´e, mais cette
fois-ci les valeurs de covariance des endmembers sont suppose´es eˆtre connues. Dans
(Nascimento and Bioucas-Dias, 2007, 2009a), les me´thodes propose´es utilisent des lois
a priori qui prennent en conside´ration la non-ne´gativite´ et la somme e´gale a` un des
fractions d’abondance en les mode´lisant par des lois de Dirichlet.
2.4.3 Approches de régression parcimonieuse
Lorsqu’une bibliothe`que spectrale est disponible, le de´me´lange peut eˆtre re´alise´ en
identifiant les endmembers a` partir de cette bibliothe`que. Celle-ci peut eˆtre construite
par une collecte de donne´es sur terrain ou obtenue directement aupre`s d’un laboratoire
spe´cialise´. Ce type de de´me´lange a e´te´ re´alise´ en utilisant une re´gression line´aire base´e
sur des termes re´gulateurs pour imposer la parcimonie. L’ensemble des endmembers
est identifie´ en re´duisant, de manie`re re´cursive, la bibliothe`que spectrale.
Parmi les me´thodes classiques utilise´es pour re´soudre ce proble`me, on trouve la
me´thode OMP (pour Orthogonal Matching Pursuit en anglais) (Pati et al, 1993) qui
utilise la norme l0 comme un terme re´gulateur de parcimonie, les me´thodes BP (pour
Basis Pursuit en anglais) et BPDN (pour Basis Pursuit Denoising en anglais) (Chen
et al, 1998) qui utilisent la norme l1.
Notons que les me´thodes OMP et BPDN ne sont pas spe´cifiquement conc¸ues pour
le de´me´lange hyperspectral, cependant, il existe de nombreuses me´thodes de re´gression
parcimonieuse qui sont propose´es spe´cifiquement pour le de´me´lange hyperspectral
(Bioucas-Dias and Figueiredo, 2010; Iordache et al, 2011). Les me´thodes de de´me´lange
hyperspectral les plus connues qui utilisent la re´gression parcimonieuse sont SUnSAL
(pour Sparse Unmixing by variable Splitting and Augmented Lagrangian en anglais)
(Bioucas-Dias and Figueiredo, 2010) et SUnSAL-TV (TV pour Total Variation en
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anglais) (Iordache et al, 2011). SUnSAL et ses variantes sont base´es sur la me´thode
des directions alterne´es ADA (en anglais ADMM pour Alternating Direction Method
of Multipliers) (Eckstein and Bertsekas, 1992). Celle-ci permet de re´soudre le proble`me
des moindres carre´s sous-contraintes qui est utilise´ pour calculer les fractions d’abondance
de spectres connus, le proble`me de BP sous-contraintes qui permet de trouver les
me´langes parcimonieux de spectres a` partir d’une bibliothe`que spectrale, et le proble`me
BPDN sous-contraintes qui est une ge´ne´ralisation de BP admettant les erreurs de
mode´lisation (par exemple, le bruit dans les observations). SUnSAL-TV est similaire
a` SUnSAL, avec l’ajout d’un terme re´gulateur de variation totale (Rudin et al, 1992)
qui permet d’inte´grer l’homoge´ne´ite´ spatiale pour tenir compte de la possibilite´ que
deux pixels voisins aient des fractions d’abondance similaires pour le meˆme endmember
dans le proble`me de de´me´lange parcimonieux.
Une me´thode NMF qui applique une re´gularisation de type parcimonie sur les frac-
tions d’abondance a e´te´ propose´e par Zymnis et al (2007). Dans cette me´thode, la
norme l1 est utilise´e comme un terme re´gulateur. Une autre me´thode qui se base sur
le meˆme principe est L1/2-NMF (Qian et al, 2011) qui vise a` exploiter la parcimonie
des fractions d’abondance en inte´grant le terme re´gulateur L1/2.
Pour avoir plus de de´tails sur les me´thodes de de´me´lange line´aires, il est possible
de se re´fe´rer aux revues (Keshava and Mustard, 2002; Bioucas-Dias et al, 2012).
2.5 Modèles non-linéaires pour le démélange hyperspectral
Le mode`le line´aire est pertinent dans le cas ou` les diffe´rents composants pre´sents
dans le pixel occupent des re´gions spatialement se´pare´es et aucune interaction entre ces
composants n’est pre´sente (Keshava and Mustard, 2002). Cependant, il est possible
que les rayons lumineux subissent des re´flexions multiples entre les diffe´rentes sur-
faces avant d’atteindre le capteur. Dans ce cas, des mode`les de me´lange non-line´aires
doivent eˆtre conside´re´s pour faire face a` ces interactions multiples. Il existe deux
sce´narios justifiant l’utilisation des mode`les de me´lange non-line´aires pour de´crire la
complexite´ des interactions entre les mate´riaux pre´sents dans la sce`ne. Le premier
sce´nario implique les re´flexions multiples de la lumie`re sur diffe´rents mate´riaux purs a`
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l’e´chelle macroscopique. Un tel sce´nario se produit lorsqu’il existe des structures 3D
dans la sce`ne comme des baˆtiments de diffe´rentes tailles ou des zones forestie`res. Pour
le second sce´nario, le mate´riau re´fle´chissant est conside´re´ comme un me´lange intime
de composants purs, qui se produit a` des e´chelles microscopiques tel que le cas des
grains de sable ayant des compositions diffe´rentes. Un exemple sche´matique de ces
deux sce´narios est pre´sente´ en Figure 2.6.
Figure 2.6: Illustration des re´flexions multiples
Cependant, une analyse approprie´e de ces me´langes implique une mode´lisation tre`s
complexe, et il est ge´ne´ralement ne´cessaire de recourir a` des mode`les approximatifs
pour rendre le proble`me traitable. Plusieurs mode`les base´s sur la the´orie du transfert
radiatif ont e´te´ propose´s, tel que le mode`le bidirectionnel propose´ par Hapke (1981).
Cependant, ce mode`le utilise des approximations fortement non-line´aires ce qui le
rend difficile a` manipuler. En outre, les interactions multiples de la lumie`re entre les
diffe´rents composants de la sce`ne conduisent a` des effets non-line´aires qui peuvent eˆtre
pris en compte a` l’aide des mode`les biline´aires (Altmann et al, 2011a; Nascimento and
Bioucas-Dias, 2009b; Fan et al, 2009; Halimi et al, 2011a). Ces mode`les ge´ne´ralisent
le mode`le line´aire standard en introduisant des termes d’interaction supple´mentaires.
Ils diffe`rent les uns des autres par les contraintes d’additivite´ impose´es aux coefficients
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de me´lange. Dans (Meganem et al, 2014a), les auteurs ont de´rive´ un mode`le line´aire-
quadratique en se basant sur la the´orie du transfert radiatif applique´e a` une sce`ne
urbaine. La principale diffe´rence entre le mode`le line´aire-quadratique et le mode`le
biline´aire est la conside´ration des interactions entre les surfaces de meˆme nature (par
exemple sable-sable). L’avantage du mode`le line´aire-quadratique est qu’il est base´ sur
des notions physiques ce qui permet de produire des re´sultats beaucoup plus pre´cis.
En outre, Altmann et al (2012) ont introduit un mode`le poˆlynomial post-non-line´aire
qui a de´montre´ sa capacite´ a` de´crire de nombreux effets non-line´aires, en particulier,
dans les zones ve´ge´tales.
Dans ce qui suit, nous fournirons une description de´taille´e des mode`les non-line´aires
approximatifs.
2.5.1 Modèle de mélange intime
La premie`re hypothe`se assurant la validite´ des me´langes line´aires est le de´roulement
du processus de me´lange dans un e´chelle macroscopique. Cependant, dans certaines
situations, les interactions peuvent se produire au niveau microscopique. Dans ce cas,
les mate´riaux sont conside´re´s intimement me´lange´s (Hapke, 2011). En se basant sur
la the´orie du transfert radiatif, les mode`les de me´lange intime ont e´te´ conside´re´s pour
de´crire avec pre´cision les interactions subies par la lumie`re lorsqu’elle rencontre une
surface compose´e de particules, par exemple, dans le cas des sce`nes compose´es de sable
ou des me´langes mine´raux (Nash and Conel, 1974). Une illustration de ces interactions
est repre´sente´e en Figure 2.6(a).
Les mode`les les plus utilise´s pour traiter les me´langes intimes sont ceux propose´s
par Hapke (2011). En effet, ces mode`les utilisent des parame`tres ayant une significa-
tion physique et ils sont capables de relier les mesures spectrales aux caracte´ristiques
physiques des endmembers et leurs fractions d’abondance (associe´es aux fractions mas-
siques des me´langes intimes). Dans (Hapke, 1981), l’auteur propose un mode`le non-
line´aire pour exprimer les re´flectances mesure´es en fonction de diffe´rents parame`tres du
proble`me, tels que les fractions de masse, les caracte´ristiques des particules (densite´,
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taille) et l’albe´do de diffusion simple. Par de´finition, l’albe´do correspond au rapport
entre la lumie`re re´fle´chie par une surface donne´e et la lumie`re incidente. En outre,
dans (Draine, 1988) et (Shkuratov et al, 1999), les auteurs ont propose´ des mode`les de
me´lange non-line´aires approximatifs pertinents. Cependant, un inconve´nient majeur de
ces mode`les est qu’ils de´pendent fortement des parame`tres externes lie´s a` l’acquisition,
par exemple, ils ne´cessitent la connaissance exacte de la position ge´ome´trique et
l’orientation du capteur a` l’e´gard de l’objet observe´. Cette de´pendance des parame`tres
externes rend l’e´tape d’estimation des fractions d’abondance tre`s difficile a` mettre en
œuvre, surtout dans un sce´nario non-supervise´ lorsque les endmemebers ne sont pas
connus. Par conse´quent, l’estimation des parame`tres de me´lange pour ce type de
mode`le est conside´re´e difficile en pratique.
2.5.2 Modèles bilinéaires pour le démélange hyperspectral
La fac¸on la plus simple de mode´liser les re´flexions multiples de la lumie`re est de
ne conside´rer que les re´flexions au second ordre entre les mate´riaux diffe´rents ou les
interactions biline´aires. Ce phe´nome`ne peut se produire lorsque la lumie`re diffuse´e par
un mate´riau donne´ se re´fle´chit sur d’autres mate´riaux avant d’atteindre le capteur.
C’est ge´ne´ralement le cas des sce`nes contenant des zones urbaines ou ve´ge´tales ou` des
interactions se produisent entre les diffe´rentes surfaces. Un exemple de ce genre de
sce`ne est montre´ dans la Figure 2.6 (b).
Mathe´matiquement, la plupart des mode`les biline´aires (Altmann et al, 2011a) propose´s
dans la litte´rature sont exprime´s comme suit
xi =
L∑
j=1
aj(i)sj +
L−1∑
j=1
L∑
k=j+1
aj,k(i)sj  sk + bi, (2.2)
ou`  est le produit de Hadamard terme a` terme de´fini par
sj  sk =

sj(1)
...
sj(N)


sk(1)
...
sk(N)
 =

sj(1)sk(1)
...
sj(N)sk(N)
 . (2.3)
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Nous pouvons remarquer que le premier terme de l’e´quation (2.2) contient la partie
line´aire du me´lange alors que le deuxie`me terme pre´sente les interactions non-line´aires
qui se produisent entre les mate´riaux. Le coefficient aj,k(i) permet d’ajuster la quantite´
de non-line´arite´ entre les spectres sj et sk dans le i
e`me pixel.
Plusieurs mode`les biline´aires ont e´te´ propose´s en imposant des contraintes sur les coef-
ficients de me´lange non-line´aires. Par exemple, Nascimento and Bioucas-Dias (2009b)
ont propose´ d’imposer les contraintes suivantes
aj(i) ≥0 ∀i ∀j
aj,k(i) ≥0 ∀i ∀j 6= k
L∑
j=
aj(i) +
L−1∑
j=1
L∑
k=j+1
aj,k(i) = 1
(2.4)
Ainsi, le mode`le de Nascimento peut eˆtre assimile´ a` un mode`le line´aire avec des end-
members virtuels supple´mentaires en conside´rant le produit des spectres sjsk comme
un endmember associe´ a` l’abondance aj,k(i) au lieu de le conside´rer comme une com-
posante de me´lange non-line´aire. Ainsi, le mode`le (2.2) en respectant (2.4) peut eˆtre
re-exprime´ comme suit
xi =
L˜∑
j=1
a˜j(i)s˜j + bi, (2.5)
avec 
a˜j(i) = aj(i), s˜j = sj ∀j = 1, · · ·L
a˜j(i) = aj,k(i), s˜j = sj  sk ∀j = L+ 1, · · · L˜
(2.6)
et L˜ = L(L+ 1)/2.
Notons que ce mode`le se re´duit au mode`le de me´lange line´aire lorsque les coefficients
a˜j(i) sont nuls pour j = L+ 1, · · · L˜.
Un deuxie`me mode`le biline´aire est celui propose´ par Fan et al (2009). Celui-ci
suppose que aj,k(i) = aj(i)ak(i), ce qui permet de re´e´crire le mode`le biline´aire (2.2)
comme suit
xi =
L∑
j=1
aj(i)sj +
L−1∑
j=1
L∑
k=j+1
aj(i)ak(i)sj  sk + bi, (2.7)
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en respectant les contraintes suivantes
aj(i) ≥0 ∀i ∀j
L∑
j=
aj(i) = 1
(2.8)
Ce mode`le conside`re que si un mate´riau j est pre´sent dans le me´lange, alors la proba-
bilite´ d’interaction avec lui doit eˆtre proportionnelle a` son abondance aj(i). De plus,
si un mate´riau j est absent dans un pixel donne´, c’est a` dire aj(i) = 0, alors il ne
devrait pas y avoir d’effets non-line´aires impliquant ce mate´riau dans le pixel, c’est-a`-
dire aj,k(i) = 0. Contrairement au mode`le de Nascimento, le mode`le de Fan ne me`ne
pas a` un mode`le line´aire.
Un autre mode`le plus ge´ne´ral est le mode`le biline´aire ge´ne´ralise´ (GBM pour son
appellation en anglais Generalized Bilinear Model) (Halimi et al, 2011a). Celui-ci
propose d’ajouter un parame`tre libre supple´mentaire a` chaque interaction biline´aire
tel que aj,k(i) = γj,k(i)aj(i)ak(i), avec γj,k(i)[0, 1]. Le mode`le re´sultant est formule´
comme suit
xi =
L∑
j=1
aj(i)sj +
L−1∑
j=1
L∑
k=j+1
γj,k(i)aj(i)ak(i)sj  sk + bi, (2.9)
en respectant les conditions cite´es dans (2.8).
Le coefficient γj,k(i) permet de controˆler l’interaction non-line´aire entre les deux
spectres sj et sk. Tout comme le mode`le de Fan, si un endmember est absent dans
le pixel alors il n’y a pas d’interaction non-line´aire avec cet endmember. Ce mode`le
a l’avantage de ge´ne´raliser a` la fois le mode`le line´aire obtenu lorsque γj,k(i) = 0 et
le mode`le biline´aire de Fan obtenu lorsque γj,k(i) = 1. Notons que tous ces mode`les
biline´aires ne prennent en compte que des interactions entre les spectres diffe´rents sj
et sk avec j 6= k mais ils ne conside`rent pas les interactions entre sj et sj.
Notons aussi que les mode`les biline´aires pre´sente´s dans cette partie pour tenir
compte de la non-line´arite´ ne conside`rent que des effets de non-line´arite´ entre les
mate´riaux pre´sents dans le pixel conside´re´, cependant, ils ne tiennent pas en con-
side´ration les interactions avec les mate´riaux pre´sents dans les pixels voisins.
Chapitre 2. De´me´lange spectral 52
2.5.3 Modèle linéaire-quadratique pour le démélange hyperspectral
Les mode`les biline´aires ont e´te´ introduits pour mode´liser les re´flexions multiples
entre les diffe´rents mate´riaux. Cependant, ces mode`les ne tiennent pas compte des
re´flexions multiples impliquant une seule composante spectrale (par exemple sable-
sable). Sur la base d’une analyse physique approfondie d’une sce`ne urbaine, Meganem
et al (2014a) ont propose´ le mode`le de me´lange line´aire-quadratique (LQ) suivant
xi =
L∑
j=1
aj(i)sj +
L∑
j=1
L∑
k=j
aj,k(i)sj  sk + bi, (2.10)
en tenant compte des contraintes suivantes

sj(n) ≥0
∀
1 ≤ i ≤ K
aj(i) ≥0 1 ≤ j ≤ L
L∑
j=
aj(i) = 1 j ≤ k ≤ L
aj,k(i) ∈[0, 0.5] 1 ≤ n ≤ N
(2.11)
Ce mode`le est similaire a` la formulation ge´ne´rale des mode`les biline´aires (2.2), avec
l’ajout des termes quadratiques sj sj dans la contribution non-line´aire. En outre, les
e´tudes physiques e´tablies dans ces travaux ont montre´ que les coefficients quadratiques
aj,k(i) ne de´passent pas la valeur 0.5.
2.5.4 Autres modèles basés sur des approximations physiques
Altmann et al (2012) ont propose´ un mode`le approximatif capable de de´crire une
large classe de non-line´arite´s. La transformation propose´e est un polynoˆme de second
degre´, conduisant au mode`le Poˆlynomial Post-Non-line´aire (PPN). Plus pre´cise´ment,
le ie`me spectre du pixel observe´ est de´fini comme une transformation non-line´aire gi(.)
d’un me´lange line´aire des endmembers telle que
xi = gi(
L∑
j=1
aj(i)sj), (2.12)
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ou` la fonction non-line´aire gi(.) est une fonction poˆlynomiale de second degre´ parame´tre´e
par le parame`tre de non-line´arite´ pi, ce qui permet de re´e´crire le mode`le comme suit
xi = Sai + pi(Sai) (Sai), (2.13)
ou` S = [s1, · · · , sL], ai = [a1(i), · · · , aL(i)]T et le parame`tre pi permet d’ajuster la
quantite´ de non-line´arite´ dans le ie`me pixel. L’avantage de ce mode`le est sa capacite´ de
se re´duire au mode`le line´aire ainsi qu’aux mode`les biline´aire et line´aire-quadratique.
Un autre mode`le qui combine les deux me´langes Macroscopiques et Microscopiques
(MM) est introduit dans (Close et al, 2012a), et il a la formulation suivante
xi =
L∑
j=1
aj(i)sj + aL+1(i)R
( L∑
j=1
fj(i)wj
)
. (2.14)
Ce mode`le est compose´ de deux termes ou` le premier est similaire a` celui rencontre´
dans le mode`le line´aire et provient du processus de me´lange macroscopique et le second
est conside´re´ comme un endmember additionnel ponde´re´ par la fraction d’abondance
aL+1, qui mode´lise les me´langes intimes en utilisant les albe´dos de diffusion simple
moyens (Hapke, 1981) exprime´s en fonction des re´flectances par l’interme´diaire d’une
fonction de correspondance R(·).
Les me´thodes de de´me´lange non-line´aires sont pre´sente´es dans la partie suivante.
2.6 Méthodes de démélange non-linéaires
Nous pouvons distinguer deux cate´gories de me´thodes de de´me´lange non-line´aires
selon qu’elles se basent sur un mode`le de me´lange, tel que les mode`les pre´sente´s dans
la section pre´ce´dente, ou non. Dans la partie suivante, nous pre´sentons quelques
me´thodes propose´es pour ces deux cate´gories de me´thodes.
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2.6.1 Méthodes de démélange non-linéaires basées sur des modèles
Lorsque le mode`le de me´lange non-line´aire est de´fini, les me´thodes de de´me´lange
non-line´aires peuvent eˆtre supervise´es ou non-supervise´es en fonction des connaissances
a priori sur les endmembers. Dans le cas supervise´, le de´me´lange non-line´aire peut eˆtre
formule´ comme un proble`me de re´gression non-line´aire sous-contraintes, et dans le cas
non-supervise´, il peut eˆtre conside´re´ comme un proble`me de SAS non-line´aire.
2.6.1.1 Démélange non-linéaire supervisé
Lorsque les endmembers sont connus a` l’avance, la plupart des me´thodes base´es
sur un mode`le de me´lange biline´aire conside`rent le de´me´lange comme un proble`me de
re´gression non-line´aire. Dans ce cas, le de´me´lange du spectre observe´ xi consiste a`
re´soudre le proble`me de minimisation suivant
θi = argmin‖xi − φ(S, θ)‖, (2.15)
ou` θi est un vecteur de parame`tres contenant les fractions d’abondance ainsi que tous
les autres parame`tres de non-line´arite´ et φ(., .) est une fonction non-line´aire. Ce
proble`me est de´licat a` cause de la non-line´arite´ du mode`le d’une part, et d’autre
part, puisque certains parame`tres doivent satisfaire les contraintes d’additivite´ et/ou
de non-ne´gativite´.
Dans le cas du mode`le biline´aire de Nascimento, le proble`me de de´me´lange peut eˆtre
interpre´te´ comme un proble`me line´aire avec des endmembers virtuels supple´mentaires
qui correspondent aux termes croise´s. Ainsi, l’estimation des inconnues peut eˆtre
e´tablie en utilisant une me´thode des moindres carre´s avec contraintes de non-ne´gativite´
MCNN (Heinz and Chein-I-Chang, 2001). Cependant, l’estimation des termes croise´s
est un peu complique´e puisqu’ils devraient eˆtre identifie´s et ajoute´s au dictionnaire des
signatures spectrales. Ainsi, si tous les termes croise´s sont pre´sents dans le me´lange,
la taille du dictionnaire va croˆıtre d’une fac¸on importante.
Diffe´rentes me´thodes ont e´te´ propose´es pour re´soudre le proble`me de de´me´lange
pour le mode`le GBM. Halimi et al (2011a) ont propose´ un algorithme baye´sien base´
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sur les me´thodes MCMC. Le cadre baye´sien a l’avantage de traiter facilement les con-
traintes impose´es en de´finissant des distributions a priori pour les diffe´rents parame`tres.
Cependant, la me´thode MCMC a l’inconve´nient d’eˆtre gourmande en termes de calculs.
Une autre me´thode applicable pour les deux mode`les biline´aires de Fan et GBM est
propose´e par Halimi et al (2011b) en se basant sur (Fan et al, 2009). Celle-ci vise a`
line´ariser une fonction objective non-line´aire en utilisant une se´rie de Taylor du premier
ordre. Par la suite, l’ensemble des parame`tres est estime´ en utilisant un algorithme
MCNN (Heinz and Chein-I-Chang, 2001). En outre, la me´thode propose´e par Halimi
et al (2011b) consiste a` utiliser un algorithme de descente en gradient, combine´ a` une
me´thode de recherche en ligne des pas de mise a` jour du gradient. Dans (Yokoya et al,
2014), les auteurs ont propose´ une me´thode semi-NMF pour le de´me´lange des me´langes
GBM.
Concernant le mode`le PPN, le de´me´lange peut eˆtre re´alise´ en utilisant les algo-
rithmes baye´siens propose´s par Altmann et al (2012).
En ce qui concerne les me´langes intimes, l’approche pre´sente´e dans (Hapke, 1981)
propose de convertir les mesures de re´flectance en albe´dos de diffusion simple moyens.
E´tant donne´ que celui-ci suit un me´lange line´aire, les fractions de masse associe´es a`
chaque endmember peuvent eˆtre estime´es en utilisant un algorithme de de´me´lange
line´aire classique. Afin d’e´viter la taˆche de conversion des mesures de re´flectance en
albe´dos de diffusion simple moyens, une autre approche consiste a` utiliser les re´seaux
de neurones pour l’apprentissage de la fonction non-line´aire du me´lange intime. Dans
(Guilfoyle et al, 2001), les auteurs ont utilise´ un re´seau de neurones a` fonctions radiales
pour le de´me´lange intime. Par la suite, plusieurs ame´liorations ont e´te´ propose´es par
Altmann et al (2011b) pour re´duire le calcul excessif dans l’e´tape d’apprentissage.
D’autres algorithmes base´s sur les re´seaux de neurones ont e´te´ e´tudie´s dans (Plaza
et al, 2004, 2005).
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2.6.1.2 Démélange non-linéaire non-supervisé
Les me´thodes de de´me´lange supervise´es pre´sente´es dans la partie pre´ce´dente sup-
posent que les endmembers sont connus a` l’avance. Cependant, dans certains cas, les
endmembers doivent eˆtre aussi estime´s. A cette fin, des me´thodes non-line´aires et
non-supervise´es ont e´te´ propose´es.
Dans (Gader et al, 2012), les auteurs ont propose´ une me´thode non-line´aire afin
de traiter le mode`le biline´aire de Nascimento, en ge´ne´ralisant l’algorithme SPICE
(pour Sparsity Promoting Iterated Constrained Endmember detection en anglais) (Zare
and Gader, 2007) initialement propose´ pour le traitement du mode`le de me´lange
line´aire. Cette me´thode alterne de manie`re ite´rative entre l’estimation des coefficients
de me´lange et des endmembers jusqu’a` ce que la convergence soit obtenue. L’e´tape
de mise a` jour de chaque endmember est re´alise´e en tenant compte de tous les autres
endmembers.
Des me´thodes base´es sur le principe de la NMF ont e´te´ propose´es par Yokoya et al
(2014) pour traiter le mode`le biline´aire GBM. Dans (Meganem et al, 2014b), des
extensions de la me´thode NMF ont e´te´ propose´es pour traiter les me´langes line´aires-
quadratiques. Aussi, dans (Eches and Guillaume, 2014), les auteurs ont propose´ une
me´thode de de´me´lange non-supervise´e base´e sur la me´thode NMF pour traiter les
me´langes biline´aires de Fan.
Concernant le mode`le PPN, une version non-supervise´e de la me´thode baye´sienne
base´e sur la me´thode MCMC initialement introduite dans (Altmann et al, 2012) a e´te´
e´tudie´e dans (Altmann et al, 2014).
Dans (Heylen and Scheunders, 2012), les auteurs proposent une me´thode ge´ome´trique
base´e sur le mode`le GBM en calculant les distances ge´ode´siques sur la varie´te´ 1 (“man-
ifold” en anglais) de´crite par le mode`le GBM. L’ide´e consiste a` identifier le simplexe
de volume maximal contenu dans la varie´te´ de´finie par les pixels me´lange´s selon le
mode`le GBM.
1Par de´finition, une varie´te´ est un espace topologique qui ressemble localement a` un espace eucli-
dien n-dimensionnel pre`s de chaque point. Par exemple, les varie´te´s unidimensionnelles incluent les
lignes et les cercles, et les varie´te´s bidimensionnelles incluent les surfaces.
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Dans (Close et al, 2012a,b), un algorithme non-supervise´ a e´te´ introduit pour le
de´me´lange traitant le mode`le MM.
2.6.2 Méthodes de démélange non-linéaires non-basées sur des modèles
Les mode`les non-line´aires sous la forme ge´ne´rale ont l’avantage d’eˆtre tre`s flexibles
pour mode´liser les diffe´rentes non-line´arite´s.
Dans ce cadre, des approches non-line´aires base´es sur le concept du noyau ont
prouve´ leur efficacite´ dans la re´solution des proble`mes de de´me´lange non-line´aires.
L’algorithme KFCLS (pour Kernel Fully Constrained Least Squares en anglais) e´tudie´
dans (Broadwater et al, 2007; Broadwater and Banerjee, 2009) est une ge´ne´ralisation
de l’algorithme FCLS (pour Fully Constrained Least Squares en anglais) (Heinz and
Chein-I-Chang, 2001). Il a e´te´ obtenu principalement en remplac¸ant chaque produit
des endmembers, dans la fonction de couˆt initial, par une fonction de noyau avec un
parame`tre re´glable pour tenir compte de la non-line´arite´. L’ide´e est de re´aliser la
correspondance entre le proble`me de me´lange non-line´aire et le proble`me de me´lange
line´aire. Cela correspond a` ce qui est re´alise´ pour les me´langes intimes ou` les me´langes
non-line´aires de re´flectances deviennent des me´langes line´aires d’albe´dos de diffusion
simple moyens. Ainsi, l’algorithme KFCLS peut eˆtre conside´re´ comme une fonction
de distorsion non-line´aire applique´e aux endmembers inde´pendamment de leurs inter-
actions. Cependant, la nature non-line´aire du me´lange est cause´e e´galement par les
interactions non-line´aires entre les diffe´rents mate´riaux. Pour vaincre ce proble`me,
dans (Chen et al, 2013), les auteurs ont propose´ une me´thode ayant une interpre´tation
physique claire. Celle-ci est base´e sur la reproduction des noyaux pour mode´liser les
non-line´arite´s re´sultant des interactions entre les endmembers.
Une autre me´thode, introduite dans (Altmann et al, 2013), conside`re une approche
de de´me´lange non-supervise´e base´e sur le concept du noyau. Celle-ci consiste a` re´aliser
une re´duction de dimensionnalite´ non-line´aire en utilisant un mode`le GPLVM (pour
son appellation en anglais Gaussian Process Latent Variable Model). Dans ce cas,
une forme particulie`re du noyau a e´te´ envisage´e pour l’extension du mode`le GBM. La
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me´thode baye´sienne qui en re´sulte est totalement non-supervise´e puisque les endmem-
bers peuvent eˆtre conjointement estime´s avec les fractions d’abondance.
Une autre strate´gie pour traiter les non-line´arite´s dans les donne´es hyperspectrales
est d’effectuer la re´duction de dimensionnalite´ en utilisant une approche ge´ome´trique
base´e sur les techniques d’apprentissage des varie´te´s. L’ide´e de ces algorithmes con-
siste a` projeter les donne´es de dimension e´leve´e dans une varie´te´ de faible dimen-
sion. Les me´thodes les plus utilise´es sont Isomap (pour Isometric feature mapping
en anglais) (Tenenbaum et al, 2000) et LLE (pour Locally Linear Embedding en
anglais) (Roweis and Saul, 2000) qui permettent d’appliquer des me´thodes line´aires
dans la varie´te´ conside´re´e. Dans (Bachmann et al, 2005), les auteurs ont e´tudie´ le
proble`me d’apprentissage de varie´te´ en se basant sur les algorithmes Isomap et LLE
afin d’exploiter la structure non-line´aire des images hyperspectrales. En outre, dans
(Heylen et al, 2011), les auteurs ont propose´ une me´thode ge´ome´trique de maximisation
du volume base´e sur les distances ge´ode´siques afin de tenir compte de la non-line´arite´
des donne´es. Cette me´thode est une extension de la me´thode N-FINDR initialement
propose´e pour le cas line´aire, en conside´rant une varie´te´ au lieu du simplexe. Cepen-
dant, un inconve´nient majeur de la plupart des techniques de re´duction de dimension-
nalite´ non-line´aire est leur couˆt de calcul e´leve´ qui les rendent peu pratiques dans les
cas des sce`nes hyperspectrales de taille importante.
Des approches de de´me´lange non-line´aires base´es sur les re´seaux de neurones ont
e´te´ propose´es pour e´tablir une relation entre´e-sortie entre les donne´es observe´es et
les coefficients de me´lange par une me´thode de type boˆıte noire. L’utilisation de ces
approches peut rencontrer des difficulte´s a` cause de la non-connaissance du processus
et des parame`tres de me´lange. Dans (Plaza et al, 2004), les auteurs ont conc¸u une
me´thode hybride combinant un re´seau de neurones de type perceptron multi-couches
combine´ a` un re´seau de neurones de Hopfield pour traiter des me´langes non-line´aires.
Cependant, ces me´thodes supervise´es ne´cessitent l’apprentissage des re´seaux de neu-
rones, et ainsi leurs performances de´pendent de la qualite´ des donne´es d’apprentissage.
De plus, pour chaque nouvel ensemble de spectres dans la sce`ne, un nouveau re´seau
de neurones doit eˆtre entraˆıne´ avant que le de´me´lange soit e´tabli.
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Pour des aperc¸us e´tendus et de´taille´s sur les me´thodes de de´me´lange non-line´aires,
il est possible de se re´fe´rer aux travaux re´alise´s dans (Dobigeon et al, 2014; Heylen
et al, 2014).
2.7 Conclusions
Ce chapitre fournit un aperc¸u ge´ne´ral du proble`me de de´me´lange hypespectral qui
permet d’identifier les signatures spectrales des composants purs pre´sents dans la sce`ne
et leurs contributions correspondantes. Une e´tape essentielle dans la formulation du
proble`me de de´me´lange consiste a` de´finir correctement le mode`le de me´lange. En effet,
le mode`le de me´lange line´aire est le mode`le le plus utilise´, pour cela, les me´thodes
line´aires ont e´te´ l’objet d’une vaste production scientifique. Cependant, dans certaines
situations, le mode`le line´aire n’est pas approprie´ et doit eˆtre remplace´ par un mode`le
non-line´aire. Plusieurs mode`les non-line´aires approximatifs ont montre´ leur capacite´
pour de´crire la non-line´arite´ dans le me´lange.
La re´solution du proble`me de de´me´lange spectral dans le cas non-supervise´ peut eˆtre
conside´re´e comme un proble`me de se´paration aveugle de sources. Dans le cadre de
cette the`se, nous visons a` proposer de nouvelles me´thodes de SAS pour le de´me´lange
spectral du mode`le de me´lange line´aire-quadratique. La pertinence de ce mode`le pour
le de´me´lange hyperspectral en zone urbaine a e´te´ montre´e a` l’aide d’e´tudes physique
approfondies dans (Meganem et al, 2014a).
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3.1 Introduction
D ans ce chapitre, nous proposons une nouvelle me´thode de se´paration aveugle desources, adapte´e au mode`le de me´lange line´aire-quadratique pour le de´me´lange des
images hyperspectrales urbaines. L’objectif de cette me´thode est d’extraire, a` partir
du spectre observe´ dans chaque pixel de l’image, l’ensemble des spectres de mate´riaux
purs, appele´s aussi endmembers, ainsi que leurs fractions d’abondance et les coefficients
quadratiques associe´s aux produits des spectres de ces mate´riaux purs.
E´tant base´e sur la me´thode d’Analyse en Composantes Parcimonieuses (ACPa),
l’approche propose´e ne´cessite l’existence d’une zone mono-source ou d’au moins deux
pixels purs, par mate´riau pur dans la sce`ne observe´e. Elle estime d’abord le nombre
de mate´riaux purs pre´sents dans l’image, puis extrait leurs spectres en de´tectant soit
les zones mono-sources soit les pixels purs pre´sents dans l’image. Enfin, elle estime les
fractions d’abondance et les coefficients quadratiques dans chaque pixel en utilisant un
algorithme des moindres carre´s sous la contrainte de non-ne´gativite´.
Le chapitre est structure´ comme suit. Nous commenc¸ons par un rappel sur le
proble`me de de´me´lange hyperspectral en utilisant le mode`le line´aire-quadratique. Par
la suite, nous fournissons une description de´taille´e de la me´thode propose´e. Enfin,
nous pre´sentons les re´sultats de simulation obtenus.
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3.2 Modèle de mélange linéaire-quadratique
Rappelons que dans un proble`me de de´me´lange hyperspectral, nous disposons de
N images, observe´es dans N bandes spectrales distinctes. Chaque image est compose´e
de K pixels, qui peuvent eˆtre des pixels purs contenant un seul mate´riau pur, ou des
mixels issus d’un me´lange de plusieurs mate´riaux purs. Dans (Meganem et al, 2014a),
il a e´te´ montre´ que dans un milieu urbain, le spectre d’un mixel peut eˆtre mode´lise´
par un me´lange line´aire-quadratique de L spectres de mate´riaux purs, selon l’e´quation
de me´lange suivante :
xi =
L∑
j=1
aj(i)sj +
L∑
j=1
L∑
k=j
aj,k(i)sj  sk + bi, (3.1)
avec
 xi = [xi(1 ), ..., xi(N )]
T le spectre associe´ au pixel i,
 sj = [sj (1 ), ..., sj (N )]
T le spectre du mate´riau pur j,
 aj (i) la fraction d’abondance du mate´riau pur j dans le pixel i,
 aj,k(i) le coefficient quadratique du mate´riau j sur le mate´riau k dans le pixel i,
 le symbole  repre´sente le produit de Hadamard terme a` terme de deux vecteurs,
 bi est un bruit additif pre´sent sur le pixel i, ge´ne´ralement suppose´ gaussien, de
moyenne nulle, spatialement et spectralement i.i.d.. Notons que l’effet du bruit
n’a pas e´te´ pris en compte dans (Meganem et al, 2014a).
De plus, il a e´te´ montre´ dans (Meganem et al, 2014a) que les contraintes suivantes
doivent eˆtre respecte´es :

sj(n) ≥0
aj(i) ≥0
L∑
j=
aj(i) = 1
aj,k(i) ∈[0, 0.5]
∀

1 ≤ i ≤ K
1 ≤ j ≤ k ≤ L
1 ≤ n ≤ N
(3.2)
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Dans la suite, toutes les vraies sources sj et les pseudo-sources sj  sk ,
∀j ∈ {1 , ...,L}, ∀k ∈ {j , ...,L}, sont appele´es les sources e´tendues.
A titre d’exemple, dans le cas ou` deux mate´riaux purs sont pre´sents dans un mixel,
le mode`le de me´lange est comme suit
xi = a1(i)s1 + a2(i)s2 + a1,1(i)s1  s1 + a2,2(i)s2  s2 + a1,2(i)s1  s2 + bi . (3.3)
Dans ce mode`le, il y a 5 sources e´tendues : s1, s2, s1  s1, s2  s2, s1  s2, mais
seulement 2 endmembers (vraies sources) : s1 et s2.
3.3 Méthode non supervisée de démélange hyperspectral
La me´thode de de´me´lange hyperspectral, propose´e dans ce chapitre, vise a` estimer
les spectres sj des mate´riaux purs pre´sents dans les mixels, ainsi que les fractions
d’abondance aj (i) et les coefficients quadratiques aj ,k(i) associe´s a` ces mate´riaux. Elle
ope`re en quatre e´tapes pre´sente´es dans la Figure 3.1.
Les de´tails de chaque e´tape de la me´thode sont mentionne´s dans les sous-sections
suivantes.
3.3.1 Estimation du nombre de matériaux purs
La premie`re e´tape de cette me´thode consiste a` estimer le nombre de mate´riaux purs
pre´sents dans la sce`ne observe´e. Dans le cas le plus simple, l’estimation de ce nom-
bre peut eˆtre effectue´e, d’une manie`re supervise´e, par les experts du domaine lorsqu’il
s’agit d’une image a` haute re´solution spatiale ou lorsqu’il y a des informations a priori
sur les mate´riaux purs qui peuvent eˆtre pre´sents dans certaines zones urbaines. Si ce
n’est pas le cas, nous pouvons utiliser une me´thode base´e sur les valeurs propres de
la matrice de covariance des donne´es. Cette me´thode ne´cessite la pre´sence de tous les
termes quadratiques, si  sj et si  si , dans le me´lange.
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Figure 3.1: L’organigramme de la me´thode propose´e
Soit X une matrice d’observation de taille N ×K, chaque colonne de cette matrice
correspondant au spectre observe´ dans un pixel de l’image, et soit CX la matrice de
covariance de X, de taille K ×K, dont l’e´le´ment (i, j) repre´sente la covariance des
colonnes i et j de X.
Dans le cas ou` les donne´es sont non bruite´es, le rang P de CX correspond au nom-
bre de sources e´tendues du mode`le de me´lange line´aire-quadratique, ce qui permet de
de´duire L, le nombre de mate´riaux purs pre´sents dans l’image, graˆce a` une correspon-
dance entre le nombre de sources et le nombre de sources e´tendues. En effet, la relation
entre le nombre des sources e´tendues P et le nombre des vraies sources L s’e´crit de la
manie`re suivante
P =
L(L+ 3)
2
. (3.4)
Ainsi, de´terminer L revient a` re´soudre l’e´quation du second degre´ suivante
L2 + 3L− 2P = 0 . (3.5)
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La re´solution de (3.5), nous a permis de calculer L en fonction de P comme suit :
L =
√
9 + 8P − 3
2
. (3.6)
Par exemple, dans le cas particulier du mode`le (3.3), le rang de la matrice de covariance
sera e´gal a` 5 ce qui correspond a` 5 sources e´tendues, et donc L =
√
9+8×5−3
2
= 2
mate´riaux purs.
Lorsque les donne´es sont corrompues par un bruit i.i.d., la matrice de covariance a
K − P valeurs propres e´gales a` la variance du bruit σ2 et P valeurs propres, supe´rieures
a` σ2, qui correspondent au signal. Pour obtenir une estimation robuste du nombre
de composantes P , nous avons utilise´ l’une des me´thodes propose´es dans (Luo and
Zhang, 2000), et appele´es EGM (Eigenvalue Grads Methods). Dans cette me´thode,
les K valeurs propres λ(i) sont d’abord trie´es par ordre de´croissant. Apre`s cela, nous
calculons le rapport logarithmique suivant :
δ(i) = ln
(
λ(i)
λ(i+ 1)
)
∀1 ≤ i ≤ (K − 1). (3.7)
Supposons que δ(i) est infe´rieur a` un seuil donne´ pour i > M et supe´rieur a` ce seuil
pour i = M . La valeur de M est alors conside´re´e comme notre estimation du nombre de
composantes P . La valeur de ce seuil est de´termine´e en utilisant des tests empiriques.
3.3.2 Estimation des spectres des matériaux purs
Dans cette e´tape, nous nous inte´ressons a` l’estimation des spectres des mate´riaux
purs pre´sents dans la sce`ne observe´e. Ceci a e´te´ re´alise´ en utilisant deux me´thodes
dont les de´tails sont fournis dans les paragraphes suivantes.
3.3.2.1 Estimation par détection des zones mono-sources
Cette premie`re me´thode, inspire´e de (Deville and Hosseini, 2007b; Meganem et al,
2010; Karoui, 2012) est base´e sur l’hypothe`se d’existence des zones mono-sources dans
la sce`ne observe´e. Les de´finitions et hypothe`ses utilise´es sont comme suit
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 De´finition 1 : une “zone d’analyse” Ω est une petite zone spatiale forme´e de
pixels adjacents.
 De´finition 2 : une zone d’analyse est appele´e mono-source si elle ne contient
qu’un seul mate´riau pur dont la fraction d’abondance vaut 1 alors que toutes les
autres fractions d’abondance et tous les coefficients quadratiques sont nuls. En
d’autres termes, dans cette zone, le seul mate´riau pre´sent n’interagit pas avec les
mate´riaux pre´sents dans les pixels voisins.
 Hypothe`se 1 : dans la sce`ne observe´e, il existe au moins une zone mono-source
pour chaque mate´riau pur pre´sent dans la sce`ne.
L’hypothe`se de parcimonie spatiale ci-dessus est re´aliste pour des images a`
haute re´solution spatiale, contenant des zones e´tendues pour les diffe´rentes classes
d’occupation de sol d’inte´reˆt (Karoui, 2012).
La de´tection des zones mono-sources est effectue´e en balayant le domaine spatial par
des zones d’analyse qui peuvent eˆtre adjacentes ou recouvrantes.
Notons par xΩ(k) le vecteur colonne contenant les observations associe´es a` tous les
pixels de la zone d’analyse Ω, dans la bande spectrale k. Dans chaque zone d’analyse,
les coefficients d’intercorre´lation ρ(xΩ(p),xΩ(q)) entre les signaux observe´s dans les
bandes spectrales p et q sont calcule´s de la manie`re suivante
ρ(xΩ(p),xΩ(q)) =
< xΩ(p),xΩ(q) >
‖ xΩ(p) ‖‖ xΩ(q) ‖ , ∀ p, q = 1, · · ·N et p > q, (3.8)
ou` < ., . > de´signe le produit scalaire et ‖.‖ la norme vectorielle.
Si la zone d’analyse est une zone mono-source correspondant au mate´riau pur j, les
vecteurs xΩ(p) et xΩ(q) sont deux vecteurs constants tels que
xΩ(p) = sj(p)−→1 , (3.9)
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xΩ(q) = sj(q)−→1 , (3.10)
ou`
−→
1 est un vecteur colonne de meˆme dimension que le vecteur xΩ(p). Il s’en suit que
| ρ(xΩ(p),xΩ(q)) |= 1, ∀ p, q = 1, · · ·N et p > q, (3.11)
dans les zones mono-sources.
Par ailleurs, comme il a e´te´ montre´ dans (Karoui, 2012) pour le cas des me´langes
line´aires, si la zone d’analyse n’est pas mono-source, alors | ρ(xΩ(p),xΩ(q) |< 1 sauf
dans des cas tre`s particuliers et donc peu probables, par exemple quand les fractions
d’abondance de deux sources sont constants et non-nuls sur tous les pixels de la zone
d’analyse. En se basant sur le meˆme principe pour le cas des me´langes line´aires-
quadratiques, nous conside´rons que si la zone d’analyse n’est pas mono-source, alors
| ρ(xΩ(p),xΩ(q) |< 1 sauf dans des cas tre`s spe´cifiques et rares lorsque les coeffi-
cients d’abondance et les coefficients quadratiques des mate´riaux pre´sents dans la zone
d’analyse sont constants et non-nuls sur tous les pixels.
Pour obtenir un crite`re unique a` partir de tous les coefficients d’intercorre´lation
correspondant aux diffe´rentes bandes spectrales p et q, nous choisissons le pire des cas,
de´fini par le parame`tre suivant
min
(
| ρ(xΩ(p),xΩ(q)) |
)
, ∀ p, q = 1, · · ·N et p > q. (3.12)
Dans le cas ide´al, la valeur de ce parame`tre (3.12) doit eˆtre e´gale a` 1 afin de conside´rer
que la zone d’analyse e´tudie´e est une zone mono-source. Cependant, en pratique, ce
parame`tre doit eˆtre supe´rieur a` un seuil proche de 1, de´termine´ a` l’aide de tests em-
piriques.
Apre`s la de´tection des zones mono-sources dans tout le domaine spatial, il
devient possible d’estimer les spectres des mate´riaux purs dans chacune de ces
zones. The´oriquement, dans une zone mono-source, il n’existe qu’une seule fraction
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d’abondance, e´gale a` 1, alors que toutes les fraction d’abondance des autres mate´riaux
et tous les coefficients quadratiques du me´lange LQ sont nuls.
Ainsi, en utilisant l’e´quation (3.1) et le fait que la somme des fractions d’abondance
est e´gale a` un, chaque observation associe´e a` chaque pixel de la zone mono-source
de´tecte´e doit eˆtre e´gale a` la valeur de la refle´ctance du mate´riau pur pre´sent dans cette
zone. Ne´anmoins, en pratique a` cause du bruit ou d’autres sources d’erreur, nous ne
trouvons pas exactement la meˆme valeur dans tous les pixels de la zone mono-source,
d’ou` l’ide´e de calculer la me´diane des valeurs de tous les pixels pre´sents dans la zone
mono-source pour chaque bande spectrale, sugge´re´e dans (Karoui, 2012). Cette ide´e
permet d’obtenir une estimation plus pre´cise de la valeur de la re´flectance du mate´riau
pur dans chaque bande spectrale. Autrement dit, chaque zone mono-source nous per-
met d’obtenir une estimation du vecteur sj correspondant au spectre du mate´riau pur
j de la manie`re suivante
sˆj =

me´diane(xΩ(1))
me´diane(xΩ(2))
...
me´diane(xΩ(N))

. (3.13)
3.3.2.2 Estimation par détection des paires de pixels purs
La me´thode pre´sente´e ci-dessus ne´cessite l’existence des zones mono-sources ((3×3)
ou (4×4) au minimum pour avoir une estimation fiable des coefficients de corre´lation).
Dans la suite, nous proposons une autre me´thode moins exigeante qui ne´cessite
l’existence de 2 pixels purs par mate´riau pur dans l’image. Cette condition est
ge´ne´ralement ve´rifie´e lorsque la re´solution spatiale de l’image n’est pas tre`s faible.
Sur la base de cette hypothe`se, nous comparons, deux a` deux, les spectres de tous
les pixels afin d’identifier les pixels purs existants contenant le meˆme mate´riau pur.
La comparaison peut eˆtre effectue´e en calculant les distances euclidiennes entre les
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spectres des pixels, de´finie par :
D(i, j) =
∥∥∥xi − xj∥∥∥
F
∀ i, j = 1, · · ·K et j > i, (3.14)
ou`
∥∥∥.∥∥∥
F
repre´sente la norme de Frobenius.
Pour des pixels purs compose´s du meˆme mate´riau, cette distance est nulle dans
le cas ide´al, et suffisamment petite, et donc infe´rieure a` un certain seuil, en pre´sence
d’un bruit faible.
Il est clair que cette condition est une condition ne´cessaire pour que les pixels de´tecte´s
soient conside´re´s comme pixels purs associe´s au meˆme mate´riau. La suffisance de cette
condition en tenant compte des contraintes physiques n’a pas e´te´ prise en compte
dans cette the`se, mais me´rite d’eˆtre e´tudie´e ulte´rieurement.
3.3.3 Clustering
L’e´tape pre´ce´dente nous fournit des estimations des spectres des mate´riaux purs
pre´sents dans l’image. Cependant, il est possible que l’image contienne plusieurs zones
mono-sources (dans la premie`re approche) ou plusieurs paires de pixels purs (dans la
deuxie`me approche) contenant le meˆme mate´riau pur. Ainsi, cette e´tape risque de nous
fournir de nombreuses estimations des spectres de mate´riaux purs. Par conse´quent,
les spectres des mate´riaux purs de´tecte´s a` l’e´tape pre´ce´dente doivent eˆtre groupe´s,
en fonction de leur similarite´, dans L groupes, correspondant aux L mate´riaux purs
recherche´s. Pour y arriver, nous avons recours a` une me´thode de classification non
supervise´e ou “clustering”. En effet, le clustering vise a` regrouper un ensemble de
donne´es he´te´roge`nes en diffe´rents groupes homoge`nes, appele´s “clusters”, en se basant
sur le calcul d’une distance ou d’une mesure de similarite´, ce qui nous permet de classer
les spectres se´lectionne´s pre´ce´demment en L classes selon le crite`re de similarite´ mesure´.
Les algorithmes de clustering les plus utilise´s sont l’algorithme k-means (Macqueen,
1967) et ses variantes telles que k-me´dianes (Dohan et al, 2015) et k-me´do¨ıdes (Kauf-
man and Rousseeuw, 1987). Dans cette e´tude, nous utilisons l’algorithme k-moyennes,
qui s’est ave´re´ assez performant pour de´terminer les diffe´rentes classes des spectres
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purs. Le principe de cet algorithme est le suivant : tout d’abord, il choisit k cen-
tres initiaux, ou` k repre´sente le nombre de clusters et est fixe´ par l’utilisateur. Le
parame`tre k correspond, dans notre proble`me, a` L, le nombre des mate´riaux purs es-
time´ pre´ce´demment. Ensuite, chaque point des donne´es, c-a`-d dans notre cas chaque
spectre de mate´riau pur estime´, est assigne´ au cluster dont le centre est le plus proche
du point examine´. Par la suite, le centre de chaque cluster est recalcule´ par la moyenne
des points appartenant au meˆme cluster selon la nouvelle partition. Ces deux dernie`res
e´tapes sont re´pe´te´es jusqu’a` la convergence de l’algorithme vers une partition stable,
autrement dit, jusqu’a` ce que les centres des clusters ne changent plus.
3.3.4 Estimation des coeﬃcients d'abondance et quadratiques
Une fois que nous avons extrait les signatures spectrales des mate´riaux purs, il nous
reste a` estimer leurs fractions d’abondance et les coefficients quadratiques. Comme
mentionne´ dans l’e´quation (3.2), les fractions d’abondance et les coefficients quadra-
tiques sont non-ne´gatifs et la somme des fractions d’abondance doit eˆtre e´gale a` un
dans chaque pixel. Donc, pour les extraire, nous avons besoin d’une me´thode qui prend
en compte la non-ne´gativite´ des donne´es. A` cette fin, nous avons utilise´ la me´thode
des Moindres Carre´s avec contrainte de Non-Ne´gativite´ (MCNN) (Lawson and Han-
son, 1995) applique´e a` chaque pixel i de l’image et nous l’avons adapte´e afin de tenir
compte de la somme e´gale a` un des fractions d’abondance.
E´tant donne´s une matrice Bˆ et un vecteur colonne d, la me´thode MCNN vise a`
trouver un vecteur non ne´gatif zˆ de manie`re a` minimiser∥∥∥Bˆzˆ− d∥∥∥
F
. (3.15)
Pour un mode`le de me´lange line´aire, les entre´es de la me´thode MCNN sont une
matrice Bˆ, de taille (N ×L), contenant les estime´s des L spectres des mate´riaux purs
sˆj, et un vecteur colonne d, de taille N , contenant le spectre observe´ xi associe´ au pixel
i. La sortie de la me´thode est un vecteur colonne zˆ de taille L contenant les estime´es
des fractions d’abondance aj(i), ∀j = 1, · · · , L, des L mate´riaux purs pre´sents dans le
pixel i.
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Nous allons dans la suite appliquer cette me´thode pour estimer les fractions
d’abondance et les coefficients quadratiques du me´lange LQ. Pour cela, nous
re´e´crivons le mode`le LQ pre´sente´ dans l’e´quation (3.1) en utilisant la notation
matricielle suivante :
Bz = d, (3.16)
ou` B est une matrice, de taille (N × P ), contenant les vecteurs de l’ensemble des
sources e´tendues, de´finie comme suit
B = [s1 s2 · · · sL s1  s1 s1  s2 · · · sL  sL], (3.17)
z est un vecteur colonne de P e´le´ments, contenant tous les fractions d’abondance et
les coefficients quadratiques pre´sents dans le pixel i, de´fini comme :
z = [a1(i) a2(i) · · · aL(i) a1,1(i) a1,2(i) · · · aL,L(i)]T , (3.18)
et d est un vecteur colonne de N e´le´ments contenant le spectre observe´ xi du pixel i.
En utilisant cette nouvelle formulation, et avec la connaissance de la matrice Bˆ
l’estime´e de la matrice B (graˆce aux estimations de s1 , · · · , sL obtenues dans les e´tapes
pre´ce´dentes) et du vecteur d, nous pouvons appliquer la me´thode MCNN afin de
minimiser la fonction de couˆt (3.15), et donc de´terminer le vecteur zˆ contenant les
estime´s des fractions d’abondance aj (i) et des coefficients quadratiques aj,k(i) associe´s
au pixel i.
D’un autre coˆte´, la me´thode MCNN doit eˆtre adapte´e afin de respecter la contrainte
de somme e´gale a` un des fractions d’abondance, mentionne´e dans l’e´quation (3.2). Pour
cela, nous avons utilise´ l’ide´e sugge´re´e dans (Heinz and Chein-I-Chang, 2001) pour les
me´langes line´aires et nous l’avons adapte´e au me´langes line´aires-quadratiques dans
notre algorithme. Nous avons proce´de´ comme suit : nous avons ajoute´ une dernie`re
ligne a` la matrice Bˆ, dont les L premiers e´le´ments sont e´gaux a` une valeur constante
µ et les autres e´le´ments sont nuls, de cette manie`re
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Bˆ =
sˆ1 sˆ2 · · · sˆL sˆ1  sˆ1 sˆ1  sˆ2 · · · sˆL  sˆL
µ µ · · · µ 0 0 · · · 0
 , (3.19)
et nous avons ajoute´, au vecteur colonne d, un dernier e´le´ment e´gal a` µ comme suit
d =
xi
µ
 . (3.20)
En effectuant ces modifications sur la matrice Bˆ et le vecteur d, la minimisation de
la fonction de couˆt (3.15) permet le respect de la contrainte de somme e´gale a` un des
fractions d’abondance. Les de´tails sur le choix de µ sont mentionne´s dans (Heinz and
Chein-I-Chang, 2001).
3.4 Étude expérimentale
Dans cette section, nous pre´sentons les re´sultats de simulation obtenus par
l’approche propose´e. Elle est organise´e comme suit : tout d’abord, nous pre´sentons
le crite`re de performance utilise´ pour l’e´valuation de la qualite´ des re´sultats obtenus,
puis nous de´taillons les expe´riences re´alise´es avec les diffe´rents types de donne´es.
3.4.1 Critère de performance
Afin d’e´valuer les performances de la me´thode propose´e, nous avons calcule´ l’Erreur
Quadratique Moyenne Normalise´e (EQMN). Comme indique´ par son appellation, ce
crite`re permet de mesurer la moyenne du carre´ de l’erreur entre les valeurs re´elles et les
valeurs estime´es, normalise´e par la moyenne du carre´ des valeurs re´elles. Les EQMN
entre les valeurs re´elles des spectres des mate´riaux purs, des fractions d’abondance et
des coefficients quadratiques, et leurs valeurs estime´es, sont donne´es par
EQMNsj =
∑N
n=1(sj(n)− sˆj(n))2∑N
n=1 sj(n)
2
, j = 1, · · · , L (3.21)
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EQMNaj =
∑K
i=1(aj(i)− aˆj(i))2∑K
i=1 aj(i)
2
, j = 1, · · · , L (3.22)
EQMNaj,k =
∑K
i=1(aj,k(i)− aˆj,k(i))2∑K
i=1 aj,k(i)
2
, j, k = 1, · · · , L et k ≥ j (3.23)
Dans ces formules, “ ˆ ” se re´fe`re aux valeurs estime´es apre´s suppression des
inde´terminations de permutation.
Afin de re´duire la quantite´ des re´sultats rapporte´s, nous calculons l’EQMN moyenne
sur toutes les sources de la manie`re suivante
EQMNs =
1
L
L∑
j=1
EQMNsj , (3.24)
ou` L est le nombre de sources.
De meˆme, nous calculons l’EQMN moyenne sur tous les coefficients de me´lange
(fractions d’abondance et coefficients quadratiques) :
EQMNa =
1
P
(
L∑
j=1
EQMNaj +
L∑
j=1
L∑
k=j
EQMNaj,k). (3.25)
ou` P est le nombre total des fractions d’abondance et des coefficients quadratiques.
3.4.2 Expériences réalisées et résultats
Dans les expe´riences effectue´es, nous avons conside´re´ les donne´es suivantes :
 Expe´rience 1 : les observations sont des me´langes artificiels et non-bruite´s
ge´ne´re´s a` partir de spectres de re´flectance re´els et coefficients de me´lange ale´atoires
mais re´alistes.
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 Expe´rience 2 : les observations sont des me´langes artificiels bruite´s ge´ne´re´s a`
partir de spectres de re´flectance re´els et coefficients de me´lange ale´atoires mais
re´alistes.
 Expe´rience 3 : Les observations sont des me´langes artificiels, bruite´s et non
bruite´s, ge´ne´re´s a` partir de spectres de re´flectance re´els et cartes de classification
re´elles.
Les de´tails des tests de simulation sont montre´s dans les paragraphes suivants.
3.4.2.1 Expérience 1
Dans cette expe´rience, nous avons voulu tester notre me´thode dans le cas le plus
simple ou` les observations sont des me´langes artificiels de spectres re´els sans pre´sence
de bruit dans les me´langes ge´ne´re´s. Les spectres utilise´s dans cette expe´rience ont e´te´
puise´s d’une bibliothe`que spectrale de neuf mate´riaux pre´sents dans les zones urbaines,
chacun mesure´ pour 126 longueurs d’onde de 0,4 a` 2,5 µm1. Ces mate´riaux sont
: asphalte, be´ton, brique, gravier, trottoir, tuile, pelouse, terre et aluminium. Les
spectres de ces mate´riaux sont pre´sente´s dans la Figure 3.2.
Selon l’e´quation (3.1), nous avons utilise´ cet ensemble de spectres pour ge´ne´rer 126
images synthe´tiques chacune associe´e a` une bande spectrale. Chaque image est forme´e
de 50 × 50 pixels. Les fractions d’abondance et les coefficients quadratiques utilise´s
pour produire ces me´langes ont e´te´ cre´e´s par un processus ale´atoire mais re´aliste, en
respectant les contraintes physiques cite´es dans l’e´quation (3.2). Plus pre´cise´ment,
les fractions d’abondance et les coefficients quadratiques sont ge´ne´re´s par des valeurs
ale´atoires uniforme´ment re´parties dans les intervalles [0, 1] et [0, 0.5], respectivement,
et la somme des fractions d’abondance sur chaque pixel est e´gale a` 1.
Afin d’assurer la pre´sence des pixels purs dans l’image, ces pixels ont e´te´ ge´ne´re´s
dans des positions ale´atoires : la valeur de la fraction d’abondance d’un mate´riau pur
a e´te´ mise a` 1, et les autres fractions d’abondance et coefficients quadratiques ont e´te´
mis a` ze´ro dans un tel pixel. Le pourcentage de pre´sence des pixels purs par mate´riau
est e´gal au moins a` 6% et au plus a` 10%.
1Base de donne´es Memoires (http://www.onera.fr/data/memoires).
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Figure 3.2: Spectres des mate´riaux purs
Tableau 3.1: EQMN pour un me´lange de 2 a` 5 mate´riaux purs
```````````````Moyenne EQMN
Nombre de
mate´riaux
2 3 4 5
Spectres des mate´riaux purs 3.27 10−32 7.98 10−32 8.66 10−32 9.95 10−32
Coefficients
d’abondance/quadratiques 3.95 10−26 2.10 10−24 2.71 10−13 1.00 10−11
Dans cette expe´rience, nous avons effectue´ plusieurs tests en variant, a` chaque fois,
le nombre et la nature des mate´riaux purs me´lange´s. Dans chaque test, nous avons
effectue´ une dizaine de simulations et, a` chaque simulation, les fractions d’abondance
et les coefficients quadratiques ont e´te´ modifie´s et les spectres des mate´riaux purs ont
e´te´ choisis ale´atoirement parmi les 9 spectres pre´sente´s ci-dessus. L’estimation des
spectres des mate´riaux purs a e´te´ re´alise´e selon la me´thode de´taille´e dans la Section
3.3.2.2.
Le tableau 3.1 montre les valeurs moyennes des EQMN calcule´es pour 4 tests re´alise´s
correspondant aux me´langes de 2 a` 5 mate´riaux purs.
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Nous pouvons remarquer que les valeurs obtenues pour l’EQMN des spectres de
mate´riaux purs sont presque nulles (environ 10−32). De meˆme, les EQMN corre-
spondant aux fractions d’abondance et aux coefficients quadratiques sont tre`s petites
(infe´rieures a` 10−11). Par conse´quent, nous avons re´ussi a` extraire les spectres de
mate´riaux purs et leurs contributions relatives, ce qui confirme les bonnes performances
de la me´thode propose´e lors de l’utilisation des images synthe´tiques non bruite´es et
contenant des pixels purs.
3.4.2.2 Expérience 2
Dans cette deuxie`me expe´rience, notre but est de tester notre me´thode dans le cas
ou` les observations sont des me´langes artificiels de spectres re´els avec la pre´sence de
bruit dans les me´langes. Pour cela, nous avons d’abord utilise´ la proce´dure de´crite
dans l’Expe´rience 1 pour la ge´ne´ration des images synthe´tiques. Nous avons ensuite
ajoute´ a` ces images un bruit gaussien et i.i.d..
Dans les premie`res simulations effectue´es, notre objectif est l’e´valuation de la ro-
bustesse de la me´thode face a` l’augmentation du taux de bruit dans les images ge´ne´re´es.
En ajoutant progressivement du bruit, nous avons calcule´ le Rapport Signal sur Bruit
(RSB) de la manie`re suivante :
RSB = 10× log10
N∑
n=1
K∑
i=1
xi(n)
2
N∑
n=1
K∑
i=1
bi(n)2
. (3.26)
Pour chaque niveau de bruit, nous avons effectue´ une dizaine de simulations et, a`
chaque simulation, les fractions d’abondance et les coefficients quadratiques ont e´te´
modifie´s et les spectres des mate´riaux purs ont e´te´ se´lectionne´s ale´atoirement. Le
nombre de mate´riaux purs utilise´ dans chaque simulation a e´te´ fixe´ a` 2.
Le Tableau 3.2 montre les valeurs moyennes des EQMN en variant le RSB de 80
dB a` 30 dB.
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Tableau 3.2: EQMN pour un me´lange de 2 mate´riaux purs avec un RSB variant de 30 a` 80 dB
hhhhhhhhhhhhhhhhhhMoyenne EQMN
RSB (dB)
80 60 50 40 30
Spectres des mate´riaux purs 1.62 10−11 1.07 10−9 1.97 10−8 2.58 10−7 7.9 10−4
Coefficients
d’abondance/quadratiques 7.99 10−5 1.77 10−4 7.24 10−3 2.54 10−2 2.43 10−1
Tableau 3.3: EQMN pour des me´langes de 2 a` 5 mate´riaux purs avec RSB=50 dB
`````````````````Moyenne EQMN
Nombre de
mate´riaux 2 3 4 5
Spectres des mate´riaux purs 1.97 10−8 2.79 10−8 4.39 10−8 6.31 10−8
Coefficients
d’abondance/quadratiques 7.24 10−3 4.40 10−2 5.74 10−2 4.11 10−1
Nous pouvons remarquer que l’EQMN moyenne associe´e aux spectres des mate´riaux
purs est faible jusqu’a` un RSB e´gal a` 40 dB (∼ 10−7). Dans ce cas, l’EQMN moyenne
associe´e aux coefficients d’abondance et quadratiques est acceptable (≤ 2.54 × 10−2
pour RSB=40 dB). A partir d’un RSB = 30 dB, les re´sultats se de´gradent : on obtient
une EQMN moyenne e´gale a` 7.9 × 10−4 pour les spectres et une EQMN moyenne
e´gale a` 2.43× 10−1 pour les fractions d’abondance et les coefficients quadratiques.
Par la suite, nous avons e´value´ les performances de la me´thode propose´e en fonction
du nombre des mate´riaux purs pre´sents dans l’image synthe´tique bruite´e. Nous nous
sommes limite´s au calcul des EQMN pour des me´langes contenant de 2 a` 5 mate´riaux
purs. Dans chaque test, nous avons effectue´ une dizaine de simulations et, a` chaque
simulation, les fractions d’abondance et les coefficients quadratiques ont e´te´ modifie´s
et les spectres des mate´riaux purs ont e´te´ choisis ale´atoirement. Les re´sultats obtenus
pour un RSB e´gal a` 50 dB sont montre´s dans le Tableau 3.3.
Nous pouvons remarquer que les valeurs obtenues pour l’EQMN associe´e aux spec-
tres sont faibles (∼ 10−8). Pour ce qui est des coefficients d’abondance et quadratiques,
les re´sultats obtenus sont acceptables jusqu’a` un nombre de mate´riaux purs e´gal a` 4
(≤ 5.74 × 10−2). Par ailleurs, nous avons constate´ que, dans toutes nos expe´riences,
l’EQMN des spectres est plus faible que l’EQMN des coefficients d’abondance et
quadratiques. Cela est duˆ au fait que cette dernie`re est calcule´e sur tout l’ensemble des
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coefficients et pas seulement sur les fractions d’abondance. Ainsi, l’estimation moins
bonne des coefficients quadratiques engendre la de´gradation du re´sultat de l’estimation
totale. Malgre´ ce fait, nous pouvons constater les bonnes performances de la me´thode
propose´e lors de l’utilisation des donne´es synthe´tiques en pre´sence de bruit faible.
3.4.2.3 Expérience 3
Dans cette expe´rience, nous avons voulu tester notre me´thode dans le cas d’une
configuration plus re´aliste que celles utilise´es dans les expe´riences pre´ce´dentes.
Ainsi, dans une premie`re expe´rimentation, nous avons ge´ne´re´ une image hyperspectrale
synthe´tique a` partir des cartes de classification d’occupation des sols d’une image
satellitaire re´elle. Cette dernie`re, pre´sente´e dans la Figure 3.3, correspond a` une re´gion
de la ville de Toulouse.
Figure 3.3: Image satellitaire d’une re´gion de Toulouse
Nous avons classifie´ cette image satellitaire, qui est de taille (500×500) pixels, a` l’aide
du logiciel de traitement d’images de te´le´de´tection ENVI (ENvironment for Visualizing
Images) en tenant compte de la pre´sence de quatre mate´riaux purs seulement qui
sont : l’asphalte, la tuile, le gravier, et la ve´ge´tation. A partir de cette classification
d’occupation des sols, nous avons de´duit quatre cartes d’abondance pour les quatre
mate´riaux contenant chacune (50×50) pixels. Ceci a e´te´ re´alise´ en calculant les valeurs
moyennes des pixels de la classification sur une feneˆtre glissante de taille (10×10) pixels.
Ces cartes d’abondances sont pre´sente´es dans la Figure 3.4. Ces cartes contiennent au
moins 13% de pixels purs et au plus 15% de pixels purs.
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Figure 3.4: Cartes d’abondances de´duites a` partir de l’image de Toulouse
En outre, nous avons ge´ne´re´ les coefficients quadratiques aj,k avec des valeurs ale´atoires
uniforme´ment distribue´es sur [0, 0.5] afin d’aboutir a` un me´lange line´aire-quadratique.
Les spectres de mate´riaux purs choisis ont e´te´ pris de la base spectrale utilise´e dans
l’Expe´rience 1. Pour la ve´ge´tation, nous avons utilise´ le spectre de la pelouse.
L’estimation des spectres des mate´riaux purs a e´te´ re´alise´e comme dans les expe´riences
pre´ce´dentes selon la me´thode de´taille´e dans la Section 3.3.2.2.
Le Tableau 3.4 montre les re´sultats de simulations obtenus dans cette expe´rience
lorsque l’image est non bruite´e d’une part, et d’autre part en variant la moyenne du
RSB de 80 dB a` 30 dB.
Nous pouvons remarquer que l’EQMN associe´e aux spectres des mate´riaux purs est
faible jusqu’a` un RSB e´gal a` 50 dB (∼ 10−8). L’EQMN calcule´e pour les coefficients
d’abondance et quadratiques est acceptable jusqu’a` un RSB de 50 dB.
La Figure 3.5 montre les cartes d’abondances estime´es dans le cas ide´al sans pre´sence
de bruit.
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Tableau 3.4: EQMN pour l’Expe´rience 3 avec un RSB variant de 30 a` 80 dB
XXXXXXXXXXXXEQMN
RSB (dB) ∞ 80 60 50 40 30
Spectres des mate´riaux
purs 7.18 10−32 2.57 10−11 2.68 10−9 2.27 10−8 3.12 10−7 2.54 10−6
Coefficients
d’abondance/quadratiques 5.31 10−25 2.18 10−4 1.64 10−2 9.12 10−2 3.52 10−1 6.25 10−1
Figure 3.5: Cartes d’abondances estime´es
Nous pouvons remarquer la bonne estimation des 4 cartes d’abondance en les com-
parant aux cartes d’abondances pre´sente´es dans la Figure 3.4, ce qui montre en-
core l’efficacite´ de la me´thode propose´e dans la se´paration des me´langes line´aires-
quadratiques avec la pre´sence de pixels purs.
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Une deuxie`me expe´rimentation a e´te´ re´alise´e en cre´ant une image hyperspectrale
a` partir de 8 cartes d’abondance re´alistes, de dimension (400 × 400) pixels, qui
sont ge´ne´re´es a` partir d’une classification d’occupation de sols re´elle (Karoui, 2012).
L’ensemble des cartes est pre´sente´ dans la Figure 3.6. Ces cartes d’abondance conti-
ennent au moins 1.5% et au plus 18% de pixels purs.
Figure 3.6: Les 8 cartes d’abondance originales
Comme dans les expe´riences pre´ce´dentes, les coefficients quadratiques ont e´te´
ge´ne´re´s avec des valeurs ale´atoires uniforme´ment distribue´es sur l’intervalle [0, 0.5]
pour aboutir a` un me´lange line´aire-quadratique. Les 8 spectres de mate´riaux purs
utilise´s ont e´te´ pris de la base spectrale pre´sente´e en Figure 3.2. Selon l’e´quation (3.1),
Chapitre 3. Une me´thode d’ACPa pour le de´me´lange hyperspectral des me´langes
line´aires-quadratiques 82
nous avons utilise´ cet ensemble de spectres, les cartes d’abondance et les coefficients
quadratiques pour ge´ne´rer une image hyperspectrale non-bruite´e.
Vu que les cartes d’abondance contiennent des zones e´tendues ou` seulement un seul
mate´riau pur est pre´sent, nous avons utilise´ la me´thode base´e sur la de´tection des zones
mono-sources de´crite en section 3.3.2.1 afin d’estimer les spectres des mate´riaux purs.
Pour ce faire, nous avons analyse´ l’image sur des petites zones d’analyse adjacentes de
taille (4 × 4) pixels. Les cartes d’abondance estime´es, ainsi que les spectres re´els et
estime´s sont pre´sente´s dans les Figures 3.7 et 3.8, respectivement.
Figure 3.7: Les 8 cartes d’abondance estime´es
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Figure 3.8: Les 8 spectres estime´s
Nous pouvons remarquer que nous arrivons a` estimer parfaitement les 8 spectres des
mate´riaux purs : les courbes sont bien confondues et l’EQMNs est e´gale a` 5.40×10−29.
De meˆme, nous remarquons que nous avons bien estime´ les 8 cartes d’abondance et
l’EQMNa de l’ensemble des fractions d’abondance et coefficients quadratiques est e´gale
a` 1.22 × 10−7. Ainsi, nous pouvons de´duire les bonnes performances de la me´thode
propose´e lors de la pre´sence des zones mono-sources dans l’image hyperspectrale.
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3.5 Conclusions
Dans ce chapitre, nous nous sommes inte´resse´s au de´me´lange non line´aire d’images
hyperspectrales de te´le´de´tection urbaine en utilisant un mode`le line´aire-quadratique.
Nous avons propose´ une approche qui identifie, d’abord, le nombre des mate´riaux purs
dans l’image, puis estime les spectres des mate´riaux purs, en de´tectant soit des zones
mono-sources soit des paires de pixels purs, et qui extrait finalement leurs fractions
d’abondance et coefficients quadratiques. Les re´sultats expe´rimentaux ont montre´
que nous avons re´ussi a` de´composer chaque spectre de pixel me´lange´ en plusieurs
spectres de mate´riaux purs, et leurs contributions relatives dans le cas des images
hyperspectrales non bruite´es ou en pre´sence d’un bruit faible.
Par ailleurs, l’estimation des spectres des pixels purs peut eˆtre effectue´e d’une
autre fac¸on plus robuste pour e´viter les fausses de´tections des pixels purs, dans le
cas ou` deux mixels ont des spectres identiques. Ceci est possible en modifiant l’e´tape
d’estimation des spectres des mate´riaux purs de´crite dans la Section 3.3.2.2 par la
comparaison de plus de deux spectres de pixels.
De plus, la de´tection des spectres des pixels purs peut eˆtre effectue´e en calculant le
coefficient d’intercorre´lation entre les spectres des pixels au lieu de calculer la distance
euclidienne surtout lorsqu’il s’agit d’une image bruite´e vu que la corre´lation est moins
sensible au bruit.
L’approche propose´e dans ce chapitre est efficace lors de la pre´sence des zones mono-
sources ou des pixels purs dans l’image, mais elle n’est plus applicable si aucune de
ces hypothe`ses n’est ve´rifie´e. Pour cela, une autre me´thode qui ne se base pas sur
l’hypothe`se de la parcimonie est pre´sente´e dans le chapitre suivant.
Chapitre 4
Une me´thode de NMF base´e sur
l’estimateur du maximum a
posteriori (MAP) pour le
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4.1 Introduction
Dans le chapitre pre´ce´dent, nous avons propose´ une me´thode ACPa pour le de´me´langedes images hyperspectrales urbaines me´lange´es selon le mode`le LQ. Cette me´thode
est base´e sur l’hypothe`se d’existence des zones mono-sources ou des paires de pixels
purs par mate´riau dans le me´lange. Ne´anmoins, cette hypothe`se n’est pas toujours
re´aliste, notamment pour les images hyperspectrales a` basse re´solution spatiale.
Dans ce chapitre, nous proposons une autre me´thode de se´paration de sources
adapte´e au mode`le LQ, qui n’exploite pas la parcimonie mais plutoˆt les informations
a priori sur les inconnus du proble`me. Comme dans le chapitre pre´ce´dent, notre but
est de de´composer le spectre observe´ dans chaque pixel de l’image en un ensemble de
spectres de mate´riaux purs, ainsi que leurs fractions d’abondance et leurs coefficients
quadratiques. A` cette fin, nous proposons une me´thode de Factorisation en Matrices
Non-ne´gatives (NMF) se basant sur l’estimateur du Maximum A Posteriori (MAP).
L’ide´e principale de cette me´thode est de prendre en compte l’information pre´alable
disponible sur la distribution des coefficients de me´lange line´aires et quadratiques afin
de mieux les estimer.
Ce chapitre est organise´ comme suit. Nous commenc¸ons par un rappel sur le mode`le
de me´lange LQ et la me´thode NMF. Ensuite, nous pre´sentons les lois de probabilite´
utilise´es pour mode´liser les parame`tres de me´lange, et nous en de´duisons une fonction
de couˆt adapte´e a` l’estimation MAP. Nous minimisons enfin cette fonction en utilisant
diffe´rents algorithmes d’optimisation. Les re´sultats de simulation sur diffe´rents types
de donne´es, sont pre´sente´s a` la fin du chapitre.
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4.2 Formulation du problème
4.2.1 Modèle Linéaire-Quadratique
Rappelons que dans une image hyperspectrale urbaine acquise dans N bandes spec-
trales et compose´e par K pixels, il a e´te´ de´montre´ (Meganem et al, 2014a) que le spectre
de re´flectance observe´ dans un pixel i peut eˆtre conside´re´ comme un me´lange LQ de
L spectres de re´flectance de mate´riaux purs, appele´s encore “sources”, comme indique´
dans l’e´quation suivante :
xi =
L∑
j=1
aj(i)sj +
L∑
j=1
L∑
k=j
aj,k(i)sj  sk + bi, (4.1)
ou` xi = [xi(1 ), ..., xi(N )]
T est le spectre associe´ au pixel observe´ i, sj = [sj (1 ), ..., sj (N )]
T
est le spectre du mate´riau pur j, aj (i) est la fraction d’abondance du mate´riau pur j
dans le pixel i, aj,k(i) est le coefficient quadratique associe´ aux mate´riaux purs j et
k dans le pixel i, le symbole  repre´sente le produit terme a` terme de Hadamard, et
bi est un bruit additif, conside´re´ gaussien, de moyenne nulle, i.i.d., et de variance σ
2
n.
L’ensemble des vraies sources sj et les pseudo-sources sj  sk sont appele´es sources
e´tendues.
Il convient e´galement de rappeler que les e´tudes physiques re´alise´es dans (Meganem
et al, 2014a) ont montre´ que les contraintes physiques suivantes doivent eˆtre ve´rifie´es :

sj(n) ≥0
aj(i) ≥0
L∑
j=
aj(i) = 1
aj,k(i) ∈[0, 0.5]
∀

1 ≤ i ≤ K
1 ≤ j ≤ L
j ≤ k ≤ L
1 ≤ n ≤ N
(4.2)
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4.2.2 Factorisation en Matrices Non-négatives (NMF)
D’apre`s (4.2), les sources et les coefficients de me´lange sont non-ne´gatifs. Ainsi,
nous devons avoir recourt a` une me´thode de de´me´lange qui permet de respecter cette
proprie´te´ de non-ne´gativite´. Notre choix s’est porte´ vers la me´thode de Factorisation
en Matrices Non-ne´gatives ou NMF qui permet de respecter cette proprie´te´. Rappelons
que le principe de la NMF propose´e par Lee et Seung (Lee and Seung, 1999, 2001) est
le suivant : e´tant donne´ une matrice de donne´es non-ne´gative V, la NMF consiste a`
trouver une factorisation approche´e de V ≈WH en matrices non-ne´gatives W et H.
Nous minimisons souvent un crite`re quadratique, de´fini par
f(W,H) = ‖V−WH‖2F . (4.3)
La me´thode NMF de base est seulement adapte´e au mode`le line´aire, ce qui n’est pas
notre cas. Dans cette e´tude, nous cherchons a` e´tendre cette me´thode afin de prendre
en compte les coefficients quadratiques, d’une part, et les informations a priori sur les
parame`tres de me´lange d’autre part. Cela ne´cessite la re´e´criture du mode`le de me´lange
line´aire-quadratique sous la forme matricielle suivante (Meganem et al, 2014b)
X = AS + B , (4.4)
ou`
 X = [ x1 · · ·xK ]T est la matrice contenant les K vecteurs d’observation.
 A =

a1(1) · · · aL(1) a1,1(1) · · · aL,L(1)
...
. . .
...
...
. . .
...
a1(K) · · · aL(K) a1,1(K) · · · aL,L(K)
 est la matrice contenant les
fractions d’abondance et les coefficients quadratiques.
 S = [ s1 · · · sL s1 s1 · · · sL sL ]T est la matrice contenant les sources e´tendues,
c’est-a`-dire les vraies sources et leurs produits deux a` deux.
 B = [ b1 · · ·bK ]T est la matrice contenant les K vecteurs de bruit.
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Il est a` noter que cette e´criture matricielle permet de transformer le me´lange LQ
en un me´lange line´aire des sources e´tendues.
Dans ce qui suit, nous expliquons comment les informations a priori disponibles
sur les coefficients de me´lange peuvent eˆtre utilise´es afin d’ame´liorer la me´thode NMF
adapte´e aux me´langes LQ (Meganem et al, 2014b) en de´terminant l’estimateur MAP.
4.3 Méthode proposée
4.3.1 Lois de probabilité a priori
Dans certains cas, des informations sur les inconnues du proble`me peuvent eˆtre
de´termine´es par les experts du domaine. L’utilisation de ces informations pre´alables
est tre`s avantageuse puisqu’elle permet de mieux estimer ces inconnues. L’exploitation
de cette connaissance peut eˆtre re´alise´e en mode´lisant les lois de probabilite´ a priori
des inconnues.
Dans cette partie, nous pre´sentons les lois a priori que nous proposons pour mode´liser
les coefficients de me´lange et les signaux sources.
4.3.1.1 Coeﬃcients de mélange
En supposant que les coefficients quadratiques sont inde´pendants entre eux et qu’il
sont aussi inde´pendants des fractions d’abondance, et en supposant que les parame`tres
de me´lange dans un pixel sont inde´pendants de ceux des autres pixels, nous pouvons
e´crire
f(A) =
K∏
i=1
[
f(a1(i), · · · , aL(i))
L∏
j=1
L∏
k=j
f(aj,k(i))
]
, (4.5)
ou` f repre´sente la densite´ de probabilite´.
D’apre`s (4.2), les fractions d’abondance associe´es a` chaque pixel doivent eˆtre a` la
fois non-ne´gatives, et de somme e´gale a` un. Elle peuvent donc eˆtre mode´lise´es par une
distribution de Dirichlet qui ve´rifie ces deux proprie´te´s (Nascimento and Bioucas-Dias,
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2007, 2012)
f(a1(i), · · · , aL(i)) =
Γ(
L∑
j=1
θj)
L∏
j=1
Γ(θj)
L∏
j=1
aj(i)
θj−1, (4.6)
ou` Γ est la fonction Gamma et θj sont les parame`tres de Dirichlet.
Des e´tudes nume´riques dans un environnement urbain re´alise´es dans (Meganem
et al, 2014a) ont montre´ que les coefficients quadratiques sont non-ne´gatifs et qu’ils
peuvent eˆtre mode´lise´s par une densite´ de probabilite´ de´croissante. En effet, dans la
plupart des pixels, les termes quadratiques dans le me´lange ont des valeurs faibles,
et ils ne prennent leurs valeurs les plus e´leve´es (0, 4 − 0, 5) que dans quelques pixels.
Ainsi, nous avons de´cide´ de mode´liser les coefficients quadratiques par une distribution
demi-gaussienne, comme suit :
f(aj,k(i)) =

2ϑj,k
pi
exp
(−(aj,k(i))2ϑ2j,k
pi
)
,∀aj,k(i) ≥ 0
0, ailleurs
(4.7)
ou` ϑj,k =
√
pi
σj,k
√
2
est le parame`tre de cette densite´.
4.3.1.2 Signaux sources
Comme aucune information a priori concernant les spectres des sources n’est disponible,
nous affectons a` chaque source une loi non-informative uniforme sur l’intervalle [0, 1].
4.3.2 Vraisemblance
La vraisemblance f(X|A,S) de´pend de la distribution du bruit pre´sent dans le
me´lange. E´tant donne´ que le bruit dans (4.4) est conside´re´ spatialement et spectrale-
ment i.i.d., gaussien, de moyenne nulle et de variance σ2n, alors la fonction f(X|A,S)
et son logarithme sont pre´sente´s respectivement comme suit
f(X|A,S) =
K∏
i=1
N∏
l=1
1√
2piσ2n
exp
(−(X − AS)2il
2σ2n
)
, (4.8)
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logf(X|A,S) = C − 1
2σ2n
||X−AS||2F , (4.9)
ou` (X − AS)il = xil −
L∑
j=1
aj(i)sjl −
L∑
j=1
L∑
k=j
aj,k(i)sjlskl, et C est une constante.
4.3.3 Estimateur MAP
Afin d’estimer les inconnues du proble`me, nous avons choisi d’utiliser l’estimateur
MAP. Comme son nom l’indique, le principe de ce dernier consiste a` maximiser la
densite´ de probabilite´ a posteriori f(A,S|X). L’avantage principal de l’estimateur
MAP est qu’il permet d’inclure les informations a priori sur les inconnues dans le
processus d’estimation. Ainsi, nous estimons les matrices inconnues A et S de la fac¸on
suivante
{Aˆ, Sˆ} = argmax
A,S
f(A,S|X) = argmax
A,S
f(X|A,S)f(A)f(S). (4.10)
Comme une loi non-informative uniforme a e´te´ affecte´e a` chaque signal source, l’estimateur
MAP s’e´crit comme suit
{Aˆ, Sˆ} = argmax
A,S
f(X|A,S)f(A) = argmax
A,S
[logf(X|A,S) + logf(A)] . (4.11)
Dans ces formules et les formules qui suivent, “ˆ” se re´fe`re aux valeurs estime´es.
4.3.4 Fonction de coût
En inse´rant (4.6) et (4.7) dans (4.5), nous obtenons
f(A) =
K∏
i=1

 Γ(
L∑
j=1
θj)
L∏
j=1
Γ(θj)
L∏
j=1
aj(i)
θj−1

 L∏
j=1
L∏
k=j
2ϑj,k
pi
exp
(−(aj,k(i))2ϑ2j,k
pi
)
 ,
(4.12)
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puis en calculant son logarithme,
log(f(A)) =
K∑
i=1
 log(Γ( L∑
j=1
θj))−
L∑
j=1
log(Γ(θj)) +
L∑
j=1
(θj − 1)log(aj(i))
+
L∑
j=1
L∑
k=j
(
log(
2ϑj,k
pi
)− ϑ
2
j,k
pi
aj,k(i)
2
), (4.13)
et en utilisant (4.9) et (4.11), l’estimateur MAP pour les inconnues A et S peut eˆtre
e´crit de la fac¸on suivante
{Aˆ, Sˆ} = argmax
A,S
[logf(X|A,S) + logf(A)]
= argmax
A,S
− 1
2σ2n
||X−AS||2F +
K∑
i=1
[
log(Γ(
L∑
j=1
θj))−
L∑
j=1
log(Γ(θj))
+
L∑
j=1
(θj − 1)log(aj(i)) +
L∑
j=1
L∑
k=j
(
log(
2ϑj,k
pi
)− ϑ
2
j,k
pi
aj,k(i)
2
)]
+ C
.(4.14)
Ce proble`me de maximisation correspond a` celui de la minimisation de la fonction de
couˆt suivante
J =
1
2
||X− AˆSˆ||2F − ηR, (4.15)
ou` R est un terme de re´gularisation lie´ a` l’information a priori et de´fini par
R = KlogΓ(
L∑
j=1
θˆj)−K
L∑
j=1
logΓ(θˆj) +
L∑
j=1
[
(θˆj − 1)
K∑
i=1
log aˆj(i)
]
+
L∑
j=1
L∑
k=j
[
Klog(
2ϑˆj,k
pi
)− ϑˆ
2
j,k
pi
K∑
i=1
(aˆj,k(i))
2
]
, (4.16)
et η est un parame`tre de re´gularisation dont la valeur de´pend de la variance du bruit σ2n.
Dans la pratique, puisque σ2n est inconnue, la valeur de η est se´lectionne´e manuellement.
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4.3.5 Algorithmes d'optimisation
Dans cette partie, nous allons pre´senter les algorithmes d’optimisation utilise´s afin
de minimiser la fonction de couˆt J , de´finie dans l’e´quation (4.15).
Si les parame`tres θj et ϑj,k des distributions a priori sont connus, nous pouvons facile-
ment adapter la me´thode LQ-NMF de´crite dans (Meganem et al, 2014b) a` la fonc-
tion de couˆt (4.15) juste en tenant compte du terme de re´gularisation R, de´fini par
(4.16), lors du calcul du gradient par rapport aux e´le´ments de la matrice Aˆ, c-a`-d les
parame`tres aˆj(i) et aˆj,k(i). Cependant, en pratique, les parame`tres des densite´s de
probabilite´ ne sont pas exactement connus, bien que nous puissions avoir une ide´e sur
leurs domaines de variation possibles. Par exemple, si nous savons que la sce`ne observe´e
est compose´e de pixels tre`s me´lange´s, alors nous devons choisir des grandes valeurs
pour les parame`tres θˆj. En outre, puisque les valeurs des coefficients quadratiques
aˆj,k(i) sont re´parties dans l’intervalle [0, 0.5], les parame`tres ϑˆj,k devraient prendre des
grandes valeurs (correspondant a` des petites variances des densite´s demi-gaussiennes).
Ainsi, la fonction de couˆt J doit eˆtre minimise´e non seulement par rapport aux coeffi-
cients de me´lange et les spectres des sources, mais aussi par rapport aux parame`tres des
distributions a priori. Notons que cet objectif peut eˆtre atteint en utilisant les me´thodes
de Monte Carlo par Chaˆınes de Markov (MCMC) (S. Moussaoui and Carteret, 2006;
Dobigeon et al, 2008) au prix d’une augmentation significative du temps de calcul.
Les trois algorithmes d’optimisation que nous proposons dans les trois sous-sections
suivantes sont beaucoup plus rapides que les algorithmes MCMC.
4.3.5.1 Algorithme du gradient projeté (Grd LQ-MAP)
La premie`re me´thode d’optimisation utilise´e est l’algorithme du gradient projete´.
Il s’agit d’un algorithme du gradient a` pas fixe, qui projette, apre`s chaque ite´ration,
les valeurs des parame`tres de me´lange, des spectres des sources et des parame`tres des
distributions a priori estime´es dans leurs domaines de variation possibles. Les de´rive´es
de J par rapport aux diffe´rentes inconnues sont e´nume´re´es ci-dessous.
Dans ces formules, ψ repre´sente la fonction Digamma, c.a`.d la de´rive´e logarithmique
de la fonction Gamma. Pour calculer les de´rive´es de 1
2
||X − AˆSˆ||2F par rapport aux
parame`tres de me´lange et aux sources, nous utilisons les re´sultats fournis dans les
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Equations (4) et (8) de Meganem et al (2014b).
∂J
∂θˆ`
= −η[Kψ(
L∑
j=1
θˆj)−Kψ(θˆ`) +
K∑
i=1
logaˆ`(i)], (4.17)
∂J
∂ϑˆm,n
= −η[ K
ϑˆm,n
− 2ϑˆm,n
pi
K∑
i=1
(aˆm,n(i))
2], (4.18)
∂J
∂aˆm(`)
= [(AˆSˆ−X)SˆT ]m` − η θˆm − 1
aˆm(`)
, (4.19)
∂J
∂aˆm,n(`)
= [(AˆSˆ−X)SˆT ](mn)` + η
2ϑˆ2m,naˆm,n(`)
pi
, (4.20)
∂J
∂sˆpn
= [Aˆ
T
(AˆSˆ−X)]pn +
L∑
j=1,j 6=p
sˆjn[Aˆ
T
(AˆSˆ−X)](jp)n
+ 2sˆpn[Aˆ
T
(AˆSˆ−X)](pp)n, (4.21)
ou` par exemple (jp) est l’indice de la colonne de la matrice Aˆ correspondant aux
coefficients des termes quadratiques aˆj,p(n) et sˆpn de´signe l’e´le´ment (p, n) de la matrice
Sˆ.
Dans chaque ite´ration de l’algorithme du gradient projete´, les re`gles suivantes sont
utilise´es afin de mettre a` jour les parame`tres de me´lange, les spectres des sources et
les parame`tres des distributions a priori :
aˆj(i)←
[
aˆj(i)− µa ∂J
∂aˆj(i)
]
P
, (4.22)
aˆj,k(i)←
[
aˆj,k(i)− µa ∂J
∂aˆj,k(i)
]
P
, (4.23)
sˆji ←
[
sˆji − µs ∂J
∂sˆji
]
P
, (4.24)
θˆj ←
[
θˆj − µθ ∂J
∂θˆj
]
P
, (4.25)
ϑˆj,k ←
[
ϑˆj,k − µϑ ∂J
∂ϑˆj,k
]
P
, (4.26)
ou` µa, µs, µθ, µϑ sont les pas d’apprentissage du gradient ayant des petites valeurs
positives et fixes, et [u]P correspond a` la projection de u dans l’intervalle P . En effet,
si apre`s la mise a` jour du gradient, la valeur estime´e est en dehors de P , elle est
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remplace´e par la borne la plus proche de P (Lin, 2007). Ces intervalles sont [0, 1]
pour aˆj(i), [0, 0.5] pour aˆj,k(i), et [0,∞) pour sˆji. Concernant les parame`tres θˆj et
ϑˆj,k, si certaines informations sur leurs domaines de variation sont disponibles, elles
peuvent eˆtre utilise´es pour choisir les intervalles de projection, sinon ils sont projete´s
dans l’intervalle [0,∞).
Dans chaque ite´ration de l’algorithme, l’e´quation (4.24) est utilise´e pour mettre a`
jour les premie`res lignes de la matrice Sˆ (correspondant aux vraies sources), puis les
dernie`res lignes de Sˆ correspondent aux produits deux a` deux des premie`res lignes
sˆ(jp)n ← sˆjn × sˆpn. (4.27)
Pour garantir que la somme des fractions d’abondance soit e´gale a` 1, nous normalisons
leurs valeurs estime´es en les divisant par leur somme
aˆj(i)← aˆj(i)∑L
k=1 aˆk(i)
. (4.28)
Le re´capitulatif de cet algorithme est pre´sente´ dans Algorithme 1.
4.3.5.2 Algorithme multiplicatif projeté (Grd Mult-MAP)
L’un des algorithmes les plus utilise´s pour la me´thode NMF line´aire est l’algorithme
multiplicatif. L’avantage de cet algorithme est que les valeurs des pas d’apprentissage
sont auto-adaptatives a` chaque ite´ration. La me´thode de base de´veloppe´e par Lee
et Seung (Lee and Seung, 2001) pour le mode`le line´aire consiste a` re´aliser, a` chaque
ite´ration, les re`gles de mise a` jour suivantes :
Aˆ← Aˆ ((XSˆT ) (AˆSˆSˆT + ε), (4.29)
Sˆ← Sˆ ((AˆTX) (AˆT AˆSˆ + ε), (4.30)
ou`  repre´sente la division e´le´ment par e´le´ment et ε est une petite valeur ajoute´e au
de´nominateur pour e´viter une division par ze´ro.
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Algorithme 1 : Grd LQ-MAP
- Initialisation des parame`tres sˆpn, aˆm(l), aˆm,n(`), θˆ`, et ϑˆm,n.
Faire
- Mise a` jour des spectres des signaux sources :
sˆpn ←
[
sˆpn − µs
[
[Aˆ
T
(AˆSˆ−X)]pn +
L∑
j=1,j 6=p
sˆjn[Aˆ
T
(AˆSˆ−X)](jp)n + 2sˆpn[AˆT (AˆSˆ−
X)](pp)n
]]
P
sˆ(jp)n ← sˆjn × sˆpn
- Mise a` jour des fractions d’abondance :
aˆm(l)←
[
aˆm(l)− µa
[
[(AˆSˆ−X)SˆT ]m` − η θˆm−1aˆm(`)
]]
P
aˆm(l)← aˆm(l)∑L
k=1 aˆk(l)
- Mise a` jour des coefficients quadratiques :
aˆm,n(`)←
[
aˆm,n(`)− µa
[
[(AˆSˆ−X)SˆT ](mn)` + η 2ϑˆ
2
m,naˆm,n(`)
pi
]]
P
- Mise a` jour des parame`tres des distributions :
θˆ` ←
[
θˆ` + µθ η[Kψ(
L∑
j=1
θˆj)−Kψ(θˆ`) +
K∑
i=1
logaˆ`(i) ]
]
P
ϑˆm,n ←
[
ϑˆm,n + µϑη[
K
ϑˆm,n
− 2ϑˆm,n
pi
K∑
i=1
(aˆm,n(i))
2]
]
P
Jusqu’a` la convergence
Dans cette e´tude, nous modifions l’algorithme multiplicatif de base afin de traiter
le mode`le de me´lange line´aire-quadratique, et tenir compte des informations a priori
sur les coefficients de me´lange. Pour la mise a` jour des coefficients de me´lange, nous
avons adapte´ l’approche pre´sente´e dans (Cichocki et al, 2006) qui permet de garantir
la non-ne´gativite´ des donne´es afin de ve´rifier les contraintes physiques impose´es sur les
donne´es traite´es. De cette fac¸on, les pas d’apprentissage du gradient µaj et µaj,k sont
de´finis comme suit
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µaj(i) =
aˆj(i)
[Aˆ(SˆSˆ
T
)]ji
, µaj,k(i) =
aˆj,k(i)
[Aˆ(SˆSˆ
T
)](jk)i
, (4.31)
ce qui me`ne a` avoir les re`gles de mise a` jour suivantes
aˆj(i)←
[
aˆj(i)
[XSˆ
T
]ji + η
θˆj−1
aˆj(i)
[Aˆ(SˆSˆ
T
)]ji + ε
]
P
, (4.32)
aˆj,k(i)←
[
aˆj,k(i)
[XSˆ
T
](jk)i − η 2ϑˆ
2
j,kaˆj,k(i)
pi
[Aˆ(SˆSˆ
T
)](jk)i + ε
]
P
. (4.33)
Afin de garantir la somme e´gale a` 1 des fractions d’abondance, nous normalisons
les valeurs estime´es selon l’e´quation (4.28).
En ce qui concerne les signaux sources, puisque le terme de re´gularisation R ne
de´pend pas de Sˆ, nous utilisons les calculs effectue´s dans (Meganem et al, 2014b).
Ces calculs permettent de modifier la re`gle de mise a` jour de l’algorithme multiplicatif
line´aire pour prendre en compte les termes quadratiques. Ainsi, la mise a` jour de sˆpn
a e´te´ re´alise´e comme suit
sˆpn ← sˆpn
[Aˆ
T
X]pn + 2sˆpn[Aˆ
T
X](pp)n +
∑L
j=1,j 6=p sˆjn[Aˆ
T
X](jp)n
[Aˆ
T
AˆSˆ]pn + 2spn[Aˆ
T
AˆSˆ](pp)n +
∑L
j=1,j 6=p sˆjn[Aˆ
T
AˆSˆ](jp)n + 
. (4.34)
Par la suite, la mise a` jour des termes quadratique sˆ(jp)n a e´te´ re´alise´e comme dans
l’e´quation (4.27).
Afin de de´terminer les parame`tres des distributions θˆj et ϑˆi,j, nous avons garde´ les
lois de mise a` jour de´crites auparavant dans les e´quations (4.25) et (4.26), respective-
ment.
Le re´capitulatif de l’algorithme est pre´sente´ dans l’Algorithme 2.
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Algorithme 2 : Grd Mult-MAP
- Initialisation des parame`tres sˆpn, aˆm(l), aˆm,n(`), θˆ`, et ϑˆm,n.
Faire
- Mise a` jour des spectres des signaux sources :
sˆpn ←
[
sˆpn
[Aˆ
T
X]pn + 2sˆpn[Aˆ
T
X](pp)n +
∑L
j=1,j 6=p sˆjn[Aˆ
T
X](jp)n
[Aˆ
T
AˆSˆ]pn + 2sˆpn[Aˆ
T
AˆSˆ](pp)n +
∑L
j=1,j 6=p sˆjn[Aˆ
T
AˆSˆ](jp)n + 
]
P
sˆ(jp)n ← sˆjn × sˆpn
- Mise a` jour des fractions d’abondance :
aˆm(l)←
[
aˆm(l)
[XSˆ
T
]ml + η
θˆm−1
aˆm(l)
[Aˆ(SˆSˆ
T
)]ml + ε
]
P
aˆm(l)← aˆm(l)∑L
k=1 aˆk(l)
- Mise a` jour des coefficients quadratiques :
aˆm,n(l)←
[
aˆm,n(l)
[XSˆ
T
](mn)l − η 2ϑˆ
2
m,naˆm,n(l)
pi
[Aˆ(SˆSˆ
T
)](mn)l + ε
]
P
- Mise a` jour des parame`tres des distributions :
θˆ` ←
[
θˆ` + µθ η[Kψ(
L∑
j=1
θˆj)−Kψ(θˆ`) +
K∑
i=1
logaˆ`(i) ]
]
P
ϑˆm,n ←
[
ϑˆm,n + µϑη[
K
ϑˆm,n
− 2ϑˆm,n
pi
K∑
i=1
(aˆm,n(i))
2]
]
P
Jusqu’a` la convergence
4.3.5.3 Algorithme du gradient projeté modiﬁé (Grd LQ-MAP-modif)
Dans cette partie, nous de´crivons les modifications apporte´es a` l’algorithme du
gradient projete´ pre´sente´ dans l’Algorithme 1 afin de tenir compte de la contrainte de
somme e´gale a` 1 des fractions d’abondance directement dans le calcul des de´rive´es. En
effet, lors du calcul du gradient dans la Section 4.3.5.1, nous avons tenu compte de
la structure spe´cifique de la matrice Sˆ, c-a`-d du fait que les dernie`res lignes de cette
matrice sont les produits deux a` deux de ses premie`res lignes (voir l’e´quation (4.27)).
Ne´anmoins, nous n’avons pas utilise´ la structure de la matrice Aˆ, due a` la contrainte
somme e´gale a` un des fractions d’abondance, dans le calcul du gradient par rapport aux
parame`tres aˆm(l) fourni dans l’e´quation (4.19). Pour tenir compte de cette structure,
Chapitre 4. Une me´thode de NMF base´e sur l’estimateur du MAP pour le de´me´lange
hyperspectral des me´langes LQ 99
nous re´e´crivons la dernie`re fraction d’abondance aˆL de chaque pixel i en fonction de
toutes les autres fractions d’abondance de ce pixel : aˆL(i) = 1−
∑L−1
j=1 aˆj(i).
Par conse´quent, en tenant compte de cette nouvelle e´criture, la fonction de couˆt J
devient comme suit
J =
1
2
||X− AˆSˆ||2F − ηR∗, (4.35)
ou` R∗ est le nouveau terme de re´gularisation de´fini par
R∗ = KlogΓ(
L∑
j=1
θˆj)−K
L∑
j=1
logΓ(θˆj) +
L−1∑
j=1
[
(θˆj − 1)
K∑
i=1
logaˆj(i)
]
+ (θˆL − 1)
K∑
i=1
log
(
1−
L−1∑
j=1
aˆj(i)
)
+
L∑
j=1
L∑
k=j
[
Klog(
2ϑˆj,k
pi
)− ϑˆ
2
j,k
pi
K∑
i=1
(aˆj,k(i))
2
]
,
(4.36)
Ainsi, le calcul du gradient par rapport aux fractions d’abondance aˆm(l), pour
m = 1, ..., L− 1, est donne´ par
∂J
∂am(l)
= [AˆSˆ−X]l[sˆm − sˆL]T − η
[(θˆm − 1)
aˆm(l)
− (θˆL − 1)
1−∑L−1j=1 aˆj(l)
]
, ∀ 1 ≤ m ≤ (L− 1)
(4.37)
ou` [AˆSˆ−X]l correspond a` la ligne l de la matrice (AˆSˆ−X).
Apre`s la mise a` jour des (L − 1) premie`res fractions d’abondance avec la formule
(4.22), la dernie`re fraction d’abondance est mise a` jour de la manie`re suivante :
aˆL(l)← [1−
L−1∑
j=1
aˆj(l)]P . (4.38)
Les calculs de
∂J
∂aˆm,n(l)
,
∂J
∂sˆpn
,
∂J
∂ϑˆm,n
, et
∂J
∂θˆ`
, restent inchange´s. Et par la suite, leurs
re`gles de mise a` jour sont donne´es par les e´quations (4.23)-(4.26) de´crites auparavant.
L’illustration de l’algorithme est dans l’Algorithme 3.
Notons que la me´thode ci-dessus peut aussi eˆtre utilise´e en absence des informations
a priori sur les distributions des parame`tres de me´lange pour la prise en compte de
la structure de la matrice A dans le calcul du gradient. Il suffit de poser η = 0 dans
l’Algorithme 3. Nous obtenons ainsi une version ame´liore´e de l’algorithme Grd-LQ
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initial de Meganem et al (2014b) pre´sente´e dans l’Algorithme 4.
Algorithme 3 : Grd LQ-MAP-modif
- Initialisation des parame`tres sˆpn, aˆm(l), aˆm,n(`), θˆ`, et ϑˆm,n.
Faire
- Mise a` jour des spectres des signaux sources :
sˆpn ←
[
sˆpn − µs
[
[Aˆ
T
(AˆSˆ−X)]pn +
L∑
j=1,j 6=p
sˆjn[Aˆ
T
(AˆSˆ−X)](jp)n + 2sˆpn[AˆT (AˆSˆ−
X)](pp)n
]]
P
sˆ(jp)n ← sˆjn × sˆpn
- Mise a` jour des fractions d’abondance :
aˆm(l)←
[
aˆm(l)− µa
[
[AˆSˆ−X]l[sˆm − sˆL]T − η[ (θˆm − 1)
aˆm(l)
− (θˆL − 1)
1−∑L−1j=1 aˆj(l) ]
]]
P
∀ 1 ≤ m ≤ (L− 1)
aˆL(l)← [1−
∑L−1
m=1 aˆm(l)]P
- Mise a` jour des coefficients quadratiques :
aˆm,n(`)←
[
aˆm,n(`)− µa
[
[(AˆSˆ−X)SˆT ](mn)` + η 2ϑˆ
2
m,naˆm,n(`)
pi
]]
P
- Mise a` jour des parame`tres des distributions :
θˆ` ←
[
θˆ` + µθ η[Kψ(
L∑
j=1
θˆj)−Kψ(θˆ`) +
K∑
i=1
logaˆ`(i) ]
]
P
ϑˆm,n ←
[
ϑˆm,n + µϑη[
K
ϑˆm,n
− 2ϑˆm,n
pi
K∑
i=1
(aˆm,n(i))
2]
]
P
Jusqu’a` la convergence
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Algorithme 4 : Grd LQ-modif
- Initialisation des parame`tres sˆpn, aˆm(l), aˆm,n(`).
Faire
- Mise a` jour des spectres des signaux sources :
sˆpn ←
[
sˆpn − µs
[
[Aˆ
T
(AˆSˆ−X)]pn +
L∑
j=1,j 6=p
sˆjn[Aˆ
T
(AˆSˆ−X)](jp)n + 2sˆpn[AˆT (AˆSˆ−
X)](pp)n
]]
P
sˆ(jp)n ← sˆjn × sˆpn
- Mise a` jour des fractions d’abondance :
aˆm(l)←
[
aˆm(l)− µa
[
[AˆSˆ−X]l[sˆm − sˆL]T
]]
P
∀ 1 ≤ m ≤ (L− 1)
aˆL(l)← [1−
∑L−1
m=1 aˆm(l)]P
- Mise a` jour des coefficients quadratiques :
aˆm,n(`)←
[
aˆm,n(`)− µa
[
[(AˆSˆ−X)SˆT ](mn)`
]]
P
Jusqu’a` la convergence
4.4 Résultats de simulations
Dans cette partie, nous pre´sentons les re´sultats des simulations effectue´es afin
d’e´valuer les performances des me´thodes propose´es en les comparant a` la me´thode
Grd-LQ pre´sente´e dans (Meganem et al, 2014b), qui n’exploite pas les informations a
priori.
Nous nous contentons de tester les algorithmes Grd-LQ, Grd LQ-MAP, Grd Mult-
MAP et Grd LQ-MAP-modif pour un cas particulier du mode`le line´aire-quadratique,
appele´ mode`le biline´aire, ou` les coefficients quadratiques des termes au carre´ aj,j(i)
sont conside´re´s nuls. Autrement dit, nous supposons qu’il n’y a pas de re´flexion entre
les mate´riaux de meˆme nature. L’utilisation du mode`le biline´aire est faite simplement
pour simplifier le proble`me et pour re´duire le temps de calcul, sinon le principe reste
le meˆme qu’en utilisant le mode`le LQ.
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Cette partie est organise´e comme suit : tout d’abord, nous commenc¸ons par pre´senter
les crite`res de performances utilise´s afin d’e´valuer les performances des diffe´rents al-
gorithmes teste´s, puis nous de´taillons les re´sultats expe´rimentaux obtenus avec les
diffe´rents types de donne´es.
4.4.1 Critère de performance
Afin d’e´valuer et comparer les performances des algorithmes propose´s, nous avons
utilise´ le Rapport Signal sur Interfe´rence RSI (SIR pour l’appellation en anglais Signal-
to-Interference Ratio). Pour chaque signal source, fraction d’abondance et coefficient
quadratique, le RSI s’e´crit comme suit
RSIsj = 10 log10
∑N
n=1 sj(n)
2∑N
n=1(sj(n)− sˆj(n))2
, j = 1, · · · , L (4.39)
RSIaj = 10 log10
∑K
i=1 aj(i)
2∑K
i=1(aj(i)− aˆj(i))2
, j = 1, · · · , L (4.40)
RSIaj,k = 10 log10
∑K
i=1 aj,k(i)
2∑K
i=1(aj,k(i)− ˆaj,k(i))2
, j = 1, · · · , L− 1, k = j+ 1, · · · , L (4.41)
Dans ces formules, “ˆ” se re´fe`re aux valeurs estime´es en tenant compte des facteurs
d’e´chelle et de permutations.
Afin de re´duire la quantite´ des re´sultats rapporte´s, nous calculons plutoˆt le RSI moyen
sur toutes les sources de la manie`re suivante
RSIs =
1
L
L∑
j=1
RSIsj , (4.42)
avec L est le nombre de sources.
De meˆme, nous calculons le RSI moyen sur tous les coefficients de me´lange (fractions
d’abondance et coefficients quadratiques) :
RSIa =
1
P
(
L∑
j=1
RSIaj +
L−1∑
j=1
L∑
k=j+1
RSIaj,k), (4.43)
ou` P est le nombre total des fractions d’abondance et des coefficients quadratiques.
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4.4.2 Tests expérimentaux
Dans les tests effectue´s, nous avons conside´re´ les donne´es suivantes :
 Test 1 : les observations sont des me´langes artificiels ge´ne´re´s a` partir de deux
ou trois spectres synthe´tiques et coefficients de me´lange ale´atoires mais re´alistes.
 Test 2 : les observations sont des me´langes artificiels ge´ne´re´s a` partir de deux
ou trois spectres de re´flectance re´els et coefficients de me´lange ale´atoires mais
re´alistes.
 Test 3 : les observations sont des me´langes artificiels ge´ne´re´s a` partir de trois
spectres de re´flectance re´els, cartes d’abondance re´elles et coefficients quadra-
tiques ale´atoires mais re´alistes.
Pour les diffe´rents tests effectue´s, les images sont forme´es par 10×10 pixels. Les de´tails
sont montre´s dans les paragraphes suivants.
4.4.2.1 Test 1
Dans cette expe´rience, nous avons teste´ les algorithmes de´veloppe´s pour des me´langes
artificiels de deux et trois spectres synthe´tiques. Pour cela, nous avons ge´ne´re´ les
fractions d’abondance et les coefficients quadratiques en utilisant les distributions de
Dirichlet et demi-gaussienne pre´sente´es dans les e´quation (4.6) et (4.7), respective-
ment. Concernant le choix des parame`tres de distribution de Dirichlet, nous avons
conside´re´ θ = [70, 70] pour le cas d’un me´lange de deux mate´riaux et θ = [50, 50, 50]
pour le cas d’un me´lange de trois mate´riaux. Ces valeurs permettent d’avoir une sce`ne
tre`s me´lange´e sans la pre´sence de pixels purs. Le parame`tre des distributions demi-
gaussienne ϑj,k a e´te´ choisi e´gal a` 8.35 afin d’obtenir des valeurs de aj,k distribue´es
dans l’intervalle [0, 0.5]. Concernant les spectres synthe´tiques, nous avons ge´ne´re´ deux
et trois spectres synthe´tiques, selon le cas, forme´s de (N = 126) valeurs uniforme´ment
re´parties dans l’intervalle [0, 1].
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Nous avons effectue´ 100 simulations de Monte Carlo pour chaque algorithme
teste´. Dans chaque simulation, nous ge´ne´rons de nouvelles valeurs pour les fractions
d’abondance, les coefficients quadratiques, et les spectres synthe´tiques. Les parame`tres
a` estimer ont e´te´ initialise´s comme suit : les fractions d’abondance avec des valeurs
ale´atoires dans l’intervalle [0,1], que nous normalisons par la suite selon l’e´quation
(4.28) afin que leur somme soit e´gale a` 1, de meˆme les sources avec des valeurs ale´atoires
dans l’intervalle [0, 1], les coefficients quadratiques avec des valeurs ale´atoires re´parties
dans l’intervalle [0, 0.5], les parame`tres θj avec de grandes valeurs comprises entre 50 et
80, les parame`tres ϑj,k avec des grandes valeurs satisfaisant la contrainte aj,k ∈ [0, 0.5].
Les pas d’apprentissage du gradient ont e´te´ fixe´s a` 0.0005 pour µa et µs, et 0.01 pour
µθ et µϑ. Les meilleurs re´sultats ont e´te´ obtenus lorsque la valeur du parame`tre de
re´gularisation η se situait entre 0.0001 et 0.001.
Dans le Tableau 4.1, nous pre´sentons les re´sultats obtenus par le calcul des valeurs
moyennes et des e´carts-types de tous les RSI sur les 100 simulations Monte Carlo pour
les diffe´rentes me´thodes de´veloppe´es.
Tableau 4.1: Re´sultats du Test 1
hhhhhhhhhhhhhhhPerformances
Algorithme
Grd-LQ Grd LQ-MAP Grd LQ-MAP-modif Grd Mult-MAP
Cas de 2
mate´riaux
Moyenne/Ecart-type
RSIa (dB) 11.65/5.74 30.80/2.31 36.37/5.07 32.56/6.57
Moyenne/Ecart-type
RSIs (dB) 12.03/4.42 29.58/3.79 38.54/5.77 35.20/5.10
Cas de 3
mate´riaux
Moyenne/Ecart-type
RSIa (dB) 5.38/1.45 26.70/1.25 28.70/ 2.45 31.30/12.98
Moyenne/Ecart-type
RSIs (dB) 11.54/1.45 26.25/2.44 28.74/3.41 35.21/15.94
Les re´sultats des simulations sur des donne´es synthe´tiques montrent que les perfor-
mances s’ame´liorent pour les diffe´rents algorithmes propose´s par rapport a` l’algorithme
Grd-LQ lorsque nous me´langeons 2 ou 3 mate´riaux. Ceci prouve l’inte´reˆt de la prise
en compte des informations a priori pour mieux estimer les parame`tres de me´lange.
De plus, en comparant les re´sultats obtenus par les deux algorithmes Grd LQ-MAP et
Grd LQ-MAP-modif, nous remarquons que ceux obtenus par Grd LQ-MAP-modif sont
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meilleurs, ce qui montre que les performances d’estimation s’ame´liorent en ajoutant la
contrainte de somme e´gale a` un dans le calcul du gradient. En outre, Grd LQ-MAP-
modif a les meilleures performances d’estimation en le comparant avec les trois autres
algorithmes dans le cas d’un me´lange de 2 mate´riaux alors que Grd Mult-MAP a les
meilleures performances d’estimation dans le cas d’un me´lange de 3 mate´riaux.
4.4.2.2 Test 2
Dans cette deuxie`me expe´rience, notre but est de tester les algorithmes dans le
cas ou` les observations sont des me´langes artificiels de deux ou trois spectres re´els
rencontre´s en milieu urbain. Pour ce faire, nous avons utilise´ la configuration de´crite
dans la partie Test 1 pour ge´ne´rer les fractions d’abondance et les coefficients quadra-
tiques, alors que pour les spectres, nous avons choisi trois mate´riaux parmi les spectres
disponibles dans la bibliothe`que spectrale pre´sente´e dans le chapitre pre´ce´dent (voir
Figure 3.2) 1. Ces spectres de re´flectance sont mesure´s pour 126 longueurs d’onde
variant de 0.4 µm a` 2.5 µm. Les spectres des mate´riaux choisis dans ces tests sont
ceux de be´ton, pelouse et sol nu. Ces spectres sont pre´sente´s dans la Figure 4.1.
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Figure 4.1: Spectres utilise´s dans le Test 2
1(http://www.onera.fr/dota/memoires)
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Nous avons effectue´ 100 simulations de Monte Carlo pour chaque algorithme teste´.
Dans chaque simulation, nous avons ge´ne´re´ de nouvelles valeurs pour les parame`tres
de me´lange (les fractions d’abondance et les coefficients quadratiques). Concernant les
initialisations, elles ont e´te´ faites de la meˆme fac¸on que dans le Test 1. Le Tableau 5.2
affiche les re´sultats obtenus par le calcul de la valeur moyenne et l’e´cart-type de tous
les RSI sur les 100 simulations Monte Carlo pour les diffe´rentes me´thodes de´veloppe´es.
Tableau 4.2: Re´sultats du Test 2
hhhhhhhhhhhhhPerformances
Algorithme
Grd-LQ Grd LQ-MAP Grd LQ-MAP-modif Grd Mult-MAP
Cas de 2
mate´riaux
Moyenne/Ecart-type
RSIa
6.04/1.03 20.89/2.95 24.61/0.50 21.11/2.48
Moyenne/Ecart-type
RSIs
14.73/0.36 20.85/3.12 24.87/1.67 22.07/3.62
Cas de 3
mate´riaux
Moyenne/Ecart-type
RSIa
2.95/0.89 15.34/2.38 13.60/1.09 22.28/4.66
Moyenne/Ecart-type
RSIs
11.73/0.93 15.37/1.07 10.53/2.22 18.89/5.53
Nous pouvons remarquer que, dans la plupart des cas, les estimations des coefficients
de me´lange et des spectres re´els par les algorithmes 1, 2 et 3 sont nettement meilleures
que celles obtenues par l’algorithme Grd-LQ. Cela confirme que les informations a
priori aident a` mieux estimer les parame`tres de me´lange et les signaux sources. De
meˆme que dans le Test 1, nous constatons que l’algorithme Grd Mult-MAP a les
meilleures performances en le comparant avec les trois autres algorithmes dans le
cas d’un me´lange de 3 mate´riaux alors que Grd LQ-MAP-modif donne les meilleurs
re´sultats dans le cas d’un me´lange de 2 mate´riaux. Nous remarquons dans ce test que
les performances s’ame´liorent en ajoutant la contrainte de somme e´gale a` un dans le
calcul du gradient seulement dans le cas d’un me´lange de 2 mate´riaux.
4.4.2.3 Test 3
Dans cette expe´rience, nous voulons utiliser une configuration plus re´aliste que
les configurations pre´ce´dentes. Ainsi, nous avons ge´ne´re´ une image hyperspectrale
synthe´tique a` partir d’une carte de classification d’occupation des sols d’une image
satellitaire re´elle de taille (180 × 180). Cette dernie`re, pre´sente´e dans la Figure 4.2,
correspond a` une partie de la commune de Tournefeuille situe´e dans le de´partement
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de la Haute-Garonne.
Figure 4.2: Image satellitaire de Tournefeuille.
La classification de l’image satellitaire a e´te´ re´alise´e a` l’aide du logiciel de traitement
d’images de te´le´de´tection ENVI en conside´rant la pre´sence de trois grandes familles de
mate´riaux seulement qui sont : le sol, la ve´ge´tation et le mur. A partir de cette classi-
fication d’occupation des sols, nous avons de´duit des cartes de fractions d’abondance
re´alistes des trois mate´riaux, contenant chacune (10× 10) pixels. Ceci a e´te´ re´alise´ en
calculant les valeurs moyennes des pixels de la classification sur une feneˆtre glissante
de taille (18× 18) pixels. Afin d’obtenir un me´lange line´aire-quadratique, nous avons
ge´ne´re´ les coefficients quadratiques aj,k selon la distribution demi-gaussienne pre´sente´e
dans l’e´quation (4.7) avec un parame`tre ϑj,k = 8.35.
Dans ce test, nous avons utilise´ trois spectres de mate´riaux provenant de la bibliothe`que
spectrale de Johns Hopkins University (JHU) 2. Ces spectres sont mesure´s pour 530
longueurs d’ondes variant de 0.3 µm a` 12.5 µm et ils correspondent aux spectres de
brique rouge pour le mur, asphalte de construction pour le sol, et conife`res pour la
ve´ge´tation. Ils sont pre´sente´s dans la Figure 4.3.
Nous avons effectue´ 100 simulations de Monte Carlo pour chaque algorithme teste´.
Dans chaque simulation, nous avons initialise´ les parame`tres de la meˆme manie`re que
dans le Test 1.
2(https://speclib.jpl.nasa.gov/documents/jhu desc)
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Figure 4.3: Spectres utilise´s dans le Test 3
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Dans le Tableau 4.3, nous pre´sentons les valeurs moyennes et les e´carts-types de tous
les RSI obtenus pour les 100 simulations Monte Carlo pour les diffe´rentes me´thodes
propose´es.
Tableau 4.3: Re´sultats du Test 3
`````````````RSI
Algorithme
Grd LQ-MAP Grd LQ-MAP-modif Grd Mult-MAP
Moyenne/Ecart-type
RSIs 14.06/3.45 19.24/3.57 11.35/1.72
Moyenne/Ecart-type
RSIa 6.63/1.82 8.19/0.95 5.70/0.52
A partir de ces re´sultats de simulation, nous pouvons remarquer que les me´thodes pro-
pose´es permettent d’avoir une estimation acceptable des spectres meˆme en se plac¸ant
dans un contexte re´aliste. Nous n’avons pas compare´ nos me´thodes avec l’algorithme
Grd-LQ parce qu’il a diverge´ pour toutes les simulations.
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4.5 Conclusions
Dans ce chapitre, nous avons propose´ une nouvelle me´thode de se´paration de sources
pour le de´me´lange des images hyperspectrales urbaines me´lange´es selon le mode`le
line´aire-quadratique. Pour ce faire, nous avons modifie´ la me´thode NMF en tenant
compte des informations a priori sur les parame`tres de me´lange pour mieux les estimer.
En se basant sur un crite`re de re´gularisation de´duit de l’estimateur MAP, nous avons
propose´ diffe´rents algorithmes pour de´terminer les parame`tres inconnus du proble`me
(les fractions d’abondance, les coefficients quadratiques, les signaux sources, et les
parame`tres des distributions). Les re´sultats des simulations sur diffe´rents types de
donne´es ont montre´ que les algorithmes de´veloppe´s ont permis une meilleure estimation
en les comparants a` l’algorithme Grd-LQ propose´ dans (Meganem et al, 2014b). Ceci
prouve l’inte´reˆt de la prise en compte des informations a priori pour ame´liorer le
re´sultat de se´paration de sources.
Par ailleurs, notre me´thode peut aussi eˆtre applicable pour le de´me´lange d’autres
me´langes LQ tel que le de´me´lange des documents en recto-verso scanne´s ou` les parame`tres
des distributions a priori sont suppose´s approximativement connus (Duarte et al, 2011).
Comme travaux poste´rieurs, nous comptons e´tendre notre me´thode par l’utilisation
des me´thodes MCMC pour l’estimation des inconnues du proble`me au lieu d’utiliser
l’algorithme de gradient. De plus, nous allons travailler sur un algorithme du gradient
a` pas adaptatif afin de nous de´barrasser du proble`me du choix du pas d’apprentissage
de l’algorithme du gradient classique.
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5.1 Introduction
D ans ce chapitre, nous proposons une nouvelle me´thode de se´paration de sourcesadapte´e aux me´langes line´aires-quadratiques et base´e sur l’Analyse en Com-
posantes Inde´pendantes (ACI). En effet, l’utilisation des me´thodes d’ACI pour les
me´langes Line´aires-Quadratiques (LQ) est ge´ne´ralement limite´e par certaines pro-
prie´te´s des sources et/ou du me´lange. Par exemple, certaines d’entre elles ne peu-
vent eˆtre utilise´es que lorsque les sources sont a` valeurs complexes et circulaires (Krob
and Benidir, 1993; Abed-Meraim et al, 1996) ou binaires (Castella, 2008). D’autres
me´thodes sont adapte´es uniquement a` des me´langes de´termine´s (Deville and Hos-
seini, 2009; Hosseini and Deville, 2013; Almeida and Almeida, 2012), ce qui signifie
ge´ne´ralement qu’elles n’exploitent pas une partie des informations utiles sur les obser-
vations lorsque les me´langes sont sur-de´termine´s. En outre, la plupart des me´thodes
d’ACI base´es sur le mode`le LQ existantes sont gourmandes en temps de calcul.
Dans ce travail, nous e´tudions un cas particulier du mode`le LQ qui est le mode`le
biline´aire dans une configuration sur-de´termine´e. Nous proposons une nouvelle
me´thode rapide de SAS, appele´e B-SO-BSS (pour Bilinear Second Order Blind Source
Separation en anglais), base´e sur les Statistiques de Second Ordre (SSO) et la diago-
nalisation conjointe des matrices de corre´lation des signaux observe´s centre´s blanchis.
Celle-ci est applicable dans le cas ou` les sources sont a` valeurs re´elles, auto-corre´le´es,
mutuellement inde´pendantes et conjointement stationnaires au sens strict.
Le chapitre est structure´ comme suit. Nous commenc¸ons par rappeler le mode`le de
me´lange biline´aire et e´tudier la corre´lation entre les diffe´rentes sources e´tendues. Nous
reformulons ensuite notre proble`me sur la base des re´sultats de cette e´tude afin de
ve´rifier les conditions ne´cessaires pour l’utilisation des me´thodes SSO, et par la suite,
nous pre´sentons les e´tapes de la me´thode propose´e. Enfin, nous exposons les re´sultats
de simulation obtenus en utilisant des me´langes artificiels bruite´s et non-bruite´s de
sources synthe´tiques et re´elles.
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5.2 Modèle de mélange bilinéaire
Nous rappelons que le mode`le de me´lange biline´aire est un cas particulier du mode`le
LQ, ou` les coefficients quadratiques des termes au carre´ sont conside´re´s nuls. En
conside´rant K observations re´sultant d’un me´lange biline´aire de L sources, la relation
entre les signaux observe´s et les signaux sources est comme suit
xi(n) =
L∑
j=1
aj(i)sj(n) +
L−1∑
j=1
L∑
k=j+1
aj,k(i)sj(n)sk(n), (5.1)
ou` xi(n) est le i
e`me signal observe´ a` l’indice d’e´chantillon n, sj(n) est le j
e`me signal
source inconnu, aj (i) est le coefficient line´aire associe´ au j
e`me signal source et au ie`me
signal observe´, aj,k(i) est le coefficient quadratique associe´ au i
e`me signal observe´ et
re´sultant de l’interaction entre la j e`me et la ke`me sources.
Rappelons aussi que l’ensemble des vraies sources sj(n) et des pseudo-sources
sj(n)sk(n) est appele´ sources e´tendues.
5.3 Étude de la corrélation mutuelle des sources étendues
E´tant donne´ que le me´lange est biline´aire, il n’est pas forme´ seulement par les vraies
sources comme dans le cas line´aire mais par l’ensemble des vraies sources et des pseudo-
sources formant les sources e´tendues. En conse´quence, il est ne´cessaire de ve´rifier, tout
d’abord, les proprie´te´s statistiques des sources e´tendues. Nous nous inte´ressons a` deux
sce´narios : lorsque les vraies sources sont a` moyennes nulles et lorsqu’elles ne le sont
pas.
5.3.1 Cas de vraies sources de moyennes nulles
Dans cette partie, nous nous inte´ressons a` e´tudier la corre´lation entre les diffe´rentes
sources e´tendues lorsque les vraies sources ont des moyennes nulles.
Tout d’abord, nous ve´rifions si les sources e´tendues sont a` moyennes nulles de`s lors
que les vraies sources le sont.
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En effet, les pseudo-sources sont de´finies par sj(n)sk(n), avec j 6= k, et leurs facteurs
sj(n) et sk(n) correspondent a` des sources inde´pendantes et ainsi non-corre´le´es. Cela
nous permet d’e´crire
E{sj(n)sk(n)} = E{sj(n)}E{sk(n)}
= 0 (5.2)
ou` E{.} repre´sente l’espe´rance mathe´matique.
Ainsi, nous pouvons conclure que les pseudo-sources ont e´galement des moyennes
nulles, et par la suite, toutes les sources e´tendues ont des moyennes nulles.
Dans ce contexte, l’e´tude de la corre´lation mutuelle entre toutes les sources e´tendues
peut eˆtre re´alise´e en calculant leurs fonctions d’intercorre´lation. Ces fonctions sont
e´tudie´es dans ce qui suit.
5.3.1.1 Corrélation entre si(n) et sj(n)
Lorsque deux vraies sources si(n) et sj(n) sont inde´pendantes et de moyennes nulles,
alors leur fonction d’intercorre´lation est nulle pour tout de´calage τ
Rsi,sj(τ) = E{si(n+ τ)sj(n)} = 0 . (5.3)
5.3.1.2 Corrélation entre si(n) et sj(n)× sk(n)
Si (i 6= j) et (i 6= k) : e´tant donne´ que si(n), sj(n) et sk(n) sont mutuellement
inde´pendantes, nous pouvons e´crire
Rsi,(sjsk)(τ) = E{si(n+ τ)(sj(n)sk(n))}
= E{si(n+ τ)}E{sj(n)}E{sk(n)}
= 0 . (5.4)
Ainsi, dans ce cas, si(n) et sj(n)× sk(n) sont mutuellement non-corre´le´es.
Si (i = j) ou (i = k) : le raisonnement est le meˆme pour les deux cas. En
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prenant par exemple (i = j), nous obtenons
Rsi,(sisk)(τ) = E{si(n+ τ)(si(n)sk(n))}
= E{si(n+ τ)si(n)}E{sk(n)}
= 0 . (5.5)
Nous remarquons que, dans ce cas aussi, si(n) et sj(n) × sk(n) sont mutuellement
non-corre´le´es.
5.3.1.3 Corrélation entre si(n)× sj(n) et sk(n)× sl(n)
Si (i 6= k), (i 6= l), (j 6= k) et (j 6= l) : l’inde´pendance entre si(n), sj(n), sk(n) et
sl(n) permet d’e´crire
R(sisj),(sksl)(τ) = E{(si(n+ τ)sj(n+ τ))(sk(n)sl(n))}
= E{si(n+ τ)}E{sj(n+ τ)}E{sk(n)}E{sl(n)}
= 0 . (5.6)
Ainsi, si(n)× sj(n) et sk(n)× sl(n) sont mutuellement non-corre´le´es.
Si (i = (k ou l)) xor (j = (k ou l)) : le raisonnement est le meˆme pour les
diffe´rents cas. Par exemple, en conside´rant (i = k) et donc (j 6= (k et l)),
l’inde´pendance entre les sources si, sj et sl nous permet d’e´crire
R(sisj),(sisl)(τ) = E{(si(n+ τ)sj(n+ τ))(si(n)sl(n))}
= E{si(n+ τ)si(n)}E{sj(n+ τ)}E{sl(n)}
= 0 . (5.7)
Dans ce cas aussi, si(n)× sj(n) et sk(n)× sl(n) sont mutuellement non-corre´le´es.
Ainsi, nous pouvons conclure que dans le cas ou` les vraies sources ont des moyennes
nulles, toutes les sources e´tendues sont mutuellement non-corre´le´es.
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5.3.2 Cas de vraies sources de moyennes non-nulles
Dans ce cas, en se basant sur la premie`re ligne de l’e´quation (5.2), nous pouvons
conclure que les pseudo-sources n’ont pas des moyennes nulles. En conse´quence, la
corre´lation mutuelle entre les sources e´tendues doit eˆtre mesure´e en utilisant leurs
fonctions d’intercovariance.
En conside´rant que les vraies sources sont auto-corre´le´es de sorte que la fonction
de covariance Csi,si soit non-nulle pour le de´calage τ , nous pre´sentons l’e´tude de la
corre´lation entre les diffe´rentes sources e´tendues dans ce qui suit.
5.3.2.1 Covariance entre si(n) et sj(n)
En conside´rant que les deux vraies sources si(n) et sj(n) sont inde´pendantes, alors
elles sont mutuellement non-corre´le´es et leur fonction d’intercovariance est nulle.
5.3.2.2 Covariance entre si(n) et sj(n)× sk(n)
Si (i 6= j) et (i 6= k) : e´tant donne´ que si(n), sj(n) et sk(n) sont mutuellement
inde´pendantes, nous pouvons e´crire
Csi,(sjsk)(τ) = E{si(n+ τ)(sj(n)sk(n))} − E{si(n+ τ)}E{(sj(n)sk(n))}
= E{si(n+ τ)}E{sj(n)}E{sk(n)} − E{si(n+ τ)}E{sj(n)}E{sk(n)}
= 0 . (5.8)
Ainsi, dans ce cas, si(n) et sj(n)× sk(n) sont mutuellement non-corre´le´es.
Si (i = j) ou (i = k) : le raisonnement est similaire pour les deux cas. Par
exemple, en conside´rant (i = j), la fonction de covariance est exprime´e comme suit
Csi,(sisk)(τ) = E{si(n+ τ)(si(n)sk(n))} − E{si(n+ τ)}E{si(n)sk(n)}
= E{si(n+ τ)si(n)}E{sk(n)} − E{si(n+ τ)}E{si(n)}E{sk(n)}
=
(
E{si(n+ τ)si(n)} − E{si(n+ τ)}E{si(n)}
)
E{sk(n)}
= Csi,si(τ)E{sk(n)}
6= 0 (5.9)
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Nous remarquons que, dans ce cas, la fonction de covariance est non-nulle, et ainsi,
si(n) et sj(n)× sk(n) sont mutuellement corre´le´es.
5.3.2.3 Covariance entre si(n)× sj(n) et sk(n)× sl(n)
Si (i 6= k), (i 6= l), (j 6= k) et (j 6= l) : l’inde´pendance entre si(n), sj(n), sk(n) et
sl(n) permet d’e´crire
C(sisj),(sksl)(τ) = E{(si(n+ τ)sj(n+ τ))(sk(n)sl(n))}
− E{(si(n+ τ)sj(n+ τ))}E{sk(n)sl(n)}
= E{(si(n+ τ)sj(n+ τ))}E{sk(n)sl(n)}
− E{(si(n+ τ)sj(n+ τ))}E{sk(n)sl(n)}
= 0 . (5.10)
Ainsi, dans ce cas, si(n)× sj(n) et sk(n)× sl(n) sont mutuellement non-corre´le´es.
Si (i = (k ou l)) xor (j = (k ou l)) : le raisonnement est le meˆme pour tous
les cas. Par exemple, en conside´rant (i = k) et donc (j 6= (k et l)), alors la fonction
de covariance s’e´crit
C(sisj),(sisl)(τ) = E{(si(n+ τ)sj(n+ τ))(si(n)sl(n))}
−E{si(n+ τ)sj(n+ τ)}E{si(n)sl(n)}
=
(
E{si(n+ τ)si(n)}E{sj(n+ τ)}E{sl(n)}
)
−
(
E{si(n+ τ)}E{sj(n+ τ)}E{si(n)}E{sl(n)}
)
= Csi,si(τ)E{sj(n+ τ)}E{sl(n)}
6= 0 (5.11)
Nous remarquons que, dans ce cas, si(n)× sj(n) et sk(n)× sl(n) sont corre´le´es.
Nous pouvons conclure que dans le cas ou` les vraies sources ont des moyennes
non-nulles, il existe des situations ou` certaines des sources e´tendues sont mutuelle-
ment corre´le´es. Pour cela, dans ce qui suit, nous avons l’intention de reformuler notre
proble`me afin d’aboutir a` un nouveau mode`le biline´aire exprime´ en fonction des nou-
velles sources e´tendues mutuellement non-corre´le´es.
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5.4 Reformulation du modèle bilinéaire
Dans cette partie, nous proposons une me´thode pour reformuler le mode`le de
me´lange biline´aire original afin d’avoir un nouveau mode`le de me´lange biline´aire
exprime´ en fonction de nouvelles sources e´tendues mutuellement non-corre´le´es.
L’utilisation de cette me´thode n’est ne´cessaire que lorsque les vraies sources sont a`
moyennes non-nulles.
E´tant donne´ que les vraies sources sont stationnaires au sens strict, alors les valeurs
moyennes E{sj(n)} des vraies sources sj(n) ne de´pendent pas de l’e´chantillon n. La
valeur moyenne de sj sera de´signe´e par s¯j par la suite. En conse´quence, la version
centre´e de sj(n) peut eˆtre exprime´e par s˜j(n) = sj(n)− s¯j.
Le mode`le biline´aire (5.1) peut eˆtre reformule´ comme suit
xi(n) =
L∑
j=1
aj(i)(s˜j(n) + s¯j) +
L−1∑
j=1
L∑
k=j+1
aj,k(i)(s˜j(n) + s¯j)(s˜k(n) + s¯k)
=
L∑
j=1
aj(i)s˜j(n) +
L∑
j=1
aj(i)s¯j +
L−1∑
j=1
L∑
k=j+1
aj,k(i)s˜j(n)s˜k(n)
+
L−1∑
j=1
L∑
k=j+1
aj,k(i)(s¯ks˜j(n) + s¯j s˜k(n)) +
L−1∑
j=1
L∑
k=j+1
aj,k(i)s¯j s¯k. (5.12)
Le quatrie`me terme du membre de droite de (5.12), note´ F dans la suite, peut eˆtre
re´e´crit comme suit
F =
L−1∑
j=1
L∑
k=j+1
aj,k(i)s¯ks˜j(n) +
L−1∑
j=1
L∑
k=j+1
aj,k(i)s¯j s˜k(n)
=
L−1∑
j=1
L∑
k=j+1
aj,k(i)s¯ks˜j(n) +
L−1∑
k=1
L∑
j=k+1
ak,j(i)s¯ks˜j(n), (5.13)
ou` le dernier terme ci-dessus est obtenu juste en inversant les roˆles des indices j et k.
Nous introduisons alors les coefficients aj,k(i) avec j > k, de´finis par rapport aux vrais
coefficients de (5.1), comme aj,k(i) = ak,j(i).
Ceci permet de de´duire
F =
L−1∑
j=1
L∑
k=j+1
aj,k(i)s¯ks˜j(n) +
L−1∑
k=1
L∑
j=k+1
aj,k(i)s¯ks˜j(n)
=
 L−1∑
j=1
L∑
k=j+1
⋃ L−1∑
k=1
L∑
j=k+1
 aj,k(i)s¯ks˜j(n). (5.14)
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La somme ci-dessus contient toutes les combinaisons possibles de j ∈ [1, L], k ∈ [1, L]
telles que j 6= k. Elle peut alors eˆtre re´e´crite comme suit
F =
L∑
j=1
L∑
k=1,k 6=j
aj,k(i)s¯ks˜j(n). (5.15)
En remplac¸ant (5.15) dans (5.12), nous obtenons
xi(n) =
L∑
j=1
(
aj(i) +
L∑
k=1,k 6=j
aj,k(i)s¯k
)
s˜j(n) +
L−1∑
j=1
L∑
k=j+1
aj,k(i)s˜j(n)s˜k(n)
+
L∑
j=1
aj(i)s¯j +
L−1∑
j=1
L∑
k=j+1
aj,k(i)s¯j s¯k, (5.16)
ce qui permet de de´duire
xi(n) =
L∑
j=1
a˜j(i)s˜j(n) +
L−1∑
j=1
L∑
k=j+1
aj,k(i)s˜j(n)s˜k(n) + Ci, (5.17)
ou` a˜j (i) sont les coefficients line´aires dans le nouveau mode`le de me´lange biline´aire, et
ils sont de´finis par
a˜j (i) = aj(i) +
L∑
k=1,k 6=j
aj,k(i)s¯k, (5.18)
et la constante Ci est de´finie par
Ci =
L∑
j=1
aj(i)s¯j +
L−1∑
j=1
L∑
k=j+1
aj,k(i)s¯j s¯k. (5.19)
E´tant donne´ que les vraies sources centre´es s˜j(n) et s˜k(n) sont inde´pendantes et a`
moyennes nulles, alors a` partir de (5.17), nous pouvons conclure que la valeur moyenne
de xi(n) est e´gale a` x¯i = Ci. En conse´quence, la version centre´e de xi(n) peut eˆtre
exprime´e comme suit
x˜i(n) = xi(n)− x¯i (5.20)
=
L∑
j=1
a˜j(i)s˜j(n) +
L−1∑
j=1
L∑
k=j+1
aj,k(i)s˜j(n)s˜k(n).
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Nous pouvons constater que les observations centre´es forment un nouveau mode`le
de me´lange biline´aire exprime´ en fonction des vraies sources centre´es, bien que, dans
ce cas, les coefficients de me´lange de la partie line´aire ne soient pas les meˆmes que ceux
du me´lange original.
En nous basant sur les re´sultats de l’e´tude effectue´e dans la section 5.3.1, nous
pouvons conclure que les nouvelles sources e´tendues s˜j(n) et s˜j(n)s˜k(n) sont toutes
mutuellement non-corre´le´es.
Le nouveau mode`le de me´lange biline´aire (5.20) peut eˆtre re´e´crit sous la forme
matricielle suivante
x˜(n) = A˜s˜(n), (5.21)
ou` x˜(n) = [x˜1(n), · · · , x˜K(n)]T est le vecteur contenant les K signaux observe´s centre´s
a` l’e´chantillon n, s˜(n) = [s˜1(n), · · · , s˜L(n), s˜1(n)s˜2(n), · · · , s˜L−1(n)s˜L(n)]T est le
vecteur contenant toutes les sources centre´es e´tendues a` l’e´chantillon n, et la matrice
de me´lange A˜, contient les coefficients de me´lange a˜j(i) et aj,k(i), tel que
A˜ =

a˜1(1) · · · a˜L(1) a1,2(1) · · · aL−1,L(1)
...
. . .
...
...
. . .
...
a˜1(K) · · · a˜L(K) a1,2(K) · · · aL−1,L(K)
 . (5.22)
Il convient de noter que le me´lange biline´aire peut eˆtre conside´re´ comme un me´lange
line´aire de L(L + 1)/2 sources centre´es e´tendues. Dans cette e´tude, nous supposons
que K ≥ L(L+1)/2 pour que le me´lange line´aire reformule´ ne soit pas sous-de´termine´.
Dans ce qui suit, nous pre´sentons la me´thode que nous proposons pour estimer les
vraies sources centre´es et extraire les vrais coefficients de me´lange. Nous conside´rons
le cas ou` les vraies sources sont a` moyennes nulles comme un cas particulier de la
me´thode propose´e en conside´rant s˜ = s, A˜ = A, et x˜ = x.
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5.5 Méthode proposée
D’apre`s les re´sultats pre´ce´dents, les observations centre´es x˜i(n) forment un me´lange
line´aire de´termine´ (ou surde´termine´) d’un ensemble de signaux sources non-corre´le´s,
c’est-a`-dire, les sources centre´es e´tendues, lie´es aux vraies sources centre´es. Par ailleurs,
nous conside´rons dans la suite le cas ou` ces signaux sources modifie´s sont autocorre´le´s
et avec des fonctions d’autocorre´lation diffe´rentes. Cette nouvelle configuration du
me´lange satisfait aux hypothe`ses propose´es dans la litte´rature pour appliquer les
me´thodes de SAS line´aires base´es sur les SSO, telles que la me´thode AMUSE (pour
Algorithm for Multiple Unknown Signal Extraction en anglais) (Tong et al, 1990) ou
encore sa version ame´liore´e, la me´thode SOBI (pour Second Order Blind Identification
en anglais) (Belouchrani et al, 1997). Cela nous permet de de´velopper des versions
e´tendues de ces me´thodes classiques initialement propose´es pour les me´langes line´aires,
afin de traiter les me´langes biline´aires. En particulier, nous proposons une nouvelle
extension de la me´thode SOBI, appele´e B-SO-BSS (pour Bilinear Second-Order Blind
Source Separation en anglais).
Dans ce qui suit, nous ve´rifions d’abord la condition d’identifiabilite´ du me´lange, et
nous pre´sentons ensuite les diffe´rentes e´tapes effectue´es pour estimer les vraies sources
centre´es et extraire les coefficients de me´lange.
5.5.1 Condition d'identiﬁabilité
Une e´tape ne´cessaire de l’e´tude de la me´thode propose´e est de ve´rifier la condition
d’identifiabilite´ du me´lange. Comme la me´thode SOBI, la me´thode propose´e utilise
plusieurs matrices de corre´lation des observations centre´es blanchies pour diffe´rents
de´calages non-nuls τi ∈ {τ1, ..., τm}.
Pour un de´calage τi, la matrice de corre´lation des observations centre´es blanchies
z(n) = Wx˜(n)(ou` W est une matrice de blanchiment) est exprime´e comme suit
Rz(τi) = URs˜(τi)U
T , (5.23)
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ou` U repre´sente une matrice orthogonale, et Rs˜(τi) repre´sente la matrice de corre´lation
des sources centre´es e´tendues associe´e au de´calage τi. La matrice Rs˜(τi) est une ma-
trice diagonale puisque les sources centre´es e´tendues sont mutuellement non-corre´le´es.
Conside´rons le the´ore`me suivant :
The´ore`me : soient τi = {τ1, · · · , τm}, m de´calages non-nuls et V une matrice
orthogonale, tels que :
∀1 ≤ i ≤ m VTRz(τi)V = diag[d1(i), · · · , dL(L+1)/2(i)] (5.24)
∀1 ≤ j 6= k ≤ L(L+ 1)/2, ∃i, 1 ≤ i ≤ m dj(i) 6= dk(i). (5.25)
Dans ce cas, U et V sont essentiellement e´gales, c’est-a`-dire qu’elles sont e´gales a` une
multiplication par une matrice P pre`s, telle que U = VP, ou` P contient un e´le´ment
non-nul dans chaque ligne et chaque colonne, dont la valeur est e´gale a` ±1.
Ce the´ore`me permet de fournir une condition d’unicite´ pour la matrice U et, par
conse´quent, pour la matrice de me´lange A˜.
Notons que la matrice de me´lange ne peut eˆtre identifie´e que lorsque les sources
centre´es e´tendues ont des spectres normalise´s distincts, c’est-a`-dire quand les versions
normalise´es des e´le´ments diagonaux de Rs˜(τi) sont distinctes au moins pour un
de´calage τi non-nul. Dans ce cas, il est possible de trouver un ou plusieurs de´calages
τi non-nuls satisfaisant la condition du the´ore`me (Belouchrani et al, 1997).
Il convient de noter que lorsque l’une des vraies sources centre´es s˜i(n) n’est pas
auto-corre´le´e, alors toutes les pseudo-sources s˜i(n)s˜j(n) avec i 6= j ne sont pas non
plus auto-corre´le´es, de sorte que toutes ces sources centre´es e´tendues ont des spectres
normalise´s identiques (et constants dans ce cas). Ainsi, une condition ne´cessaire pour
l’identifiabilite´ du me´lange est que toutes les vraies sources centre´es doivent eˆtre auto-
corre´le´es. Notons que, dans la me´thode classique SOBI line´aire, au plus une source
peut eˆtre temporellement non-corre´le´e.
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5.5.2 Étapes de la méthode proposée
La me´thode (B-SO-BSS) propose´e permet d’estimer les vraies sources centre´es a`
des inde´terminations d’e´chelle et de permutation pre`s.
Les e´tapes de l’algorithme sont comme suit :
Algorithme 5 : B-SO-BSS
1. Estimer la matrice de corre´lation pour le de´calage nul Rx˜(0) des signaux observe´s
centre´s x˜(n).
2. Calculer la matrice de blanchiment W = D−1/2ET ou` D et E sont, respective-
ment, la matrice diagonale contenant les valeurs propres de l’estime´e de Rx˜(0) sur
sa diagonale, et la matrice des vecteurs propres de norme unitaire de l’estime´e de
Rx˜(0).
3. Blanchir les signaux observe´s centre´s x˜(n) : z(n) = Wx˜(n).
4. Estimer les matrices de corre´lation Rz(τi) de z, ou` τi = {τ1, · · · , τm} sont m
de´calages choisis.
5. Effectuer la diagonalisation conjointe des estimations des matrices Rz(τi) pour
obtenir une estimation Uˆ d’une matrice orthogonale U telle queRz(τi) = URs˜(τi)U
T
ou` τi = {τ1, · · · , τm}. Rappelons que la diagonalisation conjointe est un processus
ite´ratif dont le but est de de´terminer une matrice U de telle sorte que les matrices
URz(τi)U
T soient les plus proches possible de matrices diagonales.
6. Calculer sˆ(n) = UˆTz(n) qui permet d’obtenir une estimation du vecteur des
sources centre´es e´tendues s˜(n), a` des inde´terminations de permutation et d’e´chelle
pre`s.
7. Calculer Aˆ = W†Uˆ (ou` † repre´sente la pseudo-inverse) qui permet d’avoir une
estimation de la matrice A˜, a` des inde´terminations de permutation et d’e´chelle pre`s.
8. Identifier les L vraies sources centre´es estime´es parmi toutes les sources centre´es
e´tendues estime´es. Cette e´tape est de´taille´e dans ce qui suit dans la Sous-section
5.5.3.
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5.5.3 Identiﬁcation des vraies sources centrées
Les premie`res e´tapes de la me´thode propose´e fournissent un ensemble sˆ(n) de sig-
naux qui correspondent aux estimations des L(L+1)/2 sources centre´es e´tendues non-
ordonne´es a` des inde´terminations de permutation et d’e´chelle pre`s. En conside´rant,
par exemple, que sˆj(n) et sˆk(n) correspondent a` l’estimation de deux vraies sources
centre´es et sˆi(n) correspond a` leur produit, alors, sˆi(n) est ide´alement proportionnel a`
sˆj(n)×sˆk(n). En conse´quence, la valeur absolue du coefficient de corre´lation entre sˆi(n)
et sˆj(n)× sˆk(n) doit eˆtre proche de la valeur 1. Ainsi, en calculant les coefficients de
corre´lation pour tous les triplets possibles {i, j, k} , i 6= j 6= k, il est possible d’identifier
les vraies sources centre´es estime´es a` partir des sources centre´es e´tendues estime´es.
Notons que, dans le cas particulier ou` L = 2, il est e´galement possible d’identifier les
vraies sources centre´es estime´es a` partir de l’estimation des 3 sources centre´es e´tendues
en utilisant un crite`re de mesure de l’inde´pendance statistique, comme l’information
mutuelle. En effet, s˜1 et s˜2 sont mutuellement inde´pendantes mais s˜1 × s˜2 n’est pas
inde´pendant de s˜1 et s˜2.
5.5.4 Estimation des vrais coeﬃcients de mélange
Une e´tape supple´mentaire peut eˆtre ajoute´e a` la me´thode propose´e pour estimer
les vrais coefficients de me´lange. En effet, de nombreuses applications de SAS visent a`
estimer uniquement les vraies sources centre´es. Cependant, dans certaines applications
(comme dans la te´le´de´tection), il est ne´cessaire d’estimer les coefficients de me´lange.
Dans le cas ou` les vraies sources ont des moyennes non-nulles, notre me´thode (Al-
gorithme 5) donne une estimation de la matrice A˜ (a` une permutation et une matrice
diagonale pre`s) qui est constitue´e par
– des colonnes contenant les coefficients quadratiques aj,k(i), comme dans la ma-
trice originale A,
– des colonnes contenant les coefficients line´aires modifie´s a˜j(i), qui sont diffe´rents
des coefficients aj(i), et qui sont de´finis par (5.18).
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Dans la suite, nous proposons une me´thode pour estimer la matrice A (aux
inde´terminations classiques pre`s) a` partir de l’estimation de la matrice A˜.
En effet, l’e´quation (5.18) permet de de´duire
aj(i) = a˜j (i)−
L∑
k=1,k 6=j
aj,k(i)s¯k. (5.26)
Ensuite, en inse´rant (5.26) dans (5.19), nous obtenons
Ci = x¯i
=
L∑
j=1
[a˜j(i)−
L∑
k=1,k 6=j
aj,k(i)s¯k]s¯j +
L−1∑
j=1
L∑
k=j+1
aj,k(i)s¯j s¯k
=
L∑
j=1
a˜j(i)s¯j −
L∑
j=1
L∑
k=1,k 6=j
aj,k(i)s¯ks¯j +
L−1∑
j=1
L∑
k=j+1
aj,k(i)s¯j s¯k
=
L∑
j=1
a˜j(i)s¯j − 2
L−1∑
j=1
L∑
k=j+1
aj,k(i)s¯j s¯k +
L−1∑
j=1
L∑
k=j+1
aj,k(i)s¯j s¯k
=
L∑
j=1
a˜j(i)s¯j −
L−1∑
j=1
L∑
k=j+1
aj,k(i)s¯j s¯k
=
L∑
j=1
a˜j(i)
dj
(dj s¯j) +
L−1∑
j=1
L∑
k=j+1
aj,k(i)
dj,k
(−dj,ks¯j s¯k),
(5.27)
ou` dj et dj,k sont des facteurs d’e´chelle inconnus, repre´sentant l’inde´termination du
facteur d’e´chelle pour les sources centre´es e´tendues et les colonnes de la matrice A˜
estime´es par notre Algorithme 5.
Le re´sultat ci-dessus peut eˆtre exprime´ sous la forme matricielle suivante
c = A˜1e, (5.28)
ou` c = [C1, · · · , CK ]T , e = [d1s¯1, · · · , dLs¯L, (−d1,2s¯1s¯2), · · · , (−dL−1,Ls¯L−1s¯L)]T , et A˜1
est le re´sultat de la division des colonnes de la matrice A˜ par les facteurs d’e´chelle
inconnus dj et dj,k. Autrement dit, A˜1 correspond a` la matrice Aˆ fournie par notre
Algorithme 5 a` des erreurs d’estimation pre`s. Notons que les colonnes de la matrice
estime´e Aˆ peuvent e´galement eˆtre permute´es. Cependant, en utilisant la me´thode ap-
plique´e dans l’e´tape 8 de l’Algorithme 5, nous pouvons identifier les colonnes contenant
les coefficients line´aires et les colonnes contenant les coefficients quadratiques.
Il est alors possible de re´arranger les colonnes de la matrice estime´e de sorte que les
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L premie`res colonnes correspondent a` la partie line´aire (leur ordre n’est pas vraiment
important) et que les autres colonnes soient correctement associe´es a` ces L premie`res
colonnes.
Nous pre´cisons que c peut eˆtre obtenu en estimant les moyennes d’observations. Ainsi,
e peut eˆtre de´duit comme suit
e = A˜†1c, (5.29)
ou` † repre´sente la pseudo-inverse.
En outre, (5.26) peut eˆtre re´e´crite sous la forme
aj(i)s¯j =
a˜j(i)
dj
(dj s¯j) +
L∑
k=1,k 6=j
aj,k(i)
dj,k
(−dj,ks¯j s¯k). (5.30)
Comme mentionne´ ci-dessus,
a˜j(i)
dj
et
aj,k(i)
dj,k
(∀i = 1, · · · , K) correspondent aux
colonnes de A˜1, estime´es en utilisant l’e´tape 7 de l’Algorithme 5, et (dj s¯j) et (−dj,ks¯j s¯k)
correspondent aux e´le´ments de e, estime´s en utilisant (5.29). Par conse´quent, les co-
efficients aj(i) ∀i = 1, · · · , K peuvent eˆtre estime´s a` des facteurs d’e´chelle inconnus
s¯j pre`s selon l’e´quation (5.30). En d’autres termes, cette approche permet d’estimer
les colonnes de la vraie matrice A contenant les coefficients line´aires a` des facteurs
d’e´chelle pre`s. Notons que les colonnes de cette matrice contenant les coefficients
quadratiques sont estime´s directement par l’e´tape 7 de l’Algorithme 5 (a` des facteurs
d’e´chelle pre`s).
5.6 Résultats des simulations
Dans cette section, nous pre´sentons et discutons les re´sultats obtenus par la me´thode
B-SO-BSS propose´e dans deux configurations diffe´rentes : en utilisant un seul de´calage
(τi = 1), et en utilisant 4 de´calages (τi = {1, 2, 3, 4}). Nous ajoutons aux e´tapes
de l’Algorithme 5 l’e´tape supple´mentaire de´crite en Sous-section 5.5.4, permettant
l’estimation des vrais coefficients du me´lange. Nous pre´sentons les re´sultats obtenus
lorsque les sources n’ont pas des moyennes nulles, puisque nous avons trouve´ les meˆmes
performances pour les deux cas lorsque les moyennes sont nulles et lorsqu’elles ne le
sont pas.
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Dans les simulations effectue´es, les donne´es traite´es sont non-ne´gatives. Ainsi, il
est possible de comparer les re´sultats obtenus a` ceux obtenus par l’algorithme NMF-
Grd-LQ pre´sente´ dans (Meganem et al, 2014b). Rappelons que cette me´thode est une
ge´ne´ralisation de la NMF aux me´langes LQ, et qu’elle exploite donc la non-ne´gativite´
des donne´es implique´es dans le me´lange. Notons que la version initiale de l’algorithme
NMF-Grd-LQ a e´te´ de´veloppe´e pour le de´me´lange de pixels en observation de la
Terre et qu’elle suppose que la somme des coefficients line´aires est e´gale a` 1 et
que les coefficients de me´lange quadratiques sont infe´rieurs a` 0.5. Cependant, nos
simulations ne concernent pas l’observation de la Terre, et par conse´quent, la me´thode
NMF-Grd-LQ a e´te´ modifie´e pour ne pas imposer ces contraintes. Afin d’e´valuer et
comparer les performances des me´thodes de´veloppe´es, nous avons calcule´ les deux
crite`res de RSI et d’EQMN de´crits dans les chapitres pre´ce´dents dans les e´quations
(3.24), (3.25), (4.42) et (4.43).
Dans les simulations effectue´es, nous avons conside´re´ les donne´es suivantes :
 Expe´rience 1 : les observations sont des me´langes artificiels ge´ne´re´s a` partir de
deux signaux sources synthe´tiques et coefficients de me´lange ale´atoires.
 Expe´rience 2 : les observations sont des me´langes artificiels ge´ne´re´s a` partir de
deux signaux sources re´els et coefficients de me´lange ale´atoires.
 Expe´rience 3 : les observations sont des me´langes artificiels bruite´s ge´ne´re´s a`
partir de deux signaux sources synthe´tiques et coefficients de me´lange ale´atoires.
 Expe´rience 4 : les observations sont des me´langes artificiels bruite´s ge´ne´re´s a`
partir de deux signaux sources re´els et coefficients de me´lange ale´atoires.
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5.6.1 Expérience 1
Nous avons conside´re´ des me´langes artificiels de signaux sources synthe´tiques. Les
coefficients de me´lange ont e´te´ ge´ne´re´s d’une fac¸on ale´atoire avec des valeurs uni-
forme´ment re´parties entre 0 et 1. La ge´ne´ration des signaux sources a e´te´ re´alise´e
comme suit : dans un premier temps, nous avons ge´ne´re´ deux signaux i.i.d. e1(n) et
e2(n) uniforme´ment distribue´s sur [0, 1], par la suite, nous les avons filtre´s en utilisant
deux filtres auto-re´gressifs de premier ordre afin qu’ils soient auto-corre´le´s selon le
mode`le si(n) = ei(n) + ρisi(n − 1). Les parame`tres choisis sont ρ1 = 0.7 et ρ2 = 0.5.
Les tests ont e´te´ re´pe´te´s en utilisant diffe´rents nombres d’e´chantillons N : 10000, 1000
et 100. Enfin, nous avons ge´ne´re´ trois observations en utilisant le mode`le biline´aire.
Pour chaque test, nous avons effectue´ 100 simulations de Monte Carlo et, dans
chaque simulation, nous avons modifie´ les re´alisations des signaux sources et les coef-
ficients du me´lange.
Les valeurs moyennes des RSI et des EQMN des signaux sources et de tous les
coefficients du me´lange, ainsi que le temps CPU 1, calcule´s pour 100 simulations, sont
pre´sente´s dans le Tableau 5.1.
Nous pouvons remarquer que notre me´thode conduit aux meilleurs re´sultats
d’estimation des sources et des coefficients du me´lange. En terme de temps d’exe´cution,
la me´thode propose´e est beaucoup plus rapide que NMF-Grd-LQ.
De plus, pour e´valuer la qualite´ de l’estimation des sources, les vraies sources et leurs
estime´es obtenues par les diffe´rentes me´thodes sont compare´es en Figure 5.1. L’exemple
pre´sente´ en Figure 5.1 correspond a` des sources de N = 100 e´chantillons, me´lange´es
par une matrice ale´atoire AExp1 donne´e par
AExp1 =

0.0075 0.1461 0.3237
0.1221 0.4249 0.0723
0.4813 0.2845 0.5262
 . (5.31)
Nous remarquons a` partir de la Figure 5.1 que les deux sources synthe´tiques sont
beaucoup mieux estime´es par notre me´thode que par la me´thode NMF-Grd-LQ .
1Le calcul a e´te´ re´alise´ avec Matlab, sur un ordinateur avec un un processeur intel Core i7, une
fre´quence de 2,7 GHz et 16 Go de RAM.
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Tableau 5.1: Re´sultats des simulations en utilisant (B-SO-BSS) avec un et quatre de´calages,
et en utilisant NMF-Grd-LQ dans le cas de deux signaux synthe´tiques.
hhhhhhhhhhhhhhhhhhhMe´thodes
Nombre d’e´chantillons
100 1000 10000
B-So-BSS
τi = 1
RSIs (dB) 9.06 20.18 30.15
EQMNs 0.33 0.022 0.0022
RSIa (dB) 8.71 11.25 19.38
EQMNa 0.36 0.33 0.08
Temps CPU (sec) 6.4 10−4 8.8 10−4 2.1 10−3
B-So-BSS
τi = 1, 2, 3, 4
RSIs (dB) 8.05 19.54 29.80
EQMNs 0.36 0.028 0.0024
RSIa (dB) 8.73 11.15 18.89
EQMNa 0.39 0.32 0.08
Temps CPU (sec) 2.4 10−3 2.8 10−3 8.7 10−3
NMF-Grd-LQ
RSIs (dB) 7.65 12.27 14.87
EQMNs 0.37 0.069 0.06
RSIa (dB) 7.21 7.45 11.09
EQMNa 0.64 0.70 0.18
Temps CPU (sec) 4.94 19.87 127.77
5.6.2 Expérience 2
Dans cette expe´rience, nous avons ge´ne´re´ des me´langes artificiels de deux sources
re´elles. Ces sources, pre´sente´es en Figure 5.2, correspondent aux activite´s des ions
Na+ et K+ (qui peuvent eˆtre conside´re´es comme des concentrations efficaces des ions)
(Duarte et al, 2014). Ces deux signaux sources contiennent chacun 41 e´chantillons, et
ils ne prennent que des valeurs non-ne´gatives.
Comme dans l’Expe´rience 1, les coefficients de me´lange ont e´te´ ge´ne´re´s par des
valeurs ale´atoires uniforme´ment re´parties entre 0 et 1. Par la suite, nous avons ge´ne´re´
trois signaux observe´s en utilisant le mode`le biline´aire (5.1). Notons que le mode`le
de me´lange des concentrations des espe`ces chimiques correspond au mode`le Nicolsky-
Eisenman (Duarte et al, 2014) et il est ge´ne´ralement approche´ par un mode`le line´aire-
quadratique. Cependant, dans cette expe´rience, nous me´langeons les sources chimiques
selon le mode`le biline´aire car elles ve´rifient les hypothe`ses de notre me´thode.
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Figure 5.1: Comparaison entre les vraies sources synthe´tiques et leurs estime´es, dans le cas
d’un me´lange artificiel non-bruite´, en utilisant 3 me´thodes diffe´rentes : B-SO-BSS (τi = 1)
(haut), B-SO-BSS (τi = 1, 2, 3, 4) (milieu) et NMF-Grd-LQ (en bas). Seule une partie des
signaux correspondant a` n ∈ [200, 249] est pre´sente´e ici.
Nous avons effectue´ 100 simulations Monte Carlo pour notre me´thode et la me´thode
NMF-Grd-LQ. A` chaque simulation, nous avons modifie´ seulement les coefficients de
me´lange. Les valeurs moyennes des RSI et des EQMN des sources et de tous les
coefficients de me´lange, ainsi que le temps CPU, calcule´s a` partir des 100 simulations,
sont pre´sente´s dans le Tableau 5.2.
Chapitre 5. Une me´thode d’ACI base´e sur les SSO pour les me´langes biline´aires 130
Figure 5.2: Activite´s des ions Na+ et K+.
Tableau 5.2: Re´sultats des simulations en utilisant (B-SO-BSS) avec un et quatre de´calages,
et en utilisant NMF-Grd-LQ dans le cas de deux signaux chimiques.
hhhhhhhhhhhhhhhhhhPerformances
Me´thodes
B-So-BSS
τi = 1
B-So-BSS
τi = 1, 2, 3, 4 NMF-Grd-LQ
RSIs (dB) 13.68 15.99 7.48
EQMNs 0.072 0.068 0.51
RSIa (dB) 17.58 18.52 6.80
EQMNa 0.31 0.31 0.41
Temps CPU (sec) 3.9 10−4 8.5 10−4 3.11
Nous pouvons remarquer que notre me´thode permet d’avoir des meilleurs re´sultats
par rapport a` la me´thode NMF-Grd-LQ. En terme de temps d’exe´cution, la me´thode
propose´e est beaucoup plus rapide que NMF-Grd-LQ.
Nous montrons en Figure 5.3 un exemple de l’Expe´rience 2 ou` la matrice de me´lange
ale´atoire AExp2 est comme suit
AExp2 =

0.1549 0.1405 0.3916
0.5258 0.2041 0.9370
0.2047 0.5108 0.4310
 . (5.32)
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Figure 5.3: Comparaison entre les sources chimiques et leurs estime´es, dans le cas d’un
me´lange artificiel non-bruite´, en utilisant 3 me´thodes diffe´rentes : B-SO-BSS (τi = 1) (haut),
B-SO-BSS (τi = 1, 2, 3, 4) (milieu) et NMF-Grd-LQ (en bas).
Nous pouvons remarquer que les deux sources chimiques sont correctement estime´es
par notre me´thode, tandis qu’une seule source est bien estime´e par la me´thode NMF-
Grd-LQ.
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5.6.3 Expérience 3
Le but de la troisie`me expe´rience est d’e´valuer la robustesse de notre me´thode face
au bruit. Les me´langes ont e´te´, d’abord, ge´ne´re´s de la fac¸on de´crite dans l’Expe´rience
1 en conside´rant N = 10000. Par la suite, un bruit i.i.d, gaussien et de moyenne nulle
a e´te´ ajoute´ aux signaux observe´s afin d’obtenir des me´langes bruite´s. Les valeurs du
RSB (Rapport Signal sur Bruit) ont e´te´ varie´es de 60 dB a` 30 dB.
Pour chaque niveau de bruit, nous avons effectue´ 100 simulations Monte Carlo et, a`
chaque simulation, nous avons modifie´ les signaux source et les parame`tres du me´lange.
Les moyennes des RSI et des EQMN des sources et de tous les parame`tres de me´lange
obtenus sont pre´sente´s dans le Tableau 5.3. Les variations du RSIs en fonction du
RSB sont pre´sente´es en Figure 5.4.
Tableau 5.3: Re´sultats des simulations obtenus pour l’Expe´rience 3 en utilisant B-SO-BSS
avec un et quatre de´calages lorsque les me´langes sont bruite´s.
```````````````Me´thodes
RSB (dB)
60 50 40 30
B-SO-BSS
τi = 1
RSIs (dB) 25.46 20.49 13.60 6.13
EQMNs 0.03 0.08 0.21 0.43
RSIa (dB) 17.80 14.35 8.99 7.15
EQMNa 0.11 0.21 0.51 0.62
B-SO-BSS
τi = 1, 2, 3, 4
RSIs (dB) 25.22 20.48 13.66 6.47
EQMNs 0.03 0.08 0.21 0.42
RSIa (dB) 18.17 14.52 9.21 7.29
EQMNa 0.10 0.21 0.51 0.61
NMF-
Grd-LQ
RSIs (dB) 14.82 14.61 13.93 12.77
EQMNs 0.06 0.06 0.06 0.07
RSIa (dB) 11.00 10.98 10.62 10.60
EQMNa 0.18 0.19 0.19 0.20
D’apre`s la Figure 5.4, nous pouvons noter que les RSIs obtenus par la me´thode
B-SO-BSS sont acceptables pour un RSB supe´rieur ou e´gal a` 40 dB. En comparant
ces re´sultats avec ceux obtenus par la me´thode NMF-Grd-LQ, nous remarquons que
pour des valeurs e´leve´es de RSB, la me´thode B-SO-BSS donne les meilleurs re´sultats,
cependant, la me´thode NMF-Grd-LQ semble plus efficace pour des faibles valeurs de
RSB. En effet, nous pouvons remarquer que les RSIs obtenus par NMF-Grd-LQ restent
acceptables jusqu’a` RSB = 30 dB.
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Figure 5.4: RSIs en fonction du RSB dans le cas de l’Expe´rience 3.
5.6.4 Expérience 4
Nous avons ajoute´ un bruit i.i.d, gaussien et de moyenne nulle aux signaux observe´s
ge´ne´re´s dans l’Expe´rience 2. Comme dans l’Expe´rience 3, les valeurs du RSB sont
varie´es de 60 dB a` 30 dB.
Pour chaque niveau de bruit, nous avons effectue´ 100 simulations Monte Carlo, et a`
chaque simulation, nous avons modifie´ les coefficients du me´lange.
Les moyennes des RSI et des EQMN des sources et de tous les parame`tres du me´lange
obtenus sont pre´sente´es dans le Tableau 5.4. La repre´sentation des RSIs en fonction
des valeurs du RSB est fournie en Figure 5.5.
Figure 5.5: RSIs en fonction du RSB dans le cas de l’Expe´rience 4.
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Tableau 5.4: Re´sultats des simulations obtenus pour l’Expe´rience 4 en utilisant B-SO-BSS
avec un et quatre de´calages lorsque les me´langes sont bruite´s.
```````````````Me´thodes
RSB (dB)
60 50 40 30
B-SO-BSS
τi = 1
RSIs (dB) 13.59 13.10 9.55 5.10
EQMNs 0.2881 0.33 0.45 0.61
RSIa (dB) 20.69 19.83 17.93 14.87
EQMNa 0.38 0.51 0.70 0.80
B-SO-BSS
τi = 1, 2, 3, 4
RSIs (dB) 16.60 15.57 10.11 6.64
EQMNs 0.24 0.36 0.66 0.74
RSIa (dB) 20.72 20.20 16.66 14.47
EQMNa 0.34 0.42 0.73 0.56
NMF-
Grd-LQ
RSIs (dB) 7.54 5.89 3.02 2.01
EQMNs 0.51 0.54 0.66 0.74
RSIa (dB) 6.43 6.43 6.37 6.36
EQMNa 0.41 0.41 0.41 0.41
Dans le cas de l’Expe´rience 4, les re´sultats obtenus par la me´thode B-SO-BSS sont
acceptables pour un RSB supe´rieur ou e´gal a` 50 dB. Au contraire, pour toutes les
valeurs de RSB conside´re´es, la me´thode NMF-Grd-LQ ne parvient pas a` fournir des
estimations suffisamment pre´cises.
En conclusion, pour les deux Expe´riences 3 et 4, la pre´sence du bruit dans les signaux
observe´s diminue les performances de se´paration de notre me´thode. Ne´anmoins, les
performance restent acceptables pour des valeurs de RSB relativement e´leve´es.
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5.7 Conclusions
Dans ce chapitre, nous avons propose´ une nouvelle me´thode de SAS. Celle-ci
repre´sente une extension des me´thodes SSO classiques propose´es pour se´parer les
me´langes line´aires, afin de se´parer les sources me´lange´es selon le mode`le biline´aire.
D’abord, nous avons e´tudie´ les proprie´te´s statistiques des diffe´rentes sources e´tendues
lorsque les vraies sources ont des moyennes nulles et lorsqu’elles n’en ont pas. En-
suite, nous avons reformule´ notre proble`me pour aboutir a` des me´langes biline´aires
modifie´s exprime´s en fonction des sources centre´es qui permettent de ve´rifier les con-
ditions d’identifiabilite´ ne´cessaires pour l’utilisation des me´thodes SSO. Nous avons
pre´sente´ e´galement les diffe´rentes e´tapes effectue´es afin d’estimer les vraies sources
centre´es et les vrais coefficients de me´lange. Enfin, nous avons pre´sente´ les re´sultats
expe´rimentaux obtenus par la me´thode propose´e. Dans un premier temps, nous avons
e´value´ les performances de se´paration de la me´thode lorsqu’elle est applique´e a` des
me´langes artificiels non-bruite´s de sources synthe´tiques ou chimiques. Ainsi, nous
avons clairement remarque´ l’efficacite´ de notre me´thode compare´e a` la me´thode NMF-
Grd-LQ. Dans un deuxie`me temps, nous avons e´value´ la robustesse de la me´thode
face au bruit et, comme pre´vu, nous avons remarque´ que la pre´sence de bruit dans les
me´langes ge´ne´re´s diminue l’efficacite´ de notre me´thode. Cependant, les performances
restent acceptables pour des valeurs de RSB relativement e´leve´es.
Comme travaux poste´rieurs a` court terme, nous visons a` e´tendre notre me´thode pro-
pose´e pour traiter le mode`le de me´lange line´aire-quadratique qui permet de bien de´crire
le me´lange des concentrations des espe`ces chimiques.
Conclusion Ge´ne´rale
Dans cette the`se, nous nous sommes inte´resse´s au proble`me de la se´paration aveugle
des me´langes line´aires-quadratiques/biline´aires des sources. Les travaux effectue´s du-
rant la the`se ont permis le de´veloppement de trois nouvelles me´thodes qui exploitent
diffe´rentes proprie´te´s des signaux sources e´tudie´s : parcimonie, positivite´, lois de prob-
abilite´s a priori, inde´pendance. Les deux premie`res me´thodes sont particulie`rement
adapte´es au de´me´lange hyperspectral des images issues de la te´le´detection spatiale,
tandis que la troisie`me peut eˆtre utilise´e pour traiter diffe´rents types de donne´es issues
d’un me´lange de sources inde´pendantes.
La premie`re partie de la the`se est re´partie en deux chapitres qui donnent un aperc¸u
sur la SAS et le de´me´lange spectral. Dans le premier chapitre, nous avons pre´sente´
le proble`me ge´ne´ral de SAS, le mode`le line´aire qui est le mode`le de me´lange le plus
e´tudie´, ainsi que les me´thodes de SAS les plus classiques. Dans ce meˆme chapitre,
nous avons pre´sente´ le mode`le line´aire-quadratique et les me´thodes existantes pour le
traiter. Dans le second chapitre, nous avons introduit quelques concepts de base sur
la te´le´de´tection spatiale puis, nous avons donne´ un panorama des me´thodes les plus
populaires pour le de´me´lange hyperspectral des deux mode`les line´aire et non-line´aire.
La deuxie`me partie de ce document pre´sente les apports me´thodologiques de cette
the`se. Chacun des chapitres de cette partie a e´te´ consacre´ a` la pre´sentation the´orique
et expe´rimentale d’une nouvelle me´thode de SAS. Dans le troisie`me chapitre, nous
avons de´veloppe´ une me´thode de se´paration de sources adapte´e au mode`le de me´lange
line´aire-quadratique pour le de´me´lange des images hyperspectrales urbaines. L’objectif
de cette me´thode est d’extraire, a` partir du spectre observe´ dans chaque pixel de
l’image, tous les spectres des mate´riaux purs, ainsi que leurs fractions d’abondance
et les coefficients quadratiques associe´s aux produits des spectres de ces mate´riaux
purs. Dans cette approche, nous avons exploite´ la parcimonie des sources. Pour
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ce faire, l’approche propose´e ne´cessite l’existence d’une zone mono-source ou d’au
moins deux pixels purs par mate´riau pur, dans la sce`ne observe´e. Les e´tapes de cette
approche consistent a` estimer, d’abord, le nombre de mate´riaux purs pre´sents dans
l’image, puis a` extraire les spectres des mate´riaux purs en de´tectant soit les zones
mono-sources soit les pixels purs pre´sents dans l’image, et enfin, a` estimer leurs con-
tributions dans chaque pixel en utilisant un algorithme des moindres carre´s sous la
contrainte de non-ne´gativite´. Les re´sultats des simulations sur diffe´rents types de
donne´es ont montre´ l’efficacite´ de la me´thode propose´e. Cette premie`re me´thode est
base´e sur l’hypothe`se d’existence des zones mono-sources ou des paires de pixels purs
par mate´riau dans le me´lange, ce qui n’est pas toujours ve´rifie´ surtout dans le cas
d’images hyperspectrales a` faible re´solution spatiale. Ainsi, pour pallier ce proble`me,
nous avons propose´ une autre me´thode de se´paration de sources adapte´e au mode`le
LQ. Cette me´thode, pre´sente´e dans le quatrie`me chapitre, correspond a` une me´thode
de NMF se basant sur l’estimateur MAP. Le point cle´ de cette me´thode consiste a` pren-
dre en compte l’information a priori disponible sur les distributions des coefficients de
me´lange afin de mieux les estimer. Cela a e´te´ re´alise´ par l’attribution de distribu-
tions de probabilite´ re´alistes aux parame`tres du me´lange. En se basant sur un crite`re
re´gularise´ de´duit de l’estimateur MAP, nous avons propose´ diffe´rents algorithmes pour
de´terminer les parame`tres inconnus du proble`me (les fractions d’abondance, les co-
efficients quadratiques, les signaux sources et les parame`tres des distributions). Les
re´sultats des simulations sur diffe´rents types de donne´es ont montre´ la pertinence des
algorithmes de´veloppe´s. Enfin, dans le dernier chapitre, nous avons propose´ une nou-
velle me´thode de SAS base´e sur l’ACI et les SSO pour se´parer les me´langes biline´aires.
Cette me´thode peut eˆtre applique´e a` diffe´rents proble`mes ou` les sources sont sup-
pose´es a` valeurs re´elles, stochastiques, auto-corre´le´es, mutuellement inde´pendantes, et
conjointement stationnaires. Nous avons e´tudie´ au de´but les proprie´te´s statistiques
des diffe´rentes sources e´tendues lorsque les vraies sources ont des moyennes nulles
et lorsqu’elles n’en ont pas. A` partir des re´sultats de cette e´tude, nous avons re-
formule´ notre proble`me afin d’aboutir a` des me´langes biline´aires modifie´s exprime´s
en fonction des sources centre´es ve´rifiant les conditions ne´cessaires pour l’utilisation
des me´thodes SSO. Ensuite, nous avons pre´sente´ les diffe´rentes e´tapes effectue´es pour
se´parer les vraies sources centre´es et estimer les vrais parame`tres de me´lange. Les
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re´sultats expe´rimentaux, obtenus avec des me´langes artificiels de sources synthe´tiques
et re´elles, ont confirme´ l’efficacite´ de la me´thode propose´e.
Les travaux effectue´s dans cette the`se ouvrent la voie a` des perspectives de recherches
pour l’ame´lioration de chaque me´thode propose´e, telles que :
Dans le Chapitre 3 :
 Il serait inte´ressant d’ame´liorer l’e´tape d’estimation des spectres des mate´riaux
purs en comparant un ensemble de spectres de pixels a` la fois (trois ou quatre
spectres) au lieu de deux spectres seulement afin d’e´viter les fausses de´tections.
 Une deuxie`me ame´lioration peut eˆtre re´alise´e dans l’e´tape de de´tection des spec-
tres des pixels purs en calculant le coefficient d’intercorre´lation entre les spectres
des pixels au lieu de calculer la distance euclidienne puisque la corre´lation est
moins sensible au bruit.
Dans le Chapitre 4 :
 Nous envisageons d’appliquer un algorithme du gradient a` pas adaptatif afin de
nous de´barrasser du proble`me du choix du pas d’apprentissage de l’algorithme
du gradient classique.
 Nous pensons aussi a` e´tendre notre me´thode par l’utilisation des me´thodes MCMC
pour l’estimation des inconnues du proble`me au lieu de l’algorithme du gradient.
 Nous comptons adapter la me´thode propose´e a` d’autres applications faisant in-
tervenir un mode`le de me´lange LQ, telles que le de´me´lange des documents en
recto-verso scanne´s ou` les parame`tres des distributions a priori sont suppose´s
approximativement connus.
Dans le Chapitre 5 :
 Nous visons a` e´tendre notre me´thode propose´e pour traiter les me´langes line´aires-
quadratiques qui permettent de bien de´crire le me´lange des concentrations des
espe`ces chimiques.
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