Prediction of disruptions from scratch is an ITER-relevant topic. The first operations with the new ITER-like wall constitute a good opportunity to test the development of new predictors from scratch and the related methodologies. These methodologies have been based on the Advanced Predictor Of DISruptions (APODIS) architecture. APODIS is a real-time disruption predictor that is in operation in the JET real-time network. Balanced and unbalanced datasets are used to develop real-time predictors from scratch. The discharges are used in chronological order. Also, different criteria to decide when to re-train a predictor are discussed. The best results are obtained by applying a hybrid method (balanced/unbalanced datasets) for training and with the criterion of re-training after every missed alarm. The predictors are tested off-line with all the discharges (disruptive/non-disruptive) corresponding to the first three JET ITER-like wall campaigns. The results give a success rate of 93.8% and a false alarm rate of 2.8%. It should be considered that these results are obtained from models trained with no more than 42 disruptive discharges.
Introduction
During tokamak operations disruptive events, e.g. disruptions, can take place. They occur due to loss of stability and/or confinement, which cause the abrupt termination of the discharge [1, 2] . In large fusion devices, such as JET, it is not uncommon for disruptions to constitute a considerable risk for the structural integrity of the machine [3] . In JET, the number of disruptions varies between campaigns [4] . It should be noted that in JET campaigns with a metallic wall (C28-C30, from July 2011 to June 2012), the number of unintentional disruptive discharges has increased compared with previous campaigns [5] . Therefore, in this context, disruptions are one of the crucial research issues in the short term in view of ITER.
The physical characterization of disruptions for classification, prediction and control is an extremely complex task. The large number of plasma parameters and the complex interaction between the plasma and external tokamak systems makes development of a first-principles physical model to predict disruptions almost impossible. On the other hand, prediction is essential to implement mitigation actions. To overcome the lack of theoretical basis for disruptions, several machine learning techniques, mainly artificial neural networks and support vector machines (SVM), have been used as an alternative approach to disruption prediction [6] [7] [8] [9] [10] [11] . These computational systems are capable of building general models that 'learn' from the data in the so-called 'training process'. In all of the above works, the training processes had access to the whole databases of the respective fusion devices and, therefore, thousands of discharges were available to accomplish the learning procedure. Once the systems were trained, the models could be used to detect the presence of an incoming disruption. Therefore, two important facts have to be emphasized. On the one hand, the disruption predictors have to work in real time (RT) and have to provide high success rates simultaneously with low rates of false and missed alarms. On the other hand, a valuable parameter to characterize the predictors is how early in advance the disruptions are identified.
Focusing the attention on these points, it should be noted that the respective papers on the predictors [6, 7, 9] , do not mention RT capabilities. In the case of [8] , the proposed neural predictor is suitable for RT application but no RT use has been reported. The predictor [10] is tested in a simulated RT environment. Finally, an Advanced Predictor Of DISruptions (APODIS) [11] is in operation in the JET RT data network. It is not based on a single RT signal but on a parameter space of seven RT signals: plasma current, mode lock amplitude, total input power, plasma internal inductance, plasma density, stored diamagnetic energy time derivative and radiated power. Its results during the first three ITER-like wall (ILW) campaigns (C28-C30) in JET are summarized by the following statistics: success rate 98.36%, false alarms 0.92% and missed alarms 1.64%. With regard to the warning time, the APODIS predictor triggers the alarms in JET 426 ms (in average) before the disruptions.
From the ITER viewpoint, the prediction of disruptions is an essential problem to be solved. For this purpose, it should be clear that automatic machine learning methods can be used, but it is important to point out the big difference with present fusion devices: ITER needs reliable disruption predictors without having to wait for hundreds of disruptions. Therefore, the development of disruption prediction systems that achieve high learning rates with small training datasets is crucial. Moreover, one should try to understand how fast new predictors can be trained. In relation to this and taking into account the necessary learning process, one of the main problems is the selection of a good enough set of discharges to achieve 'relevant results' together with the important constraint of a limited amount of information. The term 'relevant results' means that the predictions have to show high success rates simultaneously with minimum rates of both false alarms and missed alarms. In other words, searching for good enough disruption predictors implies to solve the multiobjective problem of RT identification, early prediction to be able to apply mitigation actions, high success rates, low false alarms and low missed alarms. This paper is focused on the development of a methodology to create disruption predictors under ITERrelevant conditions. The ITER-relevant conditions impose to solve the above multi-objective problem starting from scratch, without any previous knowledge about disruptions. These kinds of disruption predictors are new in nuclear fusion and their robustness and reliability have to be assessed. In order to achieve this aim, the methodology has been applied to the JET database, in particular to the ILW campaigns, as starting JET operation with a metallic wall can be considered the closest situation to start the operation of a new fusion device.
With regard to the structure of the paper, section 2 is devoted to introducing the proposed methodology by using a simplified example. Section 3 describes the implementation framework with a brief introduction to APODIS and the database used. Section 4 reports the results obtained from the metallic wall JET campaigns. A final discussion with the prospects for further investigations is the subject of the last section.
Methodology
This section describes proposals of methodologies to develop disruption predictors from scratch.
In this work, the Non-disruptive discharges Disruptive discharges methodologies are particularized for binary classification tasks; however, they can be considered quite generic and valid for multi-class problems. The objective is to create a predictor from scratch to be able to classify (at any time of a discharge) the plasma behaviour as disruptive or non-disruptive.
In any tokamak, the number of non-disruptive discharges, compared with the number of disruptive discharges, is very high. In this sense, the fusion databases to apply automatic learning techniques for disruption prediction are highly unbalanced. Moreover, it should be noted that in any tokamak, such as ITER, the unbalance between both types of discharges is an intrinsic property. Therefore, from a methodological point of view, the prediction of disruptions from scratch requires an in depth analysis to determine the influence of this fact on the training process. Also, it is important to note that disruption predictors from scratch have to be generated as discharges are produced. This means the use of the discharges in chronological order as they occur. This is a realistic way of developing predictors, thereby allowing the development of adaptive predictors that are continuously learning. In the case of new devices (for instance ITER) or new operation conditions (for example, the ILW operation in JET), the adaptive predictors can learn from scratch following the plasma evolution from moderate density and temperature conditions to high-performance scenarios.
Regardless of the use of balanced or unbalanced approaches, an important decision in the methodology is to establish when re-training is required to obtain a new predictor. In other words, it is necessary to define when new knowledge has to be incorporated to learn something new from the data. A first criterion has been to generate a new predictor just after the occurrence of every new disruptive discharge. The reason for this is to incorporate any new information from disruptive discharges to be used in the future prediction of disruptions.
To explain this criterion, let us consider the simplified example of figure 1 , where a set of 50 discharges (in chronological order) is represented. The example considers 45 non-disruptive discharges (represented by circles) and 5 disruptive discharges (denoted by squares). It is just an illustrative example and therefore, for didactic purposes, the disruptions are chosen evenly spaced. From a practical point of view, the methodology is exactly the same regardless of the number of disruptive discharges or the variable number of Table 1 . Training models with unbalanced datasets for the simplified example of figure 1. non-disruptive discharges between disruptive ones. A greater number of disruptive discharges will result in a larger number of trained models. According to the criteria of generating a predictor after every disruptive discharge, the situation simulated in figure 1 requires the generation of five predictors.
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Unbalanced training datasets
In binary classification problems, unbalanced training datasets are particular cases of automatic machine learning methods that have to be developed when there are significantly fewer training instances of one class compared with the other class. It is well known that in the case of unbalanced datasets, the decision boundary established by standard machine learning algorithms tends to be biased towards the majority class; therefore, the minority class instances show a certain risk of misclassification. As mentioned before, in the normal operating scenario of tokamaks, the unbalance between disruptive and non-disruptive discharges is an intrinsic property. This means that the number of non-disruptive discharges (majority class) is much higher than disruptive discharges (minority class). The degree of unbalance can be represented by the ratio of the sample size of the minority class to that of the majority class. In our context (disruptions in JET), it is possible to assume that the ratio of minority to majority samples can be approximately 1 to 10. During the last period of carbon wall operation the unbalance was smaller (4% disruptivity) [12] . On the other hand, during the first campaigns with the ILW, the percentage of disruptions increased significantly [5] . Therefore, in the simplified example (figure 1) the degree of unbalance considered is 1 to 10.
The notation used to identify the trained classifiers (models) can be summarized as follows:
• d is the number of disruptive discharges (DD).
• d(i) is the ordinal position for the ith disruptive discharge in the sequence of all discharges (in the simplified example
= 20 and so on).
• M(i) is the model trained when the ith disruptive discharge occurs (in the simplified example i = 1, 2, . . . , 5).
• nd(i) is the ordinal position for the ith non-disruptive discharge in the sequence of all discharges (in the simplified example for i = 1 ⇒ nd(1) = 1, for i = 18 ⇒ nd(18) = 19 and so on).
• Details of the discharge selections for training models with unbalanced datasets are summarized in the following pseudocode: Table 1 shows the five models of training with unbalanced datasets for the simplified example of figure 1. The first column represents the training model. The second one is the shot numbers belonging to each training model split into disruptive discharges (DD) and non-disruptive discharges (NDD). The third column shows the number of disruptive discharges (matched with the training model) and the last one reports the number of non-disruptive discharges.
Balanced training datasets
In binary classification problems, one talks of balanced training datasets when there are more or less the same numbers of instances of both classes. In this sense, the balance can be seen as a guarantee of fairness. Most machine learning algorithms work well with balanced datasets since they aim to optimize the overall classification accuracy. In this case, the degree of unbalance is 1 to 1. However, it should be noted that the unbalance ratio between classes is not the only factor that can reduce classification performance; other factors such as training size and complexity can also affect the performance. The complexity corresponds to the level of separability of classes within the data. For datasets that are linearly separable, classifier performances are not susceptible to any amount of unbalance [13] . As the degree of data complexity increases, the class unbalance factor starts influencing the classifier generalization ability. In the present adaptive predictor, as the unbalance increases, the complexity is greater. As the number of non-disruptive discharges is significantly higher than the number of disruptive discharges, the balanced training approach requires a random selection of non-disruptive discharges.
Details of the discharge selection for training with balanced datasets are summarized in the following pseudocode: Table 2 shows the five models of training with balanced datasets for the simplified example of figure 1. The first column represents the model. The second one reports the shot numbers belonging to each training model that are split into disruptive discharges (DD) and non-disruptive discharges (NDD). The third column shows the number of disruptive discharges and the last one reports the number of non-disruptive discharges. In this case, the number of disruptive and non-disruptive discharges is the same.
Test of models
The testing phase of each model is performed with all the discharges produced after the ones used for training. Details of the discharge selection to test each trained model are summarized in the following pseudocode:
where end represents the total number of discharges. Table 3 shows the test sets used for each trained model in the simplified example of figure 1.
Evaluation metrics play an important role in machine learning. They are used to assess and guide the learning algorithms. In the case of unbalanced datasets, if a particular metric is chosen and it does not properly evaluate the minority class, then the learning algorithms will not be able to efficiently handle the unbalanced problem.
A typical metric that is quite common in machine learning is the overall classification rate (i.e. accuracy). However, on Table 3 . Test sets for the simplified example of figure 1.
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an unbalanced dataset, the overall classification is no longer a suitable metric, since the small class has less effect on accuracy as compared with the prevalent class [14] . In our case, a multiobjective complex optimization problem is considered: the RT achievement of high success rates in the disruption predictions and simultaneously the highest reduction of the false alarm rates, i.e. max Disruption predictions Disruptive discharges and × min Disruption predictions Non-disruptive discharges where max and min represent the maximum and minimum functions, respectively. Therefore, the following two extreme cases can be considered:
• Case 1. The occurrence of disruptions is predicted for all shots. A prediction success rate of 100% can be obtained with a false alarm rate close to 100%.
• Case 2. The occurrence of disruptions is not predicted for any shots. A false alarm rate of 0% can be obtained with a prediction success rate of 0%.
The prediction performance can be shown on a diagram plotting the prediction success rate versus the false alarm rate (see figure 2 ). This diagram shows that an overall high prediction performance, which means a positive prediction success rate of ∼100% and a low false alarm rate of ∼0% at the same time, should be realized. It is meaningless to pursue high prediction success rates only.
Implementation framework

APODIS
The proposed methodologies to train from scratch have been implemented with the APODIS. At present, APODIS is running in the JET RT data network [15] on a routine basis within the Multithreaded Application Real-Time executor (MARTe) framework [16] . Figure 3 shows the architecture of APODIS based on two layers of SVM classifiers. The first layer follows the temporal evolution of the plasma through three sequential SVM classifiers (M1, M2 and M3, based on RBF kernels, where M1 analyses the last 32 ms of each discharge, M2 the previous 32 ms interval and M3 the 32 ms interval before M2) and the second one implements a different SVM classifier (linear kernel) to trigger or not an alarm. APODIS can be configured to use different sets of relevant signals depending on the needs. These signals are processed using 32 ms time windows with a sampling frequency of 1 kHz. For each time window, two features are calculated per signal: (1) the mean value and (2) the standard deviation of the fast Fourier transform (FFT) removing the zero frequency component.
For the training models based on APODIS, it has been necessary to use high-performance computing (HPC) available at CIEMAT. This HPC environment consists of 240 nodes of 2 Quad-Core Xeon processors (X5450 and X5570) at 3 GHz with 16 GB of RAM memory. Plasma internal inductance (4) Plasma density (5) Stored diamagnetic energy time derivative (6) Radiated power (7) Total input power (8) Poloidal beta (9) Plasma vertical centroid position (10) Plasma internal inductance time derivative (11) Poloidal beta time derivative (12) Plasma vertical centroid position time derivative
The database
In order to demonstrate the robustness and generalization capabilities of the disruption prediction methodologies summarized in sections 2.1 and 2.2, a database from JET ILW campaigns is selected. Table 4 summarizes the number and the range of pulses that are used. Shots with incomplete or unreliable measurements are excluded. For prediction purposes, only natural disruptions are used to train the models. On JET, thousands of signals are acquired in every pulse. The selection of the most informative physical quantities is fundamental to properly identify an incoming disruption. On the one hand, too many signals could overload the learning capacity of an automatic system. On the other hand, too few could not provide enough information to perform reliable predictions. Twelve signals are chosen for training and testing models (see table 5 ). The majority or all of these signals have also been used in previous research on disruptions with quite good results [8-10, 17, 18] . In this paper, two signal sets are considered: an expanded set (that includes all the signals in table 5) and a reduced set (that includes the signals from (1) to (7)). The latter is the set of signals used by APODIS in the JET RT data network.
Results
The performances of the models trained from scratch with the approaches shown in section 2 are compared. Figure 4 displays the disruption prediction for the unbalanced dataset approach with both the expanded signal set (represented by black lines) and the reduced signal set (represented by grey lines). The x-axis represents the number of disruptive discharges in each model. For example, 106 means that the model 106 is made up of the first 106 disruptive discharges (in chronological order) and all the non-disruptive discharges that have occurred so far (in the present case, exactly 678 non-disruptive discharges). Each classifier is evaluated with the rest of the discharges produced after it is generated. For classifier 106, the test set is therefore formed by 95 disruptive discharges and 358 nondisruptive discharges.
It is important to note the improvement of results (both greater success rate and lesser false alarm rate) as new discharges are incorporated to the training set. Until model 24, the predictions are quite erratic and unstable. The interpretation for this is that the predictor does not incorporate enough knowledge and more training is required. Model 24 determines a clear frontier and the models beyond this point show better results. The positive trend in the success rate together with the decrease in the false alarm rate confirms the better behaviour of the predictors. Table 6 shows the average rates of success and false alarms with the standard deviation from model 24 onwards with both expanded and reduced signal sets.
The standard deviation in the false alarms with the reduced signal set is slightly high because there are some peaks in the first models, as shown in figure 4 . Figure 5 shows the disruption prediction for the balanced dataset approach with both the expanded signal set (represented by black lines) and the reduced signal set (represented by grey lines). The x-axis gives the number of disruptive discharges in each model. For example, 106 represents model 106, which is made up of the first 106 disruptive discharges (in chronological order) and 106 non-disruptive discharges randomly chosen from the set of non-disruptive discharges that have occurred so far (in this case, 106 non-disruptive discharges are chosen from a total number of 678). As in the unbalanced case, each classifier is evaluated with the rest of the discharges produced after it is generated. For classifier 106, the test set therefore consists of 95 disruptive discharges and 358 non-disruptive discharges.
Unlike what happened with the unbalanced datasets, the present approach obtains better results from the first models Table 7 shows the average rates of success and false alarms with the standard deviation from model 42 onwards with both expanded and reduced signal sets. After the analysis of the two previous approaches, a question arises: which approach should be considered to develop reliable predictors? To answer this, it is important to look at tables 6 and 7. Unbalanced datasets show lower false alarms and success rates than the balanced approach. Looking for simultaneously satisfying a high success rate (as the one obtained with balanced datasets) and a low false alarm rate (as in the case with unbalanced datasets), a hybrid approach can be implemented. The hybrid approach is based on starting the generation of predictors with balanced datasets (to avoid the unstable and erratic predictions of unbalanced datasets) and switching to unbalanced trainings at a certain point with the aim of maintaining the false alarms as low as possible. The switching point establishes the number of nondisruptive discharges to be used in the training datasets. From that point onwards, the training datasets will be unbalanced, always with the same number of non-disruptive discharges (randomly chosen from the database) and an increasing number of disruptive discharges (each new disruption is included in the new training datasets).
According to figure 5 , after model 42, the results are quite stable and this is the number of non-disruptive discharges to be used in a hybrid approach. Figure 6 plots the success and false alarm rates with the hybrid approach and shows more steady results. The predictors are trained with balanced datasets up to the disruption number 42. From that moment, the training will be unbalanced in favour of the disruptive discharges. Table 8 shows the average rates of success and false alarms with the standard deviation of the hybrid approach from model 42 with both expanded and reduced signal sets. With regard to figure 6, the sharp fall in the success rate at the right extreme of the plot should be properly interpreted. It is clearly derived from the fact that the last models use very reduced test sets. For example, for model 200, there is only one disruptive discharge in the test set and, therefore, if it is missed, the success rate falls to 0%.
To conclude, it is important to discuss whether the creation of new predictors is really necessary each time a new disruption occurs. If a disruption happens and it has been predicted, a new training can be avoided because the automatic learning system is able to recognize the incoming disruption. Therefore, no new knowledge has to be incorporated to the predictor. In the case of missing a disruption, a re-training with the current disruption data is required to include in the predictor new information not available before. Figure 7 displays the success rate of a hybrid approach (with the expanded signal set) that follows the criterion of re-training the system only when a disruption is missed. For the JET ILW campaigns, only 10 re-trains after disruption 42 have been necessary (instead of 159 as in figure 6 ). In figure 7 , each re-training is represented by a circle. The numbers at the top of the figure show the number of disruptive discharges successfully recognized by each predictor before missing a disruption. A total number of 160 disruptions happened and 150 of them have been recognized (93.75%). The average rate of false alarms is 2.79%.
Summary and discussion
This paper discusses a specific method to develop disruption predictors from scratch. The term 'from scratch' means that the parameter space of the tokamak is completely unknown and, therefore, at the beginning there is no available information to train a predictor. This happens when a new machine starts its operation (let us think of JET with the ILW or ITER). New tokamaks are expected to start with discharges of low toroidal field and low plasma current where disruptions are not dangerous. In early campaigns, disruptions are expected to be a much larger fraction of the discharges. Therefore, the early campaigns will provide an excellent dataset to apply the adaptive predictors described here. As performance increases and disruptions become more dangerous, the adaptive learning method will provide an optimal method for minimizing disruptions and potential machine damage.
The analysis of the first three ILW campaigns in JET shows the good results of a hybrid methodology. The methodology to develop predictors from scratch can be summarized in two steps:
(1) First predictors are based on a balanced approach. A new predictor has to be generated after every disruptive discharge. (2) After about 40 disruptions, predictors are based on an unbalanced approach and this unbalance is in favour of the disruptive discharges. A new predictor has to be generated after every missed alarm.
These conclusions come from the analysis of more than 1000 discharges (disruptive and non-disruptive) corresponding to JET ILW campaigns. But it is important to understand the implications of the reported results for the development of disruption predictors from scratch in future fusion devices (ITER and DEMO). There are two different phases in the learning process. The first one is characterized by a fast learning rate. The objective is, on the one hand, to acquire a gross knowledge of the operational space (in relation to disruptions) as soon as possible. On the other hand, this knowledge has to be refined in the least possible time. According to figures 5 and 6, a few tens of disruptions are enough to have a good predictor system (high success rate and low false alarm rate). The second phase starts when a stable predictor has been obtained. In this context, 'stable' means to smoothly achieve both a minimum threshold of success rate and a maximum threshold of false alarms ( figure 6 ). Of course, new disruptions are always possible and when they happen, a new predictor has to be developed in such a way that the new version includes not only all the previous knowledge about disruptions but also the information provided by the new disruption. In this sense, we think that the key point in a predictor is the training phase. Therefore, it is possible to obtain different results depending on several factors such as selection of discharges, methodology in the training phase, signal selection and so on. In any case, to evaluate the results, it is important not to forget that the models are obtained from scratch, that is, only the available discharges have been used without the possibility of choosing discharges from a large database. Taking this into account, the learning process is really fast.
It is also important to note that the tests carried out for the ITER-like wall campaigns involve a limited set of disruption classes and therefore the training might have gone quicker than if one had to handle more different types. This will be assessed in future campaigns.
