Determining protein interaction networks and predicting network changes in time and space are crucial to understanding and modeling a biological system. In the past few years, the combination of experimental and computational tools has allowed great progress toward reaching this goal. Experimental methods include the largescale determination of protein interactions using two-hybrid or pulldown analysis as well as proteomics. The latter one is especially valuable when changes in protein concentrations over time are recorded. Computational tools include methods to predict and validate protein interactions on the basis of structural information and bioinformatics tools that analyze and integrate data for the same purpose. In this review, we focus on the use of structural information in combination with computational tools to predict new protein interactions, to determine which interactions are compatible with each other, to obtain some functional insight into single and multiple mutations, and to estimate equilibrium and kinetic parameters. Finally, we discuss the importance of establishing criteria to biologically validate protein interactions.
INTRODUCTION
Determining protein-protein and proteinligand (i.e., DNA, RNA, and small-molecule) interactions is essential if we want a systems biology understanding of living organisms and/or cells. Much effort has been made in the past years in experimentally determining protein-protein interactions on a large scale. Among the different methods used, we mention the two-hybrid approach with all its varieties [see Rual (4)], the pull-down experiments using different tags (5) (6) (7) , and more recently protein chips [8; reviewed in Kung & Snyder (9) ]. Each of the different methods have their advantages and disadvantages, which we do not discuss here [see Cusick et al. (10) , Fields (11) , and Berggard et al. (12) ]. In parallel over many years different groups have attempted to predict protein-protein interactions using homology modeling and docking software. However, although we have seen significant progress in the field, the accuracy of methods is not good enough to attempt large-scale prediction of interaction networks [Aloy & Russell (17) ]. With the advent and progress of different structural genomics projects, a new methodology, complementary to the above activities termed "interface modeling," was developed. This methodology depends on the availability of several good-quality three-dimensional (3D) structures, on correct (structure-based) sequence alignments, and on careful structural inspection of domains and sequences (16) . Essentially, it needs the structure of a complex at high resolution, and it is based on the fact that proteins belonging to the same family if they interact they normally do it the same way and using similar positions (15) , thus avoiding the docking problem (Figure 1 ) (18) . Other simplifications are that only the interacting secondary structure elements are considered and the target sequences modeled on them (19, 61 ; G. Fernandez, P. Beltrao, L. Serrano, submitted for publication). Even simpler versions of this method just consider the nature of the residues, which form the complex interface and score the putative complex of related proteins (15) . Complementary to this approach, other methodologies, such as the molecular dynamics of protein-peptide complexes, have been used to identify putative peptide ligands for a globular domain (110) . However, even a successful prediction of an interaction from a biophysical point of view (i.e., the two proteins bind with nanomolar affinity) does not guarantee that the interaction is physiological. Thus, other computational 
Figure 1
Summary of the main concepts discussed in this review. Structural biology in combination with computational tools can be used to validate interactions that have been found experimentally in a complex and to predict new protein interactions in silico. Furthermore, structural information is used to determine which interactions are compatible with each other and which ones exclude each other and to estimate equilibrium and kinetic constants. tools are needed to add some biological credibility to the predicted interactions.
Information regarding protein interactions is often depicted in interaction network diagrams where usually proteins are represented by dots and connections to interacting proteins are shown as lines. This concept is very powerful in order to explore global properties of network topologies. simultaneously? What will be the effects of particular mutations, found in human populations, on the interactions?
Traditional high-throughput methods do not answer these questions, and for example, they cannot distinguish between incompatible complexes sharing one or more components (13) . This has prompted various groups to develop methodologies to distinguish them. For example, when doing pull-down experiments, one can tag all the elements of the complexes, and by finding particular associations, in principle, it should be possible to decide about incompatibilities (7) . Also, another type of information, such as colocalization, can be used to distinguish between different complexes sharing common elements (14) . Alternatively, partial or total answers to these questions can be obtained from structural information as pointed out by the pioneering work of Aloy & Russell (15, 17) , which postulated that "Structural details can turn abstract system representation into models that more accurately reflect reality." Regarding which interactions exclude each other and which ones can happen simultaneously, the M.B. Gerstein lab (104) was the first to apply structural information on a large-scale experimental network (the human proteome). By using a 3D-structural exclusion, they could distinguish overlapping from nonoverlapping interfaces and thus provide evolutionary insights into network evolution (104) . Similarly, this information of conserved domain-domain interactions (and interface types) can be used to find possible binary interactions if experiments discover several proteins in a complex. Furthermore, the idea of testing whether domain interactions are simultaneously possible or whether they exclude each other can increase the information of a given network, allowing subdivision into mutually excluding complexes (A. Campagna, C. Kiel & L. Serrano, manuscript in preparation). With respect to the prediction of binding parameters, the pioneering work of Schreiber and coworkers (51) showed that, using structural information, it was possible obtain an estimate of the k on for the formation of a protein complex. This work was later followed by other groups (19) and ours, showing that quite accurate estimates on k on can be obtained for mutant variants and for members of the same families within protein complexes (C. Kiel, N. Kuemmerer, L. Serrano, manuscript in preparation). Baker's group showed that it was possible to obtain some reasonable estimate on K d values for protein interactions (20) . More recently our group has shown that for the RasRbd family of protein complexes computer methods can predict quite accurate estimates of the K d values (19) . Finally protein design algorithms, such as FoldX and others (86) (87) (88) (89) (90) (91) based on X-ray structures and interface models, can reliably predict the effect of mutations on protein complex stabilities, which allow interpretation of the effect of SNP variants on protein functionality and complex formation (21) .
In this review, we introduce and summarize the main applications of structural information and interface modeling to predict and analyze protein interaction networks, as summarized above (Figure 1) , and show the strengths and weaknesses of the methodology. We do not discuss other approaches for the prediction of protein-protein interactions based on docking (18) nor the nonhomologybased structural prediction methods (22) . Similarly, we do not review current methodologies for structure prediction (23).
MACROVIEW OF STRUCTURE
A protein (especially in eukaryotes) usually consists of many domains, and very often one domain can interact with different types of domains using different areas of its surface, as shown for the Ras-like G domain fold, which can interact with many different partner domains of various structures (Figure 2a) . However, proteins belonging to the same family [i.e., ubiquitin-like domain (UBD)] usually interact in a similar way with a particular protein family (i.e., Ras G proteins) (17) (Figure 2b) . In all Ras/UBD complexes, the binding mode is similar and involves mainly two antiparallel β-sheets of the UBD and the Ras domain, respectively, as well as the first helix of the UBD (19) . However, a recent large-scale structural classification of protein-protein interfaces has shown that 24% of protein hetero-interactions between homologues associate in multiple orientations (24) . Thus, further information on the target protein families is needed before we can assume that they will interact the same way as their homologues.
Structural proteomics efforts have already found 700-800 different folds (25) of the predicted 1000 domain folds in nature (26) and ∼2000 of the predicted 10,000 domaindomain interaction types (25) . It is estimated that more than 20 years is needed to obtain a representative structure for each interaction type (25) . One important attempt to reach this goal is the so-called "Pfam5000" structural genomics effort, which aims to solve the structure of the 5000 most important domain families found in the Pfam database (27) . The identification of domain families from sequences is a very mature field in bioinformatics. In Table 1 , we list the current Web tools and databases used to find domains on the basis of sequence similarity, protein order/disorder prediction, domain databases and classifications, and domain interaction type databases .
However, it is not the fold per se that determines whether two domains can interact, but rather epitopes on the surface of the domains (49) (Figure 2c) . Thus, although proteins of the same families interact through equivalent surfaces, there is no guarantee that any Ras protein will interact with an effector containing a UBD. It is often the case that one or two differences at key positions of the interaction surface are enough to prevent binding (i.e., Ras and Rap with RalGDS and Raf ). In fact, it has been shown for Raseffector interactions that the thermodynamic properties and kinetic properties can vary by orders of magnitude (50) , as shown for Ras in complex with RalGDS-RA, Raf-RBD, and affinity and kinetic properties. Thus, when predicting if two proteins will interact using the structural information of a complex involving related domains, an atomic model of the complex is needed. We discuss this process below with an emphasis on the difficulties associated with interface modeling.
HOMOLOGY INTERFACE MODELING
There are different methodologies to perform homology modeling [for reviews, see Goldsmith-Fischmann & Honig (53) and Ginalski (54) (55) (56) (57) . When the sequence homology is large and the loops have the same length, homology modeling just involves replacing the residues, which are different in the template structure, with those of the sequence to be modeled. This is a side chain modeling problem, which has been tackled by a number of algorithms (58) (59) (60) . Side chain modeling relies on the discretization of the conformational space of each amino acid into so-called rotamer states and on a search algorithm to find the best combination of these states. This is followed by energy evaluation to see if there is any structure incompatibility of the new sequence side chains with the rest of the protein, which could indicate that the backbone of the template structure should move to accommodate the new side chains. Sometimes even a single amino acid difference can slightly change the backbone. One example of this is a UBD sequence with a proline residue in a central position of a β-strand or α-helix, which changes the backbone of these secondary structure elements (61) (see Figure 3a) . Another example is the stabilization of a long loop, which is involved in the interface between an E2 and an E3 RING (really interesting new gene) domain by a large bulky amino acid. A tryptophan residue in the E3 RING domain stabilizes the conformation of the loop, which is involved in a complex formation with its E2 partner. A RING sequence with a small residue at this position cannot be modeled reliably using this complex structure as a modeling template (62) because the loop is expected to have a different conformation (Figure 3b) . If placement of the new sequence on the structural template does not result in any major incompatibility, or if the problems lie far away from the interaction surface, then the model can be evaluated.
When the homology is low, threshold < 30%, [the so-called 30% rule (53) , see the structural explanation for this by Chung & Subbiah (63)], and/or the loops have different lengths, the backbone is locally, or globally, different from that in the reference structure. For particular domain families, the sequence identity threshold may vary. In some protein families, very similar structures have low-sequence homology, and some clear sequence rules determine the local conformation (i.e., the SH3 family). Whereas in other cases, significant changes in conformation take place with the same homology level (i.e., the UBD family). In cases of low-sequence identity, different methodologies are used to model backbone movements: molecular dynamics (64), fragment libraries (65) (66) (67) , or the possibility of building chimeras using different parts of proteins belonging to the same family (G. Fernandez, in preparation); but modeling requires a careful examination of the protein family to which the target belongs. Loops frequently create a homology modeling problem. Insertion or deletion of one or more residues, or simply changing a critical residue in a loop, can result in large conformational changes that are difficult to predict. If possible, loops that are not involved in the interaction between proteins, or between protein and ligand, should not be modeled (16) . When it is necessary to model them, the best solution is to build chimeras using loop information from other members of the same family. If this is not possible, then automatic methods like MODELLER (55) or WHAT IF (56) can be used, but the results should be regarded with caution.
Quality of Template Structures
When homology modeling is used for sequences with a high level of sequence identity, success is dependent on the quality of the template structure, the quality of the rotamer library, the search engine, and the force field employed. Usually, a higher resolution of the structure results in a better prediction. Ideally, structures below 2.2Å resolution should be used. However, in some concrete cases where information from other members of the family is available, a lower resolution can be considered. One way to assess the quality of the structure of a complex is to calculate the interaction energy after refinement with a protein design algorithm. If the G-binding energy is not negative and is equal to or higher than the experimental data, the quality of the template is not good. In some cases, the problem could be local (a particular residue with bad, i.e., combinations of angles resulting in van der Waals clashes, ϕ and ψ angles, for example), whereas in others, it could be more global.
Further validation could be done by performing an in silico alanine-scanning mutagenesis with the original NMR structures and comparing the results with experimental mutagenesis data. If predicting a single alanine mutant is successful, this is an indication that the X-ray structure is of high quality (the opposite is not necessarily true because local conformational changes in response to the mutation could result in mispredictions). In the case of Ras-effector interactions, alanine mutants were predicted with a correlation of 0.7/0.8 for the complexes of Ras in complex with RalGDS-RA and Raf-RBD (68) .
A typical problem encountered when doing side chain replacement at the protein, or DNA, level is that the position of the CB (carbon atom β) in the case of amino acids, or of the N9 or N1 atoms in the case of DNA, is not always constant with respect to the backbone. This means that placement of standard side chains on a protein or DNA backbone could result in large deviations at the tip of the residue or base. This problem can be solved by always superimposing structures on the CB atoms (or N9 or N1 in the case of DNA). However, this assumes that the deviations of these atoms with respect to standard side chains are due to structure determination artifacts and are not real. If the deviations are real and if the atoms have some small capacity for displacement, then the correct side chain conformation, which fits with a small displacement of the CB atom, may be missed.
In any case before doing any homology modeling, it is always recommended that the structural template be repaired. This means flipping the Asn, Gln, and His side chains back and forth 180
• to see if they are cor-MSA: multiple sequence alignment rectly placed because in X-ray structures it is not possible to distinguish the CO and NH2 groups of Asn and Gln or the CD2 and ND1 atoms of His. Side chains should be moved slightly to eliminate van der Waals clashes, and if residues on the surface are part of the crystal contacts, other rotamers should be explored. NMR structures should not be used unless they have been refined to very high resolution using dipolar couplings and other techniques (69, 70) . If NMR structures are used, the recommended strategy is to repair them using the same protein design algorithm that will be used later for homology modeling and to select the structure with lowest energy.
Multiple Sequence Alignments: A Tree of Methods
One of the crucial steps for homology modeling that still requires further development is the alignment of the target sequence to model with the structural template. In particular, when sequence identity between the target sequence and template sequence is low (<30%), the accuracy of the alignment and the produced model are very weak (71) .
Multiple sequence alignment (MSA) tools have been under development for decades (72, 74, 75) . Wallace and colleagues (73) reported that, in 2005 alone, 20 new publications, describing new methods, were found in the literature. They showed that the different methodologies can be combined in a meta-alignment method (dubbed M-Coffee) by careful selection of independent methods (76) .
Perhaps one of the most significant developments for the use of MSAs in homology modeling has been the incorporation of structural information [see the descriptions of 3DCoffee (77) , Staccato (78) , and SAlign (79)]. Given the robustness of protein structure against amino acid substitution, homologous proteins are more likely to retain structural similarity than sequence identity over time (80) . For 3DCoffee, it was shown that www.annualreviews.org • Structure-Based Interaction Networksthe inclusion of protein structures among distantly related sequences increased MSA by 4% per added structure (77) . The use of sequence alignment tools for the purpose of homology modeling of low target-to-template sequence identity was recently benchmarked (81) . Dalton & Jackson (81) showed that when using the same modeling tool (modeller 8v2), 3D(T)Coffee + MODELLER perform best. Improvements were achieved for two-to fourtemplate modeling, giving a significant advantage over one-template modeling.
Packages that bundle various programs and speed the creation of different modeling protocols are useful. One of the few examples of currently available packages is Biskit (82), a Python library for structural bioinformatics. Even using the best automatic sequence alignment methods, it is, nevertheless, necessary at the end to inspect the alignment manually using structural information to ensure that it is correct (83).
Limits of Structural Coverage
In 2005, Chandonia & Brenner (27) estimated that the available protein structures would cover from 35% to 51% of the proteomes of model organisms. This estimate was calculated as the fraction of proteins containing at least one domain belonging to a family that has one of its members resolved structurally. As we discussed above, to create an accurate model using homology modeling, stricter requirements are needed. Some domain families are more easily modeled than others. SH3 domains, for example, retain structural similarity for low-sequence identity. For this reason in a best-case scenario, SH3 domains serve as a good model to test how much structural coverage is achievable with current homology modeling methods. We set up an automatic modeling pipeline using Biskit (82) as a wrapper for 3DCoffee (77) and MODELLER (57) to test the extensibility of current structural coverage for modeling SH3 domains. We used single-and two-template modeling of seven SH3 domains of known structure to benchmark the procedure (see Figure 4a) . Using two templates and the best current practices, reasonable SH3 models were obtained when the average sequence identity of the templates was above 30%. At this threshold, 98% of the models had an average CA-RMSD (carbon α-root mean square deviation) of less than 1.5Å, and 65% of the models had an average CA-RMSD below 1.0Å. For single-template modeling, a higher identity threshold is required. Using single templates of 40% or better sequence identity, 88% of the models produced had a CA-RMSD below 1.5Å, and 60% had a CA-RMSD below 1.0Å. As expected, the deviations from the known structure were not uniformly distributed in the whole structure but were more likely to occur in the loop regions (see Figure 4b) . Therefore, the larger the number of structures of a particular complex and of its protein constituents, the larger the probability of success (19, 61) . We tested the structural coverage for human SH3 domains using stringent cutoffs and the 79 nonredundant (at a 95% identity cutoff) SH3 domains of known X-ray structure that were available in the Protein Data Bank (PDB). Out of a total of 453 human SH3 domains, 64 (or 14%) have been solved, and 97 (or 22%) have at least 60% identity to known structures and should be possible to model with very high accuracy. Another 140 domains (31%) have at least 40% average identity to two of these templates, which also assures the likelihood of a very accurate model. Current structural coverage and automatic homology modeling methods allow for determination of close to 67% of all human SH3 domains (see Figure 5 ). This is, however, a very favorable case, which likely represents an upper bound of the current possibilities for protein modeling. For the majority of domains, structural coverage is scarce, and therefore, there are sequences that cannot be modeled reliably.
LEVELS OF PREDICTION
In this section, we discuss the advances in the use of emperical and energy potentials to 
Protein-Protein Interactions
Assuming that similar sequences have a similar fold and that domains with a similar fold interact through the same surface (17), much progress has been made in predicting proteinprotein interactions on the basis of structural information (17) and homology modeling (19, 61) . In Figure 6 , we show different template structures for use depending on the actual modeling problem. On the basis of the original NMR structure, template structures used in homology modeling can be generated. The modification of the original template structure depends on the application and on the sequence similarity of the domain to be modeled with the template.
If the sequences are very similar, and the loops between secondary structure elements have identical lengths, the complete X-ray structure is used as a template structure (Figure 6a) (68) . The predictions are very accurate because they take into consideration re- gions at the edge of the interface, which contribute a small amount to the overall binding energy and thus are included.
If sequences have different loop lengths than those in the original X-ray structure and the loops are not, or are minimally, involved in the interaction, 3D SH3 domains with above 60% identity to at least one known structure Human SH3 domains with above 40% average identity to two known structures Human SH3 domains that are not so easily modeled with current structural coverage Modeling human SH3 domains. We built a phylogenetic tree for 453 human SH3 domains from the SMART database (http://smart.embl.de) and 79 nonredundant SH3 domains of known X-ray structure from the Protein Data Bank (http://www.pdb.org/pdb/home/home.do). Those domains that either have a known structure or that should be possible to model using available structures are indicated (diamonds).
structures are modified by deleting the structural parts not involved in the interaction (Figure 6b ) (19, 61) . If sequences have different loop lengths and the loops contribute significantly to binding, the loops are generated using the WHAT IF library (56), or any other homology modeling tool, i.e., MODELLER (57), which contains loops of different lengths from a database of X-ray loop fragments (Figure 6c) . This was successful in the prediction of the Ras-effector interaction (61) . If the structure of one of the partners to be modeled into the complex is known and differs from the template, or if the sequence analysis suggests important conformational changes at the interaction surface, then it is necessary to generate new templates (Figure 6d ) evidence that particular sequences in a protein family determine certain specific local changes, a domain chimera is built by using different parts from proteins belonging to the same family (domain chimeras). This was successful for the prediction of SH3 domains with their target peptides (84) . Is there an ideal domain interaction type for the prediction of interactions on the basis of structural information? Ras proteins mediate their binding to effector domains using β-sheet interactions and loops. The structural flexibility in these interfaces is low because of the backbone hydrogen bond (H-bond) interactions. In fact, the main structural changes occur in the helix α1 in the Ras-binding domain; these changes can have significantly different conformations depending on the complex. Thus, the accuracy of the predictions is very good, although only six different template structures have been used (61) . The tumor necrosis factor (TNF) family ligand-receptor binding seems to be ideal for structure-based design because TNF family members adopt a very similar tertiary structure, and the diverse features of surface residues mediate the specificity between different TNF family members (85) . Interactions through the formation of a β-sheet seem easy to predict, probably because the backbone-backbone H-bonds restrict the possibilities of slightly different conformations in various complexes. Surfaces that involve little or no main chain H-bonds are more problematic for the simple reason that side chain mutations could slightly change the interaction geometry between molecules A and B, and therefore the number of templates required for successful prediction increases enormously. The flexibility in protein-peptide complexes is much higher, and thus prediction methods for protein-peptide interactions are discussed separately, see below.
Large-scale predictions were done for the Ras-effector system (61) . Because in this approach the backbone is kept constant and just the side chains are replaced, the problem of possible backbone movements is taken into consideration by using several template structures to model a sequence and to calculate the binding energy. Protein design algorithms, such as FoldX (86) (87) (88) , usually predict changes in affinity accurately, but the interaction energies for different protein complexes are not easily transferable into affinity constants, as derived from quantitative binding experiments. However, when a set of 20 Ras proteins was modeled in complex with Ras and Rap, a low correlation between the experimental and calculated affinities was found (19) . Therefore, a successful approach to analyze the interaction energies and to decide if two proteins interact on the basis of their interaction energies was to select the model with the lowest interaction energy generated using different template structures (19, 61) . However, if the total energy (protein stability) of a sequence modeled with a particular template structure is very bad (has high energy) as a result of high van der Waals clashes, the model should be discarded because the result indicates that the sequence and the template structure are not compatible, and thus the result of homology modeling will not be reliable, although interaction energies might be favorable. After the best model, generated using different template structures, has been selected, one needs criteria for energy thresholds to decide whether this sequence will bind. To do so, energy thresholds are defined by calibrating energy sum values using experimental information (61) . Using this threshold information, new binding and nonbinding domains can be successfully predicted, and the rest of the prediction is in the "twilight zone" (61) . The prediction accuracy of predicting binding and nonbinding domains is very high (∼0.8) using this method (61) .
Interface modeling, although accurate, is a time-consuming process, especially when predictions are done on a genome-wide scale. Consequently, a new method, the prediction of protein-protein interactions on the basis of energy matrices, was successfully developed and applied to the prediction of Ras-effector interactions (93) . In this method, positionspecific energy matrices are generated, and using different Ras-effector X-ray template structures, all amino acids in the Ras-binding domain are sequentially mutated to all other amino acid residues, and the effect on binding energy is calculated. Then the precalculated matrices are used to score the binding of any Ras or effector sequences. Using these matrices, the sequences of putative Ras-binding domains are scanned quickly to calculate an energy sum value. By calibrating energy sum values with quantitative experimental binding data, thresholds are defined, and nonbinding domains are excluded quickly. Sequences that have energy sum values above this threshold are considered potential binding domains and can be further analyzed using homology interface modeling.
In Figure 7 , the prediction success is compared-as judged from a range of energy thresholds-with a set of 50 UBD domains in complex with Ras and Rap using three different methods: homology modeling with loops, homology modeling without loops, and energy matrices. The highest discrimination power is obtained using homology models that explicitly take loop modeling into consideration (Figure 7a) . After adding experimental binding information, there are two clear thresholds for predicting binding and nonbinding domains, leaving only a very narrow twilight zone of 5 kcal/mol. Discrimination power decreases somewhat when modeling Ras-effector interactions if no loops are taken into consideration (Figure 7b) . Here, we also observe clear thresholds for binding and nonbinding domains; however, the area of twilight is little larger (10 kcal/mol). The results for predictions with position energy matrices using the test set of Ras/Rapeffector interactions (Figure 7c) show a very good discriminative power for nonbinding domains. However, the false positives can occur at low-energy values, which makes definProtein domain: an element of overall protein structure that is self-stabilizing and often folds independently of the rest of the protein chain ing the threshold for predicting binding domains difficult.
Domain-Peptide Interactions
The studies mentioned above focused on trying to predict domain-domain interactions and usually did not consider domain-peptide interactions. That is, the interaction is assumed to be between two folded structures with relatively large binding interfaces instead of interactions with linear peptides as is the case of several protein domains (SH3, SH2, WW, 14-3-3 domains). The binding specificity of peptide-binding domains can be characterized experimentally by many different approaches with the use of oriented peptide libraries. These peptide libraries can be presented either in phage display (94) , spotted on cellulose membrane (95, 96) , or allowed to interact with protein arrays containing the binding domains (97) . These experimental approaches are time consuming and do not necessarily provide with an understanding of the structural properties that define the specificity of each domain. Developments in structurebased predictions of domain-peptide interactions are poised to circumvent these deficits. We discuss these developments, giving emphasis to the difficulties associated with the larger conformational variability of peptide ligands and the lack of specificity of peptidebinding domains.
Some of the first attempts to predict domain-peptide interactions with the aid of some structural information were developed in the mid-to late 1990s (105) . In this study, a simple energy potential function, specially developed for particular domainpeptide interactions, was fitted using structures of known complexes and experimentally determined binding energies. This approach requires significant knowledge and is not easily applicable to other cases. In the early 2000s, different groups built upon this idea to determine the binding specificity of domain families by analysis of complexes and known binding peptides for SH3 domains (106) (107), and SH2 domains (108) . The structures of several domains of the same family, in complex with a peptide, were analyzed together with information on known binding peptides. The authors, mentioned above, determined the residues that are important for binding from the structural analysis and then used different methods to correlate the binding residues in the domain with the target residues in the peptide. With these rules, it is possible to use any protein domain of the family under study (SH3, kinase, and SH2), with similar enough sequences, and match key residues with predicted binding specificity. Predicting the binding specificity of new domains in this way can be very accurate but is only applicable for domains that are significantly similar to the ones already studied (109) . By this means, current knowledge of binding specificity is extended to domains of identical sequences, but several complex structures and experimentally determined peptide-binding data must be available for the domain family chosen. These procedures are also related to the approach used by Aloy & Russell (15), described above, for Ras/RBD interactions. More recently, our group and the lab of Wei Wang have used general purpose energy force fields to predict the binding specificity of peptide-binding domains (84, 110, 111 ; N. Sanchez, under review; G. Fernandez-Ballester, in preparation). These methods have the great advantage that no domain-specific information is required aside from a model of the complex for the domain under investigation. This might not be a difficult requirement because, in some cases, this model can be obtained from homology modeling, shown by Gregorio and colleagues, manuscript in preparation, and G. FernandezBallester, manuscript in preparation. As described above for Ras-effector interactions, it is possible to use these force fields to do in silico mutagenesis of the target ligand. One advantage of predicting protein-peptide interactions is that the target ligand usually adopts an extended conformation, and another is that ligand positions can be assumed to be mostly independent. From this computational analysis, a position-specific scoring matrix (PSSM) is created containing the information on the preferred residues at each position in the ligand. Given that the target is a peptide ligand and not a folded domain, using these ligand matrices requires no domain information or modeling for the target protein analyzed.
The main difficulty in applying these approaches to protein-peptide predictions is the large conformation variability possible for the ligand. SH3 ligands, for example, are usually referred to as class I or class II ligands depending on their orientation (112) . Soon after the initial peptide studies, a third group for less common types of ligands was suggested (113) . Our own recent analysis of SH3 domain complexes retrieved 29 SH3 ligands of different conformations (G. Fernandez-Ballester & L. Serrano, in preparation). This large variability makes it harder to evaluate the binding of putative targets because different amino acids might be accommodated with movements of the peptide backbone. As detailed above, it is possible to model each different conformation separately and analyze the energy of all conformations, but the problem becomes harder to tackle. Future improvements in domain-peptide predictions from structure have much to gain from programs capable of predicting backbone movements upon mutation. This can be achieved by incorporating molecular dynamics algorithms (110) or fragment libraries (65) . Another disadvantage for target prediction of domain-peptide prediction, when compared to protein-protein predictions, is the smaller specificity defined by the binding surface. A domain-peptide interaction is usually determined by a small number of residues in the target peptide (114) , which makes them difficult to identify in the proteome. However, many of these target sites are thought to occur in unstructured regions of the proteome (115) . Interactions with unstructured protein segments might be functionally important for different reasons (e.g., decoupling of specificity and affinity, clustering of multiple binding sites, faster rates of association and dissociation), and many computational strategies have been developed to predict these sites of disorder [see the review by Radivojac et al. (116) and Table 1 ]. Therefore, improvements in binding accuracy can be achieved by restricting the search of putative binding sites to protein segments predicted to be intrinsically disordered (117).
Nonatomic Detail Prediction
In principle, predictions, which are based on sequence alone, are not possible because only one residue change in the interface could lead to complete loss of binding affinity. However, aside from homology modeling, which quantitatively describes the interaction in atomic-level detail, nonatomic-detail methods have been successfully used to predict the interaction of proteins (15, 98) . These methods, such as Interaction Prediction through Tertiary Structure (InterPreTS) (http:// www.russell.embl.de/cgi-bin/interprets2) (99) and MULTIPROSPECTOR (100), use empirical pair potentials, which describe how well a homologous pair of sequences fit into a complex structure. Both were successfully applied to predict the specificities of large domain families, e.g., the complex between fibroblast growth factors and their receptors (15).
STRUCTURAL INFORMATION AS A TOOL TO ANALYZE PROTEIN INTERACTION NETWORKS
As discussed above, structural information in combination with protein design algorithms can be used to predict new protein interactions. However, there are other possible uses of structural information in the analysis of interaction networks. The relative interaction energy, which is based on complex protein structures, can be predicted in a fast and accurate way with existing protein design algorithms. Successful predictions of binding affinities for wild-type and mutant complexes have been carried out using the protein design algorithms FoldX (86) (87) (88) and Rosetta (89) (90) (91) . Examples are the prediction of Raseffector interactions (19, 61, 68) and alanine mutations at the interface of a member of the TNF-related apoptosis-inducing ligand (TRAIL) family in complex with its receptor, DR5 (92) . Prediction of ubiquitin with ubiquitin-interacting motifs also gives the qualitatively correct trend (83) . Structural information in combination with bioinformatic tools (118, 119) and/or protein design algorithms (21) can be used to predict the functional effect of human single-nucleotide polymorphisms.
As mentioned above protein design algorithms usually predict changes in affinity accurately. However, prediction of the absolute value for a binding constant or kinetic parameter is more difficult. Thus, the interaction energies for different protein complexes are not easily transferable into affinity constants, as derived from quantitative binding experiments. However, for proteins of the same family, and for complexes between proteins that do not involve conformational changes upon binding, rough estimates can be obtained for the binding constant (19, 20) and k on values (19, 51) provided that a calibration with experimental data has been done first.
Finally, we should mention the possibility of using structural information to partition protein interaction networks into structurally compatible subnetworks. It is quite obvious now that many proteins do have more partners than surface available for interaction and therefore that some interactions must be mutually exclusive. In principle, if enough information is available regarding the complexes made by one protein or domain with several other proteins or domains, one could easily decide which interactions are simultaneously possible by doing a superimposition and looking for excluded surfaces (104) . In the absence of structural information, it is possible to look for complexes involving homologue domains and, assuming that proteins of the same families will in general interact the same way, do the same exclusion exercise (A. Campagna, C. Kiel, & L. Serrano, manuscript in preparation). With more structures and complexes being deposited every day, the likelihood of dissecting protein interaction networks into functional subnetworks is becoming more pausible and will be one of the main contribuitions of structural biology to systems biology.
MINING FOR BIOLOGICAL CONTEXT
The structure-based methods described above predict binding affinities in the same way one would obtain them from in vitro assays. Knowledge of binding affinities alone is not sufficient to determine if proteins interact inside the cell. What determines binding in a living organism is a conjugation of factors, such as expression levels, localization, complex formation (i.e., scaffolding), posttranslation modifications, splicing forms, and association with small compounds. We need what one could call the biological context information or a way to predict it to make inroads into in vivo binding predictions. Some recent developments started to tackle this problem by using integrative probabilistic approaches that try to weight different Protein fusion: in protein evolution analysis, a protein containing two sequence blocks that are homologous to proteins in other species information sources and by combining them with protein-binding specificity information (61, 120) . We explore, below, some of the most commonly used methods to predict protein-protein interactions and ways to combine these into a single scoring function.
Sequence-Based Methods
Some early attempts to predict proteinprotein association came from the early comparative genomics analyses. For example, it was observed that conserved proximity of two open reading frames correlates with an increase in likelihood of protein interaction between the coded proteins (121) .
In similar fashion, it was shown that phylogenetic association of protein pairs also signals functional linkage. That is, if two proteins are always present or absent together (not necessarily in close vicinity in the genome) in many different species, then the two proteins are likely part of the same complex/pathway (122) . Another sequence-based method relies on the determination of protein fusion events. In 1999, Marcotte and colleagues (123) showed that if two proteins are sometimes seen in some species fused into one contiguous protein, then these are very likely related in function and, therefore, also more likely to interact. These methods have the advantage that they only require the simple analysis of a large number of genomes, but they do not directly predict protein interactions but instead functional association. Another disadvantage is that these methods are not very effective in eukaryotic species, given that they have a more complex genome structure and fewer of these genomes are available to study.
A different method to predict protein interaction from sequence information was developed by Pazos and colleagues (124, 125) . Analyzing alignments of interacting proteins, the authors showed that correlated mutations, between the two proteins, are identifiable signals for protein-protein interaction. This method not only identifies direct protein-protein association, but it also determines the protein-binding regions.
Since these works by Pazos et al., many other metrics of correlated mutations have been proposed [reviewed by Halperin et al. (126) ], although most have been directed at studies of intramolecular interactions instead of prediction of intermolecular contacts. Halperin and colleagues (126) tested the capacity of these different measures to predict protein-protein contacts and found most to be weak predictors.
A related method to the study of correlated mutations is the analysis of the coevolution of entire sequences known as "mirror tree" methods, pioneered by Goh and colleagues in 2000 (127) and further improved later, see the review by Shoemaker & Panchenko (128) . In this approach, proteins from interacting protein families are aligned, and the correlation of the obtained pairwise distances is used as a signal of coevolution.
In both the correlated mutations and mirror tree methods, it is assumed that the evolution of the protein sequences of the interacting families will be mostly driven by the correlated changes in the binding epitopes. Given that most of variance in protein evolutionary rates can be explained by the level of protein expression (129) , it is possible that the predictive power of these approaches might be limited (130).
Domain Interaction Propensity
From the analysis of the different interaction networks experimentally determined, one can extract the likelihood that any two given protein domains might interact. This knowledge of domain interaction propensities can then be used to direct the prediction of new proteinprotein interactions (101) (102) (103) . These approaches were further improved by advances in the statistical analysis (131) with the current top-performing algorithm being the InSite program (132) . A great advantage of these approaches is that they not only predict proteinprotein interactions but also directly inform on the putative domains involved.
Graph Theory Methods
One early approach in the study of large cellular interaction maps was to simplify the information into a graph form. Each component was symbolized as a node, and each interaction as an edge in the graph (133) . This graph abstraction is, in many respects, too large a simplification of what we already know of proteins and cellular functions, but it allowed for a vast number of studies regarding interaction networks (133) (134) (135) (136) . One interesting observation coming from these graph studies is that protein interactions, or edges, can be predicted just by looking at the graphs of current incomplete interactomes (137, 138) . Some recent advances in protein-protein interaction prediction have come from trying to do comparative graph analysis between the interactomes of different species (139, 140) . This type of approach, dubbed comparative interactomics (141) , can be thought of as the analogy to comparative genomics.
Integration of Different Methods
The proliferation of experimental and computational methods to study protein-protein interactions has prompted comparative studies of the different approaches (142) . These analyses have shown that the different experimental and computational methods are not overlapping, and all suffer from low accuracy and low coverage when benchmarked against a trusted dataset. Also, it was demonstrated that interactions that were observed in more than one of the analyses were more likely to be a true interactions. From these first efforts to compare the different methods came then the idea that more reliable information can be obtained from the combination of different experimental and computational observations. One year after the comparative analysis from von Mering and colleagues (142) , two different groups provided the first examples of a statistical combination of the various approaches with a Bayesian framework (14, 143) . This strategy was used in 2005 to integrate different information sources to predict human protein interactions with considerable success (10,000 predictions with a 20% false-positive rate) (144) . Given the interdependences that occur between the different datasets used, there is a limit to the benefit obtained from this type of integration (145) .
These probabilistic weighting schemes can be used to increase the reliability of interactions determined by the prediction of binding specificities. Recently this approach was used to improve the prediction of human kinase targets (120) . In this work, known phosphorylation targets were linked to the most likely kinase by combining information on binding specificity with prediction of functional interactions taken from the STRING database (146) . In our lab, we have used a naive Bayes network to weigh different interaction predictors with a set of in vivo interactions retrieved from the Human Protein Reference Database (147). This combined predictor was then used to attribute confidence scores to putative Ras/RBDs (61) .
We believe that effort should be made by the community to establish prediction servers that are constantly updated to integrate meaningful datasets and computation methods. These servers in combination with putative binding specificity should allow us to predict biological pathways with great accuracy.
LIMITATIONS
Structure-based prediction of protein-protein interactions is becoming a mature field. The recent advances in protein design algorithms and MSAs, in combination with other bioinformatic approaches, allow genome-wide prediction for particular domain interactions. However, there are some serious limitations that preclude its broad general use. The more important one is the lack of enough structural templates in many cases, both at the level of isolated domains and at the level of protein complexes. The quality of the predictions is strictly related to the abundance of different templates that explore the conformational space available for a particular complex. Molecular dynamics and chimeras can partly compensate for it, but they require some expertise and are time consuming. It is important that, in the future, structural genomics project scientists focus on filling the structural gaps in families. Although it does not make too much sense to determine the structure of a domain if there is already a PDB record of a closely related protein, filling the structural gaps is critical to solve structures of sequences with low homology.
Even with the best methodology (experimental and computational), a detailed bioinformatic or experimental biological validation should be done. Any computationally or experimentally determined K d is meaningless in the absence of a biological context. Thus, a micromolar K d could be relevant if the concentration is high or if one of the two proteins is localized. Similarly, a nanomolar K d is meaningless if the two proteins never see each other.
SUMMARY POINTS
1. Methods to predict protein interactions on the basis of structural information can complement large-scale experimental protein interaction networks.
2. All prediction methods are based on the finding that structurally similar domains usually interact in a similar way.
3. However, it is not the fold per se which determines whether two proteins can interact, but rather certain amino acid residues on the surface of this conserved fold determine the affinity and specificity between the domains.
4. Homology modeling is used to generate complex models for sequences that are homologous to the template (X-ray) structure, and interaction energies can be calculated using protein design force fields.
5. Energy matrices contain the binding energy contributions for all 20 amino acid residues for every position in the interface. They can be used to quickly scan sequences and evaluate whether they are potential binding domains and need to be modeled, and they can exclude sequences that cannot bind.
6. Structural information can also be used to partition interaction networks into structurally compatible subnetworks.
7. Crude estimates of binding (equilibrium and kinetic) parameters as well as functional consequences of point mutations can be obtained from structural analysis.
8. Bioinformatics data integration helps validate predictions and provides further knowledge about expression levels and localization.
9. The main limitations of structure-based predictions are the quality of template structures, slightly different binding modes, and backbone changes of the participating domains.
FUTURE ISSUES
1. In the area of homology/interface modeling, the following important issues need to be solved: backbone moves, loop modeling, and automatization of template selection, which will require the determination of compatibility between sequences and specific template structures.
2. Structure-based sequence alignments need to be optimized.
3. Current structural proteomics approaches will solve the structure of more protein complexes and thus increase the number of template structures (∼10,000 domaindomain interaction types are predicted, so far only ∼2,000 are known).
4. The existing methods to predict domains based on the amino acid sequence need to be optimized by taking secondary structure prediction and structural information into account.
5. Simulations have to be performed to integrate protein interaction network changes (time and localization).
6. Prediction of thermodynamic and kinetic parameters (K d , k on , k off ) on the basis of structure need to be further developed.
7. The roles of different K d s/specificity for signal transduction and signaling flow have to be studied.
8. There is a need for bioinformatic servers, which are capable of integrating predicted binding affinity with other experimental resources to determine biologically relevant protein interactions.
