We present a new relaxation approximation to scalar conservation laws 
). In this paper we shall restrict our consideration to the entropy solutions of (1.1){(1.2) in the sense of Kru zkov, which are known to be unique and having good mathematical properties, see Kr] and Section 3 below. Consider also the following class of discrete kinetic systems. Let we have that f = M(u) and u is a weak solution of (1.1).
The plan of the paper is as follows: in Section 2 we prove that, if M is a MMF, then problem (1.3){(1.4) has a unique uniformly bounded solution for any " > 0.
The monotonicity condition (1.8) will be our key argument. In fact it implies special comparison and stability properties of system (1.3) and in particular the evolution operator associated to problem (1.3){(1. Recall also that the kinetic approximation of uid dynamic equations is a classical problem in mathematical physics. In particular Euler equations can be formally obtained as the uid dynamical limit of Boltzmann equations, see Ce] , CIP] and references therein.
Actually this limit has been rigorously established only as long as the limit solutions are regular.
The limiting behavior of discrete velocities models has been also studied by many people, see for instance again the review paper PI]. In particular we mention the studies 
(1.9)
We recall that uniform bounds, stability and convergence to the unique entropy solution of the related one dimensional conservation law for this approximation were rst given in Na]. Let us also mention that the L 1 stability of travelling wave solutions to problem (1.9) has been investigated in MN].
Here we extend the monotonicity arguments of Na] to cover the multidimensional case. Observe that the approximation proposed in JX] in the multidimensional case does not enter in our framework (see Remark 4.5 below) and its stability and convergence remain to be proved. On the other hand we present here an example (see Section 4) of a multidimensional discrete velocities approximation, stable and convergent, which possesses a slightly di erent relaxation formulation. First we have that
since jM # i (u)j juj, for any i = 1; : : :; N. 
Let us observe now that, since u,ũ 2 I, we can apply the monotonicity properties of the function M: Proof . The proof is a direct consequence of Theorem 2.2, by takingf " (x; t) = f " (x+h; t). Then, since M i is Lipschitz continuous and by using Proposition 3.5, it follows I 2 C k'k C 1 " + e ?t=" " ! :
Therefore, the conclusion follows by summing up the di erent estimates.
Next we can estimate the deviation from the equilibrium in the L 1 norm. 
(3.12)
Proof . For any " > 0 and i = 1; : : :; N, take smooth initial data. then we have
Hence, after integration and by standard methods, we obtain that there exists a constant C > 0 such that:
Then, from Proposition 3.3 and using density arguments, we obtain (3.12).
The previous results were established to prove the compactness of the sequence f 
On the other hand we have
Then the proof is complete. To prove (3.14) we just use (3.13) and the uniform boundedness of ff " g. In fact, for any nonnegative ' 2 C 1 0 (R d (0; 1)), we have:
This proves the convergence in L 1 loc . Convergence in L 
? kj ' dx dt Therefore the limit (3.15) follows, since the last term tends to zero, as " # 0, from (3.14).
Finally, we recover the entropy inequalities (3.1), just passing into the limit in inequality (3.13).
Examples and remarks
In this section we present some examples of monotone maxwellian functions M related to Cauchy problem (1.1){(1.2).
Example 4 and the approximating discrete Boltzmann system, for 1 < 2 8 < : In particular for 2 = ? 1 = > 0 we recover the relaxation approximation (1. for u 2 I, for some I R. Observe that condition (4.7) implies the subcharacteristic condition (4.4). This yields, after some calculations: for a suitable choice of the constants j 2 R. This approximation does not t in our framework and then we are not able to prove, by using our methods, its convergence as " # 0. In fact it is possible to prove, by a simple explicit computation, that it is impossible to diagonalize the left hand side of system (4.13), if d 2.
More precisely, take a function f = (f 1 ; : : :; f N ) and some constants ij 2 R 
