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The Hund’s coupling in multiorbital Hubbard systems induces spin freezing and associated Hund
metal behavior. Using dynamical mean field theory, we explore the effect of local moment formation,
spin and charge excitations on the entropy and specific heat of the three-orbital model. In particular,
we demonstrate a substantial enhancement of the entropy in the spin-frozen metal phase at low
temperatures, and peaks in the specific heat associated with the activation of spin and charge
fluctuations at high temperature. We also clarify how these temperature scales depend on the
interaction parameters and filling.
I. INTRODUCTION
The three-orbital Hubbard model [1] is relevant for the
description of transition metal compounds with partially
filled t2g shells [2] and for alkali-doped fullerides with
half filled molecular orbitals with t1u symmetry [3–7].
More generally, it plays an important role in theoretical
studies which try to reveal and quantify the correlation
effects resulting from the Coulomb interaction in a multi-
orbital set-up [8–12]. For a given electron number, the
Hund’s coupling J differentiates the energies of atomic
configurations with different orbital occupations and spin
states. In a lattice environment, it leads to local moment
formation and bad metal behavior with a nontrivial filling
and temperature dependence [8, 12]. One reason for the
dramatic effect of J on the metallic state of multi-orbital
systems is the fact that the screening temperature drops
exponentially with the magnitude of these local moments
[1, 13–18].
Previous dynamical mean field studies of the three-
orbital Hubbard model in the paramagnetic state have
demonstrated the existence of a spin-freezing crossover,
between a conventional Fermi-liquid type metal in the
weakly correlated and strongly doped regime to a bad
metal state with frozen magnetic moments near half-
filling [8, 12, 19]. This crossover regime is characterized
by peculiar non-Fermi liquid exponents, such as a self-
energy which grows like the square root of frequency in
a wide energy window. This crossover has significant ef-
fects on the normal state properties of strontium ruthen-
ates [8, 20–24], iron pnictides [25–29], and other corre-
lated materials [30, 31]. In models with negative Hund’s
couplings, relevant for the description of fulleride com-
pounds, an analogous orbital freezing crossover has been
observed [7, 32].
Subsequent work has focused on clarifying the low-
temperature properties of these models, and showed that
the screening of the orbital and spin moments in the
metallic phase eventually leads to Fermi liquid behavior
[33–35]. It has also been shown that the enhanced local
spin or orbital fluctuations in the crossover regime to the
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frozen moment state results in unconventional supercon-
ducting states at low temperature, while the frozen mo-
ment regime itself is susceptible to magnetic or orbital
order [19, 36, 37]. This pairing mechanism is interest-
ing because it naturally explains the generic features of
the phase diagrams of unconventional superconductors,
namely a superconducting dome next to a magnetically
ordered phase, and a bad metallic state with non-Fermi
liquid properties at elevated temperatures [19].
One aspect which has not been systematically studied
so far is the fate of the frozen moment regimes and the
associated crossovers at elevated temperatures. Above
some temperature controlled by J , we expect the ther-
mal activation of local spin or orbital excitations, which
should wash out the freezing effect. The entropy of the
system should be sensitive to the appearance of long-
lived magnetic or orbital moments and can provide new
perspectives on freezing-related phenomena. The specific
heat, as a closely related quantity, measures fluctuations
in the energy, and can thus detect the activation of spin,
orbital and charge excitations at high temperatures, as
well as the formation of a Fermi liquid state at low tem-
peratures.
Recent studies have considered the entropy of multi-
orbital impurity models in the very low temperature
regime, and revealed plateaus associated with the ap-
pearance of unscreened moments [38, 39]. Here, we
present a systematic study of the entropy of the three-
orbital lattice system, focusing on the intermediate and
high temperature regime and on the case of ferromagnetic
Hund’s coupling. Our results for the infinitely connected
Bethe lattice show relatively broad crossovers associated
with the enhancement of the spin entropy in the vicinity
of Mott phases, below the activation temperature for lo-
cal spin excitations. Based on an analysis of the atomic
problem, we clarify how the activation temperatures for
spin and charge excitations and the associated peaks in
the specific heat depend on the model parameters.
The paper is organized as follows. In Section II we
describe the model and the method used to compute the
entropy and specific heat. In Sec. III we present the re-
sults for the entropy and specific heat of the three-orbital
model, while Sec. IV contains a discussion and conclu-
sions. Technical details related to the simulation method
and data analysis can be found in the Appendices.
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2II. MODEL AND METHOD
A. Model
We consider a three-orbital Hubbard model on an in-
finitely connected Bethe lattice. The local Hamiltonian
reads Hloc = Hint − µ
∑
α,σ nα,σ with a density-density
interaction term
Hint =
∑
α
Unα,↑nα,↓ +
∑
α>β,σ
[
U ′nα,σnβ,−σ
+ (U ′ − J)nα,σnβ,σ
]
. (1)
Here, α labels the orbital, σ spin, nα,σ = c
†
α,σcα,σ is the
orbital and spin dependent density, U the intra-orbital
interaction, U ′ the inter-orbital same-spin interaction, J
the Hund’s coupling and µ the chemical potential. We
use U ′ = U − 2J . Because of the high numerical cost
of evaluating the entropy, we do not consider spin-flip
and pair-hopping terms. This allows us to use the ef-
ficient segment formulation of the hybridization expan-
sion continuous-time Monte Carlo method (CT-HYB)
[40, 41] for the solution of the dynamical mean-field the-
ory (DMFT) [42] equations.
In the case of an infinitely connected Bethe lattice, the
DMFT solution becomes exact and the self-consistency
equations simplify to
∆α,σ = t
2Gimp,α,σ, (2)
where Gimp,α,σ is the Green’s function for the DMFT
impurity problem defined by the local term Hloc and the
hybridization functions ∆α,σ. The density of states of the
noninteracting problem is semi-circular with bandwidth
4t. In the following, we use D = 2t = 1 as the unit of
energy.
Depending on the filling, temperature, interaction
strength and sign of J the three orbital Hubbard model
may exhibit antiferromagnetic or ferromagnetic spin or
orbital order [9, 19, 37, 43], spin-singlet or spin-triplet
superconductivity [19], as well as symmetry-breaking at
the two-particle level [44]. In the present study, we con-
sider J > 0 and suppress long range orders, i.e. restrict
the solution to the paramagnetic, orbitally degenerate
normal state.
B. Calculation of the entropy
We compute the entropy per site at density n and tem-
perature T using the formula
S(n, T ) = S(n,∞)−
∫ ∞
T
CV (n, T
′)
T ′
dT ′, (3)
where the specific heat CV (n, T ) is calculated as the
derivative of the total energy per site Etot(n, T ) with re-
spect to temperature,
CV (n, T ) =
∂Etot(n, T )
∂T
. (4)
We choose the infinite-temperature entropy (rather than
the zero temperature value) as the reference, because
the CT-HYB method cannot access arbitrarily low tem-
peratures. For a 3-orbital lattice model with N sites
(N →∞) and density n, there are CnN6N ways of placing
nN electrons on 6N spin-orbitals. At T = ∞ all these
configurations are equally probable and using Stirling’s
formula we find
S(n,∞) = lim
N→∞
1
N
lnCnN6N
= −6 ·
[n
6
ln
n
6
+
(
1− n
6
)
ln
(
1− n
6
)]
. (5)
The total energy can be measured in CT-HYB as [45]
Etot = 〈Hint〉 − T 〈k〉, (6)
where 〈k〉 is the average total perturbation order of the
hybridization expansion and T the temperature (−T 〈k〉
is the kinetic energy). Since Hint is of density-density
type, the interaction energy can be measured accurately
through the sampling of segment overlaps [40], 〈Hint〉 =∑
ij Uij〈ninj〉, where i and j is a combined spin-orbital
index. At very high temperatures, T & TH ≡ U/2,
the energy and specific heat of the system can be well
approximated by a Hubbard-I approximation (see Ap-
pendix A). Hence, in practice, we split the calculation
of the entropy into three parts, S(n, T ) ≈ S(n,∞) −∫∞
TH
CHub-IV (n,T
′)
T ′ dT
′ − ∫ TH
T
CV (n,T
′)
T ′ dT
′, so that we only
have to use CT-HYB simulations in the temperature
range from T to TH .
In the noninteracting case, the density of states is tem-
perature independent, so that the total energy (= kinetic
energy) can be numerically calculated from the n- and T -
dependent occupation.
C. Numerical procedure
We first compute the total energies with high accuracy
at many fixed temperatures on a roughly uniform den-
sity grid n ≈ 0.1, 0.2, · · · , 2.9, 3.0. This density grid is
further refined near the integer fillings n = 1, 2, 3 if these
solutions are Mott insulating and hence ∂Etot(n, T )/∂n
is discontinuous. The temperature grid is coarsely spaced
for T  J and densely spaced for T . J , with a partic-
ularly fine grid around J/2 and J in cases where local
spin excitations result in a peak in the specific heat near
these energy scales (see Appendix D).
The Etot(n, T ) data on this non-uniform n-T grid are
interpolated to a fine and uniform grid using fitting func-
tions. More specifically, the data for fixed temperature
are interpolated along the n axis using a 10-th order poly-
nomial, E(n, Ti) =
∑10
m=1 cm(Ti)n
m, as shown in Fig. 1.
This way, the entropy is obtained on an equidistant grid
of 301 n-points {0.00, 0.01, 0.02, · · · , 2.99, 3.00}. If Mott
insulating solutions exist at n = 1 and 2, separate fits
are performed for n ∈ (0, 1), n ∈ (1, 2) and n ∈ (2, 3), see
3FIG. 1. (color online). 10-th order polynomial fit along the
n axis (lines) to the total energy Etot(n, T ) computed by
CT-HYB (dots). Here we show representative data for low
temperature (T = 0.01) and high temperature (T = 4.0).
Panel (a) shows data for U = 2.0, J = 0.50 and panel (b) for
U = 8.0, J = 0.25. In the latter case, due to the disconti-
nuities at n = 1 and n = 2, separate fits are performed for
n ∈ (0, 1), n ∈ (1, 2) and n ∈ (2, 3), respectively.
panel (b). In a subsequent step, the resulting Etot data
for fixed filling are fitted along the T axis to eliminate
small fluctuations. For the low-temperature data points
away from Mott phases, we use a polynomial of T [46]
and calculate CV (T ) by analytically taking the deriva-
tives of this polynomial. If the system is in or very close
to a Mott phase, we fit the data to a function of the form
Etot(T ) = E(0) +
M∑
m=1
cne
−mΛ/T , (7)
where E(0), Λ, and cm are parameters chosen to mini-
mize the least square errors, and M is chosen as 1/4 of
the number of data points [47, 48]. At high temperature,
the noise is very small and no interpolation is needed in
practice, although the fitting to Eq. (7) can still be used.
The simulations are performed using a modified ver-
sion of the iQIST library [49, 50]. Since the entropy cal-
culation requires accurate data from very low to very
high temperatures, we employ some novel techniques to
improve the sampling and measurement efficiency. On
the one hand, to reduce the noise in the the standard
imaginary-time measurement of the Green’s function at
high T or large U , we use a measurement procedure based
on virtual updates, as detailed in Appendix B. This es-
timator measures the atomic contribution to the Green’s
function when the average expansion order 〈k〉 → 0. On
the other hand, different kinds of global updates are used
to avoid trapping in certain configurations. Besides the
previously proposed global spin-flip update [41, 51] and
the global shift update [52], we use two additional global
updates, which we call double swap update and global
shift update. The detailed procedures are presented in
Appendix C. The acceptance rates of these global up-
dates can strongly depend on the parameters n, T , U
and J . In practice, we measure their acceptance rates
at the thermalization stage. Those global updates which
are rarely accepted (less than 0.1%) are disabled during
the sampling.
Finally, the computational effort can be reduced by
ensuring a fast convergence of the DMFT loop. For non-
integer fillings, instead of using a simple mixing between
the Green’s functions of subsequent iterations, we use
Broyden’s method. This procedure has been introduced
in Ref. 53 and it can lead to a speed-up by up to a factor
of three in well-behaved cases.
III. RESULTS
A. Entropy surfaces
We consider two representative parameter sets for the
interacting three-orbital system: (i) U = 2, J = 0.5 and
(ii) U = 8, J = 0.25. The first choice corresponds to a
model which at zero temperature is Mott insulating at
half-filling but metallic away from half-filling, with a T -
dependent crossover from a spin-frozen to a Fermi liquid
metal phase [8, 12]. The second choice corresponds to
a strongly correlated system that is Mott insulating at
fillings n = 1, 2, and 3. The smaller J/U ratio in this
model results in a clear separation between the temper-
ature scales associated with the activation of spin and
charge degrees of freedom. In order to reveal the correla-
tion effects, we will also compare the results from models
(i) and (ii) to the noninteracting system.
Contour maps of S(n, T ) are shown in the left two
columns of Fig. 2, with the first row corresponding to
the noninteracting model (U = J = 0), the second row
to model (i) and the third row to model (ii). For very
low fillings, interaction effects are negligible, and the en-
tropy contours of the three models are almost identi-
cal. Clear differences however appear near half-filling.
Here, at low temperature, the interacting models are in a
Mott insulating state with three electrons per site. While
the Hund’s coupling results in aligned spins, the orienta-
tion of the resulting spin-3/2 moments is random in our
paramagnetic simulations, so that the system exhibits a
ln 2 entropy per site (note that the spin rotation invari-
ance is broken in the model with density-density inter-
actions). An even larger enhancement of the low-T en-
tropy is found in model (ii) near filling n = 2 and n = 1.
Here, due to the orbital degree of freedom, there are six
degenerate states with spin-1 and spin-1/2, respectively,
resulting in a ln 6 entropy per site at low temperatures.
A zoom into the low-temperature behavior of model (i)
4FIG. 2. (color online). Contour maps of the entropy per site S(n, T ) and color map of the specific heat per site CV (n, T ) as a
function of filling and temperature. Panels (a-c) are for the non-interacting system, panels (d-f) for model (i) (U = 2, J = 0.50)
and panels (g-i) for model (ii) (U = 8, J = 0.25), respectively. Dashed lines with dots in (d-e) and (g-h) show the locations of
the maxima of ∆χloc (determined as a function of n at fixed T ). The gray scale of these points represents − log10 ∆χloc.
is shown in the top panel of Fig. 3, with the entropy con-
tour line corresponding to ln 2 highlighted (thick dashed
line). Evidently, the entropy of the correlated metal is
enhanced at low temperatures (T . 0.2) and low dop-
ings (2 . n . 3) compared to a conventional Fermi
liquid, and comparable in magnitude to the entropy
of the n = 3 Mott insulator. In fact, in a Fermi
liquid the entropy behaves as S(n, T ) = γ(n)T , with
γ(n) = limT→0 CV (n, T )/T , and in the absence of spin-
freezing we would expect γ(n) ∝ 1/|n − 3|. This scal-
ing has been explicitly demonstrated for the single-band
Hubbard model in Ref. 54. It implies entropy con-
tours which are straight lines emanating from the point
(n = 3, T = 0). For large enough doping (n . 1.5)
the low-entropy contours in Fig. 3(a) indeed exhibit this
expected Fermi-liquid behavior, but for n & 1.5 one ob-
serves a downturn of the entropy lines and the formation
of a high-entropy plateau with a value of approximately
ln 2. This is the manifestation of spin-freezing in the
doping and temperature dependence of the entropy. In-
deed, this filling and temperature range corresponds to
the spin-frozen regime of this three-orbital system, which
has been identified in previous DMFT investigations via
an analysis of the self-energy [8], local spin susceptibility
[19] and quasi-particle weight [12].
At very low temperatures (not accessible with CT-
HYB) the frozen moments will be screened [18] and the
entropy of the resulting strongly renormalized Fermi liq-
uid will go to zero as T → 0. This physics has been
demonstrated and explored in recent DMFT studies em-
ploying NRG impurity solvers [34], and in related works
on multi-orbital impurity models [38, 39].
Cuts of the entropy surfaces at fixed temperatures are
shown in Fig. 4. The blue line in panel (a) illustrates
the spin-freezing related increase of the entropy in model
(i) and the approximate ln 2 plateau in the filling range
2 . n . 3. The low temperature results for both models
furthermore confirm the theoretically expected entropy
values of the Mott phases at integer fillings (see horizon-
tal dashed lines). By comparing the entropies for dif-
ferent temperatures to the noninteracting result, we see
how local moment formation in and near the Mott phases
leads to a substantial increase in the entropy at low tem-
peratures, while the suppressed charge fluctuations in the
interacting systems reduce the entropy at very high tem-
peratures.
5FIG. 3. (color online). (a) Contour map of the entropy of
model (i) (U = 2, J = 0.50) at low T . The increment of the
contour lines is ln 2
5
. The thick black dashed lines (including
the one at n = 3) show the ln 2 contour, while the orange
dashed line is a guide to the eye. The points with variable
gray scale indicate the locations of the maxima of ∆χloc at
fixed T (spin-freezing crossover line). The red dash-dotted
line is a fit of the form a · (3 − n)α to this line, using the 4
data points with the lowest T . (b) The magnitude of ∆χloc
along the spin-freezing crossover line, plotted as a function
of temperature. The green arrow indicates the temperature
corresponding to the spin excitation peak in CV (n, T ).
B. Spin freezing
As shown in Fig. 5 (top row), at low temperatures, the
local spin susceptibility
χloc =
∫ β
0
dτ〈Sz(τ)Sz(0)〉 (8)
for model (i) starts to increase rapidly with filling around
n ≈ 1.8. This increase of χloc is the direct manifestation
of spin freezing. In Ref. 19 the location of the spin freez-
ing crossover has been defined by measuring the max-
imum in the fluctuating contribution to the local spin
susceptibility,
∆χloc = χloc − β〈Sz(β/2)Sz(0)〉. (9)
This quantity is shown by the blue lines in Fig. 5 and
exhibits a peak at low temperatures in the filling region
where the local spin susceptibility starts to grow, i.e. in
the region where local moments start to form.
We indicate the thus defined spin-freezing crossover
points by the grey dots in Fig. 2 and Fig. 3. In Fig. 4(a,b)
we show the filling corresponding to the peak in ∆χloc for
model (i) by the blue arrow. It is clear from these dotted
lines and arrows that the spin-freezing crossover indeed
explains the enhancement of the entropy near n ≈ 2 at
low temperature.
Note that the amplitude and sharpness of the peak in
∆χloc decreases with increasing temperature, such that
a reasonably sharp crossover point can only be defined
for T . 0.2. In Fig. 3(b) we plot ∆χloc as a function of
T along the spin-freezing line. Around T ≈ 0.2 there is a
kink in this log-log plot, which marks a temperature Tsf
that separates the temperature range with a sharp spin-
freezing crossover (T . Tsf) from the higher temperature
region with no well-defined spin-freezing crossover. As
we will see below, this temperature corresponds to the
activation temperature for local spin excitations in model
(i) at n = 2 (green arrow in Fig. 3(b)). A clear effect
of the spin-freezing crossover on the entropy contours is
however only visible for ten times lower temperatures,
since the spin-freezing line crosses the ln 2 contour near
T ≈ 0.025.
As a side remark, we note that the T -n behavior of our
spin-freezing line seems to be different from the results re-
ported in Fig. 15 of Ref. 33, which shows a spin-screening
temperature of the form (3 − n)α with an exponent α
in the range from 2 to 3 (depending on parameters).
A power-law fit to the lowest-temperature points of our
spin-freezing crossover line yields an exponent α ≈ 7.5-
8.5. We see two possible reasons for this discrepancy: (a)
the actual power-law scaling of this crossover line may
be restricted to temperatures which are lower than the
T = 0.005 reached in our study, and (b) the exponent α
is likely larger in the model with density-density interac-
tions considered here, than in the spin-rotation invariant
model of Ref. 33. In fact, it was previously shown that
the model with density-density interactions has a more
extended spin-freezing region and a sharper onset of the
spin-frozen regime [19].
In model (ii), with three Mott insulating solutions at
low temperatures, local moments form near n = 1, 2
and 3, resulting in several maxima in ∆χloc (see bottom
row of Fig. 5). As temperature increases, these maxima
become weaker and shift away from the integer fillings,
which eventually results in three weak humps near fillings
0.5, 1.5 and 2.5. The spin-freezing crossover associated
with the n = 3 Mott state, evident in the doping evolu-
tion of χloc, also exists around n ≈ 2, similar to the case
of model (i) (compare upper and lower panels in Fig. 5),
but it is masked in ∆χloc by the presence of the n = 1
and n = 2 Mott states. Hence, the meaning of the gray
dots in model (i) and (ii) is different, especially at the
higher temperatures, and only in model (i), where the
spin freezing occurs in a filling and interaction regime
that is clearly separated from the Mott solutions, should
we talk about Hund metal behavior.
Concerning local moment formation, it is interesting to
6FIG. 4. (color online). Filling dependence of the entropy per site S(n, T ) at six different temperatures, T =
0.01, 0.05, 0.10, 0.20, 0.50, 2.40, respectively. The red lines are for the non-interacting system, the blue lines for model (i)
(U = 2, J = 0.50), and the green lines for model (ii) (U = 8, J = 0.25). The blue solid arrows in panels (a) and (b) indicate
the filling at which ∆χloc reaches its maximum (see Fig. 5(a,b)).
FIG. 5. (color online). Filling dependence of the local spin susceptibility at T = 0.01 (first column), T = 0.05 (second
column), and T = 0.20 (third column). The first row is for model (i) (U = 2, J = 0.50) and the second row for model (ii)
(U = 8, J = 0.25). The red line shows χloc, the green line the frozen moment contribution β〈Si(β/2)Si(0)〉, and the blue line
the fluctuating contribution ∆χloc.
note that in the strongly correlated regime of model (ii),
the fidelity susceptibility allows an even more sensitive
detection of such moments than ∆χloc [55].
C. Entropy and specific heat at integer fillings
The data in Fig. 4 show that the entropy of the Mott
insulating solutions at n = 1, 2 and 3 is pinned at ln 6
and ln 2, respectively, below a temperature which de-
pends on J , U and filling. In the insulating case, we
expect that local spin excitations become relevant at a
temperature scale determined by J , while charge exci-
tations contribute to the entropy above a temperature
scale determined by U and J . In the top panels of Fig. 6
we plot the T -dependence of the entropy for the inte-
ger fillings n = 1, 2 and 3. In the n = 1 case, the
Hund’s coupling should play a minor role and indeed we
observe only a single crossover in the entropy from the
low-temperature value of ln 2 (0) for the Mott insulator
(metal) to the infinite-temperature value of ln 6 + 5 ln 65
(Eq. (5)). This crossover is associated with charge exci-
tations, and thus occurs at a higher temperature in the
Mott insulating case (green line, model (ii)).
7FIG. 6. (color online). Entropy (first row) and specific heat (second row) as a function of T for model (i) and model (ii)
at the integer fillings n = 1 (first column), n = 2 (second column) and n = 3 (third column). Inset of panel (c): Entropy at
n = 2 plotted on a linear T instead of a log10 T axis to show the onset of the Fermi liquid crossover in model (i). In panels
(d) and (f), the thin dashed lines locate the positions of THund, while the thick dashed lines locate the positions of Tcharge, as
listed in Table II. In panel (b), the thin dashed line shows the more accurate estimate of the charge peak position at n = 1,
T
(n=1)
charge = 0.214(U − 3J) (see Appendix D 2).
For n = 2, the entropy curve for parameter set (ii),
with a clear separation between J and U , exhibits an in-
termediate temperature plateau that likely corresponds
to a regime with activated spin, but still frozen charge
fluctuations. To support this interpretation, we plot in
panel (c) as a horizontal line the ln 15 value, which cor-
responds to the entropy of the 15 atomic states with two
electrons in three orbitals. A similar but less prominent
intermediate plateau is also evident for n = 3, see panel
(e). At this filling, there are 20 local states, so that the
intermediate plateau appears around ln 20.
Model (i), which is also Mott insulating for n = 3,
exhibits what appears to be a single crossover from the
ln 2 entropy of the Mott state to the ln 64 entropy of the
infinite temperature state. As we will see below, this is
because spin and charge excitations are activated in the
same temperature range for this parameter set. More
interesting is the behavior of the entropy of model (i)
at n = 2, which is in the metallic phase. As panel (c)
shows, the entropy per site of this metal remains above
ln 2 for temperatures down to about T ≈ 0.01, and then
rapidly drops to zero. This rapid drop is masked by the
logarithmic scale in the main panel, but is clearly evi-
dent in the inset, which uses a linear temperature axis.
The steep increase of the entropy at low temperatures
(compared to the noninteracting model, red line) is the
result of spin-freezing, i.e. of the emergence of long-lived
composite spin-1 moments in the metal phase, as dis-
cussed in the previous section. Conversely, the rapid
drop of S(n = 2, T ) below T ≈ 0.01 is due to the screen-
ing of these local moments, and the formation of a low-
temperature Fermi liquid states. At the lowest tempera-
tures accessible to our CT-HYB simulations, it is possible
to see the onset of this screening. With the help of NRG
solvers, the complete crossover to the Fermi liquid ground
state has recently been demonstrated [33, 34].
It is clear from the relation between the entropy and
specific heat (Eq. (3)) that the crossovers in the temper-
ature dependence of S(n, T ) are associated with peaks
in CV (n, T ), as is explicitly shown in the lower panels
of Fig. 6. Since the specific heat measures energy fluc-
tuations, the latter peaks reflect the different types of
excitations in the system. CV (T ) has been previously
computed and discussed for the half-filled one-band Hub-
bard model. A two-peak structure [42, 46, 47, 56] has
been observed in the strongly correlated metallic phase
at U = 2D. The narrower low-energy peak is associated
with the emergence (respectively screening) of a local mo-
ment, and thus similar to the peak associated with the
crossover from the Fermi liquid to the spin frozen state
discussed above. The characteristic energy scale for this
peak is the renormalized Fermi energy ∗F = ZD, with Z
the quasi-particle weight. The broader peak at high en-
ergies T ∼ U has been attributed to charge fluctuations.
In the three orbital case, the situation is more com-
plex. First of all, ∗F is substantially reduced near half-
filling, because the formation of the Fermi liquid state
requires the screening of a large composite moment (spin
∼ 3/2)[18]. Furthermore, there are spin and orbital mo-
ments. In the paramagnetic phase of the 1/3 filled three-
band Hubbard model with rotationally invariant interac-
tion, four different low-energy scales have been identified
[35], which mark the onset and the completion of screen-
ing in the orbital and spin channels, respectively.
8FIG. 7. (color online). Temperature dependent probability distribution (Eq. (11)) of the atomic multiplets (see Table I) and
corresponding atomic specific heat CV (T ) calculated by the numerical derivative of the atomic energy (Eq. (12)). The first row
is for model (i) (U = 2, J = 0.50) and the second row for model (ii) (U = 8, J = 0.25). The first, second, and third columns
are for filling n = 1, n = 2 and n = 3, respectively.
While in a Mott state, we expect a charge excitation
peak at an energy scale determined by U , similar to the
one-band case, there should also be a lower energy feature
associated with local spin excitations. We will call such
a peak in the specific heat the “Hund excitation” peak.
D. Hund and charge excitations
In the following, we will use an analysis of the specific
heat in the atomic limit to identify the characteristic en-
ergy scales for the Hund and charge excitations at filling
n = 1, 2, and 3.
The atomic Hamiltonian Hloc = Hint − µ
∑
α,σ nα,σ
(see Eq. (1)) can be solved by exact diagonalization. The
eigenstates may be categorized into sectors, or subspaces,
labelled by the occupation number NΓ. All eigenvectors,
eigenvalues, and their degeneracies are listed in Table I.
The chemical potential µ needs to be properly adjusted
to ensure the correct average filling n.
The partition function reads
Z = Tre−(Hint−µ
∑
α,σ nα,σ)/T =
6∑
s=0
∑
i∈s
ds,ie
−Es,i/T ,
(10)
where the sum is taken over all eigenstates labelled by the
sector number s and an index i referring to a subgroup of
states within this sector (ds,i denotes the corresponding
degeneracies, see Table I). The probabilities of the atomic
multiplets are
ps,i(T ) =
ds,ie
−Es,i/T
Z
. (11)
To avoid numerical problems due to large exponentials,
we employ an energy shift [57] Es,i → Es,i−Eµ0 where E0µ
denotes the lowest energy for all eigenstates at a certain
µ.
The total energy
Etot(n, T ) =
1
Z
6∑
s=0
∑
i∈s
ds,iEs,ie
−Es,i/T + µn (12)
yields the electronic specific heat per atom via Eq. (4),
which we numerically evaluate by a finite difference
method on a fine enough T grid.
In Fig. 7 we plot ps,i(T ) and CV (T ) for the three in-
teger fillings n = 1, 2 and 3, respectively. The top pan-
els are for model (i) and the bottom panels for model
(ii). The x-axis is the index of the states defined in the
3rd column of Table I, while the temperature-dependent
probability of these states is indicated by the color. The
figure shows that the peaks in CV (T ) are directly related
to the temperature evolution of the atomic probabilities.
9FIG. 8. (color online). Comparison between the specific heat of the DMFT solution obtained by CT-HYB and the atomic
specific heat calculated by applying sector truncations (see Appendix D). The first row is for model (i) (U = 2, J = 0.50) and
the second row for model (ii) (U = 8, J = 0.25). The first, second and third column are for the integer fillings n = 1, n = 2
and n = 3, respectively. Numbers in the legends refer to the corresponding sectors listed in Table I. The orange lines represent
calculations which take into account both U and J , while the blue dashed lines show the charge peak obtained by setting J = 0.
The green lines at n = 2 and n = 3 show the Hund peak calculated by considering only the dominant sector.
TABLE I. Eigenvectors and eigenvalues of Hint − µ∑α,σ nα,σ. We classify the sectors according to their occupation NΓ.
a 6= b 6= c = 1, 2, 3 is the orbital index, while σ =↑, ↓ denotes the spin.
Sector and NΓ Degeneracy Index Label Eigenvector Γ Eigenvalue
0 1 1 φ0 |〉 0
1 6 2 φ1 |aσ〉 −µ
2
6 3 φ2G |aσ, bσ〉 U − 3J − 2µ
6 4 φ21 |aσ, bσ〉 U − 2J − 2µ
3 5 φ22 |a ↑ a ↓〉 U − 2µ
3
2 6 φ3G |aσbσcσ〉 3U − 9J − 3µ
6 7 φ31 |aσbσcσ〉 3U − 7J − 3µ
12 8 φ32 |a ↑ a ↓, bσ〉 3U − 5J − 3µ
4
6 9 φ4G |a ↑ a ↓, bσcσ〉 6U − 13J − 4µ
6 10 φ41 |a ↑ a ↓, bσcσ〉 6U − 12J − 4µ
3 11 φ42 |a ↑ a ↓, b ↑ b ↓〉 6U − 10J − 4µ
5 6 12 φ5 |a ↑ a ↓, b ↑ b ↓, cσ〉 10U − 20J − 5µ
6 1 13 φ6 |1 ↑ 1 ↓, 2 ↑ 2 ↓, 3 ↑ 3 ↓〉 15U − 30J − 6µ
Let us first discuss the results for model (ii), which
has a large U and J  U . In the case of n = 1 (panel
(d)), the specific heat exhibits a single broad peak near
T ≈ 1.5. This peak correlates with the population of
states in the NΓ = 0 and NΓ = 2 sectors and thus origi-
nates from thermally activated charge excitations. Local
spin excitations do not play a role at low temperatures,
since the dominant NΓ = 1 sector does not admit such
excitations. As shown in Appendix D 1, if we neglect J
and only consider the sectors 0, 1 and 2, the charge ex-
citation peak in CV (T ) is located at T
(n=1)
charge = 0.201U ,
which agrees well with the full calculation for model (ii).
At filling n = 2 (panel (e)), the specific heat shows
two peaks, a low-energy peak near T = 0.1 and a high-
energy peak near T = 1.5. As the distribution of the
probabilities ps,i(T ) clearly reveals, the low-energy peak
originates from excitations within the dominant NΓ = 2
sector, and is thus associated with Hund excitations. The
higher energy peak, on the other hand, correlates with
the population of the neighboring NΓ = 1 and NΓ = 3
sectors, and thus is a charge excitation peak analogous to
the one discussed for n = 1. The calculation in Appendix
D 5 and D 3 shows that the temperature of the Hund
peak is roughly given by T
(n=2)
Hund = 0.455J and that of
the charge peak by T
(n=2)
charge = 0.197U .
Similarly, the model at half-filling (n = 3) exhibits
a Hund excitation peak originating from local spin ex-
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TABLE II. Positions of the Hund peak and charge peak in
the electronic specific heat CV (T ) of the three-orbital atom.
Filling n Hund Peak Charge Peak
1/6 1 0.201U
1/3 2 0.455J 0.197U
1/2 3 0.873J 0.198U
citations within the NΓ = 3 sector, and a charge exci-
tation peak at higher temperature, see panel (f). The
estimates for the corresponding peak temperatures are
T
(n=3)
Hund = 0.873J and T
(n=3)
charge = 0.198U , see Appendix
D 6 and D 4.
In Table II we list THund and Tcharge obtained from the
atomic model analysis. We note that while the position
of the Hund peak is proportional to J , as expected, there
are nontrivial prefactors. Also the result for the charge
peak is very different from naive estimates of the charge
gap (such as U −W , with W the bandwidth).
The results for model (i) show qualitatively similar fea-
tures, but in this case J is not much smaller than U and
for a quantitatively correct estimate of the charge peak,
one needs to take into account the effect of J on the
energies of the individual states in sectors NΓ = 2, 3
and 4. For example, in the model with n = 1 (panel
(a)), a more accurate estimate of the charge peak is
T
(n=1)
charge = 0.214(U −3J), see Appendix D 2. In the model
with n = 2, the probability distribution reveals that the
low-energy peak in the specific heat near T = 0.1 orig-
inates from both charge and spin excitations, while the
higher energy peak comes from charge excitations to the
higher-energy (i.e. low-spin) states within the NΓ = 3
sector. Also in the model with n = 3 the spin excitations
within the NΓ = 3 sector are activated at roughly the
same temperature as the charge excitations to the neigh-
boring NΓ = 2 and 4 sectors, which results in a single
broad CV (T ) peak near T = 0.4. Because of the smaller
U the NΓ = 1 and 4 sectors get populated at T & 1,
which leads to a broadening of the peak.
Figure 8 illustrates how well the atomic model analysis
allows to explain the features in the specific heat of the
lattice model. The red curves in the figure show the
DMFT results for integer fillings (top panels for model
(i) and bottom panels for model (ii)). These results are
compared to the atomic model solution which considers
the dominant sector NΓ = n and the two neighboring
sectors n− 1 and n+ 1 (yellow), and to an atomic model
calculation which takes into account only spin excitations
(green). The dashed blue line, obtained by setting J =
0, represents the contribution from charge excitations.
It is found that in model (ii), which is Mott insulating
at n =1, 2, and 3, the atomic model analysis almost
perfectly explains the origin of the peaks in the specific
heat. On the other hand, in model (i), which is metallic
for n = 1 and 2 and has a small gap at n = 3 there
is no quantitative agreement between the atomic model
and DMFT data. In particular, the specific heat in the
metallic systems is substantially larger than predicted
by the atomic model. Still, the Hund and charge peaks
identified in the atomic model explain the positions and
widths of the peaks in CV (T ).
This is also confirmed in the lower panels of Fig. 6,
where the positions of the atomic spin (charge) peaks
are indicated by thin (thick) dashed lines. Here, we have
used the values in Tab. II, except for the blue dashed
line in panel (b), which shows more accurate estimate
T
(n=1)
charge = 0.214(U − 3J) (see Appendix D 2).
Finally, let us refer to the third row in Fig. 2, which
shows the specific heat of the noninteracting model,
model (i), and model (ii) for arbitrary fillings. In model
(i), which is Mott insulating only at n = 3, we recog-
nize at T ≈ 0.4 the combined spin and charge excitation
peak of Fig. 7(c) at half-filling, which persists as filling
is reduced and merges into the higher energy charge ex-
citation feature evident in Fig. 7(b). The lower energy
spin/charge peak of the n = 2 model, on the other hand,
is continuously connected to the charge excitation feature
at n = 1, and down to lower fillings, where it becomes
hardly distinguishable from the peak in the noninteract-
ing model. In the results for model (ii), we recognize the
spin peak at n = 3, the weak spin peak at n = 2 and the
completely absent spin peak at n = 1, while the charge
peaks are similarly prominent at all the fillings, but do
not extend very far into the doped metal regimes. On
the other hand, the spin peak persists in the filling range
2 ≤ n ≤ 3, which is consistent with our previous remark
that this entire filling region should at low (but nonzero)
temperatures be regarded as a spin-frozen region associ-
ated with the n = 3 Mott insulator.
IV. DISCUSSION AND CONCLUSIONS
We have calculated the entropy and specific heat of the
three-orbital Hubbard model on the infinitely connected
Bethe lattice. At moderate U , where only the half-filled
solution is Mott insulating, the Hund’s coupling induces
pronounced spin-freezing and non-Fermi-liquid effects in
a wide doping and temperature range. The entropy and
specific heat provide an interesting perspective on this
Hund metal behavior. In particular, we showed that the
entropy per site in the spin-frozen metal is enhanced (S &
ln 2) and smoothly connected to the ln 2 entropy of the
half-filled Mott state. The crossover to the Fermi liquid
state at low temperatures is associated with a screening
of the local moments and hence with a rapid drop of the
entropy per site from ∼ ln 2 to 0.
The crossover to the spin-frozen region is associated
with a maximum in the dynamical contribution to the
local spin susceptibility, ∆χloc, as previously suggested
in Ref. 19. The corresponding crossover line is meaning-
ful in particular at low temperatures, where the peak in
∆χloc is pronounced. We showed that above the charac-
teristic temperature scale for the activation of local spin
excitations, the peak amplitude drops quickly so that the
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spin-freezing crossover loses its significance. This is nat-
ural, because the thermal population of different local
spin states washes out the spin-freezing effect.
The activation of spin and charge fluctuations is as-
sociated with peaks in the specific heat. We have ana-
lyzed these peaks in the atomic model with integer fill-
ings, and showed that these results provide a qualitative
understanding of CV (n, T ) for arbitrary fillings n. In
particular, we found that the temperature scale Tspin for
Hund excitations is determined only by J (as expected),
but with a nontrivial prefactor that depends on the fill-
ing. We also showed that for large enough U and small
enough J/U , the charge excitation peak in the specific
heat occurs at Tcharge ≈ U/5. Especially at large U , this
is much smaller than naive estimates of the charge gap,
which shows that in the three-orbital model, in contrast
to the single-orbital Hubbard model, the Mott gap is not
very robust against temperature.
In our model (i) with U = 2, J = 0.5 the spin and
charge excitations are activated at a comparable tem-
perature, so that there is only a single high-temperature
crossover in the entropy from the low-temperature Fermi
liquid or the ln 2 plateau to the infinite temperature value
of −6[n6 ln n6 +(1− n6 ) ln(1− n6 )]. In model (ii) with U = 8,
J = 0.25, Tspin and Tcharge are clearly separated, so that
the entropy exhibits an intermediate plateau correspond-
ing to a system with thermally activated local spin exci-
tations but still suppressed charge excitations. The spin
freezing behavior of model (ii) is different from what has
been previously discussed in the Hund metal literature,
because this model is Mott insulating at n = 1, 2 and 3.
The system hence exhibits local moment formation near
all these integer fillings. Nevertheless, the evolution of
the local spin susceptibility and of ∆χloc show that the
spin-freezing associated with the half-filled Mott state af-
fects the metallic solutions down to fillings below n = 2,
similar to the case of model (i).
In future studies, it would be very interesting to com-
plement the present picture of the entropy and specific
heat in the temperature range 0.005 ≤ T ≤ ∞ with a
systematic analysis of the very low temperature behav-
ior near and in the spin-frozen region. Because of the
very low Fermi liquid coherence scale near half-filling, the
crossover from the high-entropy spin-frozen metal with
S & ln 2 to the Fermi-liquid metal with S ∝ T cannot be
studied with CT-HYB and likely requires an NRG-based
investigation [33]. It will also be interesting to extend the
current study to models with J < 0, relevant for fulleride
compounds. The orbital-freezing crossovers and sponta-
neous orbital selective Mott phases [44] in these models
should lead to nontrivial structures in the specific heat
and entropy surfaces.
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Appendix A: Hubbard-I approximation
At very high temperature, T  t, the correlated system approaches the atomic limit where the local Green’s
function can be well described by the Hubbard-I approximation [58]
Gα(iωn) ≈ GHub-Iα (iωn) =
∑
ΓΓ′
( 1Z e
−βEΓ + 1Z e
−βEΓ′ )|〈Γ|dα|Γ′〉|2
iωn − (EΓ′ − EΓ) , (A.1)
where Z =
∑
Γ e
−βEΓ is the atomic partition function, and EΓ the eigenvalue of Hloc in the eigenstate Γ. The
imaginary-time Hubbard-I Green’s function reads
GHub-Iα (τ) = −
∑
Γ
pΓ
∑
Γ′
e−τ(EΓ′−EΓ)|〈Γ|dα|Γ′〉|2, (A.2)
where pΓ ≡ e−βEΓ/Z denotes the probability of the eigenstate Γ and 0 ≤ τ ≤ β. The energy in the Hubbard-I
approximation is [45, 59]
Etot(n, T ) = t
2
∑
α
∫ β
0
dτGHub-Iα (τ)G
Hub-I
α (−τ) +
∑
Γ
pΓEΓ, (A.3)
where the first term represents the kinetic energy for a Bethe lattice and the second term the local energy. A
comparison between the numerically exact total energy sampled by CT-HYB and that calculated with the Hubbard-I
approximation is shown in Fig. A.1. At T = 1.0, there is still a slight discrepancy between these two results in the
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FIG. A.1. (color online). Filling dependence of the total energy measured by CT-HYB and in the Hubbard-I approximation
at the high temperatures T = 1.0 and T = 4.0. Panel (a) is for U = 2.0, J = 0.50 and panel (b) for U = 8.0, J = 0.25.
U = 2.0, J = 0.50 system while the difference is already negligible in the U = 8.0, J = 0.25 model which is closer to
the atomic limit. At the higher temperature T = 4.0, the CT-HYB total energy can be well approximated by the
Hubbard-I energy in both cases.
Appendix B: Virtual updates for measuring the Green’s function at high temperatures
The conventional estimator [60] for the one-particle Green’s function reads,
Gαα(τ) = − 1
β
〈
kα∑
nm
sgn
det∆(nm)α
det∆α
δ (τ, ταm − τ ′αn )
〉
MC
, (B.1)
where for simplicity we consider the case where the hybridization matrix ∆ and the Green’s function matrix are
diagonal in the flavors (spin-orbitals) {α}. Here ∆(nm)α represents the matrix with the row and column corresponding
to the mth annihilation operator and nth creation operator removed. We can separate the contributions to Gαα(τ)
in Eq. (B.1) into contributions from the different expansion orders kα:
Gαα(τ) =
∞∑
kα=0
〈G(kα)αα (τ)〉, (B.2)
where
G(kα)αα (τ) = −
1
β
kα∑
nm
sgn
det∆(nm)α
det∆α
δ (τ, ταm − τ ′αn ) . (B.3)
The conventional estimator is based on the removal of hybridization lines between pairs of creation and annihilation
operators in a kαth order diagram of the partition function, so that the 0th order configurations contribute zero
to Gαα(τ). As a consequence, Gαα(τ) becomes noisy when the 0th order diagrams of the partition function are
dominant, i.e. the average expansion order 〈kα〉 → 0, since higher-order diagrams are rarely generated. This problem
can become serious in the large U limit, weak hybridization limit, or in the high-temperature limit. To reduce the
noise, one may resort to a worm sampling algorithm [61]. Alternatively, this noise problem can be solved by virtual
updates between the expansion orders 0 and 1. The word “virtual” here means that such kinds of updates are merely
performed for the sake of measurement, not in the actual sampling process.
The procedure is as follows. In the CT-HYB simulations, the Green’s function is measured periodically, after a
certain number of updates which depends on the auto-correlation time. At the time of measurement we perform
virtual updates in configurations with perturbation order 0 and 1:
1. If kα = 0, a virtual hybridization insertion is proposed with dα randomly located at τ1 and d
†
α at τ
′
2. The new
estimator at kα = 0 reads
Gvir0→1,α(τ) = 〈pacc0→1G(kα=1)αα (τ)〉+ 〈(1− pacc0→1)G(kα=0)αα (τ)〉 = 〈pacc0→1G(kα=1)αα (τ)〉,
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where we used that G
(kα=0)
αα (τ) = 0. The proposal probability for a virtual insertion is the same as for a normal
insertion update [40] from kα = 0 to kα = 1, and the acceptance probability reads
pacc0→1 = min
{
1,
β2
(dτ)2
|p1|
|p0|
}
, (B.4)
with
p1
p0
=
(dτ)2Trd
[Tτe−βHlocdα(τ1)d†α(τ ′2)]∆α(τ1 − τ2)
Trd[e−βHloc ]
. (B.5)
If the acceptance probability for the virtual move from 0 to 1 is less than one, as is typically the case if diagrams
with kα = 0 dominante, the estimator becomes
〈pacc0→1G(kα=1)αα (τ)〉 =
1
β2
∫ β
0
dτ1dτ
′
2β
2 Trd
[Tτe−βHlocdα(τ1)d†α(τ ′2)]
Trd[e−βHloc ]
∆α(τ1 − τ ′2)
−1
β
sgn
1
∆α(τ1 − τ ′2)
δ (τ, τ1 − τ ′2)
= −Trd
[Tτe−βHlocdα(τ)d†α(0)]
Trd[e−βHloc ]
= Gatomαα (τ).
If, on the other hand, the acceptance rate is 1, we measure G
(kα=1)
αα (τ) for the corresponding virtual configuration
with kα = 1. The sampling with virtual updates thus accumulates the following Green’s function estimator at
kα = 0:
Gatomαα (τ) if p
acc
0→1 < 1, G
(kα=1)
αα (τ) otherwise. (B.6)
2. If kα = 1, one proposes a virtual hybridization line removal update. The new estimator at kα = 1 reads
Gvir1→0,α(τ) = 〈pacc1→0G(kα=0)αα (τ)〉+ 〈(1− pacc1→0)G(kα=1)αα (τ)〉 = 〈(1− pacc1→0)G(kα=1)αα (τ)〉
with
pacc1→0 = min
{
1,
(dτ)2
β2
|p0|
|p1|
}
. (B.7)
This means that we perform the usual measurement in the configuration with kα = 1 if the virtual update to
the empty configuration is rejected, otherwise we measure 0.
3. If kα ≥ 2, use the conventional estimator G(kα)αα (τ).
This modified sampling method is exact and automatically yields the atomic Green’s function in parameter regimes
where the average perturbation order goes to zero.
In Fig. B.1, we compare the Green’s function measured by the conventional estimator (red) and the virtual updates
estimator (green) to the atomic Green’s function of the impurity model with parameters U = 8, J = 0.25 at high
temperature T = 4. The results demonstrate that the new estimator can substantially reduce the noise and allows to
access the atomic limit.
FIG. B.1. (color online). Comparison of the imaginary-time Green’s functions obtained by the conventional estimator and
virtual updates estimator to the atomic Green’s function for U = 8, J = 0.25, T = 4.0. Panel (a) is for chemical potential
µ = 12.5 and (b) is for µ = 18.75. The results are for a one-shot calculation with a symmetric, noninteracting hybridization
function as input.
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FIG. C.1. (color online). Global updates of the segment version of CT-HYB. Two different spin-orbitals ασ and α′σ′ are
randomly selected for these updates. While the black thin dashed lines represent the unoccupied antisegments, the black and
red solid lines denote the occupied segments in these two spin-orbitals. (c)→(f) represents an update where the segments of two
spin-orbitals are exchanged. (b)→(a) represents a double swap update, where segments and anti-segments are swapped within
two spin-orbitals. (d)→(e) shows an exchange of a full line in one orbital and an empty line in another. (b)→(c) represents a
single-orbital global shift update where the operators in a randomly selected orbital (here α′σ′) are shifted by δτ ∈ (−β,+β).
Appendix C: Global Updates
When the system is near a Mott state at low temperatures, the Monte Carlo sampling can be trapped in certain
configurations. Global updates which exchange the segments of two spin-orbitals have been proposed [41]. However,
such global updates alone are not enough to get rid of trapping. Here we propose additional global updates. One
is the “double swap” update, where occupied segments in two different spin-orbitals are replaced with unoccupied
anti-segments, see Fig. C.1(b)→(a). This is equivalent to exchanging the creation and annihilation operators, without
changing the imaginary times and flavors. A special case of this update (for perturbation orders 0) is the exchange
of a full line in one flavor with an empty line in another flavor, as shown in Fig. C.1(d)→(e). This update is helpful
at integer fillings and at high temperatures, where the expansion order is low. The second global update is a global
shift operation which is similar to the “global τ shift update” proposed in Ref. 52. Here, instead of shifting all the
operators by τ , we shift only the operators for a single flavor by τ ∈ (−β,+β). This update is equivalent to kασ
removal updates and kασ insertion updates where kασ is the expansion order of the selected flavor ασ.
Appendix D: Atomic Specific Heat
The “Hund peak” and “charge peak” positions of the atomic electronic specific heat at integer fillings have been
collected in Tab. II in the main text. In this section, we explain how these results are obtained using subspace
truncations of the atomic Hamiltonian Hloc, whose eigenstates are listed in Tab. I.
1. Charge peak at n = 1
a. Estimate for J = 0
As illustrated in Fig. 8 (a,d), the charge peak at n = 1 arises from charge fluctuations between the dominant sector
1 and the neighboring sectors 0 and 2. The partition function restricted to these three sectors is
Z = 6e
2J+2µ−U
T + 6e
3J+2µ−U
T + 3e
2µ−U
T + 6eµ/T + 1. (D.1)
To ensure the correct average filling n = 1, µ is tuned such that
n =
6eµ/T
(
2e
2J+µ
T + 2e
3J+µ
T + eµ/T + eU/T
)
6e
2(J+µ)
T + 6e
3J+2µ
T + 6e
µ+U
T + 3e
2µ
T + eU/T
= 1, (D.2)
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which yields µ = 12 (U − 3J)− 12T log(6e−
J
T + 3e−
3J
T + 6). The resulting total energy (Eq. (12)) is
Etot =
(2U − 6J)e 3J−UT + (2U − 4J)e 2J−UT + Ue−UT
2
√
3
√
e−
3J
T + 2e−
J
T + 2e
3J−U
2T + 4e
2J−U
T + 4e
3J−U
T + 2e−
U
T
, (D.3)
which for J = 0 simplifies to
Etot =
2U
2
√
3e
U
2T + 4
. (D.4)
The atomic specific heat is obtained via Eq. (4),
CV (T ) =
2
√
3U2e
U
2T
T 2
(
2
√
3e
U
2T + 4
)2 , (D.5)
and the peak position of CV (T ) is located at the root of
∂CV (T )
∂T
= −
25U2e
U
2T
(
4T
(
3e
U
2T +
√
15
)
+ U
(√
15− 3e U2T
))
8T 4
(√
15e
U
2T + 5
)3 = 0. (D.6)
This is equivalent to finding the root of the equation
x
4
=
3e
x
2 −√15
3e
x
2 +
√
15
, (D.7)
with x ≡ U/T . The numerical solution of Eq. (D.7) gives x0 ≈ 4.966, so that the charge peak position for n = 1 is
T
(n=1)
charge =
1
x0
U ≈ 0.2014U. (D.8)
2. More accurate estimate for n = 1 (J 6= 0)
According to Eq. (D.8), the charge peak position for model (ii) (U = 8, J = 0.25) is located at 1.61 which is only
slightly larger than the value of 1.50 obtained by CT-HYB (see Fig. 8(d)). However, Eq. (D.8) gives 0.40 for model
(i) (U = 2, J = 0.50) which substantially overestimates the CT-HYB peak at 0.11 (see Fig. 8(a)). For this smaller U
and larger J/U , the Hund’s coupling effect on the charge excitations needs to be taken into account to obtain a good
estimate of the charge peak position.
If J/U is large, the relevant sectors are the sectors 0, 1, and the multiplets φ2G in sector 2, as shown in Fig. 7(a).
The partition function restricted to these subspaces reads
Z = 1 + 6e
µ
T + 6e
3J−U+2µ
T . (D.9)
The total filling is
n =
6e
µ
T + 12e
3J−U+2µ
T
1 + 6e
µ
T + 6e
3J−U+2µ
T
(D.10)
so that the chemical potential µ corresponding to n = 1 is given by µ = U−3J2 − ln 62 T . The total energy becomes
Etot(T ) = (U − 3J)
(
2 +
√
6e
U−3J
2T
)−1
, (D.11)
and the specific heat
CV (T ) =
√
3
2 (U − 3J)2e
U−3J
2T
T 2
(
2 +
√
6e
U−3J
2T
)2 . (D.12)
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The peak position in the specific heat is determined by requiring that
∂CV (T )
∂T
=
(U − 3J)2eU−3J2T
(
3e
U−3J
2T (U − 3J − 4T )−√6(U − 3J + 4T )
)
2T 4
(
2 +
√
6e
U−3J
2T
)3 = 0, (D.13)
which is equivalent to finding the root of the equation√
3
2
e
x
2 =
x+ 4
x− 4 , (D.14)
with x ≡ U−3JT . The numerical solution is x0 ≈ 4.6821, so that the more accurate estimate for the charge peak
position at n = 1 is
T
(n=1)
charge ≈
U − 3J
x0
≈ 0.2136(U − 3J). (D.15)
According to Eq. (D.15) the peak position of the atomic specific heat at n = 1 is controlled by U − 3J . We
find T
(n=1)
U=2,J=0.5 ≈ 0.107 and T (n=1)U=8,J=0.25 ≈ 1.548, respectively, which agrees well with the peak positions in CV (T )
obtained by CT-HYB (see Fig. 8(a,d)). Note that Eq. (D.12) underestimates the peak height of CV (T ) measured by
CT-HYB in model (i) since the kinetic contribution is important when U is comparable to the band width W (here
U = W = 2).
3. Charge Peak at n = 2
For the charge peak at n = 2, we need to take into account sectors 1, 2 and 3. The partition function reads
Z = 6eµ/T + e−(U−2µ)/T [6e3J/T + 6e2J/T + 3] + e−(3U−3µ)/T [2e9J/T + 6e7J/T + 12e5J/T ]. (D.16)
The chemical potential is adjusted to ensure the proper filling, µ = 3U−9J2 − 12T ln 1+3e
−2J
T +6e
−4J
T
3 . Considering again
for simplicity the case J = 0, we find that µ depends linearly on T , µ = 32U − 12 ln 103 · T , and the total energy
calculated within the n = 1, 2, 3 subspaces becomes
Etot(T ) =
U
(√
30e
U
2T + 12
)
√
30e
U
2T + 8
. (D.17)
The specific heat is
CV (T ) =
2
√
30(UT )
2e
U
2T(√
30e
U
2T + 8
)2 , (D.18)
and its peak position is located at the root of
60ex/2 − 15xex/2 + 16
√
30 + 4
√
30x = 0, (D.19)
with x = U/T . The root value is x = 5.056, so that the characteristic temperature for charge excitations at n = 2
becomes
T
(n=2)
charge = U/5.056 ≈ 0.1978U. (D.20)
4. Charge Peak at n = 3
According to Fig. 7(c,f), the broad peak of CV (T ) at higher T at n = 3 is related to the charge excitations from
sector 3 to sectors 2 and 4. The atomic partition function restricted to these sectors reads
Z = e
9
2U/T
[
2e−6J/T + 6e−8J/T + 12e−10J/T
]
+ e4U/T
[
12e−7J/T + 12e−8J/T + 6e−10J/T
]
(D.21)
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where the chemical potential µ = 5U/2− 5J has been used. For J = 0, the total energy becomes
Etot(T ) =
3U
(
4e
U
2T + 7
)
4e
U
2T + 6
, (D.22)
and the specific heat reads
CV (T ) =
3(UT )
2e
U
2T
2
(
2e
U
2T + 3
)2 . (D.23)
Its peak position is located at the root of
x =
2ex + 3e−x
2ex − 3e−x (D.24)
with x = U/4T . The numerical solution of this equation gives x ≈ 1.269, from which we obtain the characteristic
temperature for charge excitations at n = 3,
T
(n=3)
charge = U/(4 · 1.269) ≈ 0.1970U. (D.25)
5. Hund peak at n = 2
As shown in Fig. 7(b,e), excitations within sector 2 define the Hund’s peak at n = 2. The lowest energy multiplets
φ2G are 6-fold degenerate high spin states. The first excited states φ21 are also 6-fold degenerate but with anti-parallel
spins in different orbitals. This spin-flip costs an energy J compared with the energy of φ2G. The second excited
states φ22 are 3-fold degenerate and doubly occupied in one orbital. The excitation from φ21 to φ22 costs another
energy 2J .
The atomic partition function truncated to these subspaces of sector 2 reads
Z = e−(U−2µ)/T [6e3J/T + 6e2J/T + 3] (D.26)
and the total energy becomes
Etot(T ) =
6(U − 3J) + 6(U − 2J)e−J/T + 3Ue−3J/T
6 + 6e−J/T + 3e−3J/T
. (D.27)
Note that the chemical potential term drops out. The specific heat is
CV (T ) =
2e
2J
T
(
4 + 9eJ/T + 2e
3J
T
)
J2
(1 + 2e
2J
T + 2e
3J
T )2T 2
, (D.28)
which is a function of J/T only. The peak position of CV (T ) is located at
T
(n=2)
Hund ≈ 0.455J. (D.29)
6. Hund peak at n = 3
The active subspace for the Hund peak at n = 3 is sector 3. The atomic partition function at low temperatures can
thus be approximated by
Z = e(3µ−3U)/T
[
2e9J/T + 6e7J/T + 12e5J/T
]
. (D.30)
and the total energy by
Etot(T ) =
2(3U − 9J)e9J/T + 6(3U − 7J)e7J/T + 12(3U − 5J)e5J/T
2e9J/T + 6e7J/T + 12e5J/T
, (D.31)
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where the chemical potential term also drops out. The specific becomes
CV (T ) =
12J2e
2J
T
(
8e
2J
T + e
4J
T + 6
)
T 2
(
3e
2J
T + e
4J
T + 6
)2 , (D.32)
and is again a function of J/T . The peak position of CV (T ) is located at
T
(n=3)
Hund ≈ 0.873J. (D.33)
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