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--+ In Chapter 1, the 3-category problem with known q = (q
1
,q2 ,q3) is considered. 
In section 1.1 the formulation of the problem is given. In section 1.2 to 1.4 
a non-mixing procedure R1 is defined ~nd the properties of R1 which are concerned 
with the size of the next test group are investigated. In section 1.5 another 
procedure R2 is defined in which the mixing of units from two particular sets is 
allowed. 
Chapter 2 deals with the properties of the optimal procedure R0 and the lower 
* bounds for any group-testing prQcedure. In section 2.1 we let q2 =(l/a[q2 - 1 + 
/5q~ - 6q2 + 5] and define E(Tlq,N,R0) = E(T) as the expected number of tests to 
be performed under the optimal procedure R0 for a starting value of N units and 
* It is shown that (i) for q1 < q2 , E(T) = N and the 
* * units are tested one at a time, (ii) for q1 > 42 , E(T) < N and (iii) for 41 = 41 , 
E(T) = N and the optimal procedure is not unique. In section 2.2 it is shown 
* that the procedure R1 is equivalent to the procedure R0 whenever q1 ~ q2 • In 
section 2.3 we show that the procedure R1 is b~tter than the procedure R3 (a 
modification of R1). Sections 2.4 and 2,5, respectively, deal with the lower 
bounds for any group-testing procedure using methods of information theory and 
coding theory. 
In chapter 3, the 3-category problem is extended to the case in which the 
probabilities q1 , q2 and q3 are unknown. In section 3.2 w~ define a procedure 
* R1 --a modification of R1• * It is suggested under R1 that a ma~imum likelihood 
estiipate of q1 , 42 , and q3 be formed after each test and the procedure R1 be used 
assuming that the most recent estimates are the true values. A Bayes procedure 
R(l) is defined in section 3.3 using a known prior ~(q1 ,42) on the unit square 
and a useful property of the procedure R(l~ is proved in section 3.4. 
Chapter 4 deals with the k category problem. A procedure R1 , similar to the 
procedure in section 1,2, is defined, A property concerning the size of the next 
test group is proved in section 4.3. In section 4.4 it is shown that fork~ 4 
and N ~ 2 the optimal procedure R0 h~s the following properties: (i) if 
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E q.q[·] + E q.(q1 + qj) > qi, then the units are tested one at a time, (ii) j =k- 1 J J j =2 J 
k 
if j j~2 qjq[j] < qi, the expected number of tests is less than N; here q[j] = E qi. i=l .. 
It is also proved that for q1 < ½ and any k, the optimal procedure tests one unit: 
at a time. 
In Chapter 5 we consider modified problems related to the 3-category prob-
lem. In section 5.1 we define a procedure R11 for the classification of two 
distinguishable type of units which can be put in ~he same test group. In 
section 5.2 we suppose that there are two experimenters working on a single set 
of N units simultaneously carrying out group tests·and cooperating in such a way 
as to minimize the expected number of tests required to classify all the N units. 
A procedure R12 for ~his problem is defined. 
~ ~ Returning to the 3-category p,roblem with known q = q0 : (.90,.05,.05), Table I 
gives the values of the next test group under procedure R1 for the various situations 
arising in the classification of N(~8) units. ~ In Table II for the same q0 we 
compare the expected number of tests under procedure R1 with the information-theory 
lower bounds for any procedure. 
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Chapter I 
The 3-Category Problem with Nested Domina~ce 
1.1 lormulation f the problem 
A finite number N of units are to be classified into one of the three disjoint 
categories. nie three categories are labeled as good, mediocre and defective. A 
. group test is a simultaneous test on x units (1 ~ x .~ N) with one of the following 
three possible outcomes: (i) all the~ units are good, (ii) among the x units a; least 
one is mediocre and none are defective, (iii) at least one of the x units is defective. 
The term "nested dominance" is used, roughly speaking, in the sense that the mediocre 
units dominate the good units and the defective units dominate both the good and the 
mediocre units, as far as the sample outcomes are concerned. For sample outcome (ii) 
and x ~ 2 then we do not know which ones or how many units are mediocre and similarly 
for sample outcome (iii) and x ~ 2. The problem is to define a simple and efficient 
procedure (or an optimal procedure) for classifying all the N units. Each unit is 
assumed to represent an independent observation from a trinomial population with 
known a priori probabilities and (with 
of being good, mediocre or defective respectively. 
A procedure R1 which describes a mode of action for any given value of 
:... q = (q1 ,42,q3) is proposed in section 1.2 and some of its properties are studied in 
section 1. 4. Under the procedure R1 , at any s.tage of the experiment, the experimenter 
separates the unclassified units into at most four sets and the units within each 
of these four sets need not be distinguishable. Another procedure R2 , where the 
identification of the units in the same group-test is sometimes required, is proposed 
in section 1.5. 
1.2 The Procedure R1 
The procedure Ri is defined by a number of recursion formulae and boundary 
~onditions. Before writing the formulae for R1 , we shall need some definitions and 
-results. A set of units will be called a defective set if it is known to contain at 
least one defective unit. 
For a set of size m, the conditional probability that z1 , the number of defective 
units present, equals z given that the set is defective is 
(1.2.1) 
where 
(m) z m-z 
z 43 4[2] 
m 
l-q[2] 
(z = 1,2, ... ,m) 
Let x denote the size of a proper (i.e., non-trivial and non-empty) subset 
randomly chosen from the defective set of size m and let z2 denote the number of 
defective units present in this subset. Then the probability that it contains at least 
one defective unit is 
(1.2.2) 
where we use the hypergeometric identity and we define 
z < o. 
(z) -- 0 y 
X 
1-q[2] 
m 
1-q[2] 
if y > z or 
Let Y1 be the chance variable representing the number of mediocre units present 
in the defective set and Y2 be the chance variable representing the number of 
mediocre units present in the proper subset of size x randomly chosen from the 
defective set of size m. Then, for a defective set of size m, the conditional prob-
ability that Y1 + z1 , the number of mediocre plus the number of defective units 
present, equals a is a 
~ m! m-a a-z z 
L .·z.! (a-z:)! (m-a)! 41 42 43 
(1.2.3) z=l 
= 
Hence the probability that a randomly chosen proper subset of size x from the 
defective set of size m, contains all good units is 
.. 2 .. 
(1.2.4) 
m-x 
=I 
r=l 
x( m-x) 
= ql l-q[2] 
m 
1-q[2] 
Thus the probability that a proper subset of size x randomly chosen from a 
• defective set of size m contains at least one mediocre unit and no defective unit 
( taking the complement of the sum of the results in (l.2~2) an4: ft.ja. 4)) is 
X 
l-q[2] x( m-x ql l-q[2]) = ( m-x)( x x) l-q[2] q[2] - ql 
m 
l-q[2] 
m 
l-q[2] m l-q[2] 
A set of units will be called a mediocre set if it is known that it contains 
at least one mediocre unit and no defective unit; let w1 denote the (random) number 
of mediocre units it contains. Let x denote the size of a proper subset randomly 
chosen from a mediocre set of size m and let w2 denote the number of mediocre units 
in the subset. Then the probability that the subset has only good units is given by 
(1. 2.6) = qx(l-qm-x) 
1-qm 
where q = q1/q[ 2 ] and the probability that this proper subset of size xis also a 
..., mediocre-set is given by 
(1.2.7) 
X 
= .!.:s... 
m 1-q 
Now we shall introduce two lell1Illas which are of importance in writing the 
recursion formulas for the procedure R1 . 
• 3 -
-Lemma 1: Given a mediocre set of size m and given that a randomly chosen proper 
subset of size x contains at least one mediocre unit, then the a posteriori distribu-
tion of the remaining m-x units is that of a binomial sample with probabilities 
q1/q( 2 ] and q2/q[ 2 ] of being good and mediocre, respectively. 
Lemma 2: Given a defective set of size m and given that a randomly chosen proper 
subset of size x contains at least one defective unit, then the a posteriori distribu-
tion associated with the remaining m-x units is the same as the original trinomial 
distribution. 
These two lemmas will not be proved here since these are special cases of a more 
general lennna to be proved later. 
A set of units will be called a trinomial set if, given the past history of 
testing, the a posteriori distribution of this set of units is that of independent 
trinomial chance variables with common probabilities q1 of being good, q2 of being 
mediocre ahd q3 of being defective (q1 + q2 + q3 = 1). 
A set of units will be called a conditional binomial set if, given: the past history 
of testing, the a posteriori distribution o'f. this set of units is that of independent 
binomial chance variables with common probabilities q = q1/q[2 ] of being good 
and q2 /q[ 2 ] of being mediocre. 
The procedure R1 requires that at every stage the unclassified units be separated 
into at most four sets, namely, the trinomial set, the defective set, the mediocre 
set and the conditional binomial set. At some stages, some of these may be empty. 
At the outset all sets, except the trinomial set of size N, are empty and at the end 
all of these four sets are empty. 
Let G1 (n1 ;m2 ,n2 ;m3,n~~): G1 (m2 ,n2 ;m3,n3) denote the expected number of group-
tests remaining to be performed if the procedure R1 is used and if, presently, the 
number of classified units is n1 , the mediocre set is of size m2 , the conditional 
binomial set is of size n2 - m2 , the defective set is of size m3 
and the trinomial 
set is of size 
- 4 -
good, mediocre and defective are known constants q1 ,42 
.respectively and we are using q to denote (41 ,42 ,43 ) • 
and 43 = l-41-42' 
For the special case 
when m2 = m3 = 0 we use the notation H1(n1;n2;n3;ci} = H1(n2;n3 ). The values 
of ni (i = 1,2,3) and mi(i ~ 2,3) vary as the procedure R1 of group testing is 
carried out; at the start of the experiment and 
The situation of unclassified units will be referred as a G-situation or 
situation if m2 = m3 = O. The case when max(m2 ,m3 ) = 1 is excluded in the above 
definition because the G-situation can be changed into H-situation without any group 
test (see the boundary conditions below) by classifying the unit in the mediocre set, 
if any, as mediocre and the unit in the defective set, if any, as defective. To 
simplify the following recursion formulae we drop the subscript 1 on G's and H's 
since the procedure Ri_ is understood and also write m for m2 , d for m3 , n for n2 
w and e for n3. 
Recursion Formulae Defining Procedure R1 • For any H-situation with e ~ 1, 
n ~ O (and m = d = 0) we take a sample of size x from the trinomial set and we 
then have 
(1.2.8) H(n;e) = 1 + min {q?(n;e-x) + (q[2 ] - q~)G(x,n + x;O,e-x) 1 ~ X ~ e 
+ (1-q[2 ])G(O,n;x,e)) • 
For any H-situation with e=O, n ~ 1 
(1.2.9) H(n;O) = 1 + min ~ q~(n-x;O) + (1-qx)G(x,n; 0,0)) • 
1 ~ X ~ n 
With the help of lennna 1, (1.2.6) and (1.2.7), for any G-situation with m ~ 2 
(and any values of n ~ m, e ~ d ~ 0) we take a sample of size x from the mediocre 
set and we then have 
- 5 -
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(1.2.10) 
( x( m-x) 
G(m,n;d,e) = 1 + min ~ ql-: G(m-x,n-x;d,e) 
1 ~ X -~ m-1 I,,. 1-q 
X ~ + !:,g_ ( ) m G x,n;d,e · • 
1-q 
With the help of lennna 2, (1.2.2), (1.2.4) and (1.2.5), for any G-situation with 
m = o, d ~ 2 we take a sample of size x from the defective set and we then have 
(1.2.11) 
x( d-x ) 
min { 
41 1-qd[2] G(O,n;d,e) = 1 + ------ G(O,n;d-x,e-x) 
1 ~ X ~ d-1 1-q[2 ] 
( x x)( d-x 4[2] - 41 l-4[2]) 
+ -~------- G(x n + x·d-x e-x) d ' , , 
1-q[2] 
X 
1-q[2] . } 
+ d G(O,n;x,e) . 
1-q[2] 
The boundary conditions state that for all cf= (q1 ,q2 ,q3 ) 
(1.2.12) H(O;O) = 0. 
(1.2.13) G(l,n;d,e) = G(O,n-l;d,e) for n ~ 1, e ~ d ~ 0 
(1.2.14) G(O,n;l,e) = H(n;e-1) for n ~ O, e ~ 1 
In (1.2.8) to (1.2.11) the expression in the braces is the conditional expected 
number of additional group-tests required to classify all units under procedure Ri_ 
given the size x of the next group-test. It follows from (1.2.8), (1.2.12), (1.2.13) 
and (1.2.14) that H(O;l) = 1 ~ for all q. 
Remark 1: To justify writing G(x,n;d,e) on the right side of (1.2.10) we make 
use of lemma 1. If the proper subset of size x randomly chosen from the mediocre 
set of size mis known to contain at least one mediocre unit, then the a posteriori 
distribution associated with the remaining m-x units is exactly the same as the 
'- 6 -
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distribution associated with m-x independent units in the conditional binomial set. 
These m-x units are then recombined with n-m units in the conditional binomial set 
giving a total of n-x conditional binomial units, and this justifies the expression 
G{x,n;d,e) in (1.2.10). 
To justify writing G(0,n;x,e) in (1.2.11) we make use of lennna 2. If the 
proper subset of size x randomly chosen from the defective set of sized is known 
to contain at least one defective unit,.then the-a posteriori distribution associated 
with the remaining d-x units is exactly the same as the distribution associated with 
d-x independent units in the trinomial set. These d-x units are then recombined with 
e-d units in the trinomial set, and this justifies the expression G(0,n;x,e) in 
(1.2.11). 
Remark 2: These four recursion formulae, together with boundary conditions allow one 
._ to compute successively for any ·cl= (~1 ,q2 ,q3 ) the functions H(0;l), G(2,2;0,0), 
G(0,0;2,2), H(0;2), G(2,2;0,l), G(2,3;0,0), G(3,3;0,0), G(0,0;3,3), H(0;3), •••••• to 
any desired values of m, n, d and e. 
Remark 3: The integer x which accomplishes the minimization-in (1.2.8), (1.2.9), 
(1.2.10) and-- (1.2.11) for each situation characterized by the integers m, n, d and e 
.__ is particularly important, since this is the size of the next group to be tested 
according to the procedure R1 . These integers x = ~{n;e;cl} and x = xG{m,n;d,e;q) 
implicitly define the procedure R1• An illustration .. of how the procedure ~ is to be 
laft carried out for some-explicit values of N and 'ctwill be given in the next section. 
Remark 4: If m = d = 0, e ~ 1 then it follows from (1.2.7) that under procedure Rl 
a subset of size x·with 1 ~ x ~ e is taken from the trinomial set without mixing 
• it with units from the conditional binomial set. If m > 1, then it follows from 
(1.2.10) that under procedure R1 a subset of size x·with 1 ~ x < m is taken from 
the mediocre set without mixing it with units from the other~- If m = 0, 
d > 1, then it follows from (1.2.11) that under procedure R1 a subset of size x 
with 1 ~ x < d is taken from the defective set without mixing it with units from 
- 7 -
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the other~- It follows from (1.2.7) to (1.2.14) that any lack of optimality 
for procedure¾ can only arise from this 11no mixing" assumption. Another procedure, 
which partially drops the "no mixing" assumption at the expense of more complication 
is introduced in a later section. 
1.3. Illustration of the Procedure R1 
Suppose-we start with N = 3 units and it is given that q1 = .90, q2 = .05 and 
q3 = .05. '!he first test-group under procedure¾ is of size 3. If the test shows 
all the units to be good, the experiment is over. If these units form a mediocre 
set (defective set), then accordingly we test a single unit taken randomly from the 
mediocre set (defective set) under procedure R1• Similarly we continue along one 
of the sample paths shown in the figure. The complete tree is shown here for this 
problem; it consists of at most 5 tests with 33 = 27 end points. 
.. 8 -
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Figure I 
Complete tree for procedure R1 
for q = ( .90, .05, .05) and N = 3 
at the outset after test 1 after test 2 after test 3 after test 4 after test 5 
E(3,0,0) . /E(2,1,0) /E(2,1,0) 
L
(1,2-;o,o)~H(!;o)~E(1,2,o) 1 X=l 
. E ( 2 , 1, 0) LE ( 1, 2 , 0) E ( l ,2 , 0) 
G(3,3;0,o) H(~;0)42,2;0,o) >H{l;O)~E{0,3,0) 
·J,1 "'2 ,1, 1 X= X= X= 
(0,0;3,3) 
xtl 
H(0;2) 
x:!2 
Arrows slanting upwards indicate a good outcome, horizontal arrows indicate a mediocre 
outcome and arrows slanting downward indicate a defective outcome. E(i,j,k) indicates 
an outcome with i good units, j mediocre units and k defective units. 
- 9 -
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1.4 Some Properties of R1 
In this section we consider three properties of the procedure R1 which are 
concerned with the size of the next test group; in particular we are interested 
to determine what this size depends on. These properties are similar to the 
corresponding properties shown for the analogous procedure for the binomial problem 
in [ 5 ] . 
Property 1: We state this property as a 
Theorem: 
For any G(m,n;d,e)-situation with m ~ 2 and any ((, the size of the next 
group test under the procedure R(l), defined by (1.2.10) does not depend on n, d 
or e. 
Proof: This proof is a special case obtained· by setting k = 3 in the proof of the 
theorem in section 4.3.-
Property 2: It will now be shown that in H(n;e)-situation with e ~ 1 , the size 
x of the next group test taken from the trinomial set of size e may also depend on n. 
We need only consider a single numerical example. Let q1 = .6, 42 = .1, 
and 43 = .3. Suppose we start with the situation H(n;2). Let H(x)(n;2), (x = 1,2) 
be the expected number of group tests when x ·is the size of the first group 
(from the trinomial set of size 2). From (1.2.8) - (1.2.14) we obtain 
(1.4 .. 1) 
If x is independent of n, then (1.4.1) must have the same sign for all n. For 
n = 0 it is easy to see by direct calculation that H( 2 )(0;2) = H(l){0;2) = .01 > o, 
which means that for the H(0;2)-situation in this problem, the size of the next group 
test is one. For n = 1 we can show similarly that H( 2 )(1;2) - H(l)(1;2) = -.03 < o, 
which means for the H{1;2)-situation in this problem, the size of the next group test 
is two. This establishes the result that in the H(n;e)-situation with e ~ 1, the 
size of the next group test may depend on the size n of the conditional binomial set. 
- 10 -
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Property 3: It will now be shown that in the G(O,n;d,e)-situation the size x of 
the next group test taken from the defective set of sized may also depend on the 
size n of the conditional binomial set (as well as on the size e-d of the trinomial 
set). We shall only show the first part, for this we consider the following example 
with e-d=O. Let q1 = .78, q2 = .12 and q3 = .10. Consider the situations G(0,0;4,4) 
and G(0,1;4,4). It is easy to show numerically that x = 3 cannot be the size of · 
the next group test. Let G(x)(O,i;4,4), (i = O,l;x = 1,2) be the expected number 
of tests when x is the size of the next group test (from the defective set of size 4). 
F-;om (1.2.8)-(1.2.11) we obtain for i = 0 
G(l)(O,O; 4,4) - G(2)(0,0; 4,4) = \ (q[2fqi2])-(l-qf2]}(ql~+2~q[2t1) 
1-q[2] 
This equals - .014 < O which means that x = 1 is for this situation the size 
of the next group test under procedure Ri· Similarly for i = 1 
This equals .023 > O, which means that x = 2 is for this situation the size of 
the next group test under procedure !\· Hence for the G(O,n; d,e) situation, it 
follows that the size x of the next group test may depend on the size of at least 
one of the other sets. 
Property 4: Using the results of [ 5 ], the following results for the situation 
G(m,n; d,e) with m ~ 2 are evident. 
(i) Under the procedure !\, with 2 ~ m .~ n, and 0 ~- l< 618 
. ' q[2] 
m m-1 m 
F(m) = _41 + _4...,[ 2_]...._---~-1 __ 4..,[ 2_.]_-_m_q_l 
42 1 
where F(m) is the expected number of group-tests required to "break down" a 
mediocre set of size m. 
(ii) Under the procedure Ri_, with O ~ l< .618, the units from the 
q[2] 
- 11 -
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mediocre sets are tested one at a time until a mediocre unit is found. 
(iii) Under·the procedure R1 , for the H(n;O)-situation-with O ~ ~ < .618, 4[2] 
._ all the units are tested one at a time. 
1.5 Procedure Allowing Mixing of the Trinomial and Conditional Binomial Sets 
In this section a new procedure ~ is introduced where the mixing of the 
units from the trinomial and conditional binomial sets is allowed whenever we are 
in~~ H-situation. For this procedure R2 three of the four recursion fonnulas 
as well as the boundary conditions are the same as for procedure R1 and will not 
be repeated here. For the two types of G-situations with m ~ 2 or m = O, d ~ 2 
the procedure R2 is based on the same recursion formulas, namely, (1.2.10) and 
(1.2.11), respectively. Under R2 the recursion formula for the H-situation with 
e ~ 1 is replaced by 
min , 
(1.5.1) H(n;e) = l+min 
X.. X x· X l~X!ieFq1tt(n;e-x)+(q[2]-ql)G(x,n+x;O,e-x)+(l-q[2 ])G(O,n;x,e)) J 
. \ 
min ~ J e e e ··· 
l~;r=in {~1 qYH(n-y;O )+( q[ 21-cirr/ )G(e+~ ,n+e; 0,0 )+( 1-q[2 ] )G( O,n;x,e~J-. 
The recursion formula for the H-situati'on with e s:i O, n ~ l is again the same as 
(1.2.9). The boundary conditions are also the same as in (1.2.12)-(1.2.14). 
It follows from the structure (or derivation) of (1.·5.1) that under the 
procedure ~ for any H-situation with e ~ 1 the next test group will be either 
(1) a set which is a subset of the trinomial set with no units from the 
coud;q:~~L··.bd.namiad; .s~-t, '. :or 
(2) a set which contains the entire trinomial set and a non-empty subset of 
• the conditional binomial set. 
It should be pointed out that in order to apply the procedure ~ without 
loss of "information" it is necessary for the H-situation with e ~ 1 that the 
units of the trinomial set must be distinguishable from the units of the condit-
ional binomial set, though the units within each set need not be distinguishable. 
• 12 .. 
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Therefore, for any problem in which such an identification of the units is impossible 
economically or impractical, the procedure R2 should not be used. 
It will now be shown that, in some cases, the expected number of tests under 
the procedure R2 is less than the expected number of tests under the procedure R1 . 
We need consider only a single numerical example. Let N=3, q1=.65, 42=.25 and q3=.10. 
It is easy to show by direct calculation that x = 2 is the size of the first group 
test both under R1 and R2 • Thus 
Thus H1(0;3) - H2(0;3) = .o!J.,6 > O, which means that for the H(0;3)-situation, with 
q1=.65, 42=.25 and q3=.10, the expected number of tests under the procedure R2 is 
less than the expected number of tests under the procedure R1 • 
- 13 -
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• Chapter 2 
Some Properties of the Optimal Procedure R and Lower Bounds for 
0 
• any Group-Testing Procedure 
2.1 Some Properties of the Optimal Procedure R 
' 0 
In this section we discuss some properties of the optimal procedure R for the 
0 
3-category problem with nested dominance. These properties are concerned with the 
question of when we should test one-at-a-time and are similar to the corresponding 
properties shown for the optimal procedure for the binomial problem in [ 8 ]. 
A group-testing procedure is called optimal among all procedures for given N 
and Cl= (q1 ,q2 ,q3 ) if it minimi;es the expected number of tests. Let R denote 0 
the optimal group-testing procedure and let E(TfR, N, c{) = E(T) denote the 
0 
expected number of group-tests to be performed if the procedure R
0 
is used for N 
* Let ·4 be defined by 2 
(2. 1. 1) 
we note that for q2 = 0 this reduces to i(./5 - 1) = .618 which plays an important 
role in the binomial case in [ 5 ) and [ 8 ] . 
The optimal procedure R for N = 1 is, of cou~se, trivial and we now consider 
0 
R for N ~ 2. 
0 
Theorem: 
The optimal procedure R has the following properties for N ~ 2: 
0 
(i) If 41 < 4~ then ET= N and the units are tested one at a time. 
(ii) 
(iii) 
* If 41 > q2 then ET < N. 
* If 41 = q2 then ET= N and the optimal procedure is not unique. 
* Proof: We shall prove (i) by showing that, for q,1 < q2 , a group-testing pro.cedure 
cannot be optimal if groups of more than one unit occur at any stage of testing. 
- 14 .. 
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A group-testing procedure can be represented by a tree in the following way. 
The group Gl on the top represents the group to be tested first. Let G2 represent 
the group to be tested next if G1 turns out to be good, c3 represent the group to 
be tested next if G1 turns out to be mediocre, c4 represent the group to be tested 
next if: G1 turns out to be defective. We write G2 , G3 and c4 below G1 and connect 
it to c1 by a "path". We can proceed with the representation of the procedure in a 
similar way .. 
Figure II 
Two groups will be called "occuring on the same branch of the tree" if one of them 
can be reached from the other by descending all the way along one of the connecting 
paths. 
We define a group-testing procedure to be "reasonable" if it has the following 
properties: 
1. A group G will not occur more than once on the same branch of the tree, though 
it may occur at many places on the same tree. This implies that if a group has 
already been tested we shall not test the same group again. 
2. Let G be the group at any branch point B of the tree. No unit of G has been 
"previously'classified (i.e., classified at any branch point which has a direct path 
descending to G). 
3. Let G be the group at any branch point B of the tree. There does not exist a 
- 15 -
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group G' containing G on any of the branches below a. 
4. A test will be skipped if the available information at that time enables us to 
infer the result of the test. 
Any group-testing procedure which does not satisfy the above properties can be 
modified by removing elements from groups and skipping unnecessary tests so as to 
satisfy these properties. The number of tests needed to classify any sample is 
definitely not increased by these modifications. 
The result (i) of the theorem is proved by considering an arbitrary procedure 
which satisfies the properties 1 to 4 and modifying it so that the expected number 
of tests under the new procedure is less than those under the old procedure whenever 
* q1 < q2 . We start with a procedure which tests more than one unit at some point 
and we use the word "plan" to indicate .a portion of this procedure. Let B be a 
branch point 
/ 
I 
OLD PLAN 
II III. Figu~e III 
g 
I 
NEW PLAN 
\, 
d \. I)/ 
III~ III 
on our tree such that the group G to be tested at B has x units where x ~ 2 and 
all the tests below B (if there are any below B) require the units to be tested 
individually. The branch of the tree is denoted by I, II or III in Fig. III, 
according as the group test indi~ates that G is good, mediocre or defective. Let 
this plan be called the old plan; we now introduce another plan which will be called 
the new plan. Let u denote a unit of G; u can be any unit of G except that if G 
is defective then we assume that u is different from the last one to be tested among 
the units of Gunder the old plan. Instead of testing G at the branch point B, under 
- 16 -
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-~th&~new plan we test G-u. If G-u is found defective we continue as under the old plan 
~~wnere G is found defective. It might be possible to infer the results of some tests 
and thereby reduce the number of tests by using the additional information available 
under the new plan. Hence this branch may be different under the new plan and we denote 
it by III"' instead of III. 
If G-u is mediocre, we test the unit u on the next test. If u is found good or 
mediocre we continue as under the old plan where G is found mediocre. We denote the 
branch to be followed by II'1 instead of II because the availability of the new infor-
mation again might enable us to infer the results of some tes~s. If it is found 
defective we continue as under the old plan where G is found defective. We denote the 
branch to be followed by III'1 because the availability of new information might enable 
us to infer the results of some test. 
If G-u is good, we test u on the next test. If u is good we continue as under 
the old plan where G is found good. If u is mediocre (or defective) we continue as 
under the old plan where G is found mediocre (or defective). We denote the branch to 
be followed by II' (or III') because the availability of new information might enable 
us to infer the result of some tests. The remainder of the procedure (i.e., everything 
which is not below B) is left unchanged. The procedure corresponding to old plan (or 
new plan) is referred to as old procedure (or new procedure). 
It is evident from the above construction of the new test plan that, for any 
sample, the number of tests under the new procedure can at most exceed by one the 
number of tests for the same sample under the old procedure. 
Now we shall show that the only samples for which more tests are needed under 
the new procedure are those for which Bis reached and G is found good under the old 
plan. 
If the branch point Bis not reached, then the number of tests for any sample 
under the old and new procedures are equal since the two procedures are identical 
elsewhere. Hence in the following discussion we can assume that the branch point B 
is reached. 
If G-u is defective, we follow the same procedure as under the old plan except 
possibly for skipping a test which may have been necessary under the old plan. 
Hence, in this case, the number of tests under the new plan is less than or equal to 
the number of tests under the old plan. 
- 17 -
If G-u is mediocre, and u is mediocre or good, then we are following the old 
plan as in the case where G is mediocre except possibly skipping a test under the new 
plan which may have been necessary under the old plan. If G-u is mediocre and u is 
defective, we need (x + 1) tests for classifying all the units of Gunder the old 
plan (one test for G and afterward one test for each of the x units of G) whereas 
under the new plan we shall need either x tests (or x + l tests) according as it is 
possible (or not) to infer the result of one test. 
If G-u is good and u is mediocre or defective, we need x (or x + 1) tests for 
classifying all the units in Gunder the old plan according as it is possible (or not) 
to infer the result of one test whereas we need two tests under the new plan. 
If all the units in Gare good, we need one test to classify all the units in G: 
under the old plan whereas two tests will be needed under the new plan. 
Hence it is established that the only samples for which more tests are needed 
under the new procedure are those for which Bis reached and G is found good under 
the old procedure. 
We discuss tne two cases x = 2 and x 3 separately: 
Case I: x = 2 
Let G = (u,v). Under the new plan of testing we need two tests to classify the 
units u and v. Under the old plan of testing the following cases will require three 
tests to classify the units u and v, i.e., we have a saving of one test for the new 
plan when 
(i) G is defective and the first unit to be tested after Gunder the old plan 
along the branch III is defective, and also when 
(ii) G is mediocre and the first unit to be tested after Gunder the old plan 
along the branch II is mediocre. 
In addition we would be using two tests under the new plan when 
(iii) G is good whereas we would have used only one test under the old plan 
(i.e. we have a loss of one test). Combining the results from (i), (ii) and (iii) 
the expected number of tests saved under the new plan is (1-q--q) + q2(q + q) - q
2 
l 2 1 2 1· 
Hence we have a positive saving when - 18 -
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(2.1.2) 
Case II: x ~ 3 
We now show that there is a saving of x-2 (or x-1) tests when all the x-1 
units in G except u are good. Under the old plan we would perform (x-1) individual 
tests to find that. all the units in G-u are good and none of these are required under 
the new plan. Under the old plan a test on the unit u may or may not be necessary but 
it is necessary under the:new plan. Hence in this situation there is a saving of at 
least (x-2) tests. 
Moreover we shall save one test in the following situations: 
(1) Let u be a defective unit. 
(a) Let b denote the last unit of G-u to be tested under the old plan when G 
is defective. It will also be the last element of G-u to be tested under the new 
plan if G-u is defective. If all the elements of G-u, except b, are good we will 
save one test by using inference in the new plan; this inference is not available 
to us under the new plan. 
(b) Let c be the last element of G-u to be tested when G-u is mediocre. 
If c is mediocre and all the units in G-u except c are good, then to classify 
all the units of Gunder the new plan we need x tests whereas under the old plan of 
testing we would have needed (x +1) tests to classify the units of G. (The 
assumption that u is not the last unit tested under the old plan is used here.) 
(2) Let u be a mediocre unit. 
Let d be the last element of G-u to be tested under the old plan if G is 
mediocre. It will also be the last unit of G-u to be tested under the new plan if 
G-u is mediocre. If all the units in G-u, except d, are good we will save one test 
by using inference in the new plan; this inference is not available to us under the 
old plan. 
Finally if G is good we use two tests under the new plan whereas we would have 
used only one test under the old plan; hence there is a loss of exactly one test in 
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~ this case. 
Combining all the above results we find that the expected number of tests saved 
S satisfies the inequality 
(2.1.3) 
Replacing q3 by l-q1-q2 we find that the right hand side of (2.1.3) is positive 
for all x ~ 3 if 
(2.1.4) 
Therefore combining these two cases and noting that the inequalities in (2.1.2) and 
(2.1.4) are the same, it follows that for all x(x ~ 2) there is a positive saving 
in the expected number of tests under the new procedure when (2.l~-4) holds. Hence 
the inequality (2.1.4) will be true whenever * * q1 < q2 where ~ is given by (2.1.1). 
Furthermore, it is evident that samples with the above mentioned cases will 
reach the point B. This proves statement (i) of our theorem. 
When there are only two units, there are only two different procedures disregard-
ing unreasonable procedures. Under the first procedure we test each unit indiv~dually 
and therefore we need two tests. Under the second procedure, to begin with, we 
test both units. If both the units are good, we do not need any further test. If 
this set is mediocre (or defective), we test a single unit. We infer the nature 
of the second unit, if it is possible to do so, from the result of the test on the 
first unit; otherwise we test the second unit. The expected number of tests under 
this second procedure is easily computed to be (e.g., using (1.2.8) - (1.2.14)) 
and thus 
- 20 • 
The second procedure is optimal if 
(2. 1. 5} 
or equivalently q1 > q~ where q; is given by (2.1.1). Suppose N = 2M is 
an even number and (2.1.5) holds. We divide N units into M groups each of size 2 
and use the optimal procedure mentioned above for each group of size 2. Under this 
scheme of testing, the expected number of tests to classify N units is 
(2. 1.6) 
Now the quantity in square brackets in (2.1.6) is less than 2 and expression (2,1.6) 
is less than 2M(=N). Since the expected number of tests under this procedure is 
less than N, so it must also be under the optimal procedure. Likewise we can deal 
with the case N = 2M + 1 by dividing these units in M + 1 groups, M of which are 
of size 2 and a group containing a single unit. This proves statement (ii) of our 
theorem. 
It is shown in the proof of the statement (i) of the theorem that, for x = 2 
the expected number of tests saved under the "new" .plan is 
(2. 1. 7) 
and for x ~ 3, the expected number of tests saved under the new plan is either 
(2. 1.8) 
or 
(2.1.9) (x-2) _( q..,.;;;;2 __ +_4_3_) 
41 
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depending on whether or not we can infer the result of one test. For q1 = q~, 
value of (2.1.7) which equals first three terms in the braces is zero and thus 
the saving in the expected number of tests is non-negative. The expected number of 
tests under the new plan is not greater than that under the old plan. Hence introd-
ucing a sequence of new plans, each of which tests more units one at a time than the 
predecessor, it follows that the expected num.ber of tests under the u:one-at-a~time" 
procedure is not greater than the expected number of tests under the procedure 
arbitrarily chosen at the outset. This proves the statement (iii) of the theorem. 
Corollaryt For q1 < • 6, :· the optimal procedure tests one unit at a time. 
Proof: Let SO that X + y :i; 1 • The curve corresponding to the 
equality in (2.1.2), is given by 
(2.1.10) 2 2 1 - X + X + xy - y - y = 0 
represents a hyperbola, since the discriminant D = 5 is positive. Here we are 
interested in the upper branch of the hyperbola as shown in Fig.XV. The points of 
intersection of this branch with the lines x = o and x + y = 1 are {o,"2;1) 
and (~-~, .Js;1) respectively. 
y = 41. 
(o, ~ 
Figure IV 
Whenever the point (q2 ,q1 ) = (x,y) lies in the shaded area, the inequality (2.1.4) 
is satisfied and the optimal procedure is to test one unit at a time. To obtain the 
minimum of this branch of the hyperbola, we differentiate (2.1.10) with respect to x, 
setting f equal to zero, we obtain 
.. 22 -
2x + y - 1 0 
Substituting y = 1 - 2x in (:'2. 1. 10) we obtain the minimum at y = ~ and 
x = 3. By differentiating (2.1.10) twice with respect to x we find that 
d2 y 5 ' ' 1 3 ) 1 3 dx2 ~ b / 0 at\ 5 , 5 . Hence the point ( 5 , 5 ) is a minimum for this 
. ( 1 3 branch of the hyperbola. Since the minimum is attained at the point 5 , 5 ), 
we are led to the conclusion that when q1 < .6, no matter what the value of q2 
(subject only to q 1 + q2 ~ 1), the optimal procedure for classifying all the 
units is to test each unit individually. f 3 s j)~i However, or 5 _ q1 < 2 , we have 
to check the inequality (2.1.l~) and if it holds the optimal procedure is to test 
each unit individually. 
Remarks: -~ ' * For any q above the hyperbola, i.e., q1 /' q2 we will test more 
than one unit at a time at some stage since ET< N. It is natural to conjecture 
that for such ~ q we would test more than one at a time at the outset but this has 
not been proved. 
2.2 Comparison of the Procedure R with Pr~cedure R1 
In this section we compare the expected number of group tests under the 
~ procedure R0 and R1 for the classification of N units with known q = (q1,q2 ,q3). 
Let E(TIR,N,q) denote the expected number of group tests to be performed if 
~ 
the procedure R is used for N units and for given q = (qi,q2 ,q3). The 
procedure R is said to be equivalent to the procedure R' for q = (q1 ,q2 ,q3) 
if E(TIR,N,q>) :.:: E(TIR' ,H,~t) for every N. 
We shall use H(O;N) for E(TIR1,N,q) where H(O;N) is defined in section 
1.2: also q~- is the same as defined in (2 .1.1). 
C. 
Theorem: ~ q = ( q 1 'q2 'q 3) For with is equivalent 
to the procedure R1 . 
Proof: For E (1' I R0 ,N, q) = N by the theorem in section 2 .1 and, since 
R0 is the optimal procedure among all procedures, we have 
(2.2,1) 
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For any 
(2.2.2) H(O;N) = 1 + min {q~(O;N-1) + (q[2 ]-q~)G(l,l;O,N-1) l~x~N 
+ (1-q[2 ])G(O,O;l,N)} 
~ 1 + q1H(O;N-1) + (q[ 2 ]-q1)G(l,1;0,N-1) 
-
1 + H(O;N-1) by using 
For N = 1, (2.2.2) gives 
H(O;l) ~ L 
For N = 2, (2.2.2) gives 
H(0;2) ~ 1 + H(O; 1) 
~ 1 + 1 
= 2. 
Proceeding in this manner we get 
(2.2.3) H(O;N) ~ N. 
Combining (2.2.1) and (2.2.2) we find for any 
H(O;N) = E(TIR0 ,N,q). 
This proves the theorem. 
+ (1-q[ 2 ])G(0,0;1,N) 
(1.2.13) and (1.2.14). 
2.3 Comparison of the Procedure R1 with Procedure R3 (Modification of Procedure R1l 
~ In this section we compare the expected number of group tests under the 
procedure R1 
The procedure 
for the classification of N units with known q = (q1 ,q2 ,q3). 
is described as follows: If N = 2M is an even number, 
we divide the N units into M groups each of size 2 and use the proc~dure R1 
for each group of size 2. If N = 2M + 1 is an odd number, we divide the N 
units into M + 1 groups, M of which are of size 2 and a group containing a 
single unit and use the procedure R1 for each group. 
The procedure R is said to be better than the procedure R' if 
l(TIR,N,q) ~ E(TIR' ,N,q) for every N and 
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E(TIR,N,q) < E(TJR',N>q) either for at least one N or for at least one 
~ , ) q = lq1,q2,q3. 
Theorem: The procedure R1 is better than the procedure R3
. 
Proof: For N = 1, the two procedures are identical. We now consider R1 
and R3 
that for 
( 2. 3. l) 
for N ~ 2. 
q ~ q*,'-1 - 2 
It is shown in the proof of the theorem in section 2..1 
M[3-ql-q2+q2(ql+q2)-qf) if N = 2M 
l+M[3-q1-q2+q2 (q1+q2 )-qfJ if N '- 2M+l, 
Under the procedure R1 we obtain from (1.2.8), (1.2.10) and (1.2.11) 
( r• 3 •I\ 
,:. • • , ..• J H(O;N) = 1 + min [qf1(0;N-x)+(qx[2 ,-q~)G(x,x;O,N-x) l~x~N -J 
+(1-qx[r 1 )G(O,O;x,N)] CJ 
= 2-q!+q3H( 0 ;N-1 )+( q1+q2q3)H( 0 ;N-2)+q2q[2 ]H( 1 ;N-2) 
It is shown in section 2.2 that for any q1 
( ,..._ ..... 3\ c,j. i H(O;N-1) ~ 1 + H(O;N-2). 
We shall prove that 
(2.3.4) H(l;N-2) i 1 + H(O;N-2). 
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If in the H(l;N-2)-situation we continue testing as we would test in the 
H(O;N-2)- situation to reduce the latter to an H(O;O)-situation, it is clear 
from the definition of R1 that the number of tests under this procedure will 
be at least H(l;N-2). Since H(O;N-2) tests are required to change the 
H(O;N-2)-situation to an H(O;O)-situation, these H(O;N-2) tests will change 
the H(l;N-2)-situation to an H(l;O)-situation. Therefore 
H(l;N-~'.) ~ H(O;N-2) + H(l;O) 
··- H(O;N-2) + 1. 
Substituting (2.3.3) and (2.3.4) in (2.3.2) we get 
(2.3,5) 
If N = 2M, then by successive application of (2.3,5) we have 
for 
Similarly for N = 2M+l we get, by using (2.3.5) 
for 
For R1 and R3 
are identical for every N and the theorem is proved. 
To illustrate the above result we note from Table II that for N = 4 and 
-~ 
q0 = ( • 90, . o 5 , . o 5) 
2.4 Lower Bounds for any Group Testing Procedure from Information Theory 
Let H(N\R) be the expected number of group tests needed to classify 
d -+ I ) N units un er any arbitrary but fixed procedure R for given q = ,q1 ,q2 ,q3
. 
Theorem: 
Proof: The total reductionliri entrophy associated with the classification of 
N units where each unit is assumed to represent an independent observation from 
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a trinomial population with parameter 
(2.4.1) I 3 - N( ~ q.log2q.). i=l i i 
is given by 
The expected number of tests under procedure R, in which the total reduction in 
entropy is carried out, is H(NJR). The reduction in entropy associated with 
-? 
each test is at most log23;thus we have for any procedure Rand any q = (q1,~,q3) 
H(N!R)log23 ~ - N[q1log2q 1+q2log2q2+q3log2q3] 
or 
H(N!R) ~ - N[qllog3q1+42log3q2+q3log3q3]. 
These lower bounds have been calculated for the particular q0 = (.90,.05,.05) 
and N ~ 8 and are given in Table II. 
2.5 Lower Bounds for any Group Testing Procedure from Coding Theory 
Huffman [4] has given a procedure for the construction of compact codes. 
Using his results we can obtain a lower bound for any 
procedure. 
-? q for any group-testing 
Let the set of symbols comprising a given alphabet be called 
S = (s 1 ,s2 , .•. ,sq). Then we define a code as a mapping of all possible 
sequences of symbols of S into sequences of symbols of some other alphab~t 
X = {x1 , ••• ,xr). S is called the source alphabet and X the code alphabet. 
A compact code for a source S is a code which has the smallest average word 
length if we encode the symbols from S one at a time. 
At the outset there are N units, each of which is good, mediocre or 
defective. N Thus there are 3 possible states of nature, one of which is true. 
If we represent each test that gives a good outcome, a mediocre outcome and a 
defective outcome by the digits zero, one and two respectively, then a procedure 
is identical with a 3-ary code. Thus a particular set of outcomes (i.e. a 
particular path in the tree of possible paths) corresponds in a one-to-one 
manner with a particular ''word" of the code, The expected number of tests 
required is equal to the expected word length of the code. 
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For example, leeting s' T and U denote good, mediocre and def~ctiv.~, 
respectively, w~ l~ons ider two different codes corresponding to 
State of Nature Probability Code I Code II 
;:;s q2 1 00 0 
ST qlq2 01 10 
TS ql~ 10 110 
SU qlq3 02 20 
us qlq3 20 220 
TT q2 2 11 111 
TU q2q3 12 21 
UT q2q3 21 221 
uu q2 3 
22 222 
two group-testing procedures for N = 2 units. Code I corresponds to the 
p~ocedure in which each unit is tested individually; code II corresponds to 
the procedure in which the first test is on both units and subsequent tests are 
on each unit each. 
The expected word length of the code corresponding to any group-testing 
procedure is clearly greater than or equal to the expected word length of the 
optimal Huffman code for encoding the 3N words in the source with known proba-
bilities. Thus the expected word length of the Huffman code is a lower bound 
on the expected number of tests for any group-testing procedure. 
Huffman has given a routine for finding the expected word length of Huffman 
code. To describe the computation of the expected word length of the Huffman 
code, let Q. (i = 1,2, •.. ,I) denote any set of a priori probabilities that sum 
1. 
to one; in our problem of group-testing these a priori probabilities are of a 
special trinomial structure i j k q1q2q3 where i, j, k are non-negative and sum to N. 
At the 1st step we order the Qi's j add the three smallest and call the sum s
1
; 
h ,.,nd d h N at t e ~ step we reor er t e remaining set of 3 -2 probabilities and again add 
the three smallest, calling this sum s2 . 
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This is repeated until the odd number of probabilities remaining reduces to 1. 
w,J Let S. denote the sum of three smallest probabilities at the j th step (j = 1,2, •.. ,J). 
J 
It is easy _to verify that J = ½( 3N -1) and SJ = 1. Then the Huffman lower 
-t bound (HLB) which depends on q and N is given by 
J 
HLB = E Sj 
j=l 
This method is illustrated below by an example with q0 = (.90,.05,.05) and N = 2: 
at the outset 
q~ = .8100 
42q3 = .0450 
4243 = .0450 
4143 = .0450 
41q3 = .0450 
. :4~ = .0025 
42q3 = .0025 
42q3 = .0025 
2 -
_q3 - .0025 
after 1st step 
.8100 
.0450 
.0450' 
.0450 
.0450 
.0075 
.0025 
after 2nd step 
.8100 
.0550 
.0450 
.0450 
.0450 
after 3rd step 
.8100 
.1350 
.0550 
after 4th step 
1.0000 
The value of HLB in the above example is 1.1975 and ILB (Information theory lower 
bound) is .718 for N = 2. It is easy to see that HLB does not correspond to a 
group test in this case. The optimal group-test in this case is to start with 
testing two units at the outset and the expected number of group-tests under the 
optimal procedure (as well as for procedure R1) is then easily computed to be 1.2875. 
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The number of digits (showµ below) in a Huffman code word is the number of . 
combinations indicated in the diagram above for the corresponding probability. 
State of Nature Probl!bility ~ength of Huffman code word 
1 .8100 1 
2 .0450 2 
3 .0450 2 
4 .0450 2 
5 .0450 2 
6 .0025 2 
7 .0025 3 
8 .0025 3 
9 .0025 3 
It is easily observed that the lengths .of the Huffman code words (having the .same 
probabilities for the alphabet in the source as the states of nature in our 
problem) are different from the corresponding word lengths of both code I and 
code II; the latter corresponds to the optimal group-testing procedure for 
this problem. Hence the HLB is not ~ttained by a group-testing procedure in 
this case. 
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Chapter 3 
Maximum Likelihood Solution and Bayes 
Solution of the Problem 
3.1 Introduction 
In this chapter we discuss the 3-category problem with nested dominance when 
~ 
q = (ql, 42, 43) is unknown. 
dure Rf.. which is similar to r 
Section 3.2 deals with a maximum likelihood proce-
¾· Section 3.3 deals with a Bayes procedure R(l) 
with respect to a known a priori distribution A(q1 , q2 ) which is similar to the 
~ procedure ¾; section 3.4 deals with a property of the procedure R(l). 
3.2 Procedure Rf --- A Modification of R1 
~ 
It is suggested that a new estimate of q = (q1 , 42 , 43) be formed after each 
w test and then the procedure R1 be used with the estimated value instead of the 
~ 
true value. To begin with we may use an estimate of q = (41 , q2 , 43) based on 
the\past experience oi arbitrarily start testing one unit at a time. At any stage 
of the experimentation lets, t and u denote the number of units proven to be good, 
mediocre and defective, respectively. Also let m, n-m, d and e-d denote the sizes 
~ of the mediocre, conditional binomial, defective and trinomial sets, respectively. 
The notation and is the same as in chapter 1. 
discussion of the maximum likelihood method of estimation is given below. 
Case I: m ;:: 2 and d ;:: 2 
The likelihood function of the observed result is given by 
(3.2.1) 
A 
~ where K = (s + t + u)!/[s! t! u!]. Taking the derivatives of log L with respect 
to and setting the results equal to zero gives 
(3.2.2) 
d-1 ( m-1 m-1) 
dq[2] + m 4[2]-ql 
d m m 
l-q[2]. 4[2]-41 
= o, 
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( 
i' • 
(3.2.3) u + n-m 
1-q[2] 4[2] = o. 
The roots ~l and ~2 , of these equations, are the maximum likelihood estimates 
(3.2.4) 
and q2, respectively. Subtracting (3.2.3) from (3.2.2), we now obtain 
Am-1 
s t mql 
___ .,,. ___ C 0 
J\ A AID I\Jll 
41 42 4[2]-41 
The equations (3.2.2) and (3.2.4) form a system equivalent to the equations 
(3.2.2) and (3.2.3). Multiplying both sides of (3.2.4) by ~(2] and replacing 
~114[2] by 
A q, we get 
s t mam-1 0 - - - = I\ A 1-am q 1-q 
or equivalently 
s - t 
m 1\1.· Am 
E q - (s + m)q = 0 
i=l 
For positives, using the Descartes Rule of Signs we see that (3.2.5) has exactly 
I\ 
one root in the unit interval and hence q is uniquely determined and it is easy 
to check that ~ < 1. A 1\1\ A Then q1 = q q[ 2 ]; substituting this fixed value of q1 in 
(3.2.2), we obtain after simplification 
(3.2.6) s + + m -q ~ (s + m -g d)A 0 ( 
( 1 Am-1)) d /\1." (l Am-1) d 
- n - m - u £J q [ ] - "i' n - m + Am + q [·Q ]:._,:: ; 
'g 1-am i=l 2 q 1-q ~ •' 
I\ 
which we use to obtain q[ 2]. This equation is quite similar to (3.2.5) and it 
follows as before that there is exactly one root 
A 
thus -+ (A q = 41, I\ A ) 42, 43 is uniquely determined. 
A ,"'\ A Ifs = O, then q= 41 = 0 and hence 4[2l 
... 
,,: 
~ n -
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A in the unit interval; 4[2] 
/\ 
can be found from == 42 
~ 
~ 
~ 
I ' 
I 
¥' 
... 
• 
Case II: m = O and d E= 2 
In this case the discussion is quite similar;· /\ A q and q( 2] are given by 
the equations 
(3.2.7) s t 0 ?\ - A = 
41 42 
( f + n ) d Id ( s ) Ad (3.2.8) - u i~l 4[2] - ~ + n + d q(2 ] = 0 
where again 4 = ~1/~(2] is obtained directly from (3.2.7). As in case I we 
/\ ~ (A /\ /\ ) conclude that q = q1 , 42, q3 is uniquely determined. 
Case III: m E: 2 and d = 0 
/\ I\ In this case q and 4[2] are given by the equations 
(3.2.9) 
(3.2.10) 
m A. /'t 
s - t E · 1 - (s + m) qm = 0 
. 1 q 1= 
( l\m-1) ( Am-1) ( .! + m 1-_Cl + _ )\- '(s + m 1-g + _ + ) A 0 ~ n m ., .. -,.; n m u q (2 ) = q 1-,am q 1-~m 
where ~[ 2 ] is directly obtained from (3.2.10). Again, by using Descartes 
. ~ /\ /\ ./\ Rule of Signs in (3.2.9) we find that q = (q1 , q2 , q3 ) is uniquely determined. 
Case IV: m = 0 and d = 0 
I\ I\ In this case q and 4[2 ] are given by the equations 
(3.2.11) s - (s + t) ~ = 0, 
(3.2.12) ( !. + n) - ( .! + n + u ) q[ 2 ] = O. ~ ~ 
Solving (3.2.11) and (3.2.12) we get 
A s~s + t + n) A t(s + t + n) 41 =·cs+ t (s + t + u + n) and 42 ~ (s + t)(s + t + u + n) 
3.3 Bayes Solution 
As in the case of ¾, at any stage of experimentation units not indiv.id-
ually classified (under the procedure R(l) defined below) will be kept in at most 
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• four distinguishable sets, a trinomial set, a conditional binomial set, a mediocre 
set and a defective set. Units for any one test will be taken from only one of 
these four sets; it is for this reason that the procedure R(l) will be sometimes 
referred to as a non-mixing procedure or as being of R1-type. 
At any stage of the experiment lets, t and u denote the number of units 
definitely proven to be good, mediocre and defective, respectively; let m, n-m, d 
and e-d denote the sizes of the current mediocre, conditional binomial, defective 
and trinomial sets respectively. Here N = s+t+u+n+e. 
A denote a completely known a priori distribution of q = (q1 ,42). 
Then the a posteriori density element is given form= O, 2, 3, ... and d = O, 2, 
3, .•• by 
(3.3.1) &.. t (q1,a_;m,n;d): s' ,u -c c(s,t,u; m,n;d) 
where C(s,t,u; m,n;d) and h(z) are defined by 
(3.3.2) C(s,t,u; m,n;d) = B{s,t,u,n;m) - B(s,t,u,n+d;m)h(d), 
Rere 
h(O) = 0, 
h(z) = 1 for z ~ 2. 
(3.3.3) B{s,t,u,n;m) = A(s,t,u,n) - A{s+m,t,u,n-m)h(m) 
where 
the range of integration being the triangle 6 given by q1 ~ 0, 42 ~ O, q[2 ] = q1+q2 '2 1. 
We also define 
(3-3:-5) C(s,t,u;m,n;l) = B{s,t,u,n;m) - B{s,t,u,n+l;m), 
(3.3;6) B(s,t,u,n;l) = A(s,t,u,n) - A(s+l,t,u,n-1). 
It is easy to verify the identities (3.3.7)-(3.3.15) for x ~ 1. 
., 
.. 
(3.3.7) B(s,t,u,n;l) = A(s,t+l,u,n-1) 
(3.3.8) C(s,t,u;m,n;l) = B(s,t,u+l,n;m) 
(3.3.9) A(s,t,u,n) = C(s,t,u;O,n;O), 
(3.3.10) B(s,t,u,n;m) = C(s,t,u;m,n;O), 
(3.3.11) A(s+x,t,u,n} + B(s,t,u,n+x;x) + C(s,t,u;O,n;x} = A(s,t,u,n}, 
(3.3.l?) A{s+x,t,u,n-x) + B(s,t,u,n;x) = A(s,t,u,n}, 
(3.3.13) C(s+x,t,u;m-x,n-x;d) + C(s,t,u;x,n;d) = C(s,t,u;m,n;d), 
(3.3.14) C(s+x,t,u;O,n;d-x) + C(s,t,u;x,n+x;d-x) + C(s,t,u;O,n;x) = C(s,t,u;O,n;d), 
s+m-1 (3.3~15) ~ C(j,t+l,u;O,n-j+s-l;d) = C(s,t,u;m,n;d), j=s 
We note that if ~(q1,.~2) is the uniform over the triangle 91 ~ O, 42 ~ O, 
q[2 ] ~ 1, then the integration in (3.3.4) is a Dirichlet density and we easily obtain 
(3.3.16) A(s,t,u,n) = 2 £ (kn) (s+k)!(n+t-k)!(u)! k=O (s+n+t+u+2)! 
Equating the coefficient of xn in (1-x)-(s+l~l-x)-(t+l) and (1-x)-(s+t+2) 
we.find the right hand side of (3.3.16) is equal to 
(s+t+n+l)!s!t!u! 2 (s+t+l)!(s+n+t+u+2)! 
In (3.3.1) the case m = d = 0 will be referred to as an H-situation, the 
case in which max(m,d) ~ 2 will be referred to as a G-situation. The remaining 
case in which max(m,d) = 1 is reduced without testing to an H-situation by class-
ifying the unit in the mediocre set, if m = 1, as mediocre and/or the unit in 
~ the defective set, if d = 1, as defective. 
The expected number of additional tests required at any stage depends on 
._ -+ < . < . (1) . I-+ (1) s,t,.u,m,n,d,e and q = q1 ,Q_), let G m,n,d,e) = G (m,n,d,e q,R ) c s,t,u s,t,u 
denote the expected number of group-tests when the procedure R(l) is used; the 
superscript is dropped since we shall only discuss R(l) in sections 3.3 and 3.4. 
For the case m = d = O, we shall use H t (n;e) instead of G (O,n;O,e}; 
s, ,u s,t,u 
in all cases we haves~ O, t ~ 0 and u ~ O. We now use these definitions to 
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define the 
Bayes Procedure R(l) (Non-mixing type). 
For any H-situation with n ~ 0 and e ~ 1 we take a sample of size x from the 
trinomial set so that 1 ~ x ~ e, and 
(3.3.17) H t (n;e) = l+q~1 + t (n;e-x)+(qx[2 ]-qx1)G t (x,x+n;O,e-x) s, ,u s x, ,u s, ,u 
where xis the integer (with 1 ~ x ~ e) that minimizes the integral on the right 
hand side of (3.3.17) with respect to the a posteriori density element 
dA t (q1,q2 ;0,n;O). s, ,u 
For any H-situation with n ~ 1 and e = 0 we take a sample of size x from the 
conditional binomial set so that 1 ~ x ~ n, and 
(3.3.18) H t (n;O) = l+q~ + t (n-x;O)+(l-qx)G t (x,n;O,O), 
s, ,u s x, ,u s, ,u 
where xis the integer (with 1 ~ x ~ n) that minimizes the integral on the right 
'-Ji" hand side of (3.3.18) with respect to the a posteriori density element 
~ t (ql,q2;0,n;O). s, ,u 
For any G-situation with n ~ m ~ 2 we take a sample of size x from the mediocre 
set so that 1 ~ x ~ m-1, and 
(3.3.19) 
X m X 
G t (m,n;d,e) = 1+( 4 -q )G + t (m-x,n-x;d,e)+(l-q )G t (x,n;d,e), 
s, ,u 1_4
m s x, ,u 1_4
m s, ,u 
where xis the integer (with 1 ~ x ~ m-1) that minimizes the integral on the 
right hand side of (3.3.19) with respect to the a posteriori density element 
dA t (q1,a_;m,n;d). s' ,u -c 
For any G-situation with m = 0 and e ~ d ~ 2 we take a sample of size x 
from the defective set so that 1 ~ x ~ d-1, and 
- 31 -
-(3.3.20) G t (0,n;d,e) 
s' ,u -
x( d-~ 41 l-4[2 ]' 
= 1+( d ) G + t {0,n;d-x,e-x) s x, ,u 
l-4[2] 
( x x)( d-x) 4[2]-41 1- 4[2] 
+( d · ) G t {x,n+x;d-x,e-x) 
s' ,u 
l-4[2] 
l-4x] 
+( [2 ) G t (0,n;x,e), d ., s, ,u 
l-4[2] 
where xis the integer {with 1 ~ x ~ d-1) that minimizes the integral on the right 
hand side of (3.3.20) with respect to the a posteriori density element 
dA. t (41,a-;0,n;d). s, ,u "'c 
---+ The -boundary conditions state that for all s,t,u and 4, 
(3.3.21) 
(3.3.22) 
(3.3.23) 
H (o·o" = o.--
s, t,u ·' 1 
G t {l,n;d,e} = G 1 (0 1 d ) f ~ 1 d 0 s , , u s , t+ , u , n- ; , e or n _ , e ?: ?: • 
G t (0,n;l,e) = H t 1{n;e-1) for e ~ 1, n?: 0. s, , u s, , u+ 
In each of the above situations the integer .. x(as mentioned above) is the 
size of the next group test and the source of these x units has already been 
described. Thus the knowledge (i.e., a table) of these x-values describes 
explicitly the procedure R(l). 
From (3.3.l) we have 
(3.3.24) 4xdA. ( ) _ A(s+x, t,u,n) ...1, ( • 0 n·0) 1 s,t,u 41,42;o,n;O - A(s,t,u,n) ur..s+x,t,u 41'42' ' ' • 
(3.3.25) ( x x)...:i, ( 0 0) B{s,t,u,n+x;x) ( ) 4[2]-41 ur..s,t,u 41'42; ,n; = A(s,t,u,n) dA.s,t,u 41,42;x,n+x;O • 
(3.3.26) ( x )..:I'\ ( 0 ) C(s,t,u;0,n;K) ..:I'\ ( ) l-4[2] '""'"s, t, u 41'42; ,n;O = A{s ,~, u,n) '""'"s, t ,u 41'42 ;O, n;x, • 
Now we define the Bayes averages (not depending on (41,q2)) 
(3.3.27) Ii t (n;e) = f H t (n;e)dA t (q1,a_;6,n;0). s , , u b s ' 'u s ' 'u -c 
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• (3.3.28) G t (m,n;d,e) =JG t (m,n;d,e)dA.s t u(q1,q2;m,n;d). s, ,u 6 s, ,u , , 
i_, Now we shall use (3.3.24)-(3.3.28) to write the recursion formulae (3.3.17)-(3.3.20) 
in a simpler form without integrals. 
-
-
-
~ 
.. 
~ 
._. 
.. 
-
.. 
._ 
., 
.. 
~ 
W' 
I._ 
Integrating (3.3.17) and (3.3.18) with respect to the a posteriori density 
element&. t {q1,Q_;0,n;0) gives fore~ 1 and e = 0 respectively s' ,u ... c 
(3.3.29) ii t {n;e) = 1+1:i! f {q:tH1 t (n;e-x)+(qx[2 ]-qx1)G t {x,x+n;0,e-x) s , , u _x_e 6 s+x, , u s , , u 
. (3.3.30) i. t {n;0) s, ,u 
+(1-qx[2 ])G t (0,n;x,e)}dA. t (q1,Q_;0,n;0) s' ,u s, ,u ... c 
min {A{s+x,t,u,n) H {n;e-x) + 
= l+l~x~e A(s,t,u,n) s+x,t,u 
B{s,t,u,n+x;x) G (x,n+x;0,e-x) + 
A(s,t,u,n) s,t,u 
min 
= l+l~x~n 
min 
= 1+.l~x~n 
c{s,t,u;O,n;x) G {0,n;x,e)}, 
A(s,t,u,n) s,t,u 
f {-ci~ · · {~-x · 0 )· -+ 
6 .s+x,t,u. ' · 
(1-qx)G t (x,n;0,0)}_dA. t (q1,q2 ;o,n;0) s, ,u s, ,u 
{A(s+x,t,u,n-x) ii {n-x;0) + A(s,t,u,n) s+x,t,u 
B{s,t,u,n;x) G (x,n;0,0)}. 
A(s,t,u,n) s,t,u 
Integrating both sides of (3.3.19) with respect to the a posteriori dedsity 
element &. t (q1,Q_;m,n;d) we get s, , u ... c 
• X ID 
(3.3.31) G t (m,n;d,e) = 1+1~m~n 1 J {(4 -q )G + t (m-x,n-x;d,e) + s, ,u -X-m- 6 1_4m s x, ,u 
X 
(l-q )G t (x,n;d,e)}dA t (q1,Q_;m,n;d) 1 m s , , u s , , u ... c -q 
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• 
= l+ min {C(s+x,t,u;m-x,n-x;d) -G ( d ) 
l s s 1 C{ d) + t m-x,n-x; ,e _X=m- s, t, u; m, n; s x, , u 
C(s,t,u;x,n;d) - ( )) 
+ C{ d) G t x,n;d,e • s,t,u;m,n; s, ,u 
Integrating both sides of (3.3.20) with respect to the a posteriori density 
element dA t (q1,a_;O,n;d), we get s' ,u -~ 
x( d-x) 
min ql l-q[2], 
(3.3.32) Gs,t,u(O,n;d,e) = 1+1~x~d-l /6 {( 1 d . )Gs+x,t,u(O,n;d-x,e-x) + 
-q[2) 
X X) ( d-x) 
q[2 rq1 1-q[21 ( d ) G t (x,n+x;d-x,e-x) + 
s' ,u 
1-q[2] 
X 
l-q[2] ( d )G t (O,n;x,e))dA t (q1,a_;O,n;d) l s , , u s , , u -~ 
-q[2] 
1 min {C(s+x,t,u;O,n;d-x) -G (O d ) 
= +1s_xS_d-l C( O d) t ,n; -x,e-x s, t, u; , n; s+x, , u 
+ 
C s,t,u;x,n+x;d-x) - ( d ) G t x,n+x; -x,e-x C s,t,u;O,n;d s, ,u 
C{s,t,u;O,n;x) -G (O )) 
+ C ( t · 0 ·cl ) t ' n ; x ' e • s, ,u, ,n,. s, ,u 
The boundary conditions state that for all s,t and u 
(3.3.33) ii t (o;o) = o. 
s' ,u 
(3.3.34) G t (1,n;d,e} = G t 1 (O,n-l;d,e) for n~ 1, e~ d ~ o. s' ,u s, + ,u 
(3.3.35) G t (O,n;l,e) = ii t 1(n;e-l) for n~ 0, e ~ 1 . s' ,u s, ,u+ 
Equations (3.3.29)-(3.3.32) do not involve integrals and it is therefore 
easier to iterate these equations on a computer for given values of s,t,u,m, 
n,d,e and the distribution~-
The functions H t {n;e), H t (n;O), G t (m,n;d,e) and G t (O,n;d,e) s, ,u s, ,u s, ,u s, ,u 
can be expressed as functions of (q1,~). However, these expressions need not 
be unique, since the Bayes procedure may not be unique. Nevertheless the Bayes 
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averages H t {n;e), H t {n;o), G t {m,n;d,e) and G t {O,n;d,e) are unique. s, ,u s, ,u s, ,u s, ,u 
3.4 A Property of the Procedure R(l) 
In this section we consider a property of the procedure R(l) which is concerned 
with the size of the next group-test in a G-situation with m ~ 2. This property 
is similar to a result shown for the analogous procedure in the binomial problem[3) 
We shall show that for the G-situation with m ~ 2, the size of the next test group, 
defined (3.3.19), does not depend one. For this situation the immediate objective 
under procedure R(l) is to break down the mediocre set of size m ~ 2 until a single 
unit is proven to be mediocre and is removed {from the unclassified units). Instead 
of randomizing the units in this mediocre set each time before a test group is 
selected, it is assumed without any loss of generality that the order is randomized 
only once at the outset; then units removed for testing will be taken in that order. 
If the ith unit is the first mediocre unit, then the breaking down of the mediocre 
set will lead to a situation in which the mediocre set will be empty, the size .of 
the conditional binomial set will be increased by m-i and the number of units 
classified as good and mediocre will be increased by i-1 and 1, respectively. 
These properties are a consequence of the way in which R(l) is defined. 
Let F t (m,n;d) = F(lt) (ml .(q1 ,q2 ) ,R(l) ;n;d,e) be defined as the expected s, ,u s, ,u 
number of group-tests required to break down a mediocre set of size m and reach 
(for the first time) a situation in which the mediocre set is empty, when ~(q1,42) 
is given and the procedure R(l) is used. It is clear from the sub procedure 
described in the previous paragraph that for any s,t,u,m,n,d the value of F t (m,n;d) 
s, ,u 
will not depend one. Then we can write 
(3.4.1) G t {m,n;d,e) = F t (m,n;d)+(l-q) E qi-lGs+i-l,t+l,u(O,n-i;d,e). 
s , , u s , , u l-q m i= 1 
As in (3.2.27) and (3.2.28) we define 
(3.4.2) F t (m,n;d) = J F t (m,n;d)~ t (q1 ,a_;m,n;d). s , , u 6 s , , u s , , u -~ 
Integrating both sides of (3.4.1) with respect to the a posteriori density 
cl.A. t (q1,a_;m,n;d), using (3.4.2) and letting s+i-1 = j, we obtain s, ,u -c 
s+m-1 ( 
- ( d ) - ( d) ~ C j, t+l, u; 0, n-j+s-1; d) , ( \ ) G t m,n; ,e = F t m,n; + ~ c( d) G~ O,n.j+s~l;d;e. s, ,u s, ,u j=s s,t,u;m,n; 1 j,t+ ,u 
Now we shall prove the following 
Theorem: 
For any fixed a priori distribution ~(q1,42) and for any G(m,n;d,e)-
situation with m ~ 2, the size of the next test group under the procedure R(l), 
does not depend one. 
Proof: If we substitute this value of G t (m,n;d,e) given by the right side of 
s, ,u 
(3.4.3) in the three G's occuring in (3.3.31), we get after simplification 
I 
I 
(3.4.4)F .. (m~m;d)=l~ min (C(s+x,t,u;m-x,n-x;d) F t (m-x,n-x;d,e) 
s,t,u. :l~x~m-1 C(s,t,u;m,n;d) s+x, ,u 
C s,t,u;x,n;d) i (x n·d e)) 
+ C s,t,u;m,n;d s,t,u ' ' ' ' 
which is independent of e. The boundary condition states that F (1,n;d) = O 
s,t,u 
and this also does not depend one. It is clear from the drivation that (3.4.4), 
which does not depend one, must define the same integer value x as defined by 
(3.3.31). This proves the theorem. 
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r Chapter 4 
The k-category Problem with Nested Dominance 
4.1 Formulation of the Pr~blem 
A finite number N of units are to be classified into one of the k disjoint 
categories by means of group-testing. The k categories are labeled as 'the best', 
nd • 
'the 2 -best, 
... ' 
th 
'the k -best'. A group-test is a simultaneous test on x units 
(1 ~ x ~ N) with one of the following k possible outcomes: At least one of the 
th 
x units belongs to the i -best category and none of the x units belongs to the 
j th-best category for j > i. The problem is to define a simple and efficient 
procedure {or an optimal procedure) for classifying all the N units. Each unit 
is assumed to represent an independent observation from a multinomial population 
with a known a priori probability qi of any unit belonging to the i th-best category 
for i=l,2, ••• ,k where qi~ 0 and q1+q2+ ••• +qk = 1. 
A procedure R1 which describes a mode of action for any given value of 
4= (q1, .•• ,qk) is.proposed. Under the procedure R1, at any stage of the experi-
ment the experimentor must separate the unclassified units into at most 2k-2 
sets and units within each of these 2k-2 sets need not be distinguishable. 
4.2 The Procedure R1 
Before defining the procedure R1 we shall need some definitions and results. 
A set of units will be called of type Ci(l ~ i ~ k) if it is known that it 
th 
contains at least one unit which belongs to the i -best category and none of 
\ the units in the set belongs to the {h-best category where j > i. Thus a group-
• 11 h f it . - f I C f ' / . ( 1 s i. s . ,:. ) test te s us t at a set o un sis: o .. · type .• or, some_ 1. -· . _ ,F- • 
. . l. 
A set of units will be called of type D. (1 ~ j ~ k) if the probability 
J 
th that any unit in this set belongs to the i -best category, independently of 
any other unit in this set, is given by 
(4.2.1) i = 1,2, ••• ,j 
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j 
and equals zero otherwise; here q[J·] = E q1 • At the outset all the units are i=l 
of type Dk(which corresponds to the trinomial set fork= 3) and qilk = qi(i=l,2, ••• ,k). 
Let Y. (1 ~ i ~ k) be the chance variable representing the number of units 
l. 
th belonging to the i -best category in any set. Then for a set S of size m ~ 2 
an4 for i + 1 ~ j ~ k, the conditional probability Pij(y) that 
that Sis of type C. is 
J 
j 
E Y = y given 
a=i+l a 
(4.2.2) 
j 
Pi.(y) = P{ E Y =ylY. ~ 1, Y. t= 0 fort= 1,2, ••• ,k-j} 
J a=i+l a J J+ 
( m) m-y t (Y) t( )y-t y 4[i] t=l t gj 41+1+4i+2+ ••• +qj-l 
=--------...-.--------------m m 
q[j] - q[j-1] 
j j -1 
( m) m-y[( E )y ( E )Y] y 4[i] aci+14a - a=i+14a 
=---_,;---------------m m for y = 1,2, ••• ,m. 
q[j] - q[j-1] 
Then, for any fixed i ~ j-1, the probability that a randomly chosen proper subset 
of fixed size x from a set of type c.(2 ~ j ~ k) and size m ~ 2 is such that all 
J 
its units belong to one of the first i best categories is 
(4.2.3) 
m-x 
E 
y=l 
j-1 
(a=~+14all 
j j-1 
m-y-x ( E q )Y ( E q )Y] 
cm-x) 4[i] [ a=i+l a - a=i+l a 
y m m 
q[j] - q[j-1] 
Similarly the probability that a randomly chosen proper subset of size x from 
a set of type C.(2 ~ j ~ k) of size m ~ 2 is such.that all units belong to one 
J 
.. 
... 
-
-
wit 
• • 
• 
' ~ 
of the first (i-1) best categories (i ~ j-1) is 
(4.2.4) 
x m-x m-x J 4[i-1][4[j] - 4[j-1] 
m m 
q[j] - q[j-1] 
Hence the probability P .. (m) that a randomly chosen proper subset of size x iJ 
from a set of type Cj(2 ~ j ~ k) of size m ~ 2, is of type c1(i ~ j-1) is equal 
to P[every element of the proper subset belongs to any one of the first i best 
~ categories] - P[every element of the proper subset belongs to any one of the first 
(i-1) best categories], i.e., 
_. 
-
_. 
._, 
--
'-
1-.1 
_. 
\_.I 
.. 
~ 
-
\alt 
(4.2.5) p .. (m) iJ 
( x x ) ( m-x m-x ) 
= 
4[i]-4[i-1] 4[j]-q[j-1] 
m m 
q[j] - q[j-1] 
where it is understood that q[O] = 0. 
It follows from (4.2.5) that for a set of type c.(2 ~ j ~ k) of size m ~ 2, 
J 
the probability P .. (m) that a randomly chosen proper subset of size xis also of type C .• 
JJ J 
(4.2.6) p j/m) 
j-1 
= 1 - ~ 
i=l 
x x ] [ m-x m-x ] 
[q[i]-4[i-l] 4[j]-4[j-1] 
m m 
q[j] - q[j-1] 
x m-x m-x ] 
4[j-1][ 4[j]-4[j-l] 
= 1 - ---------------------m m 
q[j] - q[j-1] 
m-x x x ] 
- q[j][q[j]-q[j-1] 
- m m 
q[j] - q[j-1] 
Now we shall prove a lemma which plays a fundamental role in the derivation of 
the procedure R1 • 
Lemma 3: Given that a set of size m ~ 2 is of type C. for any fixed j (2 ~ j ~ k) 
J 
and given that a proper subset of size x (1 ~ x ~ m-1) chosen from this set also 
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'l 
pr.aves to be of· type c:., then the: a poster.for.i: distr.ibution associated· ·with the ·r..e:-
J 
cnia(nin~ s·ec. :of .'type· .(ni.ofoxJ:·,urtits ·is : prs-cid.ge;l.,y- 1:he-· same ·as htna:t of m•X; units helong-
{ing to a ::set :.of.:typ·e D. ,i."e.~0. it ·1s ··a ·multinomial ·"distrlbution wi'th 'index m-x and 
~ J 
~th parameters ~::i:l]:-~ined in (4.2.1 ). 
Proof: Let A be the set of size x randomly chosen from the given set of type C. 
J 
and let B be the set of the remaining m-x units. Let Ai (1 ~ i ~ k) and Bi(l ~ i ~ k) 
denote-the--randonf--nUlllbe-r ..o.f urdtra: oi: th~ i th -best category present in A and B respect-
~ ~ ( ) ively and let A= (A1 , ••• ,Ak), B = B1, ••• ,Bk. Then for any j and for any set 
(b1 , .•• ,bJ.) such that b. ~ 0 and i b. = m-x, we have ]. i=l ]. 
(4.2.7) P. = P{B1=h1 , ••• ,B .=b. IA .+B .~1,A .~1,A ·+t+B ·+t=O for t=l, ••• ,k-j}, J J J J J J J J 
where P. is defined by (4.2. 7). Since A. ~ 1 inplies A .+B. ~ 1 and A. t+B. t=O 
J J J J J+ J+ 
implies A j+t=O and B. t=O, then J+ 
P{B1=b1, ••• ,B.=b.,B t=O for t=l, ••• ,k-j and A.~1,Aj t=O for t=l, ••• ,k-j} ( 4 2 8) P:.= J J + . J + 
• • J P B . t=O for t= 1, ••• , k- J and A .~ 1 ,A . t=O for t= 1 , ••• , k- j J+ J J+ 
At the outset {and in the unconditional probability above) all the units are independ-
ently and multinomially distributed with a common probability q.(1 ~ i ~ k) of 
. ]. ' 
belonging to the i th-best category. Since the sets A and Bare disjoint it follows 
~ --+ that A and Bare independent vector chance variables. Hence both the numerator 
and the 
(4.2.9) 
denominator factor and after cancellation 
= 
{m-x) ! 
j TI (b .. Z) 
i=l l. 
bl b b. 2 J 41 42 · • .qj 
( )m-x ql+ ••• qj 
j q bi-
ll i .. (-:· ) i=l q[ j] 
- 40 .. 
of the second factors, we obtain 
.-
.. 
• 
(m-x) ! 
j b. 
= II q ]. j ilj J!1 (b;!:) i=l l. 
which proves the lemma. 
Let G1(n1;~; ••• ;~; q) = G(~; ••• ;~) denote the expected number of group-
tests to be performed if presently the number of classified units is n1, the size 
of the set of type Ci(2 ~ i ~ k) is mi, the size of the sets of Di(2 ~ i ~ k) is 
th 
ni-mi, the a priori probability of a unit belonging to the i -best category is 
qi (i=l, ••• ,k) and the procedure R1 is used; for the special case when ~=·. -=~=0 
we use the symbol H1(n1;n2 ; ••• ;nk;ct} = H(n2 ; ••• ;nk). The values of mi(2 ~ i ~ k) 
and ni(l ~ i ~~)_vary as the procedure R1 is carried out; at the outset 
~=· •• =ny:n1= •• ·=°k-l=0 and °k=N. The situation when max(~, ... ;~) ~ 2 will 
be referred to as a G-situation and the situation when ~=···=~=0 will be referred 
to as an H-situation. The situation when max(~, .•.• ,~) = 1 is excluded in the 
above definition since this situation can be reduced to an H-situat-ion without 
any test. 
Recursion Formula Defining Procedure R1: 
For any H-situation (i.e., for mi=0;i=2, ••• ,k) with n1 ~ 0 for i=2, ••• ,k-1 
and nk ~ 1, we take a sample of size x(l ~ x ~ nk) from the size of type Dk and then 
- 41 -
--
-
\la' 
lai 
_, 
_, 
\w 
\al 
,_ 
_, 
'-' 
-
._ 
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.. 
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_, 
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~ 
~ 
·t 
k (x62 . x6k 1 . x8k . ) ( X X ) , l. - , 1. ,il. i~2 4[i]-q[i-1] G'. ; ••• ; ; 
X82,i+n2 xok-1,i+~-1 ~-x+xok,i 
i 
where oi . = 1 if i = j and is zero if i + j. Let q[.I ·] = ~ q.l. 
,J l.J a=l l.J 
More generally for any H-situation {i.e., for mi=0,i=2, ••• ,k) with n1 E O, 
i=l,2, ••• ,j-1, n. ~ 1, n. i=···=nk=O we take a sample of size x (1 ~ x ~ n.) J J+ J 
from the set of type D. and then 
J 
(4.2.11) H(n2 ; ••• ;nj;O, ••• ;O) 
min x 
= l+l&x&nj{qljjH(n2; ••• ;nj-x;O; ••• ;O) + 
j · xB2 i xo · -1 i xo · i O 0 
"' ( ~- JC. ) G· ( ' . • J , • J , • • • ) } 
.L, \ 4[ilj] - 4 [1-1jjJ . , ••• , ' 'o'···,o · 
1.=2 · n2+x62 . . .. . n. 1+-x6 . 1 . n . -x+x6 . . '1. J- . J - '1. J J , 1. 
We now use formulas (4.2.5), (4.2.6) and lemma 3. For.·any G-situation with 
~ E 2 (and any values of n2 E ~,n3 E m3 E O, ••• ,~ ~ ~ ~ 0) we take a sample 
of size x(l ~ x ~ ~-1) from the set of type c2 and then 
(4.2 .12) ~ ~ G( ; •• •; ) 
n2 nk 
~-x ~-x 
min q~(q[2] -ql ) ~-x m3 ~ 
= l +1s s 1 { ~ ~ G ( ; ; .. • ; ) 
_x_m2- n2-x n3 nk 4 (2] - 41 
~-x 
(q[2)-q~)q[2] 
+ ~ ~ 
4 [2) - 41 
X m3 ~ G( ; ; ••• ; )}. 
n2 n3 nk 
More generally, for any G-situation with m....= .•. =m. 1=0,m. ~ 2·(and any values c J- J 
of n2 E O, ••• ,nj-l E O, nj ~ mj ,nj+l E mj+l ~ O, ••. ,~ ~ ~ ~ 0) we take a sample 
of size x(l ~ x ~ m.-1) from the set of type C. and then 
J ~ 
0 0 m. °1< (4.2.13) G( ; ••• ; ; J; .•• ; ) = 1 + 
n2 nj-l nj nk 
j-1 x8 x6. m.-x m. m. 
min { ~ p (m )G( 2,i . . J-1,i . J • J+l. . K) 
l s s 1 L, 1· J. 6 , • .,.; 8 ' ' , .•• , _x_m....- ~ 1 J n2+x 2 . n. 1+x . 1 . n.-x n. 1 nk c u= ,1. J- J- ,1. J J+ 
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·• . 
+ p .. (m· )G( 0. . 0 . x. mJ.+l· . ~)) 
JJ J n '· • • 'n , ' '· • •' ' 2 j-1 nj nj+l nk 
where P .. (·) and P .. (·) are defined in (4.2.5) and (4.2.6). iJ JJ . 
The boundary conditions state that for all~= (q1 , ••• ,qk) 
H(O;O; .•• ;O) = O. 
. 1 m3 °it G( . • . ) -, ' ... , -
n2 n3 ~ 
0 m °\c 
G ( _ 1 ; 3 ; .•. ; ) for n2~ 1, n3~ m3~ 0, ••• , ~~ '\:~ 0 . n2 n3 ~ 
0 1 m4 °it O O m4 8\: G( ;n3 ; ; •.• ; )=G(; 1 ; ; ••• ;) forn2~o,n3~1,n1.~m1.~0, ••• ,n.~m.~O. n2 n4 ~ n2 n3- n4 ~ 4 4 k k 
(4.2.14) 
etc. 
0 0 1 G( ; ••• ; ; ) = H(n2 ;n3; •.. ;nk 1;ric-1) for n2;?;o, ••• ,nk 1~o,~~1. n2 ~-1 ~ - -
and for any j(j=l,2, ••• ,k) 
0 0 1 0 0 G ( ; ••• ; ·. ; ; ; ••• ; ) = H ( n2 ; .••• ; n .. · 1 ; n . -1; n . 1 ; ••• ; n. ) for n2 n.- 1 n. n. 1 n. J- J J+ k J- J J+ k 
n2 ; n3 , .•• , nj-l 'n j+l' ••• , nk ~ O, n j ~ 1. 
4.3 Properties of the Procedure R1 
In this section we consider a property of the procedure R1 which is concerned 
with the size of the next test group when a set of type c2 is of size~~ 2. 
This property is a generalization of the corresponding result in section 1.4 
for the 3-category problem. We state this property as a 
Theorem: 
For any G(~;m3; ••• ;°it) -situation with m2 ~ 2 and any q= (q1,a_, .•• ,qk), n2 n3 ~ -c 
the size of the next group-test, under procedure R1, depends only on~ (and 
does not depend on n2 or m3 or n3 , ••• , or °it or nk) 
Proof: For this situation the procedure under R1 is to break down the set of 
type c2 until a single unit belonging to 2
nd
-best category is found and removed. 
- .4·3 -
(Instead of randomizing the units in this set each time before a test group is 
selected, it is assumed, without any loss of generality, the order is randomized 
only once at the outset; units removed for testing will be taken in that order.) 
If the ith unit is the first unit belonging to 2nd-best category, then the breaking 
down of the set of type c2 leads to a situation in which the set of type c2 is 
empty and the size of the set of type D2 is increased by ~-i whereas the sizes of 
the other sets remain the same; Le., it leads to G( O • ; m3; ••• ; 11\c) situation. 
n2-1. n3 nk 
Let F(~;q) = F(~) be defined as the expected number of group tests required 
to break down the set of type c2of size~ and reach (for the first time) a situation 
in which the set of type c2 is empty, when qis given and the procedure R1 is used. 
It follows from this definition that F(~) does not depend on n2 or m3 or n3 or ••• 
Using q for q112 , we have 
(4.3.1) 
~ °1t m ( ) i-1 0 m °1t 
G( ; ••• ; ) =F(m...)+ _E l-q! G( .; 3 ; ••• ; ) • 
n2 ~ c 1.=l 1-q n2-1. n3 ~ 
m 
1 qm 1-q 2 ~ ~ ~ ~ 
Let {l=q )F(m...) = F*(m...) and ( 1 ) G( ; ••• ; ) = G*( ; ••• ; ). c c -q n2 ~ n2 nk 
Replacing F by F* and G by G* in (4.2.12) and (4.3.1), we obtain 
~ ~ ~ . 1 0 ~ ~ G*( ; ••• ; ) = F*(m...)+ E q1.- G*( .; ; •.• ; ) 
n2 nk c i=l n-1. n3 ~ 
(4.3.3) °2 i min x ~ -x. m3. . ~ x . ~3:. . ~ = E q + l~x< { q G*(n -x , , • •. , )-+G*( , . , ••• , . ) ) • 
i= 1 - ~ 2 n3 nk n2 n3 nk 
Substituting (4.3.2) in (4.3.3) and observing that summation terms cancel, we obtain 
m 
(4.3.4) F*(~) = 1i~q2 +_ ~~(qX,*(~-x)+F*(x)} 
which does not depend on n2 or m3 
or or~ or~- The boundary condition is 
--+ F*(l) = 0 for all q, which also does not depend on n2 or m3 or n3 or ••• or~-
It is clear from the derivation that (4.3.4), which does not depend on n2 or°) 
or ••• or~, must define the same integer value x as defined by (4.2.12). 
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It follows from (4.3.4) that for any G-situation with~~ 2 we can use the 
G-tables given for the binomial problem in [5]o 
Under the procedure R1 for any kit is interesting to note that once a unit 
is classified it is never used in subsequent tests. 
4.4 Some Properties of the Optimal Procedure R0 
In this section we discuss some properties of the optimal procedure RO for 
the k-category problem with nested dominance. These properties are concerned 
with the question of when we should test one at a time. 
A group-testing procedure is called optimal among all procedures for given N 
and if it minimizes the expected number of tests. 
denote the optimal group-testing procedure and let E(TIR0,N,q) = ET denote the 
expected number of group-tests to be performed if the procedure R0 is used for 
given -+ q = (q1, ••• ,qk) and starting with N units. The notation q[j] is the same 
as in section 4.1. 
The optimal procedure R0 for N = 1 is, of course, trivial and we now consider 
R0 for N ~ 2. 
Theorem: 
Fork~ 4 and N ~ 2 the optimal procedure R0 has the following properties: 
(i) If 
(4.4.1) k-2 + ~ 4/41+qj) > q~ 
j=2 
then · ET = N and the units are all tested one at a time. 
. (ii) If 
(4.4.2) 
then ET< N and at least one test is made with more than one unit. 
Proof: The proof of statement (i) is similar but not exactly the same as the 
proof of the corresponding result of the theorem in section 2.1. To prove (i) 
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we go through the details of setting up a "new",plan and comparing it with "old" 
.. 
plan; the notation G and Bare the same as in section 2.1. Suppose that G 
has 3 or more units and that k ~ 4. Let the element u of G be any unit of 
G except that, by assumption, if G is of Ck_1-type or Ck-type, then u is 
not the last one among the elements of G to be tested under the old plan. If 
G has only 2 units then u be any unit in G. Instead of testing G at the 
point B, under the new plan we test G-u. If G-u is found of type Ck we 
continue as under the old plan where G is found to be of type Ck. If G-u 
is of type C. (1 ~ i ~ k-1), we test the unit 
1. 
u on the next test. After . 
testing u we continue testing as we would have done under the old plan after 
~. observing the nature of the set G.except that we will skip tests on units of G 
whesef·result can be inferred due to availability of the additional information. 
We discuss the two cases x = 2 and x ~ 3 separately: 
Case I: x = 2 
When G is of type C. and the first unit to be tested after Gunder the old 
1. 
th plan belongs to the i -best category (2 ~ i ~ k) we have a saving of one test 
for the new plan. 
In addition we would be using two tests under the new plan when G is best 
(i.e. of type c1) whereas we would have used only one test under the old plan 
(i.e. we have a loss of one test). Thus the expected number of tests saved under 
the new plan is 
Hence we have a positive saving when 
Case II: x ~ 3 
Under the new plan we will have a saving of x-2 (or x-1) tests when all the 
x-1 units in G except u are best and u is of type Ci for 2 ~ i ~ k. Also we shall 
save one test in the following situations: 
( i) u is "kth-best" and the unit of G-u to be tested last is "i th -best" 
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·r 
(2 ~ i ~ k) whereas all other units of G are best. ( ii) u is "(k-l)st -best" 
and the unit of G-u to be tested last is "ith-best" (2 ~ i ~ k-1) whereas all 
other units of G are best. (iii) u and the unit of G-u to be tested last 
are "ith-best" for 2 ~ i ~ k-2, whereas all other units of G are best. 
Finally if all units of G are best we use two tests under the new plan 
whereas we would have used only one test under the old plan; hence there is a 
loss of exactly one test under the new plan. 
Combining all the above results we find that the expected number of tests 
saved (which we denoted by S) satisfies the follwoing inequality 
(4.4.4) 
k 
E q. 
i=2 1. (x-2) 
ql 
We find that the right hand side of (4.4.4) is positive for all x ~ 3 if 
it is positive for x = 3, i.e., if 
k k-1 k-2 k 
(4.4.5) qk E q . + 4k-1 E q. + E q~ + q 1 E qi - qf > O . 
i=2 1. i=2 1. i=2 1. i=2 
-' The above result also holds for k = 3 if the third term is removed. 
-
-
Since the difference between the left side of (4.4.3) and the left side of 
(4.4.5) is positive, therefore the set of which satisfies (4.4.5) 
also satisfies (4.4.3). Thus there is a positive saving in the expected number 
of tests for any x ~ 2 under the new plan when (4.4.5) holds, or equivalently when 
(4.4.1) holds, and the point B is reached. Furthermore it is evident as 
explained in section 2.1 that the samples with the above mentioned cases will 
reach the point B. Thus the number of expected tests under the new procedure 
is less than the expected number of tests under the old procedure whenever (4.4.1) 
holds. This proves the statement (i) of our theorem. 
The proof of the statement (ii) of this theorem is similar to that of state-
ment (ii) of the theorem in section 2.1 and we will only sketch the proof here. 
If N = 2, then by direct computation 
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-ET r k 2 + E qjq(j] - q~ < 2 whenever (4.4.2) holds j=2 
2 whenever (4.4.2) does not hold. 
In the first case the optimal procedure starts by testing 2 units, in the second 
case it tests each unit separately. 
If N = 2M (any even number) we divide N units into M subgroups each of 
size 2 and use the optimal procedure for each subgroup of size 2. Then the 
expected number of tests EQT ·,.mder this scheme is 
k 
EQT = M[2 + E q~q~ .1 - qf] < 2M = N whenever (4.2.2) holds. j=2 .J - l 
Likewise for N = 2M + 1 we divide these units into (M-f.1) subgroups, of which M 
are of size 2 and 1 is of size 1. Following the optimal procedure for each sub-
group, we observe that the expected number of tests under this scheme is less 
than N whenever (4.4.2) holds. This proves the statement {ii) and completes 
the proof of our theorem. 
It may be pointed out that for k = 4 (as well as fork= 2 and 3) the 
left sides of the inequalities in (4.4.1) and (4.4.2) are the same. Hence in 
these cases we know exactly for which c( the optimal procedure tells us to test 
one at a time and for which it requires at least one group test of size at least 2. 
For k ~ 5, we do not know exactly the curve which determines the region for one 
at a time testing, although we know two curves between which it lies; these are 
given by putting an equality sign in (4.4.1) and (4.4.2). 
Corollary: For q1 < ½, the optimal procedure (independently of~) tests 
one unit at a time. 
Proof: We know from the result of [8] and the corollary to the theorem in section 2.1, 
that for k = 2 and 3, this corollary is true. Therefore we need consider only 
k ~ 4. The inequality (4.4.1) is 
; ql; + 41 ( ; q · ) = j=2 J j=2 J 
always satisfied when 
q2 
1 
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> 
.. 
• 
or 
(4.4.6) 
This curve (if q1_ is the vertical coordinate) will have a minimum value when 
1-ql 1-ql . 
q2 =, ...... ;qk:·: = k-l. Substituting q2 = ..• = qk = k-l in (4.4.6) we obtain 
+ 0 
'w' or 
(4.4.7) 
To show that (o) ql 
dq(o) 
1 
dk 
= 
k2 +2k-3 + k-3 
2 2k-3 
is a decreasing function of k, we find that 
= 
3jk.2 +2k-3 - 5k+ 3 
2(2k-3) 2 /k2 +2k-3 
which is less than zero for k ~ 4. Now the right side of ( 4. 4. 7) -+ ½ from above· as k""?oo 
The curve given by (4.4.6) is everywhere under (if q1 is vertical coordinate) the 
curve corresponding to (4.4.1) with· eqm\lity •. , Since this new curve approaches 
,_ a minimum value qip)-+ ½---fr~m .abo;e, it follows that the curve corresponding to equality in 
(4.4.t) is everywhere above the plane q1 = ½ in k-1 dimensional space. This 
proves the corollary. 
< /5--1 - 6 We know that the optimal procedure is to test one at a time for q1 2 - • 18 ••. 
fork= 2 which is consistent with (4.4.7); fork= 3 it is shown in section 2.1 
that the optimal procedure tests one at a time for q1 < .6 and (4.4.7) gives 
~ '13/3 = .577 ••.. It is reasonable to conjecture {but we have not proved) 
( \ I • . ,I \ I \ • 
that these cut off points which separate multipl~· group-testing from testing individual 
units which we know to be •. 618 ••• · :for k = 2, .6 for k = 3) form a decreasing 
1 sequence ~ ·2 as k --i! co. 
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Chapter 5 
Modified Problems related to the 3-Category Problem and Procedures for them 
5.1 Problem involving two types of units 
_. Suppose we have two easily distinguishable types of units which can be put 
'ell 
in the same,..test group for the purpose of classifying each of these units into 
one of the three disjoint categories. Each unit of type 1 is assumed to represent 
an independent observation from the trinomial population with a common known prob-
ability, p1 of being good, p2 of being mediocre and p3 = 1-p1-p2 of being defective; 
similarly for type 2 units the corresponding values are q1 ,q2 and q3 
= l-q1-q2 . 
The problem is to devise a procedure which classifies all the units into one of 
the three disjoint categories. 
Let H11(n1 ,n2 ;e1,e2 ) denote the expected number of group tests required 
under the procedure & 11 (to be described below) if currently the conditional 
binomial set contains n. units of type i (i = 1,2), the trinomial set contains 
1 
ei units of type i (i = 1,2) and the defective and mediocre sets are empty. Let 
G11(m1,~;n1,n2 ;d1 ,d2 ;e1,e2 ) denote the expected number of group tests required 
under R11 if the mediocre set contains m1 units of type 1 and~ units of type 2 
(the combined set of m1+~ units is known to contain at least one mediocre unit 
and no defective units), the conditional binomial set contains n1-m1 units of 
type 1 and n2-m2 units of type 2, the defective set contains d1 units of type 1 
and d2 units of type 2 (the combined set of d1+d2 units is known to contain at 
least one defective unit) and a trinomial set containing e 1-d1 units of type 1 
and e2-d2 units of type 2. The notation H-situation and G-situation is the same 
as in chapter 1. 
Let P = P/P[2 ] , 
q = q/q[2] . 
For any H-situation with e1+e2 ~ 1, n 1+n2 ~ 0 (and m1 = ~ = d1 = d2 = 0) 
we take a sample of x units of type 1 and y units of type 2 from the trinomial 
- 50 ·-
set and we then have 
(5. 1. 1) 
+(p[2]ql2]-p~qi)Gll(x,y;nl+x,n2+y;O,O;el-x,e2-y) 
+(1-p[2]412])Gll(O,O;nl,n2;x,y;el,e2)} 
where the minimization is carried over pairs (x,y) with O ~ x ~ e1 , 0 ~ y ~ e2 
~ and x+y ~ 1. 
For any H-situation with e 1 = e2 = O, n1+n2 ~ 1, we take a sample of x units 
of type 1 and y units of type2 from the conditional binomial set and we then have 
(5.1.2) H11(n1,n2 ;o,o) = l+min (pxqyH11(n1-x,n2-y;O,O) + 
(1-pxqy)G(x,y;n1,n2 ;0,0;0,0)} 
where the minimization is carried over the pairs (x,y) with O ~ x ~ n1, 
0 ~ y ~ n2 and x+y ~ 1. 
For any G-situation with m1+~ ~ 2, we take a sample of x units of type 1 
~ ~ 
and y units of type 2 from the mediocre set and letting m = {m1,~), n = (n1,n2 ), 
(5.1.3) 
1-pxqy ( ~ ~ ~} 
ml~ G11 x,y;n;d;eJ 
1-p q 
where the minimization is carried over the pairs (x,y) with O ~ x ~ m1, 
O ~ y ~ m2 and 1 ~ x+y ~ m1+~-1. 
For any G-situation with m1 = ~ = 0 and d1+d2 ~ 2, we take a sample of 
x units of type 1 and y units of type 2 from the defective set and we then have 
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{5.1.4) G11 {o,o;"it;t;ej 
X y dl-X d -y 
. { p q {1-p 2 
= l+min 1 1 [2] q[2] ) 
dl d 
1-p q 2 [2] [2] 
~ G11{o,O;n;d1-x,d2-y;e1-x,e2-y) 
dCx d2-Y 
x y X Y) ( 1-p q ) ) (p[ 2Jq[2]-plql [2] [2] G (x,y;n +x,n
2
+y;d
1
-x,d
2
-y;e
1
-x,e
2
-y 
+ d d 11 1 1 2 
l-p[21q[2] 
X y .....+ ~}· l-p[2]q[2] G (O,O;n;x,y;eJ 
+ • d 11 
1 2 
l-p[2]q(2] 
where the minimization is carried over the pairs (x,y) with O ~ x ~ d1, 
0 ~ y ~ d2 and O ~ x+y ~ d1+d2-1. The case of G-situation with m1+~ = 1 
and d1+d2 = 1 is taken care of by the boundary conditions given below. 
The boundary conditions state that for all vectors 
.....+ 
q = (ql,q2,q3) 
{5.1.5) H11(n1,o;e1,o) = H1(n1;e1;p). 
(5.1.6) H11(o,n2 ;o,e2 ) = H1(n2 ;e2 ;q). 
(5.1.7) G11{m1 ,o;n1,0;d1 ,o;e1,o) = G1{m1,n1;d1,e1;p). 
{5.1.8) G11(o,~;o,n2 ;o,d2 ;o,e2 ) = G1(~,n2 ;d3,e2 ;q). 
-; = (pl'p2 ,P3) and 
(5.1.9) G11(1,0;n1 ,n2 ;o,O;e) = H11(ni-1,n2 ;e) for all n1 ~ 1, n2· ~ O, e1 ~ O, e2 ~ 0 • 
(5.1.10) G11(o,l;n1 ,n2 ;o,O;e) = H11 (n1n2-l;e) for a11 n1 ~ O, n2 ~ 1, e1 ~ O, e2 ~ o. 
(5.1.11) G11(0,0;n1,n2 ;1,0;e) = H11(n1,n2 ;e1-1,e2 ) for all n1 ~ O, n2 ~ 0, e1 ~ 1, e2 ~ O. 
(5.1.12) G11(o,o;n1,n2;0,l;e) = H11(n1,n2 ;e1,e2-1) for all n1 ~ 0, n2 ~ 0, e1 ~ O, e2 ~ 1. 
where the right hand members of (5.1.5) to (5.1.8) refer to the basic procedure R1 
defined earlier. 
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5.2 Problem involving two experimenters 
Suppose there are two experimenters who are working on a single set of N 
units by carrying out simultaneously group tests and cooperating in such a way· 
as to minimize the time required to classify all the N units. There will be no 
saving in the expected number of group tests by having two experimenters. However 
if we regard the simultaneous tests as a stage, each of the simultaneous tests 
lasting the same amount of time, then the problem of minimizing the expected time 
for the classification of these N units is equivalent to the problem of reducing 
the expected number of stages. Thus in this problem the main emphasis is to reduce 
the expected time for classifying all the N units. 
At any stage of the experimentation there are at most two mediocre sets and 
at most two defective sets. Let m1, ~ denote the sizes of the mediocre sets 
and let n-(m1+~) ~ 0 denote the size of the conditional binomial set; let 
d1 , d2 denote the sizes of the defective sets and let e-(d +d) ~ 0 denote the 1 2 -
size of the trinomial set; it will not matter which one is called m1 and which 
one is called m2 and the same is true for the two defective sets of sizes d1 
and d2 • Let G(m1,~,n;d1,d2 ,e) denote the expected number of stages required 
when we have two mediocre sets of sizes m1, ~, a conditional binomial set of 
size n-(m1+~), two defective sets of sizes d1 , d2 and a trinomial set of size 
e-(d1+d2 ) and the procedure R12 (based on the recursion formula given below) is 
used. For the case m1 = ~ = d1 = d2 = 0 we shall write G(O,O,n;O,O,e) = H(n;e). 
Also we shall write G(m,O,n;d1 ,d2 ,e) = G(m,n;d1 ,d2 ,e) and likewise expressions 
for similar situations. The notation H-situation and G-situation is similar to 
---+ 
the corresponding situations in chapter 1. Also the notation q = (q1,q2 ,q3) 
and q = q1/q[ 2 ] is the same as in chapter 1. 
Procedure R12 
For any H-situation withe~ 2, we take two samples of sizes x and y {one 
for each experimenter) from the trinomial set; hence 
--
-
(5.2.1) H(n;e) = 1+ min [q~{qfH(n;e-x-y)+(qf2 J-qi)G{y,n+y;O,e-x-~) 
x,y~l 
x+~e ( y ) ( )} + 1-q(2 ] G O,n;y,e-x + 
(q[2 ]-q~)(qiG(x,n+x;O,e-x-y)+(qr2]-qi)G(x,y,n+x+y;O,e-x-y) 
+ (1-qf21 )G(x,n+x;y,e-x)} + 
(1-q[2 ])(qiG(O,n;x,e-y)+(qr2 ]-qi)G(y,n+y;x,e-y) 
+ (1-qf2 J)G(O,n;x,y,e)}]. 
For any H-situation withe= 1 and n ~ 1, we take a sample of size one 
from the trinomial set and a sample of size x from the conditional binomial set; 
hence 
(5.2.2) H(n;l) = 1+ min [q~(n-x;O) + (1-qx)G(x,n;O,O)]. 
l~x~n 
For the H-situation withe= 1 and n = 0 the procedure is clear and H(O;l) = 1. 
For. any H-situation withe= O and n ~ 2 we take two samples of sizes x 
and y (one sample for each experimenter) from the conditional binomial set; hence 
(5.2.3) H(n;O) = 1+ min [qx{qYH(n-x-y;O) + (1-qY)G(y,n-x;O,O)} + 
x,y~l 
x+y~n 
(1-qx)}qYH(x,n-y;O,O) + (1-qy)G(x,y,n;O,O))]. 
For the H-situation withe= 0 and n = 1 the procedure is clear and H(l;O) = 1. 
For any H-situation with min(m1,~) ~ 2, we take a sample of size x from one 
mediocre set and a sample of size y from the other mediocre set; hence 
(5.2.4) 
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" d -y 
(qf2i-q~)(l-q[~) ) / G{y,n+y;x,d2-y,e-y) + 
d2 
1-q[2] 
(
1 y ~) J] -q[2] d
2 
G(O,O,n;x,y,e) 
1-q[2) : 
For any G-situation with m1 = 0, ~ = m ~ 2, d1 = O, d2 = d ~ 2, we 
take two samples of sizes x and y, either both from the non-empty mediocre set 
or one (of size x) from the non-empty mediocre set and other {of size y) from 
the non-empty defective set; hence 
(5.2.6) 
wh~re 
{: 
min 
G(m,n;d,e) = 1 + min x,y~·1 
x+y~ 
( 1) 
G(x,y), 
(5.2.7) G (x,y) = q ! G(m-x-y,n-x-y;ct,e) + (l) ( x+y _ m) 
1-q 
min 
l~x<m 
l~y<d 
G(x,y) (2) } 
(
_qx_(_l:-qY_)) G(y,n-x;d,e) + (qY{l:qx)) G(x,n-y;d,e) 
1-q 1-q 
and 
+ ((1-qx)~l-qY)) G(x,y,n;d,e) 
1-q 
( )~( 
y( d-y)) (2) qx-qm q1 1-q[2] (5.2.8) G (x,y) = m d G(m-x,n-x;d-y,e-y) 
1-q 1-q[2] 
+ 
( y Y)( d-y) q[2]-ql l-q[2] 
d 
1-q[2] 
G(m-x,y,n-x+y;d-y,e-y) 
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1-qY) J + l-q~ G(x,y,n;d1,d2 ,ey . 
For any G-situation with m1 = ~ = 0 and min(d1,d2) ~ 2 we take a sample 
of size x from one defective set and a sample of size y from the other defective 
set; hence 
(5.2.5) G(O,O,n;d1,d2 ,e) = 
1+ min ql(l-q[2] ) 4i(l-q[2] ) . 
( 
x d ex )~· ( y d2 -y ) 
.l;!;x<dl 
1
_/l l- d2 G(O,O,n;dcx,d2-y,e-i<-Y) 
l;!,y<d2 . [2] . 4 (2] 
d -y 
( qr 2 rqD ( 1-q[~] ) J G(y ,n+y; dl -x ,d2-Y, e-x-y) + I d
2 
1-q[2] 
( 
1
-
412]) } t d
2 
G(O,O,n;d1-x,y,e-x) + 
1-q[2] ' 
( 
dCx~ { ( d2-Y j (4(21-q1~:l-q[2] ) 4i< 1-41:1 ) 
1-q[2] - 1-q[2] 
G(x,n+x;d 1-x,d2-y,e-x-y) 
d -y ) 
(q{21-qi)(l-q[;] ) G(x,y,n+x+y;dl-x,d2-Y,e-x-y) 
+I d 
2 
1-q[2] 
( 
y ) } 
1-q[2] 
+ d
2 
G(x,n+x;d1-x,y,e-x) + 
1-q[2] ' 
,, d -y 
/_1-q!2JJ[(_4i(l-q1!] ) I G(0,0,n;x,d2-y,e-y) + 
\1-q[~l l\ l-q[2] 
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( y ) } 
1-q[2] 
+ d G(m-x,n-x;y,e) + 
1-q[2] 
1-q: 
4
1 -d[2 ] G(x,n;d-y,e-y) + 
( )~( 
Y(l 4d-y)) 
1-q l-q[2] 
( 
( y Y) ( d-y)) ( Y ) J 4 (2]-ql l-q[2] l-q[2] d G(x,y,n+y;d-y,e-y) + d G(x,n;y,e) 
1-q[2] 1-q[2] 
For any G-situation with m1 = ~ = O, d1 = 0, d2 = d ~ 2, e > d, we 
take two samples of sizes x and y, either both from t~e non-empty defective set 
or one sample of size x from the non-empty defective set and one sample of size 
_. y from the trinomial set; hence 
-
(5.2.9) 
{ 
min ( 3) G(O,n;d,e) = 1 + min x,y~l G (x,y), 
x+y<d 
1~ G(4)(x,y~ 
l~~e-d J 
where 
~ 
(5.2.10) 
-
X ) (3) 41 y d-x-y G (x,y) = ( d {q1(1-q[2 ] )G(O,n;d-x-y,e-x-y) 
l-q[2] 
-
( y y)( d-x-y) ( ) + q[2 ]-ql 1-q[2 ] G y,n+y;d-x-y,e-x-y 
-
+ (1-qf21 )G(O,n;y,d-x)) + 
._ 
.. 
( 
X X) 4(2]-ql y d-x-y d {q1(1-q[2 ] )G(x,n+x;d-x-y,e-x-y) + 
1-q[2] 
( y Y)( d-x-y) ( ) q[ 2 ]-ql 1-q[2 ] G x,y,n+x+y;d-x-y,e-x-y 
- + (1-q12])G(x,n+x;y,e-x)} + 
-
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and 
(5.2.11) 
( l-qr
2J) {qiG(O,n;x,e-y) + (qf2rq{)G(y,n+y;x,e-y) 
1-q[2] 
+ {1-qf21 )G{O,n;x,y,e)} 
( 
x(l d-x)) 
G(4)(x,y) = ql -:[2J (qiG(O,n;d-x,e-x-y) 
1-q[2] 
+ 
(qf21 -qi)G{y,n+y;d-x,e-x-y) + 
(1-qf21 )G(O,n;d-x,y,e-x)} + 
(q[2]-qld -q[2] (qiG(x,n+x;d-x,e-x-y) + 
( 
x x)(l d-x)) 
1-q[2] 
... ( qr 2 rqi)G(x,y ,n+x+y;d-x,e-x-y) 
+ (1-qf21 )G(x,n+x;d-x,y,e-x)} + 
(
l-qr2]) {qiG(O,n;x,e-y) + (qf2 ]-qi)G(y,n+y;x,e-y) 
1-q[2] 
+ (1-qf21 )G(O,n;x,y,e)}. 
For any G-situation with m1 = ~ = 0, d1 = O, d2 = e ~ 2, n ~ 1, we 
take two samples of sizes x and y either both from the non-empty defective set 
or one sample of size x from the non-empty defective set and one sample of size 
y from the conditional binomial set; hence 
(5 .1.12) { 
min (3) G(O,n;e,e) = 1 + min x,y~l G (x,y), 
x+y<e 
1:~e G( 5)(x,y)} 
l~~n 
where G( 3)(x,y) is given by (5.2.10) with d set equal toe and 
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(5.2.1.3) 
( y )€ (5) q x e-x G (x,y) = e q1(1-q[ 2])G(O,n-y;e-x,e-x) l-q[2] 
+ (q[2]-q~)(l-q[;])G(x,n+.x:-y;e-x,e-x) 
x ~ ll-qy )[x e-x 
+ (1-q[ 2])G(O,n-y;x,e)J+ \i-<1(
2
) L1(1-q[ 2])G(y,n;e-x,e-x) 
+ (qf21 -qf)(l-o{e;f)G(x,y,n+x;e-x,e-~) 
+ (1-q(21 ).,(y,n;x,el 
For any G-situation with ~ = ~ = n = o, d1 = O, d2 := e ~ 3, we take two 
samples of sizes x and y from the non-empty defective set; hence 
(5 .. 2 .. 14) G(O,O.;e,e) = 1 + x7~ 1 G(.3) (x,y) 
x+y<e 
where G(.3)(x,y) is given by (5.2.10) with d set equal toe. For the G-situation 
with m:i_ = 1I12 = n = O, d1 = O, d2 = e = 2 the procedure is clear and G(0,0;2,2) ~ 1. 
For any G-situation with 1\ = m~ 2, m
2 
= d1 = d2 = O, e ~ 1, we take two 
samples of sizes x and y either both from the non-empty mediocre set or one sample 
of size x from the non-empty mediocre set and one sample of size y from the tri-
nomial set; hence 
(5 .2.15) G.(m,n;O,e) = 1 + min {x:;.n G(l) (x,y), 1:;:m G( 5) (x,y) 
x+y'('m 1~ r- e J 
where G(l)(x,y) is given by (5.2.7) with d set equal to zero and 
(5) (qx(l-qm-x) ) (5.2.16) G (x,y) = ---- {qiG(m-x,n-x;O,e-y) 
1-qm . 
+ ( qf 2 J-q{) G(m-x+y, n-x+y; 0, e-y) 
+ (1-qf2 1)G(m-x,n-x;y,e)} 
+ll-q:){qiG(x,n;O,e-y) + (qf2 rqi)G(x,y,n+y;O,e-y) \1-q 
+ (1-qf21 )G(x,n;y,e)}. 
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Whenever we are in G(m,n;dl'd2,e)-situation with d1 ~ d2 we proceed as 
in the G{m,n;d1 ,e)-situation. For the G(m,n;0,0)-situation we can use the 
procedure for the binomial problem [ 5] • 
The boundary conditions state that for all cf= (q1 ,'½'43) 
(5.2.17) 
(5.2.18) 
(5.2.19) 
(5.2.20) 
G(l,m,n;l,d,e) = G(m,1,n;l,d,e) = G(l,m,n;d,l,e) = G(m,1,n;d,l,e) 
= G(m-1,n-l;d,e-l) for n ~ m+l i1; 1, e ~ d+l ~ 1.. 
G(l,n;d,e) = G(O,n-l;d,e) for n ~ 1, e ~ d ~ O. 
G(O,n;l,e) = H(n;e-1) for n ~ O, e ~ 1. 
H(O;O) = O. 
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-+ Values of ~{n;e;q
0
) and 
TABLE I 
for q0 = (.90,.05,.05) for Procedure 
R1 for various H- and G-situations arising in the classification of N{~ 8) units 
under R/. 
-+ 
~(n;;;qo) = e for e~ 1 and n ~ N; 
-+ 
~(~po,qo) = n for 1 ~ n ~ N; 
= {i for m= 2,3 xG{~,n;4, e;q0) for m= 4,5,6 for m= 7 
for m= 8; 
~ f for d = 2,3 xG{0,n;d,e;q0) = 2 for d = 4,5,6 t .3 for d = 7,8. 
#The vertical arrow indicates what set the x's come from. 
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TABLE II 
Comparison of the Expected Number of Tests for Procedure R1 and Information 
Theory Lower Bounds for Any Procedure starting with a Trinomial set of size N 
. h --+ 
wit qo = ( .90, .05, .05). 
N H(0;N) 
1 1.000 
2 1.288 
3 1.654 
4 2.034 
5 2.464 
6 2.905 
7 3.357 
8 3.820 
Information Theory Lower 
Bound for Any Proce~ure 
0.359 
0.718 
1.077 
1.436 
1.795 
2.154 
2.513 
2.872 
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SUMMARY 
The problem of group testing is concerned with the classification of N units 
into one of a fini.te number k of disjoint categories which are labeled· .as 
'the best', 'the 2nd best', ... , 'the kth best', A group test is a simultaneous 
test on x units (1 ~ x ~ N) with one of the following k possible outcomes: at 
least one of the x units belongs to the ith best category and none of the x units 
belongs to the jth best category for j > i(i=l,2, •.• ,k). Each unit is assumed to 
represent an independent observation from a multinomial population with a known 
a priori probability qi of any unit belonging to the ith best category for 
i = 1,2, ... ,k where qi ~ 0 and q1 + q2 + •·•+ qk = 1. The problem is to define a 
simple and efficient procedure (or an optimal procedure) for cla~sifying all the 
N units by means of group test~. 
Fork= 2 the problem will be referred to as the binomial group-testing 
problem. The first application of binomial group-testing [1], [2] is concerned 
with the classification of blood for a large group of people as to whether or not 
each one has a particular disease. Sobel and Groll in [5] have given a procedure, 
which is called R1, for the binomial groµp-testing problem and have investigated 
. * 
some properties of R1 • It is proved by Ungar [8] that for q1 < q = ([5-1)/2 = .flB, •• ) 
the units are tested one at a time under the optimal procedure; it is shown in [5] 
* that the same prope+ty holds under R1 for q1 < q. In [6) Sobel has obtained the 
lower bounds for any group-testing procedure using information theory and the 
expected length of Huffman codes [4]. In [7] a procedure, called R_1 , is proposed 
and is conjectured to be optimal for all values of q1 , q2 and N. In [3] ~he 
binomial group-testing is extended to the case in which q1 and q2 are unknown and 
a non-mixing procedure is defined and compared with other procedures. 
Fork= 3 the problem of group-testing will.be referred to as the 3-category 
problem. In this case the three possible categories are called good, medioc+e and 
defective. 
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