My research focuses on numerical methods for partial differential equations (PDEs) and scientific computing. I have been working on several areas including new Eulerian techniques to approximate high frequency asymptotic solutions to wave phenomena and their related inverse problems, numerical methods for interracial motions, variational and statistical methods for image processing, and Eulerian method for nonlinear dynamical systems visualization. Results from these projects are useful in many applications. For example, accurate methods for interface motions are important for modeling multi-phase or spiral crystal growth; efficient algorithms in those inverse problems can benefit seismic imaging, underwater acoustics and oil exploration; efficient numerical techniques in visualizing a dynamical system will help identify special structure in the flow; new image processing techniques can advance the technologies in medical imaging. In the following sections, I will briefly describe my accomplishments in each of these projects.
1 Numerical methods for modeling interface dynamics
Grid based particle method (GBPM)
In a recent work, we have proposed a new framework to model interfacial motions, which naturally combines and takes advantages of the Lagrangian and the Eulerian formulations [35] . The basic idea is to represent and track the interface explicitly as in the usual Lagrangian methods using quasi-uniform meshless particles, while an underlying Eulerian grid serves as a reference for those particles. One major difficulty in interface modeling is to control topological changes according to physics. For example, when two wave fronts meet, they cross each other without interfering. On the other hand, when two burning fronts meet or when two bubbles collide, they merge. Lagrangian tracking methods can easily model the motion of interface passing through each other since particles on the interface are connected locally through parametrization or surface meshes. However, merging or splitting is a major difficulty for the Lagrangian tracking method. On the contrary, Eulerian capturing methods embeds the interface in a single valued scalar function. Therefore, topological changes such as merging or splitting can be handled easily while interface crossing is difficult to deal with for most capturing methods. The new formulation in [35] has demonstrated a successful combination of the Lagrangian representation with the underlying Eulerian mesh which can naturally control the topological change according to physics.
GBPM for open curves and surfaces
In [34] , we have generalized the techniques in [35] 
GBPM for diffraction patterns
As an interesting and successful application, in [36] we have recently applied the GBPM to compute the single-/multiple-slit diffraction pattern of wave equation based on the Eulerian Gaussian beams summation method developed in section 2. The resulting algorithm in [36] keeps track of the zero level set explicitly and evolves it using the motion laws defined by the characteristics velocity. This gives a new summation method for Gaussian beam computations. Unlike the usual Lagrangian-type methods where rays are usually not well-sampled or the usual Eulerian-type methods where summations require further extraction of the zero level set, this new explicit method based on the GBPM can sample the level set efficiently and accurately. Another main idea in that work is to represent all beams coming out from a slit in the phase space using an open curve. This open segment will be moved according to the characteristics of an Liouville equation. Coupling with the GBPM, we are able to efficiently and naturally re-sample all rays in the phase space.
Solving PDE on evolving surfaces
In a recent work with Lowengrub and Zhao [25] , We have considered some higher order geometric evolutions of the interface including surface diffusion flow and the Willmore flow. These solutions are important, for example, in surface regularizing and denoising in computer graphics, or in crystal growth modeling in material sciences. The motion law for these flows depend on the surface Laplacian of the mean curvature of the interface. Consider a surface Σ parametrized by (s 1 , s 2 ), the surface Laplacian of a function f : Σ → R is given by
where [g ij ] is the metric of the interface. For the motion by the surface diffusion, we look for a family of surfaces Σ(t) satisfying the evolution equation v n = ∆ Σ(t) H with Σ(0) = Σ 0 and v n is the normal velocity defined on the interface Σ(t). ∆ Σ(t) and H are the Laplace-Beltrami operator and the mean curvature defined on the surface Σ(t), respectively. A simple example of the motion of a torus by the surface diffusion is shown in Figure 1 . Using these techniques we have developed, we have also considered the advection-diffusion equation on an evolving surface. Simple explicit scheme can be easily implemented using the forward Euler method. However, the corresponding CFL condition for the diffusion part is relatively restrictive given by O(h 2 ). It is, therefore, very natural to ask for a better numerical method for such a simple flow. Therefore, we have also developed some unconditionally stable implicit schemes, which can effectively reduce this time-step restriction to O(h). This is particularly important for many long-time simulations.
As another interesting application of these techniques, we are interested in modeling flows under various constraints. For example, we have imposed on the flow a local inextensibility constraint given by [20, 45] 
where s is the arclength parametrization, κ is the signed curvature and v n and v t are the normal and the tangential velocities, respectively. It is possible to generalize this approach to three dimensions. To impose this constraint in the flow induced by the original energy E o (Σ), we derive a similar formulation to [48] by introducing a locally defined Lagrange multiplier Λ so that the new energy E n (Σ) we are minimizing is given by
where s 0 and s Σ are the arclength parametrization of the initial interface Σ 0 and the current interface Σ, respectively. Physically, we interpret this Lagrange multiplier as the stress defined on the interface. To satisfy the local inextensible constraint, it can be proven that Λ should satisfy a Helmholtz equation on the interface. Together with Wang [50] , we have recently develop a new iterative approach to invert the Laplace-Beltrami operator defined on the interface represented by the grid based particle method (GBPM). As an interesting application, we propose a fast sweeping method for solving eikonal equations on surfaces. Based on the GBPM representation, we have also developed a simple algorithm to extract the geodesic between two points on the surface. Two examples are plotted in Figure 2. 1.5 A cell based particle method (CBPM) We have demonstrated the evolution of a circle in the top-right direction. We show the activated cell centers using blue circles, their associated sampling point using red square, the cell boundaries using green solid lines. In (Left), we have shown our interface representation. The activated cell centers are plotted using blue circles. Their corresponding projection onto the interface are shown using red square. In (Middle), we show our solution right after one motion step. The activated cells in (Left) are kept unchanged, while their corresponding sampling points, right squares, are moved according to the motion law.
Even though the original GBPM [35, 34, 36] has already shown some promising results, we would like to propose several new modifications to the method to further improve its efficiency and its ease in implementation. According to [35] , the GBPM provides an automatic redistribution of the sampling particle according to the underlying mesh. These sampling points (footpoints) are chosen to be the L 2 -projection of all grid points in a neighborhood of the interface. We can therefore obtain a quasi-uniform sampling of the interface. Although we can control the maximum distance between two adjacent footpoints on the interface, the non-uniform behavior comes from the fact that there is no mechanism to bound the distance from below, i.e. we do not have any bound like |y i − y i+1 | > O(h) where y i and y i+1 are two adjacent footpoints, and h is the underlying mesh size. For example, considering a uniform underlying Cartesian mesh in the two dimensional cases with a straight interface parallel to an axis direction, we obtain multiple footpoints projected onto same locations. This means that (y i − y i+1 ) could in fact be zero and the footpoint-gridpoint map may be far from one-to-one.
Another challenge to the GBPM is that it is difficult to obtain high order accurate numerical integration along the interface. The original GBPM proposed in [35] can indeed evaluate the integral by approximating the interface by piecewise connected linear function. For instance, we can keep track of a global parametrization associated to each footpoint. This provides an ordering of the interface which can be used to approximate ∆s i in the Trapezoidal
The idea has recently been applied in [36] to integrate Gaussian beam solution to high frequency wave propagation. However, since the interface is approximated using only a low order reconstruction, the integration results are in general less accurate. Another approach has recently been used in [39] by first converting the GBPM representation to a signed distance function as in the level set method [41] . Then the integral can be computed using a δ-function formulation.
In a recent work with Hon [15] , we modify the original GBPM method and propose a cell based particle method (CBPM) so that new approach can naturally decompose the interface into a summation of high order disconnected segments. The algorithm is summarized in Figure 3 . In the work, we apply the method to integraldependent evolutions of an interface, which will be useful for many circumstances including the boundary integral method [16, 42] and the boundary element method [5] . This application is important in various fields including multiphase flow modeling using a weak formulation [2] , or high frequency asymptotic solutions to the wave equation or the Schrödinger equation [31, 29, 36 ].
High frequency asymptotic solutions to wave propagation and their inverse problems
With various collaborators, we have developed and have advanced several Eulerian methods in computing high frequency wave phenomena and their inverse problems. These numerical algorithms are shown to be computationally efficient.
Eulerian Gaussian beam summation
In a recent work with Qian and Burridge [31] , we have developed an Eulerian Gaussian beam summation method for solving Helmholtz equations in the high-frequency regime. The traditional Gaussian beam summation method is based on Lagrangian ray tracing and local ray-centered coordinates. We propose a new Eulerian formulation of Gaussian beam theory which adopts global Cartesian coordinates, level sets, and Liouville equations, yielding uniformly distributed Eulerian traveltimes and amplitudes in phase space simultaneously for multiple sources. To the best of our knowledge, the Eulerian Gaussian beam method proposed in [31] is the first efficient, successful Eulerian Gaussian beam framework. We have also extended a similar technique to obtain the semi-classical solution of the Schrödinger equation [29] . The advantages of these Eulerian Gaussian Beams approaches over the usual Lagrangian framework are multi-folded. Unlike usual Lagrangian formulations, we obtain a uniform resolution of ray distribution so that the resulting Gaussian beam summation will have a uniform resolution as well. To obtain another asymptotic solution to the paraxial Helmholtz equation (the Schrödinger equation) with a different initial wavefield (wavefunction) or for a different ω (or ℏ in the Schrödinger equation), we only need to slightly modify the summation formula. This results in a computationally very efficient algorithm. For instance, the proposed algorithm in our work [29] requires at most O(sN n 2 ) operations to compute s different solutions with s different initial wave functions under the same potential, where N = O(1/ℏ), and n ≪ N is the number of beams we apply. Numerical experiments have indicated that this Eulerian Gaussian beam approach yields accurate solutions even at caustics.
In a recently work with Qian by the original phase flow method, we propose the backward phase flow method which allows us to compute beam ingredients rapidly.
Fast Huygens sweeping methods for Schrödinger equations in the semi-classical regime
In a recent work with Qian and Serna [33] , we develop novel approaches for computing semi-classical solutions for the Schrödinger equations. At first, we can construct short-time valid approximate asymptotic Green's functions either numerically or analytically by using Taylor expansion in time. Secondly, we can carry out interference integration either in the position space or in the momentum space. These different perspectives lead to at least four different implementations for constructing the semi-classical solution for the Schrödinger equation. Naturally, analytic Green's functions result in much more efficient interference integration. Furthermore, interference integration carried out in the momentum space can be sped up by using FFTs directly while interference integration in the spatial domain can be speed up by FFT-based fast discrete convolutions. Eventually, analytic Green's functions plus FFT based interference integrations lead to O(N log N ) algorithms for computing global-in-time semi-classical solutions to the Schrödinger equation, where N is the total number of sampling points of the wave field. To further speed up the proposed new algorithms, we also incorporate recently developed sparse dynamics into our algorithms. We also extend our methodology to a nonlinear Schrödinger equation. A challenging testcase is shown in Figure 4 .
Eulerian transmission traveltime tomography
Tomography problem is an important class of inverse problems. The application ranges from medicine to geophysics and many other subjects. One fundamental problem is called the transmission traveltime tomography. It amounts to uniquely computing a Riemannian metric by the length of geodesics joining points on the boundary of a compact domain. These geodesics solve a family of Hamilton-Jacobi equations from high frequency asymptotic solution of the wave equation. Numerically, this problem is traditionally formulated in a variational form with the desired velocity model that minimizes the difference between the traveltimes obtained by the ray-tracing system and the measurements [4, 3, 17, 7, 51] . Extending several of our important works in [43, 44, 32] , we developed Eulerian techniques for transmission traveltime tomography problems using the first arrivals in [27] or all multiple arrivals in [26, 28] . The results from these projects are useful in many applications, including seismic imaging, underwater acoustics and oil exploration.
In practice, however, most important velocity models are discontinuous in the crust and lithosphere. All above approaches will not work well since the regularity in the solution is too strong for the application. The above Tikhonov regularity requires that the inverted solution to be continuous in the whole domain. In a recent work [37] , we have extended the previous work [27] on first arrival transmission traveltime tomography by restricting the inverted slowness in the class of piecewise continuous functions. The inverse problem we are solving is the following: given first arrival measurements on the boundary, we determine a piecewise continuous slowness and also the location of the discontinuity. In particular, the discontinuity in the velocity is represented implicitly using the level set method [41, 46, 40] . One main advantage of such implicit representation is that there is no assumption on the connectivity of the discontinuities in the inverted structure. There could be many disjointed components in the slowness. We can start the initial iteration with a guess of one single discontinuous component. The evolution of the level set function will naturally take care of the change in the topology.
Inverse gravimetry
In [18] , together with Isakov and Qian, we developed a fast local level set method for inverse gravimetry. Let Ω be a domain in R n with connected R n \Ω and let U be the potential of a measure µ with respect to the kernel for the Laplacian operator. The inverse problem of potential theory is formulated: find a measure µ with support contained in Ω from its potential U . Mathematically, we find µ given G α = ∂ α u(; µ), α ∈ A on Γ 0 where A is a set of multiindices α. In [18] , we have assumed that µ is a volume distribution, in particular, µ = χ D dy, which is the most geophysically realistic assumption. Therefore, the inverse problem becomes to find the set D such that G α matches with the measurements. To achieve this purpose constructively, the first challenge is how to parametrize this open set D as its boundary may have a variety of possible shapes. To describe those different shapes we propose to use a level-set function to parametrize the unknown boundary of this open set. The second challenge is how to deal with the issue of partial data as gravimetric measurements are only made on a part of a given reference domain Ω. To overcome this difficulty, we propose a linear numerical continuation approach based on the single layer representation to find potentials on the boundary of some artificial domain containing the unknown set D. The third challenge is how to speed up the level set inversion process. Based on some features of the underlying inverse gravimetry problem such as the potential density being constant inside the unknown domain, we propose a novel numerical approach which is able to take advantage of these features so that the computational speed is accelerated by an order of magnitude.
Extending our previous work [18] , we consider a harder inverse problem in [19] with µ = χ D dm + gdΓ modeling (sea) ice domain D with the snow covering a part Γ of the upper boundary of D and approximated by density distribution g. We have designed several new numerical algorithms for finding D, g and test these algorithms on geophysically meaningful examples. One of them is based on the level set method used for different inverse gravimetry problem in [18] . One example is shown in Figure 5 where we try to recover the complicated topology of an iceberg under water.
Visualization methods for chaotic dynamical systems 4.1 Lagrangian coherent structure (LCS) and finite-time Lyapunov exponent (FTLE)
Coherent structure is an important concept in understanding fluid motion. Such structure segments the domain into different regions with similar behavior according to a quantity such as the strain, the kinetic energy, or the vorticity. Such quantities are measured locally at some fixed, given locations and also instantaneously at fixed times, so coherent structures based on these quantities are classified as Eulerian coherent structures (ECSs). Computationally, such structures might be extracted from any of these Eulerian quantities. For example, vorticity can be computed from the velocity field defined on an underlying mesh. The coherent structure can then be identi-fied by looking at the level lines of the resulting vorticity field. The implementation is straight-forward and the computation might be done systematically.
Another class of coherent structures is the Lagrangian coherent structures (LCSs) which try to partition the space-time domain into different regions according to a Lagrangian quantity advected along with passive tracers. Among many, a simple definition of LCS uses the finite-time Lyapunov exponent (FTLE) [14, 10, 11, 47, 22] . It measures the rate of separation between adjacent particles over a finite time interval with an infinitesimal perturbation in the initial location. At a given time, particles are first advected in the flow for a period of time to obtain the flow map which takes the initial particle location to it's arrival location. Mathematically, these particles in the extended phase space satisfy the following ordinary differential equation (ODE)ẋ(t) = u(x(t), t) with the initial condition x(t 0 ) = x 0 and a Lipschitz velocity field u :
We define the flow map Φ : R d → R d to be the mapping which takes the point x 0 to the particle location at the final time t = t 0 + T , i.e Φ(x 0 ; t 0 , T ) = x(t 0 + T ) with x(t) satisfies the ODE system. The FTLE is then defined using the largest eigenvalue of the deformation matrix based on the Jacobian of this resulting flow map. Following the definition of Haller [10, 12, 13] , one can see that the LCS is closely related to the ridges of the FTLE fields.
In [23] , we have proposed Eulerian approaches to compute the FTLE on a fixed Cartesian mesh. The idea is to determine the evolution using the Level Set Method [41] so that the flow map satisfies a Liouville equation. The resulting hyperbolic PDE can be solved by any well-established robust and high order accurate numerical methods.
Another contribution of the paper [23] is a simple way to compute the FTLE on a codimensional one manifold M ⊂ R d . The manifold itself could be stationary so that all particles stay on the same manifold for all time, or the hypersurface itself could evolve in time, i.e. M = M(t). One possible way to determine the FTLE on a stationary manifold is to explicitly parametrize the surface M using an unstructured mesh [21] . In [23] , we have proposed a pure Eulerian way to compute the FTLE on an implicitly defined codimension one manifold. Using the Level Set Method, we have implicitly represented the hypersurface and we have also derived a new algorithm to compute the FTLE without using any local coordinate system. All calculations will be done on the underlying Cartesian mesh.
In [24] , we are interested in developing numerical method for moderate to long time FTLE computations which will lead to a better extraction of the LCS. We have first considered an autonomous or a period flow, and incorporate a backward phase flow method for constructing the corresponding flow map between two time levels with a very large separation, i.e. T ≫ 1. The idea is to iterate the flow map using a monotone interpolation. This gives an efficient method to approximate the FTLE on one single time level. One property of the proposed algorithm is that the computed FTLE on a single time level converges to the LE exponentially fast in the number of flow map interpolations.
An Eulerian method for computing the coherent ergodic partition of continuous dynamical systems
Ergodicity is an important concept in understanding dynamical systems [1, 9] . Roughly speaking, the term ergodic in mathematics is used to describe a dynamical system in which the time-average of all system states (in the phase space) has similar behavior to their space-average. In physics and statistical mechanics, it usually links to the ergodic hypothesis of thermodynamics which relates the time spent by a particle traveling in a certain region with the volume of that particular region [49, 6] . In a recent work with You [52] , we introduce a concept of coherent ergodic partition. We observe that for time-dependent flows, the classical ergodic partition will not necessarily be invariant sets in the phase space by simply computing the joint level sets of time averages of observables, and so the partition is in fact not ergodic. Having said that, all particles within the same partitioned component at a given time (all time averages are equal in the same component) should have very similar behaviors. This concept can still help us to better understand the structure of a dynamical system. For convenience, we will still call this partition an ergodic partition.
To numerically approximate the ergodic partition of a domain M, one needs to compute the long time averages of a set of functions along particle trajectories. As a result, one has to compute the long time flow map of the corresponding dynamical system. All those methods we have mentioned above used a Lagrangian framework to compute the flow map, i.e. they all require to solve a system of ordinary differential equations (ODE's). In [52] however, we follow the Eulerian approach proposed in [23] which bases on the level set method [41] to compute the flow map defined on a fixed Cartesian mesh. The flow map satisfies a Liouville equation which can be solved by any well-established robust and high order accurate numerical methods. Based on this Eulerian formulation, we extend the approach to compute time averages of the observables along particle trajectories, Figure 6 . 5 Variational methods for image processing
Expectation-Maximization algorithm with total variation regularization for vectorvalued image segmentation
Image segmentation is a basic yet very important task in image processing and computer vision. A large body of algorithms has been developed for these applications. One popular group of methods has been proposed based on partial differential equations (PDE) and variational principles. Together with Liu and Ku [38] , we have developed a new approach for general vector valued images to combine both statistical and variational approaches by a unified segmentation functional. Theoretically, the fundamental principles of the EM algorithm (which is statistical) and the TVL1 algorithm (which is variational) are very different and it is not easy to bring these two concepts together in a natural way. The proposed EM-TV segmentation algorithm integrates the advantages of both the EM and the TV-based level set method such as CV model [8] . Compared with EM, this proposed method has a geometrical constraint, which makes this algorithm robust for noise. On the other hand, compared with the level set method, the statistical information is taken into the model and it is more suitable for natural images. In addition, our method can conveniently handle multi-clusters and does not need any extra method to reinitialize the level set function.
Image segmentation on manifolds represented by the grid based particle method
Joint with Liu [39] , we incorporate the GBPM with a splitting scheme for a new segmentation model on manifolds. The idea of the splitting scheme is to move the singularity of the TV term in the convex model to a L 1 -L 2 minimization problem on manifolds, which can then be efficiently solved by a g-shrinkage operator. The EulerLagrange equation from the optimality condition is the Laplace-Beltrami equation on the sampling points. It can then be solved by the GBPM formulation [25] .
