ExT : データ トウチャクリツ ノ ヘンカ ニ テキオウ スル キョウユウ ウィンドウ ケツゴウ ノ ドウテキ スケジューリング アルゴリズム by 多田, 直剛 et al.
熊本大学学術リポジトリ
Kumamoto University Repository System
Title ExT : ??????????????????????
??????????????????
Author(s)??, ??; ??, ??
Citation???????????. D, ???????, J90-
D(7): 1744-1754
Issue date2007-07-01
Type Journal Article
URL http://hdl.handle.net/2298/10951
Right ?2007 IEICE
論ExT:データ到着率の変化に適応する共有ウィンドウ結合の
動的スケジューリングアルゴリズム※
多田 直岡げ* 有次 正 義i章*づ
ExT:A Dynattlic Scheduling Algorithm for Shared Window Joins
Adapting to Arrival Rate Changes of StreaIII Data※
Naotake TADAヤネand Attasayoshi ARITSUGI†キネa)
あらまし ストリー ムデータの到着率が予測できない環境では,処FTのスケジューリングアルゴリズムはデー
タ到着率の変化に動的に適応することが必要である。本論文では,共有ウィンドウ結合処理のための動的スケ
ジューリングアルゴジズムを提案する.従来の連続的問合せのスケジューリング手法と異なり,提案手法はスト
リー ムデータの到若率の変動に適応しながら,スループットと各問合せの処理成功率の両方を考慮する。また,
アルゴリズムの複数の実装方法についても議論する。更に実験により,提案アルゴリズムが小さなスケジューリ
ングコストで実装できることを示す.
キーワード ストリー ム,連 続的問合せ, ウィンドウ結合,ス ケジューリング
1.まえがき
近年,デー タス トリームの処理[11に多 くの関
心が集まっており,AurOra 121,STREAM i31,Tele―
graphCQ[41,Borealis 151といつた,データストリー
ム処理システムが提案されている,データス トリー ム
は従来のリレーショナルデータベースとは異なる性質
の情報源で,時 間の経過とともに新ししW情報を提供し
続ける.例えば,各地の状況や変化を刻々と伝えるセ
ンサデータはデータス トリームである。データス ト
リー ムでは情報源から自発的にデータが送信され,時
間の経過とともにデータの到着パターンが変化する可
能性がある。したがつて,処理システムでは予測不可
能に到着する大量のデータを扱って,データストリー
ムを効率良く処理することが重要となる。本研究で
は,データ到着パターンが変化するような環境でのス
トリーム処理を対象とし,そのデータ到岩パターンの
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変化に動的に適応するス トリームデータ処理のスケ
ジュー リングアルゴリズムを提案する。
データス トリー ムを処理する枠組みとして連続的問
合せが重要である。中でも,ウ ィンドウ結合を用いた
問合せに関する研究が数多くなされているい1～1lq・
ウィンドウ結合とは,ウ ィンドウで指定した時間範囲
に含まれるデータを対象とする結合方法で,データス
トリー ム同士を結合するときに広く用いられている方
法である。本論文では,固定長のバッファを使つたウィ
ンドウ結合処理システムについて議論する。
固定長のバッファを使 う場合,処理システムに到着
したデータはメモリLのバッファに一時的に保存され,
新しいデータが到着するたびに占いデータから消えて
いく,このとき,データが予測不可能に到着する環境
では,一度に大量のデータが到着する可能性があり,
問合せが実行される前にデータが消えてしまう可能性
がある.問合せの失敗は処理結果に影響するため,問
合せの成功率を考慮 したスケジューリングが必要とな
る。データス トリー ムにおける問合せのスケジューリ
ングでは,スループットや問合せの処理成功率が高く,
状況の変化に適応できることが求められる。
本論文では,共有ウィンドウ結合のための動的スケ
ジューリングアルゴリズムExTを提案する.従来のス
pp.174年1754 ⑥(社)電子情報通信学会2007
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ケジューリング手法とは異なり,提案手法はス トリー
ムデータの到着率の変動に適応しながら,スループッ
トと各問合せの処理成功率の両方を考慮する。まず,
各問合せに対する期待する処理成功率を記述できるよ
うにSQLを拡張する。次に,共 有ウィン ドウ結合の
ための動的スケジューリングアルゴリズムExTを提
案する。ExTは,[111で提案された,大規模オンデマ
ンドデータ放送のためのスケジューリングアルゴリズ
ムRxWに基づく.提案するアルゴリズムは,問 合せ
のスループットと各問合せの処理成功率のバランスの
良いスケジュー リングを目指す。更に,提案アルゴリ
ズムに対する3種類の実装について議論する。実験に
より,提案アルゴリズムが小さなスケジューリングコ
ストで実装できることを示す。
本論文の構成は次のとおりである。まず 2.で,本研
究の関連研究について述べる。3.では,共有ウィンド
ウ結合に対する従来のアルゴリズムについて述べその
問題点を指摘する.4.で提案するアルゴリズム ExT
を説明する.5.では,プロトタイプシステムを用いた
評価実験について述べる.最後に 6。で,まとめと今
後の課題とする。
2.関連 研 究
Golabと Ozsu Flや Hammadら11は,マルチデー
タス トリー ムを対象としたマルチウェイウィンドウ結
合処理の効率化について議論している。Viglasら181
は,2入力以 Lのストリー ムデータを処理するために
Mゃinオペレータを提案した。それに対して本論文で
は,191,1101と同様に,二つのデータス トリー ムに対す
るウィンドウ結合処理について議論する。
Kangら[91は,二つのデータス トリー ムに対する結
合処理の効率を最大にする手法を提案している。彼ら
はまた,処理に対してシステム資源が十分でない状況
についても検討し,結 合処理で生成されるタプルの数
を最大にするための資源の割当手法を示している。一
方Hammadら1101は,二つのデータストリームに対
する複数の結合処理を対象に,共有ウィンドウ結合の
問題を議論し,アルゴリズムMQTを提案した。本研
究は,1lolと同様に,共有ウィンドウ結合について議
論する。我々は,動的にストリームデータの到着率が
変化し,時によつては利用できるシステム資源の能力
を超えるような環境にも対応する,共有ウィンドウ結
合処理のための動的スケジューリングアルゴリズムを
提案する。
MQT[101は, ウインドウ結合処理を共有すること
により,二つのス トリー ムに対するウィンドウ結合処
理のスループットを最大にしている。しかしながらこ
のアルゴリズムは,結合問合せがすべて処理されるの
に十分な計算資源を有していることを前提にしている。
これは,ス トリー ムデータの到着率が予測不可能で変
化する環境においては問題になり得る。本論文で扱
うス トリー ムデータの到着率は,予 測不可能で,際限
なく時間の経過に伴つて変化するものである[11から,
データ到着率の変化に適応できるスケジューリングが
必要となってくる。そこで本論文では,予測不可能で
時間の経過に伴つて変化するデータ到着率に動的に適
応可能な共有ウィンドウ結合処■tlのためのスケジュー
リングアルゴリズムを考える。
利用できる計算資源は有限であり,問 合せのすべて
を常に処理できるとは限らない。そのような場合に
対処する手法として,Load Sheddingが提案されて
いる[1刻～[lq,Tatbulら 11刻は,問 合せプランの中
に ドロップ演算を挿入 したり削除 したりする手法を
検討している。具体的には,ランダム ドロップとセマ
ンティックドロップの手法を検討 している。Babcock
ら[131,[141は,ランダムサンプリングに基づいたウィ
ンドウ集約問合せ処理についてのアルゴリズムを提案
している.同様に,Dasら[1引,11倒は,ウ インドウ結
合処理に対するセマンティックLoad Sheddingの手法
を検討している。それに対して本論文では,問合せの
実行順序によつて問合せ処理成功率の低下に対処する
ことを考え,より多くのデータに対して問合せを実行
することを日標としている。我々は,提案手法とLoad
Sheddingは併用可能であり,五いに競合する手法で
はないと考えている。
3.従来手法とその問題
ここでは,共有ウィンドウ結合処理のための従来手
法とその問題について述べる。
3.1 共有ウィンドウ結合
本研究では,[lqと同様に,データストリー ムに対し
て共有ウィンドウ結合を行 うシステムを考える.ウィ
ンドウ結合は,従来の問合せと異なり,WINDOW節
をもち,問合せが処理される時間からそのWVINDOW
節で特定された時間分過去にス トヅー ムの情報源から
到着したデータに対して問合せを処理する.本論文で
は連続的問合せが対象であり,新しくデータがシステ
ムに到着するたびに問合せは処理される。
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LocationID I Value l TimeStamp
図 1 情報源から到着するデータアイテム
Fig.l A data item from data sources
SELECT           ネ
FROM  Data Souに eA,Data Source B
WHERE  A.LocationID=B.LocationID
WINDOW             1 20sec;
図 2 問合せの例
Fig.2 An example of window join query.
図3 共有結合スケジュー リングの例
Fig,3 An example ofshared window join scheduling.
簡単のため,AとBの二つのデータストリー ムを考
え,そのデータアイテムを図 1に示す。LocationIDは
センサの設置場所,Valueはセンサが読む値,Times―
tampはデータアイテムがシステムに到着 した時刻
を示す。図 2は問合せの例を示 しており,120秒の
WINDOW節をもつ.
共有ウィン ドウ結合処理では,重 複のあるWIN―
DOW節 をもつ結合問介せで,処理結果を共有する
ことにより処理を効率化する。図 3に,共有ウィン
ドウ結合スケジュー リングの例を示す。この例では,
91,の,毎 の三つの問合せがあり,各々2w,3w,6w
のWINDOW節をもつ。問合せウィンドウの差分PO,
Pl,P2を差分ウィンドウ (Partial Window)と呼ぶ,
この二つの問合せの共有ウィンドウ結合処理は,差分
ウィンドウの部分の処理をすることで実現される。シ
ステムは,ウ ィンドウのサイズの昇順に問合せのリス
トを保持する。このリス トは,問 合せの更新が発生す
るたびに必要に応じて更新される.図 3に示している
スケジュール結果は, ウィン ドウのサイズの昇順に実
行するスケジュールになっている。例えば,データb12
がシステムに到着したときは,(all,b12),(a9,b12),
(a7,b12),(a5,b12),(a3,b12),(al,b12)の結合処理
を実行する。この結果,三つの問合せは,図 3の各問
合せの左に示しているように,91,92,93の 順に実行
1746
□Hl■一生→  !
図 4 FCFSを用いた共有ウィン ドウ結合
Fig.4 A sched、lled result by FCFS
されることになる。
図 3で,データを囲む四角は,ス トリー ムデータを
処理するためのバッファを示している.ま た,白い丸
はそのデータに対するすべての問合せが処理されたこ
とを示し,黒い丸はそのデータに対する実イrされてい
ない問合せが残つていることを示す。新しいデータが
データで満たされているバッファに到着した場合,最
も占いデータと入れ換えられる。この処弾によリバッ
ファから削除されたデータに対しては,そのあとで問
合せを処理することは不可能となる.た だし,本〕'究
では,バッファの更新は問合せ処理と排他的に行うと
仮定する.つまり,実行中の問合せが処弾されるまで
は対象のデータがバッファに必ず残つており,実 行中
の問合せが中断されることはない。また,簡ヽのため
に,バッファは配lllで実装されるとし,各データスト
リー ムを処理するためのバッファのサイズは同じもの
とする。
3.2 FCFS
FCFS(First Come First Served)は,データの到
着順に問合せを実行するスケジューリング手法である。
結合処理は,問合せのもつウィンドウサイズの昇順に
実行される。図 4は,FCFSにおいて,allのすぐあ
とにb12がシステムに到着したときの状態を示してい
る.問合せの左の数字は,問合せの実そr順序を示して
いる。
次に実行する問合せを選択するには,実行rされてい
ない問合せが残つている,最も古いデータが見つかれ
ばよい。バッファを配夕Jで実装し,配列内の各データ
に各問合せを処弾 したかどうかのデータを付加 して
FCFSを実装することを考えると,実行されていない
問合せが残つている最も占いデータは二分探索で見つ
かる。ここで,バッファ内のデータ数を lslとすると,
次に実行する問合せを選択する計算量は 0(log lSI)と
なる。
昼‖:羊考軍=
???
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3.3 MQT
MQT(Maximum Query ThrOughput)[101は,共
有ウィンドウ結合のスループットを最大にすることを
目指すスケジューリング手法である。システムは,処
理する問合せの数をNとすると,N2の大きさの行ダJ
を用いて, どの問合せを処理したらスループットが最
大になるかを判断する。例えば図 3の三つの問合せを
考えるとき,イJi列は表 1となる。
行列は次のようにして作成 される。ウィン ドウの
小さい順に並んだ問合せの リス トにおいて,各問合
せを 91,一・,9Nとし,それぞれがもつウィン ドウを
切1,…・,切Nとする.あるデータに対する現在処理が
終了している問合せのウィンドウを化υぁ 同じデータに
対する実行可能な問合せのウィンドウをttlJとし,化」t
とり の差分ウィンドウP〃 を次のように定義する,
P"“ 切ぅ,こ」J)={夕 切,たlp切れ =御 ん ~切 じ,forぢ+1≦
ん≦す)。あるデータに対して実行可能な問合せすべて
について行夕Jを参照するので,実行可能な問合せの数
だけ軌 とttlすのP〃 が求まる。P〃(0,WJ)は特殊な
場合で,問合せの対象となるデータに ‐つも問合せが
実行されていないことを表す.
次にウィンドウttPぁをもつ問合せの処理までに処理さ
れる問合せの数をQと する。またウィンドウ性 をも
つ問合せの数をQ化↓cγぢCS(切を)とすると,Ciは以下の式
となる.Q=Σ I=1 91ιCrづcs(切′).pttlりの問に処理さ
れる問合せの数QJは次の式となる。QJ=Q一 Q・
pttJを処理する時間は,p切ぅJの長さに比例する.
すなわち,p既ブを処理する問合せのスループットの
評価に °巧 を用いることができる。あるデータに
対して,P7(切ぅ,口す)のうちのどのpttJも処理可能
であるとき,そのデータに対する問合せの最大のス
ループットは次の式となる。肋晦″9T(P7(切 ぁりJ))=
純a″【礼 |ク切をJCP〃 (切ぅ,吻)},この値は二
つの
ウィン ドウから計算されるもので,その値は N2の大
きさの行列に保存される。この行列は,問 合せの追加,
削除のときに吏新される。MQTは,処理を待ってい
るすべてのデータについて行列を参照し,最 も値の大
きかつた問合せを実行する。図5は,MQTを用いた
□ tと8.bl=卜new
図5 MQTをす日いた共有ウィンドウ結合
Fig.5 A schedtiled restllt by MQT.
共有ウィンドウ結合のスケジュール結果を示しており,
all lこキヤする?1,all lこ対するの,b12に対する91,
b12に対するの,allに対するぃ,b12に対する錬
の順に実行するスケジュールとなっている。
次に実行する問合せを選択するには,次に実行すべ
き問合せが実行されていないデータが見つかればよい。
図 5で は,すべてのデータに対するの が実行された
後に ぃ が実行される。したがつて,最も新しいデー
タに対するの が実行されていれば,次に実行される
問合せは毎 となり,93が実行されていないデータを
見つけることになる。バッファを配列で実装すると,
このデータは二分探索で見つけることができる。ここ
で,バッファ内のデータ数を lslとすると,実行する
問合せを選択する計算量は0(log lSI)となる。これは
FCFSの計算量と同じである。
3.4問題 定 義
阻倒では,LWO(Largest Window Only),SWF
(Shortst Window First),MQTの三つのスケジュー
リングアルゴリズムについて議論し,MQTが最も効
率が良いと結論づけている。しかし,特にストリー ム
データの到着率が高い環境を考えた場合,MQTが常
に最も良いスケジューリングを提供できない可能性が
あることが考えられる.
図6は,データ到着率が高いときの,MQTによる
スケジューリングを示している。点線の横のチェック
は,実行された問合せを表している。例えば,データ
bOに対する問合せ91と のは既に実行済みである。b0
に対する問合せ錬 については,MQTのスケジューツ
ングにより,毎が実行される前にバッファからbOが
削除されるため,bOに対するぃ は失敗となる。この
とき,例えばFCFSで は,bOに対する問合せ ぃ の処
理が先にスケジュールされることになる。これらのこ
とから,問合せが失敗しない問は,スループットが最
大になるMQTが多くの問合せを処理するが,問合せ
が失敗しづらいFCFSの方が最終的に多くの問合せ
荻 l MQTで用いる行列
Table l Matrix in MQT.
舟ra密9T(Pvγ(0,切2))=切絡 ,耗}=碗a毎{嘉,論}
一 ユ
?
?
□ ill二上 →  i
昼掛  w
冨]qFI
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図 6 MQTが効果的ではない例
Fig.6 An example ofcases where MQT cannOt work
well.
を処理する可能性があることが分かる。つまり,スケ
ジューリングにMQTを用いることで短期的な問合せ
処理数は増加するが,長期的に見れば,問 合せが失敗
しづらいFCFSを用いる方が問合せ処理数が増加する
可能性があることが分かる.
また図 6より,問合せ ぃ が主に失敗することが分
かる。つまり,MQTでは各問合せの処理成功率に偏
りが生じてしまう.これは,処理に時間のかかる問合
せを発行したユーザヘのサービスが極端に悪く,処理
が速く済む問合せを発行 したユーザヘのサービスを
優先していることになる。このようなサービスは不
平等であり,改 革が必要といえる。問合せ処理のスケ
ジューリングにおいて,スループットは考慮すべき重
要な要素の一つである。ただし,ストリー ム処理シス
テムにおいては,スループットだけではなく,問合せ
ごとにどれだけ処理が成功したかを考慮することが重
要となる。
4.ExTアルゴリズム
共有 ウィン ドウ結合のための新 しい動的スケジ
ュー リングアル ゴリズム ExT(Executable period
×Throughput decision factor)を提案する。これは,
大規模オンデマン ドデータ放送のためのアルゴリズ
ムRxW[111に基づく。RxWは,データの要求数 兄
と要求されてからの待ち時間 レ を掛けた値 兄×レ
の最大値をもつページを放送スケジュールするアルゴ
リズムで,人気のあるデータと人気のないデータの
放送の両方を考慮する。本研究は,問 合せ成功率とス
ループットの両方を考慮する。RxWと同様に,問合
せ処理成功率を考慮した値である問合せ実行可能期間
(Executable period)と,スループットを考慮した値
であるスループット決定要素 (ThrOughput decision
factor)をそれぞれ求め,二つを掛け合わせた値を用
いてスケジューリングを行う。ここではまず,各問合
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SELECT           章
FROM  Data Source A,Data Sourcc B
WHERE   A.LocationID=B.Loca古oRID
WINDOW        12()sec
SUCCESS          8070;
図 7 SUCCESS節 をモ)つ問合せの例
Fig 7 An example of window join query with
SUCCESS clause.
せに対する期待する処理成功率を記述できるように
SQLを拡張する。次に,ExTアルゴリズムについて
三つの実装方法を提案し,各々 の計算コストについて
議論する。
4.1 処理成功率
問合せの処理成功率を考慮しないスケジューリング
アルゴリズムは,問合せの創L餓状態 (starvatiOn)を
発生してしまうかもしれない。この問題を避けるた
め,本論文では,ユーザが問合せを記述する際,そ
の問合せに対する期待する処理成功率を記述できる
ようにSQLを拡張する。図 7に,拡張 SQLで書い
た問合せの例を示す.共有ウィン ドウ結合問合せは,
SUCCESS節をもつことができ,期待する処理成功率
を指定する。例えば,この値を 100%に した場合,問
合せを発イrしたユーザはすべてのデータに対するその
問合せが処理されることを期待していることを意味す
る。SUCCESS節が省略された場合,デフォル ト値の
0%が設定され,ユーザはその問合せが処理されるか
どうかについて関心がないとここでは解釈する。ただ
し,後で述べるように,ここで設定された処理成功率
はスケジューリングで利用され,スケジューリングア
ルゴリズムはその処理成功率を満足しようとはするが,
その処理成功率以上が常に満たされるとは限らない。
処弾成功率の指定に関して,この記述方法はいくつ
かの問題がある。例えば,ユーザが適切な値をSUC―
CESS節に指定することは ‐般的には困難である.ま
た,処理成功率を指定するよりは,単 位時間当りの出
力率などの指定の方が好ましいかもしれない.し かし
これ らについては今後の課題 とし,本論文ではスケ
ジューリングアルゴリズムについて議論する。
4.2 Nalve]ExT
あるデータス トリームをSとすると,lSIは∞ で
あり,Sの各データは品(0≦づ≦∞)と表すことがで
きる。また,Sに 割り当てられるバッファをsとする
と,sの各データはsを(あはo以Lの整数)と 表すこと
?
?
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ができる。本研究では配列でバッファを実装するため,
lslは配列の要素数に相当する,60はバツファ内で最
も占いデータを示し,sisi_1はバッファ内で最も新し
いデータを示す。特に,問合せがすべて実行されてい
ないデータのうち,最も占いデータをstt acs,と表す。
サイズの異なるWINDOW節をもつ N種 類の問合
せを考え,それらをウィンドウのサイズで昇‐順に並べ
たリス トをあ,あの各問合せを あJ(1≦J≦N)と表
す.このとき,sをに対するとJを本論文では抽象デー
タ0い,1[ら1と表す。抽象データQの各要素は,ウィ
ンドウサイズを表す 切れ,同じサイズのウィンドウを
もつ問合せの数を表す ?触↓砲,問合せの実行可能期間
を表す c,スループット決定要素を表す じ,E×T値を
表す cと,問合せ処理成功率を表す rをもつている。例
えば,CtS況,cstliあNl・Cは,Sにおいて最t)長いウィン
ドウをもつ問合せが実行されていない,最 も古いデー
タに対する問合せの実行可能期間を表す。また,デー
タ到着率を次のように定義する。Sの到着率を測定す
る間隔を 軌nterυaど,軌れをcTυ況内に到着したデータの
個数を軌“れ とすると,Sのデータ到着率 軌aむcは次
の式で定義される。島a姥=ず者買析.
我々のスケジューリングアルゴリズムでは,ユーザ
が指定した各問合せの期待される処理成功率を考慮す
る。cの 各要素のもつ Tの値は,次のように設定さ
れる。共有ウィンドウ結合においては,大きなサイズ
の WINDOW節をもつ問合せ処理結果を,小さいサ
イズの WINDOW節をもつ問合せと共有することが
可能なので,Tは ,同じかそれよりも大きなサイズの
WINDOW節をもつ問合せのうちの最も大きな値に設
定される。例えば,異なるWINDOW節をもつ問合せ
が三つあり,WINDOWが/Jさヽいものから各々SUC―
CESS節の最大値が50%,60%,40%と なっていた場
合,各 Tは,60%,60%,40%と 設定される。Tの設
定は,問 合せのリストが更新されるときに処理される,
RxW[111と同様に,ExTでは,ど とTという値
を定義し,E×Tの値を使つてスケジュールする。具
体的には,ど とTは,それぞれ小さい値ほど優先度
を高くし,実 行待ちの問合せについて E× T値を求
め,値が小さい順に問合せを実行する.
まず,Eを定義する。どは問合せの実行可能期間を
表し,次の式で定義される。
if STα姥=0
otherwise
図 8 ExTを 用いた共有ウィン ドウ結合
Fig,8 A scheduled result by ExT.
βはデータの到着率やバッファ内の位置によつて値が
決まるため,データの到着状況や問合せの処理状況を
反映する。Eが小さい順に問合せを実行rすれば,デー
タの到着順に問合せを実行することになる。
次に,Tを定義する.Tはスループット決定要素を
表し,次の式で定義される.
ブトを
91*l〔ら1・化」あれ
?
?
?
?
?
?
?
???〓
?
Q[*l[あjl・?れ化ι,れ
Q[*l[LJl lt'あ一Q[* [ろJ-11・ttlあれ
ifダ=0
otherwise
???
?
?
?
―
?
〓??
? ‐
?
?
??
Q[*l[Lブ1・9れtt?れ
Tは処理するウィンドウが短いほど月ヽさい値になり,
複数の問合せが同じウィンドウ幅をもつているほど小
さい値になる.Tが小さい順に問合せを実行すれば,
スループットが最大になるように問合せを実行する。
従来手法の MQTで は,この値の逆数を用いてスケ
ジューリングをそrつている.
ExTでは,E×T値が小さい順にスケジュールす
る。図 8は,各問合せの処理成功率を満たしたとき
の,ExTによる問合せのスケジューリングを表してい
る。数字は問合せの実そF順序を表している。ここでは,
E× T値が小さい順に,20番目までの実行順序を示
している.
Algorithm lに,Naive ExTアルゴリズムを示す。
これは,一つの問合せが処理されるたびに実行される。
(1)で各データの ご×T値を求め,その小さい順に
スケジューリングする。ただしこのままでは,ユーザ
が SUCCESS節に精定した処理成功率を満足できな
い場合がある,そのため (2)では,Tと 現在の問合せ
処理成功率を比較し,満足していない場合は,大きな
サイズのWVINDOW節をもつ問合せを優先させ,処
理成功率を満足するようスケジューリングを調整して
いる.
(1)の計 算 量 は 0(lsl・N),(2)の計 算 量 は
1749
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Algorithm l.Naive ExT
(1)σa↓C竹サate E″T
exec=nulli
ExT=0,
fOr(data Over which
there is at least one join query
remains to be processed){
fOr(jOin queries to be processed){
Calculate ctSを11あサ1・C;
Caiculate 9tS,11うす1・ti
ExT=min(ExT,9〔 3ちl〔あJl・Cり,
}}
exec=9tsを11うすl WhOSe et is equal to ExTi
(2)Oα'cttateサれeわcattοれげQts。,どesを1[LNl
,a process p』aη
if(91S。2destltあNl'S process rate isn't satisned)(
sort pιa"tstltあブl=913ぅltとすl by et;
MAXtput=0,
fOr(plans Praれis。2desとl〔あNl and thOSe before it){
ptime=process time just aFter
processing pra■ls。′芝es,11あNl;
tput==非of queries processed before
p↓attis。2tes↓ltとNli
if((pどanis。,acsιltとNl・C≧p抗砲C)&&
(tput≧MAXtput))(
MAXtput=tput;
exec=pどa■lS,l[ろすl;
}}}
0(ISl10g iSI)+0(lsl・N)であり,全体の計算量は
0(ISI・N)+0(IS110g iSI)である.従来手法のMQT
とFCFSの計算量はθ(10g lじ|)であり,これらに比べ
てNaive ExTの計算量は非常に大きくなっている。
Naive ExTではスケジューリングに時間がかかりす
ぎてしまうので,計算量を減らす工夫が必要となる.
4.3 Exhaustive ExT
Exhaustive ExTでは,Naive ExTに動的計画法
を用いることで計算量を減らす。ExTにおけるスケ
ジューリングの最適解は,c障例acsti[あNlを実行する
データがバッファから消える直前まで,β×T値が
小さい順に問合せを実行し,その後にc障況acsを1[あNl
を実行することである。本研究では,一つ問合せが実
行されるごとに次に実行する問合せを選択する。つま
り,c卜況ガestltLNlが,E×T値 が最小の問合せの次
に実行できるかどうかを再帰的に判定することでスケ
ジューリングする。
Algorithm 2に,Exhaustive ExTアルゴリズムを
示す.これは,一つの問合せが処理されるたびに実行
される。
(1)の計算量は0(lsl・N),(2)の計算量は0(1)で
あり,全体の計算量は0(lsl・N)である。後述の実験
結果を見ると,スケジューリングにかかる時間が全体
1750
Algorithm 2,Exhaustive ExT
(1)SaれC asぢη Natυe E″T
(2)0あecん切れetんer to pοsをクo,c(Xs況どestitとNl
を0せんc?竹e兜ダ切あとんとんc stta"esをE″T
if(9tS。2どestitとNl'S prOCess raじe isn't s tisned){
ptime=process time of query with sl■allest ExT;
if(Q卜胡 acsを11ろNl・C>pt力 挽 C)
exec=9ts。』csとliろNli        ナ
l
ALlgorithm 3. Pruned ExT
(1)OαιCttαけc ttTげQtstt」esを11とす1
exec i nulli
foreachとす{
Calculate 9tS。″acstitLJl・e;
Calculate 9tS。2desじltとす1・ti
Calculate 91Sottestltとす1・et;
ExT=min(ExT,91S。′れesじ1 ろjl・et)i
)
exec=Cts。,どe をltLJI WhOSe et is equal to ExT;
(2)Samc aS tれE何んattsをぢυe βttT
の処理時間に対して無視できないため,更に計算量を
減らす工夫が必要となる。
4。4 Pruned ExT
Pruned ExTでは,共有ウィンドウ結合の特徴を利
用して計算量を減らす。共有ウィンドウ結合では, 一
つの問合せは必ず古いデータから実行されなければな
らない。例えば,図 8に おいて,データa5に対する
問合せ 91は,データb6に対する問合せ 91よりも先
に実行されることになる。したがつて,すべての問合
せに対してではなく,9卜況es,ltら1のE×T値だけ
を求めればよい。
Algorithm 3に,Pruned ExTアルゴリズムを示す。
これは,一つの問合せが処理されるたびに実行される。
(1)の計算量は0(N),(2)の計算量は0(1)で あり,
全体の計算量は0(N)で ある。後述の実験結果で示す
が,問 合せの選択時間は処理時間に対して無視できる
ほど短くなっている。
5.評 価 実 験
5。1実 験 環 境
実験に用いた計算機環境,プロトタイプシステム
の構成を表 2と図 9にそれぞれ示す。図 9が 示すよ
うに,レシーバは情報源から到着するデータを受け
取り,システムに到着した時刻をデータに付加して
バッファに入れる。このプロトタイプシステムにおい
ては,バッファは配列で実装した,到着率チェッカは,
到着したデータ数を単位時間ごとに集計し,プロセッ
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CPU Intel Pentium II1 1400 MIHz
メモ リ 512 MByte
OS Red Hat Linux 9(2.4.20)
開発言語 Java(J2SE l,42)
表 2 実験に用いた計算機環境
Table 2 Experiinent environmentt
図 9 プロ トタイプシステムの構成
Fig.9 Prototype systeHl architecture.
, 8 21 41  67  101   140   187   240  3tXlいcCi
図 10 ウィン ドウの分布
Fig.10 Distribution of windOws.
サに到着率を通知する。プロセッサは,通知を用いて
スケジューリングを行い,問 合せを実イrする。評価実
験のため, このプロセッサにおいて,FCFS,MQT,
Exhaustive ExT,Pruned ExTの四つのアルゴリズ
ムを実装した。
‐つのデータに対 し,FCFSとMQTについては
図2,ExTについては図 7の形式の問合せが10個実行
される。議論を簡単にするため,SELECT節,FROM
節,WHERE節はすべて同一とした。WINDOW節
は秒単位で指定する.すべてのSUCCESS節の値が,
80%の場合と100%の場合で実験 した。5.2,5。3で
の実験で用いた 10個の問合せのWINDOW節の分布
を図 10に示す.
データは図 1の形式で人工的に生成する。Valueに
は任意の整数が入 り,Timestampにはデータがシス
テムに到着した時刻が入る.LocationIDはすべて整
数 1と した。
本実験では,データは二つの情報源から到着する。
それぞれの情報源からのデータに対し,データloooo
個分のバッファを一つずつ用意した,実験を開始する
ときのバッファの初期状態は,占い 0.1%のデータに
対する問合せをすべて処理済みとし,新しい99.9%の
データに対する問合せをすべて未処理とした。また,
データ到着率は60秒ごとに測定した。
本実験では[1倒と同様に,データが予測不可能に到
着するように,指 数分布とパレー ト分布を組み合わせ
てバース ト的なデータス トリームを発生させた。パ
レー ト分布は ON,OFFの期間によつてパケットが
送信されるネットワークトラヒックのシミュレー ショ
ンで用いられる.ONの期間にデータがバース ト的に
発生 し,OFFの期間はデータが発生しない。[101で
は,ONとOFFの間隔はパラメータ入=1.0の指数
分布に従い,1回に発生されるデータの数はパラメー
タα=1.05のパレー ト分布に従 う。ここで,指数分
布の期待値は 1.0,パレー ト分布の期待値は 21.0で
ある。本実験では,バッファの大きさとデータ到着率
の関係に合わせ,精数分布の期待値を 100.0,パレー
ト分布の期待値を840.0になるように修正した。した
がつて,1秒問に到着するデータ数の期待値は8.4と
なっている。
5。2 問合せ成功数と失敗数
図 11～図 14は,SUCCESS節の値が80%と100%
のPruned ExT,80%の Exhaustive ExT,及び従来
手法であるMQTと FCFSについて,166分の間に
図 10の問合せを処理したときの実験結果を示してい
る。図 11～図 13においては,問 合せ処理を行う166
分のうち,最 初の 33分 はデータの到着状況によつて
処理結果が大きく異なるため,33分から166分まで
の結果を示した。それぞれ,5回ずつ実験を行つたと
きの平均をとつている。
図 11は,各手法の問合せ成功数を示している。Ex―
haustive ExTは問合せの選択に時間がかかるため,
他の手法に比べて成功した問合せの数はかなり少なく
なった。図 12は,図11においてFCFSを基準とした
ときの,各手法の問合せ成功数を示している.実験を
開始して 100分経過したあたりから,Pruned ExT-80
で最も多くの問合せが成功しており,続いて Pruned
ExT-100,FCFS,MQTの順に多く成功 している。
データがバース ト的に到着すると,FCFS以外の手法
ではウィンドウの短い問合せを中心に実行できる.し
たがって,データが到着した直後の短期間だけを見れ
ば,FCFSよりもその分だけ多くの問合せが処理され
ている。また,Pruned ExT-80がPruned ExT-100
よりも良い結果を示していることから,SUCCESS節
において処理成功率の値を調節することにより,より
経き訂
Q「 i l l
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図 11 問合せ成功数
Fig ll Number of processed queries
[91]
図 14 属日合せごとの処FF成功率
Fig.14 Process rates.
良いスループットを得られることがあることが分かる.
図 13は,各手法の問合せ失敗数を示 している。
Pruned ExTは,SUCCESS節の値による違いはほと
んど見られなかった.Pruned ExTによる問合せ処理
数は FCFSよりも大きい (図11)が, Pruned ExT
での問合せ失敗数もまた若干 FCFSよりも大きくなっ
た。MQTによる問合せ失敗数が,FCFSやExTよ
りも大きい結果となつた。これは,MQTは ウインド
ウの短い問合せを優先して実そrするためと考えられる。
後述のように問合せの選択に時間がかかるExhaustive
ExTは,最も多くの問合せを失敗する結果となった。
図 14は,166分が経過した時点の,各手法の問合せ
ごとの処理成功率を示している.問合せQlから問合
せQ10の10個の問合せの代表として,Ql,Q5,Q10
を選択した。Pruned ExT,FCFSともに,処理成功
率80%をすべて満たしている.逆にMQTでは,Q10
の処理成功率が70%ほ どであった.Ql,Q5,Q10の
処理成功率の差から分かるように,MQTによるサー
ビスは,ウィンドウが短い問合せほど優先される。特
に,Q10に対するサービスが極端に悪くなっている
ことが分かる。Pruned ExTでは,MQTのようにス
ループットを向上させ,なおかつすべての問合せで処
理成功率80%を満たす結果となった。ここで,Pruned
ExT-80では,SUCCESS節で指定された処理成功率
80%は満足されているが,Pruned ExT-100の 結果か
ら,SUCCESS節で指定された処理成功率 100%が
満足できていないことが分かる。これらの結果より,
ExTアルゴリズムの有用性のためには,SUCCESS
節に適切な値を設定することが重要であることが分か
る。これは今後の課題である.
図 12 P]合せ成功数 (対FCFS)
Fig 12  Ratio of the number oF processed queries to
FCFS
いof
鞘 |ヽ /
/
ノイ圭重至三亘コ¬
/ I  H G T  I へ
P― d BT―的 |ツ L FCFS
図 13 問合せ失敗数
Fig。13 Number of unprocessed queries`
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図 15 1 Flの問合せ選択時間
Fig.15 Scheduling tilnes,
E43
図 16 吊母合せ選択/全体の処FF
Fig.16 Ratio of schedtlling tinles to total process
tiコnes.
5.3 計算コス ト
図 15は,バッファサイズを変化させたときの,各
手法の問合せ選択時間を示している。166分の間に
かかつた問合せ選択時間を,問 合せ選択回数で割つた
値を示した,Exhaustive ExTの選択時間が極端に長
く,続いてPruned ExTが長くなっている.MQTと
FCFSは ほぼ同じ時間で,Pruned ExTよりも短かっ
た。各手法ともバッファの大きさに比例して選択時間
が長くなるが,Exhaustive ExTに比べ,他の手法は
バッファサイズの影響が小さかった。
図 16は,バッファサイズを変化させたときの,全
体の処理時間に占める問合せ選択時間の割合を示して
いる。全体の処理時間には,結 合時のバッファ走査や,
結合用バッファを最新の状態にするための時間が含ま
れている。MQTや FCFSに比べてPruned ExTの方
が問合せ選択時間は長いが,全 体の処理時間から見る
と,問合せの選択にかかる時間は無視できるほど小さ
いといえる。各手法ともバッファの大きさに比例して,
全体の処理時間に占める問合せ選択時間の割合は大
きくなっている.図 15の ときと同様に,Exhaustive
ExT以外の手法はバンフアサイズの影響は小さかつた。
5.4 ウィンドウの分布
スループットや問合せ処理成功率には,ウ ィンドウ
の分布が影響する.図 10の分布以外に,短いウィン
ドウが80%を 占める分布,長いウィンドウが80%を占
める分布,短いウィンドウと長いウィンドウが50%ず
つを占める分布が考えられる。図 10では問合せ間の
ウィンドウ差が徐々に長くなっているが,4種 類の分布
に対して,問合せ間のウィンドウ差が短い場合も考え
られる。本実験では,図 10の分布を合めた8種類の
分布 111,tl制について実験を行つた。Pruned ExTの
問合せ実行順序は,分布によつてはFCFSと同じ,あ
るいはほぼ同じになる.どの分布でも,Pruned ExT
の性能はMQTと FCFSを下回ることはなかった。
6.む す  び
本論文では,スループットと問合せ処理成功率の両
方を考慮 した共有ウィン ドウ結合処理のためのスケ
ジュー リング手法 ExTを提案した。従来手法との比
較実験で示 したように,短期的なスループットだけ
でなく,長 期的な問合せ処理数においても良い結果と
なった。ExTで は,状況の変化に適応した動的なスケ
ジューリングが可能である。
今後の課題として,SUCCESS節に適切な値を設定
する方法を考える必要がある。また,提案手法を実際
のアプリケーションに応用し,有効性を検証したい。更
に,ExTアルゴリズムとLoad Shedding技術11列～
[1倒,11朗,1201の統合などが考えられる.
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