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Abstract 
We consider an extension of the well-known PRAM model for parallel distributed-memory 
computers using local communications. We present scheduling algorithms for the execution of 
complete binary trees on hypercube, de Bruijn, linear and grid interconnection etworks on this 
model. We also show that a two-dimensional grid precedence graph can be executed in optimal 
time on all these networks. 
1. Introduction 
The increasing development of parallel machines leads the computer scientists to 
search for efficient parallel algorithms. Many new parallel algorithms have been 
proposed in the literature within the well-known PRAM model [9,8]. PRAM is an 
execution model for algorithms on shared-memory parallel machines, where the 
access time from any processor to any memory location is constant. An algorithm is 
called ej%cient if it runs in polylogarithmic time using a polynomial number of 
processors and NC is the class which contains all the problems that can be solved by 
such an efficient algorithm. 
Unfortunately, the assumption that the access time from any processor to any 
memory location in constant time is unrealistic according to the current state of 
technology. In fact, when a large number of processors is used, the memory is 
distributed among the processors and the communications are made through an 
interconnection network. This means that the time complexities of the algorithms 
within the PRAM model cannot be achieved because of the communication delay 
[12]. This delay depends on the data routing through the interconnection etwork. It 
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is then obvious that, in order to implement efficiently algorithms on distributed- 
memory parallel computers, the PRAM model has to be extended. 
Recently, Cosnard and Ferreira [S] have proposed an extension of the PRAM 
model, namely the XRAM model, which takes into account the interconnection 
topology. Their approach is based on the remark that a PRAM can be viewed also as 
an idealized distributed-memory model where the processors are connected by a com- 
plete interconnection network (i.e. a network where all pairs of processors are 
connected by a direct link). XRAM extends this model in the case of an arbitrary 
interconnection etwork X. Processors Pi can only access its own memory locations 
or the memory locations of its neighbors. In one unit of time each processor eads an 
elementary data, executes an elementary task and writes the result. If a processor Pi 
needs a data from a processor Pj which is not neighbor, a routing must be used to 
transfer this data through the interconnection network to Pi. Thus, XRAM offers 
a very useful tool for the implementation of PRAM algorithms in distributed memory 
architectures. Although, in the time complexities of these PRAM algorithms, we must 
incorporate an additional overhead due to the data routing. 
1.1. Local execution model 
Our concern in this paper is to point out that a wide range of PRAM algorithms 
can be implemented very efficiently in distributed machines without this data routing 
overhead. In order to do so, we consider a model of distributed machines imilar to 
the one used by Gibbons and Paterson [12]. It consists of a set of processors with 
local memory, where each processor is placed at a node of the interconnection 
network of the distributed machine. 
In [12], the authors consider an embedding approach and the problem that they 
propose to solve is “how to efficiently embed a complete binary tree on a mesh 
network”. Our approach is based on scheduling. The interconnection network is 
represented as an undirected graph where the vertices are the network processors and 
the edges are the physical inks between pairs of processors. The algorithmic structure 
is represented as a DAG (directed acyclic graph) where the vertices are elementary 
tasks with unit execution times (UET) and the arcs represent he precedence con- 
straints i.e. there is an arc from task T to task T’ if task T has to complete its execution 
before T’ can start its own execution. Our objective is to find scheduling algorithms 
that minimize the parallel execution time under the following locality assumption: 
a processor Pi can execute a task Tj if and only if all the predecessors of Tj have been 
executed either on Pi or on neighbor processors. 
We emphasize that the migration of tasks is not allowed i.e. two communicating 
tasks have to be executed either on the same processor or on neighbor processors. In 
fact, the goal of this model is to replace the routing in the previous model (which is 
mostly the most expensive part of the implementation of an algorithm) by local 
communications between dependent instructions. The locality assumption could 
appear restrictive and leading to a sequentialization of the execution of the algorithm. 
E. Bampis et al./ Theoretical Computer Science 147 (1995) 1-18 3 
Nevertheless, in what follows, we point out that we can execute optimally some 
useful algorithmic structures like binary (or balanced) trees and grids, in most of the 
popular interconnection networks. Our interest for binary algorithmic structures is 
based on the fact that the balanced binary tree technique is very important within 
PRAM algorithms because of its logarithmic-depth structure which allows to attain 
polylogarithmic time complexities. It represents also the well-known divide-and- 
conquer paradigm. In regards to the grid algorithmic structures, our concern is due to 
the fact that they model& a wide range of algorithms including dynamic program- 
ming problems and several numerical algorithms. Many papers deal with structures of 
these two forms, but the communication cost is taken into account in a quite different 
way than the one considered here. They are based mainly on the embedding 
[lo, 11,13,15] or an extensions of the classical scheduling theory [l, 2,141. 
To conclude this section, let us remark that this execution model can be used 
efficiently for many other families of precedence graphs (precedence graphs of small 
bounded degree or linear or grid networks, etc). 
1.2. Organization of the paper 
In Section 2, we recall the definition of the interconnection networks that we 
consider along the paper. In Section 3, we first give a lower bound of the execution 
time of a complete binary tree on an idealized full-connected interconnection etwork 
and then, we show that it is possible to reach this bound in the case of hypercube and 
linear interconnection etworks. Then, an asymptotically optimal algorithm is pro- 
posed for the execution of complete binary trees on an infinite linear network. An 
optimal algorithm for the execution of a complete binary tree of depth h in time h + 1 
(for h < 6) on grid interconnection etworks, is then presented and lower bounds are 
established for trees of higher depth. Section 4 gives an optimal algorithm for 
executing two-dimensional grids on the above-mentioned networks and Section 
5 concludes the paper. 
2. Some families of intercomkection networks 
In this section, we recall the definition of the most popular interconnection net- 
works available today in the parallel computers (hypercubes or grids for instance) or 
in the literature (de Bruijn network for example). In the following definitions each 
interconnection network is represented as a graph where each vertex represents 
a processor and each edge a physical link between a pair of processors. 
2.1. The hypercube or n-cube 
The hypercube Qn of dimension n is a graph whose vertices are labeled respectively 
O,l,..., 2” - 1, and there exists an edge from vertex x to vertex y if and only if the 
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Fig. 2. The de Bruijn network UB(2,3). 
binary representations ofx and y differ exactly on one bit [16]. The hypercube Qn has 
2” vertices (Fig. 1). 
The hypercube has led to several practical realizations of parallel computers (FPS 
T-series, Intel iPSC, Ncube). 
2.2. The de Bruijn interconnection network 
The de Bruijn graph UB(2,n) is the graph in which the vertices are the words of 
length n on an alphabet of two letters (0, l}. There exists an edge from vertex x to 
vertex y when the n - 1 last letters of x are the same as the n - 1 first letters of y. 
Therefore, there exists an edge from vertex x = (xi, x2,. . . ,x,) to vertex (x2,. . . , xD, a) 
where a is equal to 0 or 1 [6]. The de Bruijn network UB(2,n) has 2” vertices (see 
Fig. 2). 
2.3. The infinite linear network 
The vertices of the infinite linear network are labeled by the elements of the set 
z = (..., --i, ..‘, -1,0,1 , . . . , i, . . . } and there is an edge between vertex i and the 
vertices (i - 1) and (i + 1). 
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Fig. 3. The (2,2)-grid with 5 x 5 processors. Fig. 4. The complete binary tree fz. 
2.4. The (n, n)-grid network 
A vertex of the (n, n)-grid is represented by an ordered pair of integers 
(i,j), -n < i, j < n. Vertex (i,j) is connected with the vertices (i + l,j), (i - l,j), 
(i, j + l), (i,j - l), if these vertices exist (see Fig. 3). 
3. Execution of a complete binary tree Yh on different networks 
3.1. About complete binary trees 
A complete binary tree of depth h, denoted Yh is a graph whose vertices are all the 
words of length not greater than h constructed on an alphabet of two letters (0, l}. 
Each edge connects a vertex which is represented as a word x of length i, 0 < i -=z h, 
with the vertices xa, a E (0, 11, of length i + 1. The vertices which are represented by 
a word of length i, 0 d i < h, form the level i of the tree. The complete binary tree Yh 
has 2h+’ - 1 vertices (see Fig. 4). 
In what follows, we consider a complete binary tree precedence graph where each 
vertex is a unit execution time task and each edge (x, xu) (o! E (0, l}) is oriented. This 
means that xu cannot begin its execution before the end of the execution of x. 
3.2. A lower bound of the execution time of Yh 
fiOpOSitiOII 1. The execution time of Yh on a complete network of p processors 
(2” < p < 2”+‘) is greater than or equal to: 
l h+lifnnh, 
l n + 1 + r(2h+ 1 - 2’+l)/pl if n G h. 
Proof. The length of the longest path of a complete binary tree of depth h is equal to 
h + 1. Thus, the execution time of Yh is greater than or equal to h + 1. 
Now, if n d h the number of available processors is not sufficient to execute the 
tasks in time h + 1. Since p 2 2”, the (2”+l - 1) tasks of the first n levels of Yh can be 
executed in n + 1 time units. The remaining (2h+’ - 2”+‘) tasks of YTh cannot be 
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executed before [(2hf’ - 2”+ ‘)/pl units of time. Consequently, if n > h, the total 
execution time is greater than or equal to 
3.3. Execution of & on the hypercube 
Initialization: Processor (0, 0, . . . ,0) executes the root of the tree which is repre- 
sented by an empty word. 
Main algorithm: 
for level k c 0 to h - 1 do 
for all the tasks of level k, (x1,x2, . . . ,xk), (xi E (0, l}) do 
Let (x1,x2, . . . . xk) be the task of yh executed on processor P = (pl, p2,. . . ,p,) 
(Pi E (0, l >). 
l if k < n then (x1,x2, . . . . &O) is executed on P and (x1,x2, .. . ,xk, 1) on the 
processor pl=(P1,Pz,...,Pk-1,Pk,~k+l,...,Pn). 
0 else P executes the tasks (x1,x2, . . . ) xk, 0) and (x1, x2, . . . ,xk, 1). 
enddo 
enddo 
The algorithm terminates when all the tasks of level h of flh finish their execution. 
We illustrate this algorithm with the example of Fig. 5. 
Proposition 2. The proposed algorithm executes rh on the hypercube Qn in time: 
l h + 1 when h < n, 
l 2h-n+’ + n - 1 when h > n. 
This execution time is optimal. 
Proof. Without loss of generality, we assume that the root of yh is executed on 
processor (O,O, .. . , 0). By induction, we can easily verify that the tasks of level i (i i n) 
are executed at time (i + 1) on the 2’ processors of the form (x1,x2, . . . , xi, O,O, . . . ,0) 
where Xi E (0, l}. Thus, if h < n, it is clear that yh is executed in h + 1 units of time. 
Otherwise, if h > n we can easily see that at time (n + 1) each processor of Q. executes 
a task of level n. Each processor must now execute the tasks of a tree of depth (h - n) 
except of its root, i.e. 2h-n+ 1 - 2 tasks. Thus, the total execution time is equal to 
2h-n+1 + n - 1. Since p = 2”, this time is optimal (from Proposition 1). 0 
3.4. Execution of yh on the de Bruijn network 
We execute the tasks of & on the de Bruijn network in the following way: 
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Fig. 5. Execution of the complete binary tree of depth h = 3, Ys on the hypercube Q3. 
Initialization: An arbitrary processor (p1,p2, . . . , p,) executes the root of the tree 
which is represented by an empty word. 
Main Algorithm: 
forlevelk+Otoh-ldo 
for all the tasks of level k, (x1,x2, . . . ,xk), (Xi E (0, l}) do 
Let (x1,x2, . . . , xk) be the task of Yh executed on processor P = (pl,p2, . . . , p,), 
(Pi E (07 I}>* 
l ifk~nthenthetask(x~,x~,..., xk,O) is executed on processor P,, = (p2,. . . , p., 0), 
and the task (x1,x2, . . . , xk, 1) on processor PI = (p2, . . . ,pn, 1). 
l else processor P executes the tasks (x1, x2,. . . , xk,O) and (x1, x2,. . . , xk, 1). 
enddo 
enddo 
The algorithm terminates when all the tasks of level h of 9JJ finish their execution. 
An illustration of the algorithm is given in Fig. 6. 
Proposition 3. The proposed algorithm executes the tasks of Yh on the de Bruijn network 
UB(2, n) in time: 
l h + 1 when h < n, 
l 2”-“+l + n - 1 when h > n. 
This time is optimal. 
Proof. We assume that the root of the tree is executed on processor (x1, x2, . . . , x,). By 
induction, we can easily verify that the tasks of level i (i < n) are executed at time 
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Fig. 6. Execution of a complete binary tree of depth h = 3, Y,. on the de Bruijn network UB(2,3). 
(i + 1) on the 2’ processors of the form (xi+ i, x2, . . . , x,, yl, y2, . . . , yi) where yi E (0, l}. 
If h < n, it is obvious that Yh will be executed in h + 1 units of time. Otherwise, we can 
see that at time (n + 1) each processor of the UB(2, n) executes a task of level n. Each 
processor executes now, a tree of depth (h - n) except of its root i.e. 2”-“+I - 2 tasks. 
So, the execution time is equal to 2”-“+ ’ + n - 1, when h > n. 
Since p = 2”, this execution time is optimal. 0 
3.5. Execution of Yh on the infinite linear network 
In what follows, we call leader the processor which executes the root of Yh. 
Lemma 1. During the execution of Fh, at time k only the processors at distance less than 
or equal to k from the leader can work, and the processors at distance greater than k from 
the leader, can only execute the tasks at distance greater than k from the root of the tree. 
Proof. The justification comes directly from the execution model which requires at 
most one communication for each computation. Any pair of tasks of the precedence 
graph connected by a path of length d is allocated on processors which are at distance 
less than d (according to the execution model). As a consequence, during the execution 
of Y,, only the processors at distance less than or equal to h from the leader, can work. 
Thus, on an infinite linear network (resp. on the infinite grid i.e. on a grid with no 
limitation on the number of processors) only 2h + 1 (resp. 2h2 + 2h + 1) processors 
can work during the execution of Yh. q 
Let PO be the leader. From Lemma 1, at time i, i < h, there are 2i + 1 processors 
that can work and we denote them: P-i, P_,i_ I), ... ,P_ i,Po,Pr, ... ,Pi_ 1, Pi. Let 
t (T,, P,) be the time at which task T. is executed on processor P,. 
The execution of the algorithm is level by level. Without loss of generality, we 
present here, the execution of level i of Y,,. The execution of the tasks on processors 
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Fig. 7. Domain of tasks of level i of Yb during its execution on the infinite linear network. 
P-i, P-(i-l), .*op P- 1, PO is symmetric to the execution on processors PO, PI, . . . , Pi_ 1, Pi, 
and SO, we describe only the execution on processors P-i, P_(i_ 1j, . . . , P- 1, PO. 
The execution of the tasks of level i is composed of two phases. Let L(i) (resp. H(i)) 
be the duration of the execution of the first phase (resp. of the second phase) of level 
i of Ya. More specifically, we define L(i) and H(i) in the following way (see Fig. 7): 
L(O) = 0 and H(0) = 1, L(i) = H(i - 1) + L(i - 1) - 1, 
W = 
i 
2’ - 2L(i) 
2i + 1 
Let us now detail the execution of level i. 
First phase: If L(i) > 0 then the first phase begins at time i and ends when all the 
tasks of the level i - 1 are executed i.e. at time L(i) + i. In fact, during this phase only 
one processor executes tasks of level i, namely processor P _ i, and executes children of 
the tasks of level (i - 1) which had already been executed on processor P_,i_ 1b. More 
specifically, if t( T,,, P-(i- 1)) < t(Tb, P-(i _ 1J, then the children of T, are executed 
before the children of Tb. 
On the contrary, if L(i) = 0 then all the tasks of level i are executed during the 
second phase. 
Second phase: If L(i) = 0 then this phase begins at time i and ends at time H(i) + i. 
If L(i) > 0 then the second phase begins when all the tasks of level i - 1 are executed 
i.e. at time L(i) + i + 1 and ends at time H(i) + L(i) + i. 
In both cases, the allocation of the tasks on the processors is made from left to right, 
i.e. processor P-j has a higher priority than processor P_,j_ 1j for all j such that 
- i < j < 1. In other words, if the locality assumption allows the allocation of a task 
either on processor P-j or on processor P _ (j _ 1l then the algorithm will allocate it on 
P-j. Now if T, and Tb are tasks of level i - 1, then the children of T, are allocated to 
the processors before the children of Tb when: 
l T, and Tb are executed on the same processor Pj (- i < j < 0) and t(T,, Pj) < 
t(Tb, Pi), 
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Fig. 8. Execution of Yd on the linear network. 
l T, and Tb are executed on two different processors, Pj and P,, respectively, and 
-i<j<l<O. 
Fig. 8 illustrates the execution of Y4 on the linear network. 
Proposition 4. The proposed algorithm preserves the precedence constraints of Fh and 
the locality constraint of the model. 
Proof. It is clear that the level by level execution of Yh preserves always the preced- 
ence constraints of L&. It is also easy to see that the execution of the tasks during the 
first phase of the algorithm preserves the locality constraint of the model. The hard 
part of the proof is to show that during the second phase, the locality constraint is 
verified. 
Without loss of generality, we only consider the execution of tasks of level i < h on 
theprocessors P_i,P_(,-,, ,..., P_ 1, PO. We define ji- i as the set of tasks of level i - 1 
which are executed on processor Pj, - i < j < 0. From the definition of H(i), we have 
H(i) < 2H(i - 1) i.e. the children of ji_ 1 will be executed on at least two consecutive 
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processors. As the number of processors, during the execution of level i, has 
been increased by one compared with the number of processors during the 
execution of level (i - l), and since the execution is made from left to right (the 
children of Ii_ 1 are allocated on the processors before the children of (I + l)i_ i), we 
can conclude that there are no children of ji_ 1 allocated on a processor P, such that 
z<j-2. 
It remains now to show that it is not possible to execute any children of ji_ 1 on 
a processor P, such that z > j + 2. In order to do so, we use the contradiction 
argument. We assume that there exists j (-i < j < 0) such that a child of ji_ 1 is 
executed on a processor P,, where z > j + 2. It is easy to verify that there is at least 
one child of - li_ 1 which must be executed on processor P,, where M > 1. Given that 
the execution on processors P_ i, P _ (i- 1), . . . , P_ l,PO is symmetric to the one on 
processors PO, PI, . . . , Pi- 1, Pi, we take that the execution of level i cannot finish in 
H(i) units of time. This contradicts the initial hypothesis which assumes that H(i) is 
large enough to execute all the tasks of level i. 0 
Proposition 5. A lower bound of the time needed to execute a complete binary tree of 
depth h, (Fh), on the inJnite linear network is equal to 
2h+1+h2+h-1 2h 
2h + 1 
=x+0 $. 
0 
Proof. Let ak be the number of processors at a distance less than or equal to k from 
the leader. Let bk be the number of processors which can work at time k. From 
Lemma 1, we have bk < min(&,a,,). So, at time k > h, we can execute at most 
C:=e bi = Cl=,, ai + Et- r_h+ 1 a,, tasks (see Fig. 9). Given that ai = 2i + 1 for i < h, we 
deduce that the maximum number of executed tasks at time k > h, is 
k(2h + 1) - h2 + h + 1. The execution of Yh is terminated only when this number 
becomes equal to the number of tasks of Yh i.e. equal to Zh+ ’ - 1. Consequently, the 
time needed t0 CXeCUtC k& iS 
2h+‘+h2-h-2 2h 
2h + 1 
Proposition 6. The proposed algorithm for the execution of Fh on the inJnite linear 
network, is asymptotically optimal. 
Proof. The time of the algorithm for the execution of F,, on the linear network is 
equal to 
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Fig. 9. The maximum number of executed tasks of Yh at time k > h corresponds to the sum of areas (I) and 
3.6. Execution of Fh on the grid network 
In this section, we first present an algorithm for the execution of & on a grid in time 
equal to h + 1 (h < 6) and then we show that it is not possible to execute Yh in h + 1 
units of time when h 2 7. Then, we establish lower bounds of the time needed to 
execute Yh first on a grid without limitation on the number of processors and finally 
on a grid with a limited number of processors. 
Without loss of generality, we assume that the root of Yh is executed on processor 
(090). 
Notation. In what follows, we call (co, co)-grid, a grid without limitation on the 
number of processors and we note that the (n, $-grid has (2n + 1)’ processors. 
3.6.1. Execution of Fh on the (co, co)-grid 
Fig. 10 gives an algorithm for the execution of Fh (h < 6) on a (co, cc)-grid, in time 
equal to h + 1. The following proposition shows that we cannot execute Fh in time 
h+lifh>6. 
Proposition 7. A complete binary tree Fh cannot be executed on a (00, oo)-grid, in time 
equal to h + 1, $ h > 6. 
Proof. At level 7 of the tree, there is 27 tasks to be executed and only the processors at 
distance less than or equal to 7 from the leader can be used to execute them (from 
Lemma 1). The number of the processors that can be used is equal to 2 x (7’) + 
2 x 7 + 1 = 113. Thus if h > 6, it is not possible to execute Fh in time equal to h + 1 on 
a (co, co)-grid, since from level 7 the number of available processors is less than the 
number of executable tasks. 0 
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Fig. 10. Execution scheme of F6 on a grid (each dot is a processor which executes a task and each arrow 
corresponds to a communication to a neighbor processor). 
Proposition 8. The time needed to execute a complete binary tree F* on a (00, oo)-grid, is 
greater than 
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Proof. The number of vertices at distance less than or equal to i (i < h) in the 
(co, co)-grid is equal to ai = 2iz + 2i + 1 (see Lemma 1). 
So, at time k > h, we can execute at most ~~=obi = c:=,Ui + ~~=,+i ah tasks, 
where bi is the number of processors which can work at time i. Given that 
ai = 2i2 + 2i + 1 for i < h, we deduce that the maximum number of executed tasks at 
time k > h, is k(2h2 + 2h + 1) - *(h3 - h) + 1. The execution of yh is terminated only 
when this number becomes equal to the number of tasks of yh i.e. equal to 2h+’ - 1. 
Consequently, the time needed to execute y,+ is 
2h+l+$(h34)-2 2” 
2h2 + 2h + 1 
=p+o;. q 
0 
3.6.2. Execution of rh on the (&@-grid 
In this section we study the execution of yh on the (n, n)-grid. 
Remark 1. Let ai be the number of vertices at distance less than or equal to i from the 
vertex (0,O). It is well known [7] that: 
(1) Ui = 2i2 + 2i + 1 if i < n, 
(2) Qi = (2n + 1)2 - a2n_i + 1 if n < i < 2n, 
(3) ai = (2n + 1)2 if 2n < i. 
From Lemma 1, we have that bi = min(ai, ah) and since Ui is growing, we deduce 
that bi = ui, if i < h and bi = ah, if i > h. 
Here, we consider the (n, n)-grid where n is a linear function of the depth of ys, i.e. 
n = ah (a is constant). We establish lower bounds of the execution time of % on 
a (ah, c&)-grid. It is clear that the execution time depends on the value of a. Thus, we 
distinguish the following cases: 
Case 1. a 2 1. We have: 
Proposition 9. The time needed to execute .%h on the (ah, ah)-grid is greater than 
when a 2 1. 
The asymptotic eficiency (e,) is lower than 1/2a2. 
Proof. In the case when a 3 1, the (n, n)-grid has a number of processors ufficiently 
large for the execution of yh, i.e. only case (1) of Remark 1 is applied here. Thus, the 
obtained result for the ( co , co)-grid is valid and the first part of the proposition is 
verified. Regarding efficiency, we have 
e, < lim 
2h+’ _ 1 
h-m Prh ’ 
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Replacing the number of processors p = (2n + 1)’ and the execution time, we take 
ear < 1/2a2. 0 
Case 2. $ < a < 1. The bound now is determined as follows. 
Proposition 10. The time needed to execute Fh on the (ah, ah)-grid 
greater than 
is asymptotically 
2h 
zh” = h2(4a _ 2a* _ 1) when$<a< 1. 
At most, the asymptotic eficiency is lower than (2/a) - 1 - (1/2a*). 
Proof. Only cases (1) and (2) of Remark 1 are applied here. At time i, i G h (resp. i > h), 
only the processors at distance lower than or equal to i (resp. h) from the leader can 
work. Let ai be their number. The number of processors which can work at time i is 
equal to: 
1 
ai = 2i2 + 2i + 1 if i =G n, 
bi = ai = (2n + l)* - azn_i + 1 if n < i < h, 
ah=(2n+ l)*-a2n_h+ 1 if h<i. 
The execution of y,, is terminated when I:= 1 bi 3 2h+ ’ - 1. Replacing n by ah, and 
assuming that h goes to infinity, we obtain the expected result. 0 
Case 3. a < ). Finally, we have: 
Proposition 11. The time needed to execute yh on the (ah,ah)-grid is asymptotically 
greater than & = 2h-‘/h2a2 when a < i. 
Proof. For this value of a, cases (l)-(3) of Remark 1 are applied. So, we have: 
ai = 2i2 + 2i + 1 if i<n, 
bi = ai = (2n + l)* - Qn_i + 1 if n < i < 2n, 
a2” = (2n + l)* if 2n < i. 
Using the same arguments as previously, we obtain the stated results. •i 
4. Execution of 2D-grid on different topologies 
In this section, we consider the two-dimensional grid precedence graph, 2D-grid, 
and we study its execution on the interconnection networks described above. We 
16 E. Bampis et al./ Theoretical Computer Science 147 (1995) I-18 
(0.1) Kw (0,3) @x4) 
(W) c 
UJ),, (1.7.) (1?3) 
W)” 
, (194) , 
GO)” 
GU,, (2.2) (~~3) (~~4) 
J! 
(3.O)V 
(3J) ~ (3.2) ~ (3*3)+ (3.4) 
Fig. 11. The ZD-grid of size (4,5). 
define a 2D-grid of size (n,m) as the set of pairs (i,j), where 0 < i < n - 1, 
0 < j < m - 1 and n < m. Each vertex of the grid is a UET task and task (i, j) precedes 
the tasks (i + 1, j) and (i, j + l), if these tasks exist (see Fig. 11). We propose an optimal 
time algorithm for the execution of the 2D-grid of size (n, m) on all the interconnection 
networks considered above which contain at least n processors. 
4.1. Execution of the 2D-grid of size (n, m) 
It is known that the minimum execution time top, of a precedence graph, is greater 
than or equal to the length of the longest path of the precendence graph. It is also 
known, that the length of the longest path of the 2D-grid (n, m) is equal to n + m - 1. 
Thus, z,rt > n + m - 1. 
Notation. In order to simplify the presentation of this section, we consider that the 
vertices of a linear network of size n are labeled respectively 0, 1, . . . , n - 1 and that 
vertex i is directly connected to i - 1 and i + 1, when these vertices exist. 
Proposition 12. The minimum execution time top, of the 2D-grid (n, m) can be reached on 
a linear network of size n. 
Proof. Consider a linear network of processors of size n, where processor PI is directly 
connected to processors P1_ 1 and P I+ 1, if these processors exist. The algorithm is as 
follows. At time i: 
l processor Pj begins the execution of the task (j, i - j), 
ifO<i-j,<m, 
l otherwise, processor Pj remains idle. 
The algorithm is illustrated in Fig. 12. It is clear that task (n - 1, m - 1) (the last 
task of the grid) begins at the time n + m - 2. Thus, the execution is terminated at roP,. 
It remains now to show that the proposed scheduling is feasible (i.e. verifies the 
precedence constraints and the locality assumption). To do so, consider the task (i, j) 
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Fig. 12. Optimal execution of the 2D-grid of size (4,5) on a linear network with 4 processors. 
(assume, without loss of generality, that i # 0 and j # 0) which is executed at time 
(i + j) on processor Pi. This task has two predecessors: the tasks (i - 1,j) and (i, j - 1). 
The task (i - 1,j) (resp. (i, j - 1)) had already been executed on processor Pi_ 1 (resp. 
Pi) at time (i + j - 1) (resp. (i + j - 1)). Since Pi is directly connected with Pi_ 1, the 
precedence constraints and the locality assumption are verified. 0 
Proposition 13. In order to execute 2D-grid of size (n, m) in zap,, at least n processors are 
needed. 
Proof. Assume that p < n. In order to reach t,_,, the tasks (0, p - l), (1, p - 2), 
(2,~ - ~J,...,(P - ~0) must be executed the earliest possible. Consequently, they 
must all begin at time (p - 1). Given that their number is equal to n, n processors are 
needed to reach z,,,~. 0 
Remark 2. It is known that all the interconnection etworks (rings, linear networks, 
de Bruijn networks, grids, . ..) contain a hamiltonian path (a path which contains all 
the vertices of the network). Consequently, we can execute a 2D-grid of size (n, m) on 
all the networks which contain more than n processors. For instance, we can execute 
a 2D-grid of size (15,30) in optimal time on Q4 and on the 2D-grids (4,4) or (3,5). 
5. Conclusion 
We have presented an extension of the model of Gibbons and Paterson [12]. In 
order to minimize the overhead due to the data routing, we have considered a local 
execution of the communicating tasks. Under this assumption, we have studied the 
execution of complete binary trees and 2D-grids on the hypercube, de Bruijn, linear 
and grid networks. Further investigations must be carried out in the future, for 
scheduling arbitrary trees on these networks. 
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