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Abstract
The topology of weak convergence does not account for the growth of information over time con-
tained in the filtration of an adapted stochastic process. For example, two adapted stochastic processes
can have very similar laws but give completely different results in applications such as optimal stop-
ping, queuing theory, or stochastic programming. To address this, Aldous introduced extended weak
convergence, and subsequently, Hoover and Keisler showed that both weak convergence and extended
weak convergence are just the first two topologies in a sequence of topologies that get increasingly
finer. By using so-called higher rank expected signatures to describe laws of stochastic processes that
evolve in spaces of laws of stochastic processes we derive metrics and embeddings that induce the
Hoover–Keisler topology of any given rank.
1 Introduction
A sequence of random variables (Xn)n≥0 taking values in R
d is said to converge weakly to a random
variable X if ∫
Rd
f (x)Pn(Xn ∈ dx)→
∫
Rd
f (x)P(X ∈ dx) for all f ∈Cb(R
d ,R).
When the state space is replaced by a set of paths from a totally ordered set I to Rd – typically denoted by
(Rd)I or (I→ Rd) – one arrives at the definition of weak convergence of stochastic processes. However,
treating a stochastic processes as a path-valued random variable neglects the extra structure that comes
with it, namely the filtration. We denote by X = (Ω,(Ft )t∈I ,P,X) a quadruple consisting of a filtered
probability space and the sample trajectories X = (Xt)t∈I and throughout we consider the case of finite
discrete time, I = {0,1, . . . ,T}. This additional structure is the reason why the weak topology is not fine
enough to make many natural functionals continuous.
Example 1.1 ([Ald81, BVBBE19]). 1. The value map of an optimal stopping problem,
X 7→ inf
τ
E[Lτ ],
where the inf is taken over all stopping times τ ≤ T is in general not continuous in weak topology
if L is an adapted functional that depends continuously on the sample path of X.
2. Figure 1 shows a sequence of processes that converge weakly. However, the information structure
of the limiting processes is totally different as one can predict the outcome completely in the first
period for every process in the approximating sequence but not for the limit process.
We emphasize that in both examples the natural filtration can be used, hence the weak topology is
already too coarse in the arguably simplest settings that depend on the growth of information over time.
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Figure 1: A typical example of when weak convergence is insufficient. The process on the left can be
made arbitrarily close to the process on the right as n→ ∞.
David Aldous sought to rectify this by proposing that one instead considers the stronger topology that
is weak convergence of the prediction process defined as follows
Xˆt = P(X ∈ ·|Ft ).
He studied this topology in [Ald81] and showed that it has several attractive properties such as making
the map in Example 1.1 item 1 continuous and separating the two processes in item 2. This point was also
made and further developed by a number of different researchers [Ver70, Ver94, Las18, Rüs85, VBEP20,
Ede19, BVBBW20] including ones in other communities such as economics [Hel96], operations research
[PP12, Pic13, PP14, PP15, PP16], and numerics [BNT19] and has led to the development of stronger
topologies. The construction of all these differ in detail, but in discrete time and under the natural filtration
they lead to the same topology as was recently shown in [BVBBE19].
Adapted topologies of rank r. However, weak convergence of the prediction process does not charac-
terize the full structure of adapted processes, as evidenced by Example 1.2
Example 1.2 (Example 3.2, [HK84]). There exists two processes Xn and Y n such that they both converge
weakly to the same process and Xˆn− Yˆ n → 0 as n→ ∞, but their information structure is different, for
example E[E[Xn4 |F3]
2|F1]−E[E[Y
n
4 |F3]
2|F1] 6→ 0. See Appendix A for details.
Seminal work of Hoover–Keisler [HK84] showed that one can construct a sequence of topologies
indexed by r ≥ 0 that become finer as r increases: r = 0 recovers weak convergence, r = 1 recovers
Aldous’ extended weak convergence, and r = ∞ identifies two stochastic process if and only if they are
isomorphic (see [HK84] for a precise statement).
The starting point in [HK84] is that one may specify a topology by choosing a class of adapted
functionals F : (Rd)I →R and define convergence of a sequence Xn to X by requiring
Xn →X, if and only if
∫
Rd
f (x)Pn(Xn ∈ dx)→
∫
Rd
f (x)P(X ∈ dx), for all f ∈F .
By taking F =Cb((R
d)I ,R) one recovers weak convergence, but much richer classes of functionals can
be constructed by iterating conditional expectations and compositions with bounded continuous functions,
e.g. f (X(ω)) = E[cos(Xt1Xt2)|Ft3 ](ω) is one such function. In fact, to avoid trouble with pathwise
definitions, it is more convenient to work with random variables: if S (U) denotes the space of adapted
processes in some topological spaceU one defines so-called adapted functionals AF as above by iteration
of applying finite marginals, conditional expectations, and continuous functions to X to produce real-
valued random variables. The number of nested conditional expectations needed to specify an element of
AF induces the natural grading
AF=
⋃
r≥0
AFr
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where AFr denotes all adapted functional that are build with r nested conditional expectations. Hoover–
Keisler showed that by defining
Xn →X if and only if E[ f (Xn)]→ E[ f (X)] for all f ∈AFr,
then the topologies get strictly finer as r → ∞; for r = 2 the topology separates for example the two
adapted processes in Example 1.2.
Higher rank prediction processes. Our starting point is to revisit Aldous approach to the adapted
topology of rank r = 1 based on the so-called prediction processes Xˆ associated to X ,
Xˆ = (Xˆt)t∈I = (P(X ∈ ·|Ft))t∈I ,
Aldous defined adapted convergence of rank r= 1 to be thatXn→X if the stochastic process Xˆn converges
weakly (rank r = 0) to Xˆ . As Hoover–Keisler showed this coincides with the definition via adapted func-
tionals; note that for each t ∈ I and ω ∈Ω, Xˆt(ω) is a stochastic process, that is, Xˆ is a stochastic process
valued stochastic processes. In view of Hoover–Keisler’s insight in constructing classes of adapted func-
tionals, it is then natural to iterate this construction and define higher rank prediction processes (Xˆ r)r≥0
inductively by Xˆ0 = X and
Xˆ r+1 = (P(Xˆ rt ∈ ·|Ft))t∈I .
One may then use weak convergence of Xˆ r to specify a topology on S (U). Indeed, we show that this
topology is the adapted topology of rank r.
Moments and weak convergence. To describe our metrization of the adapted topology let us first recall
that for any compact set K ⊆Rd , the moment map
M (K ) →֒ ∏
m≥0
(Rd)⊗m︸ ︷︷ ︸
=:T1(Rd)
, µ 7→
(∫
x⊗mµ(dx)
)
m≥0
(1)
is an injection from the space M (K ) of signed Borel measures on K to ∏m≥0(R
d)⊗m. In particu-
lar, when restricted to the cone of probability measures P(K ) ⊂ M (K ) this shows that the law of
a K -valued random variable X , µ(·) = P(X ∈ ·), is characterized as an element of the tensor algebra,
(E[X⊗m])m≥0 ∈ T
1(Rd). It is then a straightforward exercise to show that
d(X ,Y ) = ∑
m≥0
1
m!
‖E(X⊗m)−E(Y⊗m)‖
is a metric that induces the topology of weak convergence on the space of Borel measures M (K ) on K .
One reason to work with M (K ) although one is ultimately interested in the cone P(K ) is that M (K )
is a linear space that is the dual of the space of Cb(K ,R). Under duality, injectivity of the map (3.1)
equals density of monomials in Cb(K ,R) and the latter follows immediately by Stone–Weierstrass. Al-
though this is not how the proof that moments can characterize laws is usually presented, this view
becomes very powerful when one tries to develop a similar argument on path space, see [CO18] for
details.
3
Higher rank (expected) signatures. If the space Rd is replaced by the space of paths evolving in
a Banach space E , then the signature map x 7→ (Sm(x))m≥0 offers a natural generalization of the map
x 7→ (x⊗m)m≥0. Similarly, the so-called expected signature map
S¯1 : M (I→ E) →֒ T
1(E), µ 7→
(∫
Sm(x)µ(dx)
)
m≥0
(2)
is injective; in particular, when restricted to laws of stochastic processes, this shows that S¯1(Law(X)) =
E[Sm(X)] provides a graded description of the law of X as an element in the tensor algebra T
1(Rd) in
complete analogy to the classical moment map for vector valued data. Using that M (I → E) is again a
Banach space whenever E is, allows one to iterate the expected signature construction (1) to construct
injections
M (I→ E)
S¯1
−֒→ T1(E),
M (I→M (I→ E))
S¯2
−֒→ T2(E) := T1(T1(E)),
M (I→M (I→M (I→ E)))
S¯3
−֒→ T3(E) := T1(T1(T1(E))).
We refer to these injections as higher rank expected signatures. Again informally speaking, in the same
way that one can think aboutT1(E) as the space of non-commutative polynomials, the spaceT2(E) can be
thought of as polynomials of polynomials, etc.; and indeed these are classic free construction in algebra.
Embedding adapted processes. In particular, one can now use this rank r expected signature to inject
the law Law(Xˆ r) of the rank r prediction process Xˆ r into Tr(V ), since
Law(Xˆ0) ∈M (I→V ), (3)
Law(Xˆ1) ∈M (I→M (I→V )),
Law(Xˆ3) ∈M (I→M (I→M (I→V ))),
etc. Our main result is that
(X,Y) 7→ ‖S¯r(Law(Xˆ
r))− S¯r(Law(Xˆ
r))‖Tr(V )
locally metrizes the adapted topology of rank r. For r = 0, this result was known previously [CO18]
and shows that the expected signature metrizes weak convergence; for r = 1 this yields an additional
(semi-)metric to other (semi-)metrics such as nested Wasserstein distance [BVBBE19]; but for r > 1 this
seems to be the first metrization of any adapted higher rank topology1. Moreover, the above construction
delivers much more than a metric, namely an embedding
X 7→ (S¯r(Law(Xˆ
r)))r≥0 ∈ ∏
r≥0
Tr(V )
that characterizes the adapted processX in a hierarchical manner analogous to how the classical moments
of a vector-valued random variable capture the law of this random variable. In statistical learning, such
embeddings are referred to as characteristic feature maps and have many applications such as hypothesis
testing, classification, regression, etc. The maps S¯r(Law(Xˆ
r)), and the metric (1), are also constructed
explicitly so in principle these quantities are computable, although a detailed study of computational
complexity and estimator guarantees is beyond the scope of this article.
1However, we draw attention to forthcoming work of G. Pammer et al.
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1.1 Outline and Notation.
The rest of the paper is laid out as follows:
• Section 2 recalls Hoover–Keisler’s adapted functionals and higher rank adapted topologies.
• Section 3 introduces the signature and expected signature of rank r ≥ 1 and higher rank paths.
• Section 4 describes how to lift an adapted stochastic process into a higher rank path and contains
our main results.
• Section 5 provides a summary and an outlook.
Appendix A contains details for Example 1.2 and Appendix B contains some details on the construction
of higher rank tensor algebras.
Symbol Meaning Page
Adapted processes
E a separable Banach space 4
U a topological space 2
S (U) the set of adapted stochastic processes inU 2
Ω an adapted probability space Ω = (Ω,P,(Ft)) 6
X= (Ω,X) ∈S (U) an adapted process on the stochastic base Ω 1
M (U) Borel measures onU 3
P(U) Borel probability measures onU 3
I A finite index set 1(
I→U
)
the space of paths inU indexed by I 1
The adapted topology of rank r
AF adapted functionals, f (X) is a real-valued random variable 2
AFr = { f ∈ AF | rank( f )≤ r} adapted functionals with rank less than r 3
X≡r Y X and Y have the same adapted distributions up to rank r 7
Higher rank (expected) signature
Ur the space of rank r paths with state spaceU 9
Mr(U) the space of rank r Borel measures onU 12
Pr(U) the space of rank r Borel probability measures onU 12
Xˆr the rank r-prediction process Xˆrt := P(Xˆ
r−1 ∈ ·|Ft) of X ∈S 3
Sr the rank r signature map 10
S¯r the rank r expected signature map 12
X¯r the rank r conditional expected signature X¯rt := E[X¯
r−1|Ft ] 13
dr(X,Y) the rank r adapted signature distance between X and Y 16
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2 The adapted topology of rank r
Following Hoover–Keisler, but using slightly different notation than in [HK84], we introduce the set
S (U) of all adapted stochastic processes that evolve in discrete time in some topological space U . We
then recall adapted functionals, and use this to define the adapted topology of rank r on S (U).
Definition 1. Denote by I = {0,1, . . . ,T}. An adapted probability space is a triple Ω = (Ω,P,(F )t∈I)
consisting of a sample space Ω, a probability measure P, and a filtration (Ft )t∈I .
An adapted stochastic processX= (Ω,X) with state spaceU consists of an adapted probability space
Ω and a map X : Ω× I→U such that Xt is Ft -measurable for each t ∈ I. Denote with S (U) the space
of adapted stochastic processes that evolve in discrete time I in a state space U,
S (U) = {X |X is an adapted stochastic process indexed by I that evolves in U}.
We also set Law(X) := P ◦X for X = (Ω,P,(F )t∈I ,X) and with the usual slight abuse of notation we
use the same symbol E for the expectation although the elements of S (U) can be supported on different
adapted probability spaces.
As recalled in the introduction, a natural way to define a topology on S (U) is by specifying some set
of functionals F and requiring that
Xn → X if E[ f (Xn)]→ E[ f (X)] for all f ∈F .
By choosing the set to be
{ f | f (X) = g(Xt1 , . . . ,Xtn), g ∈Cb(U
n,R), (t1, . . . , tn) ∈ I
n}
one recovers classical weak convergence. In view of the above examples, it is natural to construct a wider
class of functionals by using the conditional expectation in order to capture some of the structure from
the filtration. This is leads to the following definition
Definition 2. We define a set of maps AF from S (U) into the set of real-valued random variables
inductively
1. if t1, . . . , tn ∈ I and f ∈Cb(U
n,R), then X 7→ f (X(t1), . . . ,X(tn)) ∈AF,
2. if f1, . . . , fn ∈ AF and f ∈Cb(R
n,R), then X 7→ f ( f1(X), . . . , fn(X)) ∈AF,
3. if f ∈AF and t ∈ I then X 7→ E[ f (X)|Ft ] ∈AF.
We refer to the elements of AF as adapted functionals2.
Intuitively, the functionals in AF expose more of the structure hidden in the filtration the more times
the conditional expectation is iterated. Indeed, Figure 1 shows two processes that can’t be distinguished
without at least on iteration, and in Example 1.2, two is required. With this in mind, we define the rank
of an adapted functional f ∈ AF as the number of times the conditional expectation is iterated in the
construction of f , which gives AF a natural grading. More formally,
Definition 3. Define rank : AF→N∪{0} as
1. rank( f ) = 0 if f (X) = g(Xt1 , . . . ,Xtn) for g ∈Cb(U
n,R)
2. rank( f ) =max(rank( f1), . . . , rank( fn)) if f (X) = g( f1(X), . . . , fn(X)), g ∈Cb(R
n,R), f1, . . . , fn ∈
AF,
2In [HK84] AF are called conditional processes.
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3. rank( f ) = rank(g)+ 1 if f (X) = E[g(X)|Ft ] for g ∈ AF.
We call
AFr := { f ∈AF| rank( f ) ≤ r}
the set of adapted functionals of rank less than r.
The following definition is then natural,
Definition 4. We say that two adapted stochastic processes X,Y ∈S (U) have the same adapted distri-
bution up to rank r (denoted X≡r Y) if
E[ f (X)] = E[ f (Y)] ∀ f ∈ AFr.
The adapted topology (of rank r) on S (U) is the topology in which a sequence (Xn)⊂S (U) converges
to X if
lim
n→∞
E[ f (Xn)] = E[ f (X)] ∀ f ∈ AFr.
As we will see in Section 4, the relation X ≡r Y is closed related to the rank r prediction processes
associated to X and Y, which generalizes the notion of prediction processes (corresponding to the case
r = 1) introduced in [Ald81].
Definition 5. Let X = (Ω,X) ∈ S (E). The adapted stochastic processes (Xˆr)r≥0 ⊆ S (E) of X are
defined as Xˆr = (Ω, Xˆ r) with Xˆ r given inductively as
Xˆ0 := X and Xˆ r+1 := (P(Xˆ r ∈ ·|Ft))t∈I .
We call Xˆr the rank r prediction process of X.
3 Signatures and expected signatures of higher rank
The maps that send vectors x ∈ Rd to monomials (xi1 · · ·xim)1≤i1,...,im≤d can be used to approximate con-
tinuous functions by linear combinations of such monomials, and the laws of (bounded) random vectors
X are characterized by the expectation of them
(E[X i1 · · ·X im ])1≤i1,...,im≤d.
In fact, something stronger is true, namely the following characterization of weak convergence: a se-
quence of random variables (Xn) in R
d converges weakly to a bounded random variable X if and only
if
E[X i1n · · ·X
im
n ]→ E[X
i1 · · ·X im ] for every i1, . . . , im ∈ {1, . . . ,d}. (4)
3.1 Tensors and exponentials
Using tensor provides a more concise, coordinate-free way of expressing relations such as (3) that will
become useful when we follow such an approach on path space.
Definition 6. Let E be a Banach space. Define the exponential map
exp : E 7→ ∏
m≥0
E⊗m, v 7→
(
v⊗m
m!
)
.
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Applied with E = Rd and spelled out in coordinates, the above exponential map becomes the usual
moment map,
x= (xi)i=1,...,d ∈ R
d 7→ (x⊗m)≃ (xi1 · · ·xim)1≤i1,...,im≤d .
On compact sets K ⊆ Rd continuous functions f : K → R are linearized by factoring through exp,
f (x)≈ 〈ℓ,exp(x)〉,
and applied to a random variable X in Rd we get all the cross-moments of X ,
E[expX ] = (E[
1
m!
X⊗m])m≥0 ∈ ∏
m≥0
(Rd)⊗m. (5)
The weak convergence (Xn) to X is then characterized as convergence of the expected exponential map
Proposition 1. Let (Xn) be a sequence of random variables that take values in a compact subsetK ⊂R
d .
Then Xn converges weakly to a random variable X if and only if
E[expXn]→ E[expX ]
where convergence on ∏m≥0(R
d)⊗m is defined as convergence on each degree (Rd)⊗m.
Proof. The assumption of compact support implies tightness, hence the statement follows by Prohorov’s
theorem if one shows that if (Xn) converges weakly along a subsequence to Y , then Y equals X in law.
But if Xnk → Y weakly as k→ ∞, then by assumption limkE[p(Xnk)] = E[p(Y )] for any polynomial p.
The assumption also implies that limnE[p(Xn)] = E[p(X)], hence
E[p(X)] = E[p(Y )]
for any polynomial p. Since polynomials are dense inC(K ,R), this implies that Law(X) = Law(Y ).
3.2 Signatures as non-commutative exponentials
To apply a similar reasoning to paths in E rather than elements of E , one needs more than the exponential
map exp, as to take the order of events in a path into account as time progresses. The linear space of
tensors, ∏m≥0E
⊗m, carries a natural non-commutative product, defined for s = (sm)m≥0, t = (tm)m≥0 ∈
∏m≥0E
⊗m as
s · t = (
m
∑
i=0
sitm−i)m≥0 ∈ ∏
m≥0
E⊗m. (6)
To account of the order of time, we now simply lift the increment of a path x(t+ 1)− x(t) at time t into
∏m≥0E
⊗m via exp, and then we use the multiplication (3.2) to “stitch them together”. One would expect
that the non-commutativity of the product would capture the ordered structure of a path. This yields the
definition of the (discrete time) signature,
Definition 7. Let E be a Banach space and I = {0,1, . . . ,T}. The signature map (of rank 1) on
(
I→ E
)
is defined as
S : (I→ E
)
→ ∏
m≥0
E⊗m, x 7→∏
t∈I
exp∆tx.
where E := R⊕E, ∆0x= (1,x(0)) and ∆tx= (1,x(t)− x(t− 1)) ∈ E.
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Remark 1. Since we are not only interested in the order of events (“the path decreases before it in-
creases”) but also the precise time at which events occur (“at time t it decreases, at t+ 1 it increases”),
we add a “zeroth” coordinate that incorporates time as part of the path.
When |I| = 1 then above recovers the classical exponential, exp(x) = S(x). With slight abuse of
notation, we use the same symbol S for signature maps on different Banach spaces E (the domain will
always be clear from context).
Proposition 2. [Che58, Theorem 1] The map S :
(
I→ E
)
→∏m≥0E
⊗m is injective.
Definition 8. Let E and I be as in Definition 7. The expected signature map (of rank 1) on M (I→ E) is
defined as
S¯ : M (I→ E)→ ∏
m≥0
E⊗m, µ 7→
∫
x∈EI
S(x)µ(dx).
Proposition 3. [Fli76, Corollary 4.9] Let K ⊆ E be compact, then the family of functions
F = {x 7→ 〈S(x), f 〉 : f ∈
⊕
m≥0
(E⊗m)⋆} ⊆ C(I→K ,R)
is dense in C(I→K ,R) with the uniform norm.
Corollary 1. Let K ⊆ E be compact, then the map S¯ : M (I→K )→∏m≥0E
⊗m is injective.
Proof. If µ ,ν ∈M (I→K ) are such that S¯(µ)= S¯(ν), then 〈S¯(µ), f 〉= 〈S¯(ν), f 〉 for any f ∈
⊕
m≥0(E
⋆)⊗m
so by Proposition 3 it holds that µ(F) = ν(F) for any F ∈ C(I→K ,R), hence µ = ν .
Remark 2. Everything in this section is classic: our discrete signature coincides with Chen’s [Che54] it-
erated integral signature, that is S(x)m =
∫
dxLt1⊗·· ·⊗dx
L
tm
where x : [0,T ]→E denotes the path given by
linear interpolation of {(t,x(t)) : t ∈ I}. Usually, signatures are defined without the time–coordinate and
only capture the path up to re-parametrization, but the adapted topologies depend on the parametriza-
tion so it’s natural to include. Nevertheless, the results in the following sections can be easily adapted
without the additional time-coordinate and it might be interesting to study the resulting adapted topol-
ogy for equivalence classes of un-parametrized paths; see [CO18] for a discussion for the case of weak
convergence, r = 0.
3.3 Paths and signatures of higher rank
Definition 9. Let (Ir)r≥1 be a sequence of finite ordered sets andU a topological space. Let U0 :=U and
define (Ur)r≥0 inductively,
Ur :=
(
Ir →Ur−1
)
We refer to an element of Ur as a path of rank r in the state space U
Explicitly, these spaces can be unravelled as
Ur = (Ir → (Ir−1 → ··· (I2 → (I1 →U)︸ ︷︷ ︸
U1
)
︸ ︷︷ ︸
U2
· · · )
︸ ︷︷ ︸
Ur−1
)
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Vr︷ ︸︸ ︷(
Ir →Vr−1
)
Ir → T
r−1(V ) Tr(V )
Sr−1
S
Sr
Figure 2: The inductive definition of Sr. By extending the map Sr−1 to a map Vr → (Ir → T
r−1(V )), the
signature S can be applied to it to form Sr :Vr → T
r(V ).
and a rank 1 paths coincides with the usual definition of a path from I1 into U . Evaluating a rank r path
yields a rank r−1 path in the same state space, that is for x ∈Ur, x(tr) ∈Ur−1 for every tr ∈ Ir. Any rank
r path in the state spaceU is a rank 1 path in the state spaceUr−1.
The discrete signature of Definition 7 injects any path evolving in a linear space V into the tensor
algebra T1(V ) := ∏m≥0V
⊗m. As T1(V ) is a linear space, one may apply the signature iteratively, starting
from the innermost bracket in 3.3, and inject the path evolving in the linear space T1(V ) into the tensor
algebra over the space, and so on. Schematically,
Vr = (Ir → (Ir−1 → ··· (I2 → (I1 →V )︸ ︷︷ ︸
V1 →֒T
1(V )
)
︸ ︷︷ ︸
V2 →֒T
2(V )
· · ·)
︸ ︷︷ ︸
Vr−1 →֒T
r−1(V )
).
Informally(!), the definition of higher rank tensor algebra Tr+1(V ) should be inductively
Tr+1(V ) = ∏
m≥0
(Tr(V ))⊗m
with T1(V ) = ∏m≥0V
⊗m. However, this constructing results in spaces that are too big if one also wants
to lift a norm from V to Tr(V ). The actual definition of Tr(V ) as an appropriate subspace Tr+1(V ) ⊂
∏m≥0(T
r(V ))⊗m is somewhat more technical and is outlined in Appendix B. The only thing one needs in
the sequel is that Tr(V ) is a Banach space where the iterated signatures take their values.
Definition 10. Let V be a Banach space. Define the family of maps (Sr)r≥1,
Sr :Vr → T
r(V )
inductively by setting S1 = S and
Sr(x) := S(x
⋆Sr−1),
where x⋆Sr−1 denotes the pullback
3 of Sr−1 by x. We call Sr the signature map of rank r.
Sr maps a path of rank r with state space V to an element of T
r(V ). In our applications, we only use
the case I = I1 = · · ·= Ir but the above definition with potentially different index sets makes the notation
more intuitive; it is instructive to go through the first iterations of r.
3that is (x⋆ Sr−1)(t) := Sr−1(x(t)) using that x ∈Vr and x(t) ∈Vr−1.
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Example 3.1.
• For r = 1, we are given a (rank 1) path x : I1 → V, and S1(x) is by definition the signature of x,
S1(x) ∈ T
1(V ) ⊆ ∏m≥0V
⊗m. That is, S1 maps rank 1 paths in the state space V to elements of
T1(V ).
• For r = 2, we are given a rank 2 path x in the state space V , x : I2 → (I1→V ). The evaluation of x
at any t2 ∈ I2 yields a rank 1 path in the state space V
x(t2) : I1→V, t1 7→ x(t2)(t1).
Since S1 maps a rank 1 path in the state space V to an element of T
1(V ), the pullback of S1 by x
⋆
equals
x⋆ S1 : I2 → T
1(V ), t2 7→ S1(x(t2)).
By definition, S2(x) is the signature of this rank 1 path, x
⋆ S1, that evolves in the state space T
1(V ),
S2(x) = S(x
⋆ S1),
and therefore S2(x) ∈ T
2(V )⊆∏m≥0T
1(V )
⊗m
. That is, S2 maps rank 2 paths in the state space V
to elements of T1(V ).
• For r = 3, we are given a rank 3 path x in the state space V , x : I3 → (I2 → (I1 → V )). The
evaluation of x at any t3 ∈ I3 yields a rank 2 path in the state space V
x(t3) : I2 → (I1 →V ), t2 7→ x(t3)(t2).
Since S2 maps a rank 2 path in the state space V to an element of T
2(V ), the pullback of S2 by x
⋆
equals
x⋆S2 : I3 → T2, t3 7→ S2(x(t3)).
By definition, S3(x) is the signature of this rank 1 path, x
⋆ S2, that evolves in the state space T
2(V ),
S3(x) = S(x
⋆ S2),
and therefore S3(x) ∈ T
3(V ) ⊆∏m≥0(T
2(V ))⊗m. That is, S3 maps rank 3 paths in the state space
V to elements of T3(V ).
Proposition 4. The map Sr :Vr → T
r(V ) is injective.
Proof. Follows by iterating Proposition 2.
3.4 Measures and expected signatures of higher rank
Ultimately, we are interested in the Borel probability measuresP(E) supported on subsets of a separable
Banach space E which live in a subset of the Borel measures M (E). But unlike M (E), the set of
probability measures is a cone and not a linear space so in order to extend the definition of the tensor
algebra it makes sense to work with the vector space of all Borel measures on E , which is a Polish space
when equipped with the topology of weak convergence.
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Definition 11. Let I1, . . . , Ir be finite ordered sets andU a topological space. Define M0 = P0 :=U and
Mr(U) := M
(
Ir →Mr−1(U)
)
, Pr(U) := P
(
Ir →Pr−1(U)
)
We refer to an element of Mr(U) as a rank r measure on U and an element of Pr(U) as a rank r
probability measure on U.
Explicitly, these spaces can be written as
Mr(U) = M (Ir →M (Ir−1 → ···M (I2 →M (I1→U)) · · · )). (7)
It is worth pointing out that Mr(U) is significantly bigger than M (Ur); in fact the latter embeds into the
former by taking the r−1 innermost measures in the parenthesis in (3.4) to be Dirac measures. Analogous
to how we iterated signature maps and tensor algebras in the previous section, we now construct expected
signatures to provide an injection Mr(V ) →֒ T
r(V ).
Definition 12. Let V be a Banach space. Define the family of maps (S¯r)r≥1 inductively by setting S¯0 :=
IdV and
S¯r : Mr(V )→ T
r(V ), µ 7→
∫
S(x⋆S¯r−1)µ(dx),
where x⋆S¯r−1 denotes the pullback of S¯r−1 by x. We call S¯r the expected signature map of rank r.
Proposition 5. Let K ⊆V be compact, then the restricted map S¯r : Pr(K )→ T
r(V ) is injective.
Proof. If r = 1, then this follows from Corollary 1. Suppose that S¯r−1 is injective on Pr−1 for some
r ≥ 2 and let µ be an element of Pr(K ) = P(I→Pr−1(K )). Let Z
r−1 be a stochastic process with
values in Pr−1(K ) and law µ , then it holds that
S¯r(µ) = EZ∼µ [S◦S¯r−1(Z
r−1)]. (8)
Since the space of probability measures on a compact set is compact with the topology of weak conver-
gence, the space Pr−1(K ) is compact by induction. Since S¯r−1 is continuous, the set {S¯r−1(Z
r−1) :
Zr−1 ∈Pr−1(K )} is compact. Now the assertion follows by Corollary 1 and Equation (3.4).
It is instructive to run through a few iterations of S¯r when restricted to the domain of (higher rank)
probability measures to see the analogy with the classical expected signature map.
Example 3.2. Since one can always assume that the process X = (Xt)t∈I is the canonical coordinate pro-
cess defined on the probability space
(
(I→Mr−1(V )),µ
)
, we may also write S¯r(µ) = Eµ [S ◦ S¯r−1(X)].
• If r = 1, then for any probability measure µ ∈ M1(V ) = M (I → V ), the mapping S¯1(µ) =
EX∼µ [S(X)] is the expected signature of the discrete–time stochastic process X = (Xt)t∈I with law
µ .
• If r = 2, then for any probability measure µ ∈ M2(V ) = M
(
I → M1(V )
)
, fix some stochastic
process X = (Xt)t∈I with values in M1(V ) and law µ . For any t ∈ I, X
⋆S¯1(t) = S¯1(X(t)) is the
expected signature of X(t); and hence X⋆S¯1 can be thought of as a stochastic process taking values
in the vector space T1(V ) and we may compute its expected signature.
For a particular example of this, if Z = (Zt)t∈I is a discrete–time process taking values in V defined
on some stochastic basis (Ω,(Ft ),P), then Xt := P[Z ∈ ·|Ft ] is a regular conditional distribution
of Z given Ft . Let µ = L (X) be the law of the measure-valued process X, then
S¯2(µ) = E[S(t 7→ E[S(s 7→ Zs)|Ft ])].
We will give a complete description of S¯r for this special case in the next section.
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4 The adapted topology and higher rank signatures
Classical Weak convergence is determined by the class of continuous bounded functionals of random
variables. The denseness of monomials in this class together with a duality of continuous bounded func-
tions with the space of signed measures gives a natural distance to metrize weak convergence. Section 3
introduced rank r stochastic processes and showed that the rank r (expected) signature is a natural re-
placement for the monomial map when one studies higher-rank processes. Since the class AFr of adapted
functionals of rank r can be thought of as the natural class of functionals of a rank r stochastic process,
one can hope that the rank r-expected signature yields a distance that induces this topology. Building on
the results of the previous sections we now show that this is indeed true, Theorem 1 and Theorem 2.
4.1 Higher rank prediction processes
Let X= (Ω,X) ∈S (K ), where K ⊆ E . By Definition 5, the rank r prediction process Xˆr of X evolves
in the state space Pr(K ), that is for t ∈ I,ω ∈Ω
Xˆ0t (ω) = Xt(ω) ∈P0(K ) = K ,
Xˆ1t (ω) ∈P1(K ) = P(I→K ),
Xˆ2t (ω) ∈P2(K ) = P(I→P(I→K )).
Moreover, Law(Xˆr−1)(K ) ∈Pr(K ) = P(I→Pr−1(K )). We know from Proposition 5 that the rank
r expected signature S¯r injects Pr(K ) into the linear space T
r(E), hence
Law(Xˆr−1) = Law(Yˆr−1) iff S¯r(Law(Xˆ
r−1)) = S¯r(Law(Yˆ
r−1)).
This is very useful since it turns an abstract equivalence into an equivalence in a graded and normed linear
space. In particular,
dr(X,Y) := ‖S¯r+1(Law(Xˆ
r))− S¯r+1(Law(Yˆ
r))‖Tr+1(E)
metrizes the rank r prediction processes and is thus a natural candidate to specify a topology on S (K ),
see subsection 4.3 below.
4.2 Higher rank conditional signature process.
The domain of S¯r is all of Mr(K ) but when restricted to the laws of prediction processes, the additional
structure yields the following useful interpretation; e.g. for r = 1 and t ∈ I,
S¯1(Xˆ
1
t ) =
∫
S(x)P[X ∈ dx|Ft ] = E[S(X)|Ft ] (9)
By taking the expectation we recover the classical expected signature,
ES¯1(Xˆ
1
t ) = E[S(X)]. (10)
This motivates the following definition
Definition 13. Let X = (Ω,(Ft ),P,X) ∈ S (K ). We define a family of adapted processes (X¯
r)r≥0 ⊂
S (K ) by X¯r = (Ω,F ,P, X¯ r) with X¯ r given inductively as
X¯ r+1t := E[S(X¯
r)|Ft ]
and X¯0t = Xt . We call X¯
r the rank r conditional signature process of X.
13
Proposition 6. For every r ≥ 1 and X ∈S (K ) it holds that
S¯r(Xˆ
r
t ) = X¯
r
t ∀t ∈ I. (11)
In particular, S¯r(Law(Xˆ
r−1)) = EX¯rt .
Proof. The second claim follows immediately from (6) since
EX¯rt = ES¯r(Xˆ
r
t ) = E
∫
S¯r(x)P[Xˆ
r−1 ∈ dx|Ft ] =
∫
S¯r(x)P[Xˆ
r−1 ∈ dx] = S¯r(Law(Xˆ
r−1)).
For the proof of (6) we proceed by induction over r≥ 1. The starting case, r= 1, is given in (4.2) and (4.2).
For the induction step, assume that (6) holds true for some r ≥ 1. We denote with µr the measure
µr = P(Xˆ
r ∈ ·|Ft).
By definition of S¯r+1 we see that
S¯r+1(Xˆ
r+1
t ) =
∫
S(x⋆S¯r)µr(dx) = E[S(s 7→ S¯r(Xˆ
r
s ))|Ft ] = E[S(s 7→ X¯
r
s)|Ft ]
where we used the induction hypothesis, S¯r(Xˆ
r
s ) = X
r
s in the last step.
4.3 Embedding and metrizing adapted topologies
Theorem 1. Let X,Y ∈S (E). For every r ≥ 0 the following are equivalent,
1. X≡r Y,
2. Law(Xˆr) = Law(Yˆr),
3. Law(Xˆ0, . . . , Xˆr) = Law(Yˆ0, . . . , Yˆr).
Moreover, if X,Y ∈S (K ) for some compact K ⊆ E, then the following is also equivalent to the above:
4. EX¯r+10 = EY¯
r+1
0 .
We prepare the proof of Theorem 1 with a Lemma.
Lemma 1. For every r ≥ 0 and every Borel set B ⊆ (I → Mr), there exists a sequence of uniformly
bounded adapted functionals fk ∈ AFr such that 1B ◦ Xˆ
r = limk→∞ fk(X) in probability.
Proof of Lemma 1. If r = 0, then since E is a Polish space and Xˆ0 = X , the claim holds due to Urysohn’s
lemma and Dynkin’s lemma.
Now consider the case r ≥ 2. Since AFr is an algebra, by Dynkin’s lemma it suffices to consider the
case B= B0× . . .×BT , where each Bi is a Borel set of (I→Mr−1(E)). Hence we have
1B ◦ Xˆ
r = 1B0 ◦ Xˆ
r
0× . . .× 1BT ◦ Xˆ
r
T .
Furthermore, since M (I→Mr−1(E)) carries the Borel σ–algebra generated by the sets of the form
e−1U (J) := {µ ∈M (I→Mr−1(E)) : eU(µ) := µ(U) ∈ J},
U Borel set in (I→Mr−1(E)), J ⊆ I,
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we may use Dynkin’s lemma again and assume that Bi = e
−1
Ui
(Ji) for some Borel setUi in (I→Mr−1(E))
and some J ⊆ I. Now, using that Xˆrt = P(Xˆ
r−1 ∈ ·|Ft ), it holds that for all t,
1Bt ◦ Xˆ
r
t = 1Jt ◦E[1Un ◦ Xˆ
r−1|Ft ].
By the induction hypothesis, we have
1Un ◦ Xˆ
r−1 = lim
k→∞
f nk (X),
where every f nk is of rank at most r− 1 and is uniformly bounded, so every E[ f
n
k (X)|Ft ] is of rank at
most r. Now we choose a sequence of uniformly bounded continuous functions (ϕk)k≥1 (say, uniformly
bounded by 1) which approximates 1J0× . . .×1JI pointwise, so that 1B ◦ Xˆ
r = lim j→∞ ϕ j(Xˆ
r
0, . . . , Xˆ
r
T ) a.s.
(up to taking a subsequence if necessary). From the above observations we see that for each j,
ϕ j(Xˆ
r
0, . . . , Xˆ
r
T ) = lim
k→∞
ϕ j((E[ f
n
k (X)|Ft ])t∈I),
where everyϕ j((E[ f
n
k (X)|Ft ])t∈I) is by definition an adapted functional of rank at most r. This shows that
we can find a sequence of adapted functionals ( fk)k≥1 of rank at most r, such that 1B ◦ Xˆ
r = limk→∞ fk(X)
in probability.
Proof of Theorem 1. 1 =⇒ 2. Using Lemma 1, it follows by an induction argument that 1B ◦ Xˆ
r =
limk→∞ fk(X) implies that 1B ◦ Yˆ
r = limk→∞ fk(Y). By (1), we have that E[ fk(X)] = E[ fk(Y)] for all
k ≥ 0, so by the dominated convergence theorem
E[1B ◦ Xˆ
r] = E[1B ◦ Yˆ
r] for any Borel set B
i.e. Law(Xˆr) = Law(Yˆr).
2 =⇒ 3. For a Polish space X , let Ma(X )⊂M (X ) be the set of Dirac measures on X {δx : x ∈
X }. Define p : Ma(X )→X by p(δx) := x and note that p is continuous with respect to the subspace
topology on Ma(X ). Define
pi : (I→X )→X , pi(x) = xT for x= (x1, . . . ,xT ) ∈ (I→X ), I = {1, . . . ,T}.
For g : X →X define idX ⊕ g : X →X
2, as (idX ⊕ g)(x) = (x,g(x)). In what follows, although the
underlying space X may vary from line to line, we will use the same notation as above for simplicity.
Since XˆrT = P(Xˆ
r−1 ∈ ·|FT ), we can write
XˆiT = δXˆi−1 ∈Ma(I→Mr−1).
For each r, define
gr : I→Mr, gr = p ◦pi .
Using that gr(Xˆ
r) = Xˆr−1, it follows that for r ≥ 1,
(Xˆr, . . . , Xˆr−s) = (id⊕ gr−s+1)◦ (Xˆ
r, . . . , Xˆr−s+1),
where id is applied to X = M Ir ×·· ·×M
I
1 . Since, id⊕ gr is continuous we can iterate this composition
to build a continuous function G, such that
(Xˆr, . . . , Xˆ0) = G(Xˆr).
As a result, for any bounded continuous function F defined on M Ir × . . .×M
I
0 , we have
E[F(Xˆr, . . . , Xˆ0)] = E[F ◦G(Xˆr)],
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Using 2 and denoting for brevity
E := (I→Mr(X ))×·· ·× (I→M1(X ))
we deduce that
Law(Xˆr) = Law(Yˆr)⇒∀F ∈Cb(E), E[F ◦G(Xˆ
r)] = E[F ◦G(Yˆr)]
⇔∀F ∈Cb(E), E[F(Xˆ
r, . . . , Xˆ0)] = E[F(Yˆr, . . . , Yˆ0)]
⇔ Law(Xˆ0, . . . , Xˆr) = Law(Yˆ0, . . . Yˆr).
3 =⇒ 1. We prove by induction that for any r ≥ 0, and f ∈ AFr, there exists some bounded and Borel
measurable f˜ : (I→Mr(E))→R
f (X) = f˜ (Xˆr).
The case r= 0 is clear since Xˆ0 =X so we can take f˜ = f , which is indeed bounded and Borel measurable.
For the induction step, assume the claim holds up to some r− 1, r ≥ 2. Then given f ∈ AFr−1, there
exists a boundedBorel measurable function f˜ defined on (I→Mr−1(E)) such that f (X) = f˜ (Xˆ
r−1). Now
for every t ∈ I, E[ f (X)|Ft ], is an element of AFr, so by using that f (X) = f˜ (Xˆ
r−1), we get E[ f (X)|Ft ] =
E[ f˜ (Xˆr−1)|Ft ].
On the other hand, since by definition Xˆrt = P(Xˆ
r−1 ∈ ·|Ft) is the regular conditional distribution of
Xˆr−1 given Ft , we also obtain that
E[ f˜ (Xˆr−1)|Ft ] = e f˜ (pit ◦ Xˆ
r),
where pit is the t–th coordinate mapping such that pit ◦ Xˆ
r = Xˆrt , and e f˜ is the evaluation map defined on
Mr(E) = M (I →Mr−1(E)) such that e f˜ (µ) :=
∫
f˜ dµ . Since f˜ is bounded and measurable by [BS78,
Corollary 7.29.1], e f˜ is a bounded measurable function on Mr(E).
In other words, we have now obtained that E[ f X |Ft ] = g(Xˆ
r), where g := e f˜ ◦pit is a boundedmeasur-
able mapping defined onXr. This together with the fact that Xˆ
r−1 can be expressed as a Borel measurable
function composition with Xˆr (see the proof of (2)⇒ (3)) implies that all adapted functionals of rank at
most r still satisfy the above claim, and completes the induction step. Now the implication (3) ⇒ (1)
follows immediately by definition of X≡r Y.
2 ⇐⇒ 4. By Proposition 5, S¯r is injective on Pr(K ) hence the equivalence follows immediately
from Proposition 6 and the fact that Law(Xˆr),Law(Yˆr) ∈Pr+1(K ).
Definition 14. Given X,Y ∈S (K ), we define the rank r signature distance
dr(X,Y) := ‖EX¯
r+1
0 −EY¯
r+1
0 ‖r+1
where ‖·‖r+1 denotes the norm on T
r+1(E) as defined in Definition 17.
Proposition 7. Let (Xk)k≥0,X ∈ S (K ) where K is some compact set K ⊆ E. The following are
equivalent
1. dr(X
k,X)→ 0
2. Xk converges to X in the adapted topology of rank r.
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Proof. (2 ⇒ 1) For any linear function h ∈ Tr(E)⋆, the map X → 〈S(X),h〉 is bounded and continuous
on K , so by construction the map X 7→ 〈X¯r0,h〉 is in CPr for any h ∈ T
r(E)⋆ as it is a composition of
bounded continuous maps and conditional expectation, the latter no more than r times. Fix some ε > 0,
then by the Hahn-Banach Theorem and since K is compact we may pick some h∈ Tr(E)⋆,‖h‖ ≤ 1 such
that
‖EX¯k,r0 −EX¯
r
0‖r ≤ 〈EX¯
k,r
0 −EX¯
r
0,h〉+ ε,
by taking k→ ∞ it follows that ‖EX¯k,r0 −EX¯
r
0‖r → 0.
(1 ⇒ 2) By the same argument as in Proposition 5, the sequence (X¯k,r)k≥0 takes values in some
compact set K r for every r ≥ 1. Define the set
L
r =
{
Y 7→ 〈h,S(Y¯r)〉 |h ∈ tr(E⋆)
}
⊆ AFr.
Assume inductively that L r is dense in AFr with respect to the uniform norm. Pick any f1, . . . , fm ∈AFr
and h1, . . .hm ∈L
n such that | fi(Y)−〈hi,S(Y¯
r)〉|< ε for every Y ∈S (K ), then for any 1≤ j ≤ N
|E[ fi(Y)|F j ]−E[〈hi,S(Y¯
r)〉|F j ]|< ε,
hence
max
1≤i≤m,1≤ j≤N
|E[ fi(Y)|F j]−〈hi, Y¯
r+1
j 〉|< ε.
Now pick any G ∈ C(Rm,R) then by Equation 4.3 and uniform continuity of G on the image of K under
f1 . . . , fm we may write
G(E[ f1(Y)|F j1 ], . . . ,E[ fm(Y)|F jm ]) = G(〈h1, X¯
r+1
j1
〉, . . . ,〈hm, X¯
r+1
jm
〉)+O(ε) = G˜(X¯r+1)+O(ε)
for some G˜ ∈ C(K r+1).
By Proposition 3, there exists some h ∈ tr+1(E⋆) such that G˜(X¯r+1) = 〈h,S(X¯r+1)〉+O(ε). By
definition of AFr+1 this shows the induction step. Since AF0 is the set of bounded continuous functions,
the base case also follows and hence L n is dense in AFr for every r ≥ 0. The assertion follows.
Putting everything together, we can now state our main result.
Theorem 2. For every r ≥ 1 the expected signature map of rank r,
S¯r : S (K )→ T
r(E)
1. Embeds the relation ”≡r ” into the graded Banach space (T
r+1(E),‖.‖r+1), that is
X≡r Y if and only if ES¯r+1(Xˆ
r+1
0 ) = ES¯r+1(Yˆ
r+1
0 ),
2. Metrizes the adapted topology of rank r via the metric dr : S (K )×S (K )→ [0,∞) defined by
dr(X,Y) = ‖ES¯r+1(Xˆ
r+1
0 )−ES¯r+1(Yˆ
r+1
0 )‖r+1
Restricted to r = 0, this shows that we recover that the expected signature can metrize weak conver-
gence [CO18]; restricted to r = 1 this induces Aldous extended weak topology [Ald81]. With r = 1 and
(Ft)0≤t≤T the natural filtration it adds another entry to the list in [BVBBE19] of distances that induce the
same topology.
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Corollary 2. 1. d0 metrizes weak convergence of laws of stochastic processes and ES¯1(Xˆ
1
0) is the
classical expected signature of the stochastic process X.
2. If (Ft )t∈I is the natural filtration, then d1 metrizes the following topologies:
• the topology induced by adapted Wasserstein distance,
• the topology induced by symmetrized-causal Wasserstein distance,
• Hellwig’s information topology,
• Aldous’ extended weak topology,
• the optimal stopping topology.
5 Summary and outlook
Our main result is that the adapted topology of any rank r ≥ 0 can be embedded into a graded Banach
space of tensors and that the adapted signature distance dr of rank r induces the adapted topology of
rank r. For r ≥ 2 the existence of such a distance seems to be new. However, even for r = 1 – which
is known as Aldous’ extended weak topology, resp. Hellwig’s information topology, resp. Pflug–Pichler
nested Wasserstein topology – this approach adds to the existing literature since it covers any filtration,
rather than only the natural filtrations, and S¯1 provides an embedding, not just a distance (a so-called
“characteristic feature map” in terms statistical learning) which allows for applications, such as regression
and many classification methods.
We focus on finite discrete time processes for two reasons: (i) The resulting structures are already
novel and interesting to study in finite discrete time. Some parts of the extensions to continuous time
and rough paths are straightforward but lead to an additional layer of technicalities and would obfuscate
the main points; others are non-trivial and we give some details below. (ii) Most applications and in fact,
much of the recent literature on adapted topologies studies finite discrete time.
Additional to the extension to continuous time and combining with rough paths, we mention below
some directions that seem promising and natural to explore in the future.
Continuous time. Readers familiar with rough path theory will notice that many definitions and results
extend to continuous time and rough paths; e.g. the sums in the discrete higher rank signatures turn
into iterated (rough) integrals and even the equivalence of items 1, 2, and 3 in Theorem 1 follows
with minor modifications of the given proof. However, the main hurdle in going to continuous time
already occurs for r = 1: the prediction process t 7→ Xˆ1t = P(X ∈ ·|Ft) has a priori only càdlàg
trajectories, even if the sample paths of t 7→ Xt are continuous. Without additional assumptions,
this naturally requires structures that appear in càdlàg rough path theory which is still an area of
ongoing research; see for example work of Chevyrev, Friz, and Shekhar [CF19, FS17].
Non-compactness. The compactness assumption can be removed by using the tensor/path normalization
introduced in [CO18] that deals with such cases by working with the so-called strict topology
that is induced by fast enough vanishing functions (as opposed to continuous bounded functions).
Since this leads to another technical overhead (strict topologies and tensor normalization) but no
additional structural insights we did not spell out the details. An interesting related question is an
Arzela–Ascoli like characterization as in [Ede19] for compactness in rank r topologies formulated
in terms of higher rank signatures.
Algorithms. The higher rank signature is build by multiplication of tensors, and higher rank expected
signature combines this with taking conditional expectation at each rank. So at least in principle,
when working in the natural filtration, and given the full conditional density these quantities can
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be computed. However, for an efficient and robust algorithm one should exploit the recursive
structure that exists in two directions (over time and over the rank), e.g. by dynamic programming,
kernelization, etc. For example, for r = 1 the causal Wasserstein distance [PP12] is computed
by dynamic programming, and for r = 0 the signature is kernelized by dynamic programming in
[KO19].
Statistical estimators. When one only has access to the empirical measure of the process, a natural
question is how well the expected signatures and thus the adapted signature distance dr can be
estimated. Informally, the expected signature can be seen as a method of moments and this was
used in [PL11] to estimate parameters of Stochastic differential equations. It it therefore natural to
study higher rank expected signatures as a generalizedmethod of moments – a “method of moments
of moments” – like in [BO19] to obtain statistical estimators with quantitative guarantees, such as
in [BVBBW20] for the case r = 1 and the adapted Wasserstein distance.
Category theory. Key to our approach was to “curry” the adapted functionals AF, iterating the free
tensor algebra construction, and the non-commutative exponential; all of which are elegantly for-
mulated in more abstract category theoretic terms. Similarly, the central object of a measure on a
space of measures leads naturally to a monad as pointed out in [BVBBE19]. It would be interest-
ing to explore if a more radical categorical framing could lead to new insights about higher rank
signatures.
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Figure 3: Two processes X and Y that converge weakly to the same process and such that the difference
between their prediction processes converges weakly to zero, but does not converge in the rank 2 adapted
topology. Before t = 4 they move very little, with steps of order 1/n and at t = 4 they jump to either 1
or 2 with equal probability. As n→ ∞ they both converge weakly to the process that stay at 0 until t = 4
when it jumps to either 1 or 2.
A Details for example 1.2
Consider the Probability space Ω = {1, . . . ,16} equipped with the counting measure and the filtration
F0 = {Ω,∅},
F1 = σ〈{1, . . . ,8},{9, . . . ,16}〉,
F2 = σ〈{1,2,3,4},{5,6,7,8},{9,10,11,12},{13,14,15,16}〉,
F3 = σ〈{1,2},{3,4},{5,6},{7,8},{9,10},{11,12}{13,14},{15,16}〉,
F4 = 2
Ω.
Define the two processes
X0 = X1 = X2 = X3 = 0,X4 :
{
1,2,5,6,9,11,13,15 7→ 1
3,4,7,8,10,12,14,16 7→ 2,
Y0 = Y1 = Y2 = Y3 = 0,Y4 :
{
1,2,5,7,9,10,13,15 7→ 1
3,4,6,8,11,12,14,16 7→ 2,
.
If the above construction looks unnatural the reader is also invited to think of the filtration as being the
natural filtration associated to the processes and that instead of staying at 0 until time 4, they move with
step size of order 1/n in such a way to generate F , as in Figure 3 and 4. Clearly the image measure of X
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Figure 4: For any fixed f ∈ Cb(R), the processes t 7→ E[ f (X4)|Ft ] and t 7→ E[ f (Y4)|Ft ] have the same
distribution, so Xˆ− Yˆ goes to 0 as n→ ∞. The rank 2 prediction processes are not the same however
and Y are the same, so E f (X) = E f (Y ) for any f ∈ R{0,1,2}. Moreover:
E[ f (X4)|F0] = E[ f (X4)|F1] = E[ f (X4)|F2] =
1
2
(
f (1)+ f (2)
)
,
E[ f (X4)|F3] :


{1,2},{5,6} 7→ f (1)
{3,4},{7,8} 7→ f (2),
{9,10},{11,12},{13,14},{15,16} 7→ 1
2
(
f (1)+ f (2)
)
,
E[ f (Y4)|F0] = E[ f (Y4)|F1] = E[ f (Y4)|F2] =
1
2
(
f (1)+ f (2)
)
,
E[ f (Y4)|F3] :


{1,2},{9,10} 7→ f (1)
{3,4},{11,12} 7→ f (2),
{5,6},{7,8},{13,14},{15,16} 7→ 1
2
(
f (1)+ f (2)
)
,
since the image measure of the above processes are the same, E[g(E[ f (X)|F ])] = E[g(E[ f (Y )|F ])] for
any f ,g ∈R{0,1,2} and therefore they have the same prediction process. However, it can bee seen that
E[E[X4|F3]
2|F1] :
{
{1,2,3,4,5,6,7,8} 7→ 5
2
{9,10,11,12,13,14,15,16} 7→ 9
4
,
E[E[Y4|F3]
2|F1] =
19
8
.
Hence the information structure in these processes are different, but this can’t be seen by their prediction
processes alone.
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B Higher rank tensor algebras and their norms
If V is a Banach space with norm ‖·‖, then we want to equip V⊗m with a norm for every m ≥ 1. In
the general case some care is needed and we assume that all norms on tensor products are admissible as
defined below.
Definition 15. We say that ‖ · ‖ is an admissible norm on (V⊗m)m≥1, if:
1. For any permutation σ : {1, . . . ,n}→ {1, . . . ,n}
‖v1⊗·· ·⊗ vn‖= ‖vσ(1)⊗·· ·⊗ vσ(n)‖.
2. For v ∈V⊗n,w ∈V⊗m it holds that
‖v⊗w‖ ≤ ‖v‖ · ‖w‖.
Both projective, and injective norms are admissible. See [Rya02] for more details.
Definition 16. Let V be a normed space. Define the spaces
t0(V ) =V, tr(V ) =
⊕
m≥0
(
tr−1(V )
)⊗m
.
t0(V ) =V, tr(V ) =
⊕
m≥0
(
R⊕ tr−1(V )
)⊗m
.
We use the notation ⊗(r) for the tensor product on t
r−1(V ). This makes
(
tr(V ),+,⊗(r)
)
into a multi-
graded algebra over V .
Using the notation Seq(S) for finite sequences over a set S, we recursively define Seqr(S) := Seq(Seqr−1(S))
with the convention that Seq0(S) = S. We may write down the multi-grading for tr(V ) as follows
t1(V )k :=V
⊗(1)k, tr(V ) =
⊕
k∈Seqr−1(N)
tr(V )k,
where tr(V )k := t
r−1(V )k1 ⊗(r) · · ·⊗(r) t
r−1(V )kl for k= (k1, . . . ,kl) ∈ Seq
r−1(N).
We also use the following recursive definition of the degree for a multi-index
deg.k= deg.k1+ · · ·+ deg.kl , for k= (k1, . . . ,kl) ∈ Seq
r−1(N).
Which allows us to write down a grading for tr(V ) as
tr(V ) =
⊕
k≥0
( ⊕
k∈Seqr−1(N),
deg.k=k
tr(V )k
)
.
See [EFP15, Section 3] for more on t1(V ) and t2(V ).
Definition 17. We make tr(V ) into a normed space with the norm defined inductively as
‖t‖r = ∑
m≥0
‖pimt‖tr−1(V )⊗m
where pim : t
r(V )→
⊕
deg.k=m
tr−1(V )k denotes the projection map onto components of degree k. Define
Tr(E) to be the completion of tr(E) under the norm ‖·‖r. T
r(E) is defined similarly.
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Remark 3. Since the embedding tr(E) →֒ tr+1(E) is an isometric isomorphism onto its image, the same
is true for the embedding Tr(E) →֒ Tr+1(E).
Remark 4. Note that Sr indeed takes values in T
r(E), since by the above Remark 3 it is enough to show
that S1 takes values in T
1(E) which follows from multiplication and addition being continuous and the
exponential series being absolutely convergent.
Example B.1.
• t1(V ) is the standard tensor algebra over V and is graded over Seq0(N) := N by
t1(V ) =
⊕
n≥0
V
⊗(1)n.
• t2(V ) is graded over sequences in N by
t2(V ) =
⊕
n1,...,nk≥0
V⊗(1)n1⊗(2) · · ·⊗(2)V
⊗(1)nk .
• t3(V ) is graded over matrices in N by
t3(V ) =
⊕
n11,...,n
1
k1
≥0
...
n
k2
1 ,...,n
k2
k1
≥0
(
V
⊗(1)n
1
1⊗(2) · · ·⊗(2)V
⊗(1)n
1
k1
)
⊗(3) · · ·⊗(3)
(
V
⊗(1)n
k2
1 ⊗(2) · · ·⊗(2)V
⊗(1)n
k2
k1
)
.
Remark 5. For any ring R and R module M the above construction (disregarding the norm) yields a
sequence of R algebras
M ⊆ t1(M)⊆ t2(M) ⊆ ·· · .
This sequence is characterized by the following universal property which follows from the universal prop-
erty of the tensor algebra:
For any R module N, r ≥ 0 and R-module homomorphism ϕ : tr(M)→ N there exists a unique R-algebra
homomorphism Φ : tr+1(M)→ N such that ϕ = Φ◦ ι where ι is the inclusion map tr(M) →֒ tr+1(M).
Example B.2. For a concrete example of this, if V is some vector space over R and X is a bounded
random variable on V , then its associated moment map is the linear map
µX : t
1(V )→ R, µX(ei1 · · ·eik) = E(Xi1 · · ·Xik)
which induces the algebra homomorphism µ⋆X : t
2(V )→ R. The reader familiar with cumulants might
note that the cumulants of X can then be described as linear functions of µ⋆X . For example
κ(X1,X2,X3) = E(X1X2X3)−E(X1)E(X2X3)−E(X2)E(X1X3)−E(X3)E(X1X2)+ 2E(X1)E(X2)E(X3)
= µ⋆X(e1e2e3)− µ
⋆
X(e1⊗(2) e2e3)− µ
⋆
X(e2⊗(2) e1e3)− µ
⋆
X(e3⊗(2) e1e2)+ 2µ
⋆
X(e1⊗(2) e2⊗(2) e3)
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