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Abstrak 
Tujuan diturunkannya Al-Qur’an adalah sebagai petunjuk hidup bagi umat manusia. Al-Qu’an memiliki 
kandungan makna dan hikmah disetiap ayatnya. Didalam Al-Qur’an terdapat ayat-ayat yang memiliki 
makna yang tersirat. Al-Qur’an mengandung beberapa topik yang antar surat Al-Qur’an dapat memiliki 
kemiripan topik dengan surat Al-Qur’an yang lainnya. Pada penelitian ini, dilakukan implementasi metode 
Support Vector Machine dan Word2vec pada terjemahan ayat Al-Qur’an berbahasa Inggris yang digunakan 
untuk pengklasifikasian berdasarkan topik. Kategori topik Al-Qur’an yang digunakan pada penelitian ini 
dibagi menjadi tiga yaitu perintah, larangan, dan lainnya. Dokumen tersebut diubah kedalam bentuk 
vektor dengan tf-idf weighting dan Word2vec. Vektor-vektor kata tersebut dipemetakan berdasarkan nilai 
kedekatan vektor antar kata pada dokumen. Selanjutnya metode Support Vector Machine digunakan untuk 
mengklasifikasikan topik Al-Qur’an dengan memberikan hyperplane pada tiap kategori. Hasil pengujian 
dari penelitian ini menunjukkan bahwa penerapan Word2vec dan Support Vector Machine mendapatkan 
nilai akurasi tertinggi sebesar 0.64 dengan jumlah data training sebesar 70% dari keseluruhan dataset. 
 
 
Kata kunci : Topik Al-Qur’an, Klasifikasi, Support Vector Machine, Word2vec 
 
Abstract 
The purpose of the Qur'an is as a guide for human’s life. Al-Qu’an has meaning and wisdom in every verse. 
In the Qur'an there are verses that have implied meaning. Al-Qur’an contains several topics which among 
the Surahs of the Qur'an can have a similarity to the topic of other Al-Qur’an's surah. In this research, the 
implementation of the Support Vector Machine and Word2vec method is used to classify based on topics in 
the English translation of Al-Qur’an verses. The used topic categories in this study are divided into three 
namely commands, prohibitions, and others. The document is converted into vector with tf-idf weighting 
and Word2vec. Then the word vectors are mapped based on the value of the proximity of the vectors between 
words in the document. Then Support Vector Machine method is used to classify the topic of the Qur'an by 
giving hyperplane in each category. The test results of this study showed that the implementation of 
Word2vec and Support Vector Machine has the highest accuracy results of 0.64 with the amount of training 
data is 70% of the entire dataset. 
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1. Pendahuluan 
 
Latar Belakang 
Al-Qur’an merupakan kitab suci yang diturunkan Allah SWT kepada Nabi Muhammad SAW, yang mana 
merupakan salah satu mukjizat yang dimiliki oleh Nabi Muhammad SAW. Tujuan diturunkannya Al-Qur’an 
adalah sebagai petunjuk hidup bagi umat manusia. Membaca, memahami, dan mengamalkan Al-Qur’an pun 
bernilai ibadah, tak seperti membaca tulisan arab lainnya maupun hadist sekalipun. Al-Qur’an memiliki total 30 
juz, 114 surah, dan 6236 ayat[1]. Al-Qu’an memiliki kandungan makna dan hikmah disetiap ayatnya. Didalam Al-
Qur’an terdapat ayat-ayat yang memiliki makna yang tersirat[2]. Sehingga dalam memahami Al-Qur’an 
diperlukannya tafsir Al-Qur’an untuk mengkaji dan mengetahui makna yang terkandung pada ayat-ayat Al-
Qur’an[2]. Selain itu dengan sejumlah ayat AlQur’an yang banyak tersebut, mengandung beberapa topik yang 
antar surat AlQur’an dapat memiliki kemiripan topik dengan surat Al-Qur’an yang lainnya. Dengan permasalahan 
tersebut dilakukan klasifikasi dengan penerapan metode Support Vector machinel (SVM) dan metode Word2vec.  
Word Embedding merupakan teknik yang merepresentasikan sebuah kata menjadi sebuah vector atau array 
yang terdiri dari kumpulan angka. Metode Word Embbeding diperkenalkan pertama kali oleh Bengio et all [3]. 
Dua belas tahun sebelum Mikolov mempublikasikan penelitiannya, pada peneletian tersebut menjelaskan tentang 
konsep yang disebut sebagai “learning a distributed representation for word”. Kemudian pada tahun 2008, Ronan 
dan Jason [4] memperkenalkan konsep pre-trained model dan menunjukkan hasil yang memuaskan, bahwa 
pendekatan dengan konsep pre-trained model tersebut sangat cocok diterapkan pada permasalahan NLP. Konsep 
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pre-trainned model tersebutlah yang digunakan Mikolov ketika menghasilkan sebuah pre-trained model yang 
diberi nama Word2vec[5].  
Word2vec merupakan metode terbaru Vector Space Model yang biasa digunakan untuk mengolah data 
masukan dalam jumlah besar dengan model prediktif yang sangat efisien untuk mempelajari pola dari data 
mentah[6]. Dengan representasi vector metode bekerja dengan cara memetakan kata-kata dalam ruang vektor 
kontinu, dimana metode Word2vec akan memproses kata-kata yang serupa secara semantic dan dipetakan dalam 
ruang vektor yang berdekatan[7]. Sedangkan metode SVM digunakan untuk mengklasifikasi data sesuai dengan 
topik pada Al-Qur’an. Keunggulan SVM untuk mengolah data berdimensi besar dapat dimanfaatkan, karena sifat 
data teks yang biasanya berdimensi besar. Penelitian ini akan membahas tentang penerapan metode Word2vec dan 
Support Vector Machine menggunakan data terjemahan AL-Qu’an berbahasa Inggris.  
Tujuan penelitian ini adalah menghasilkan model vektor ayat Al-Qur’an terjemahan Bahasa inggris yang 
dapat digunakan untuk melihat topik pada Al-Qur’an. Diharapkan dengan dukungan dari metode Word2vec dan 
Support Vector Machine, dapat dihasilkan sistem dengan performansi yang baik untuk memetakan terjemahan Al-
Qur’an Berbahsa Inggris berdasarkan dengan topik yang sesuai dengan makna yang terkandung pada ayat-ayat 
Al-Qur’an. Data yang digunakan dalam penelitian ini adalah terjemahan ayat Al-Qur’an Bahasa Inggris yang 
terdiri dari tiga kategori yaitu perintah, larangan, dan informasi (lainnya).  
 
 
Topik dan Batasannya 
Berdasarkan latar belakang masalah yang telah diuraikan diatas, maka perumusan masalahnya adalah sebagai 
berikut : 
1. Bagaimana mengimplementasikan metode Support Vector Machine dan Word2vec pada pengklasifikasian 
topik ayat Al-Qur’an terjemahan berbahasa Inggris? 
2. Bagaimana performansi hasil klasifikasi topik ayat Al-Qur’an terjemahan berbahasa Inggris yang berbasis teks 
menggunakan metode Support Vector Machine dan Word2vec? 
 
Adapun Batasan masalah pada tugas akhir ini adalah sebagai berikut: 
1. Data set menggunakan data terjemahan Al-Qur’an berbahasa inggris yang berjumlah 781 
2. Pengklasifikasian topik ayat alqur’an dibagi menjadi tiga kategori yaitu perintah, larangan, dan informasi 
 
Tujuan  
Tujuan dari penelitian tugas akhir ini adalah mengimplementasikan metode Support Vector Machine dan 
Word2vec pada pengklasifikasian tejemahan ayat Al-Qur’an berdasarkan topik (perintah, larangan, informasi) 
untuk menganalisis kinerja dan mengevaluasi performansi sistem yang dibuat dengan metode Support Vector 
Machine dan Word2vec tersebut. 
 
Organisasi Tulisan 
 Organisasi penulisan yang digunakan dalam jurnal Tugas Akhir ini terbagi dalam beberapa pokok 
bahasan, yaitu: Bagian 2 membahas mengenai studi-studi terkait dengan tugas  ahkir ini. Bagian 3 menjelaskan 
sistem yang akan digunakan untuk melakukan klasifikasi dan mengukur performansi. Bagian 4 menguraikan hasil 
serta analisis pengujian. Dan kesimpulan dari tugas akhir dibahas pada bagian 5. 
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2. Kajian Pustaka 
 
2.1. TF-IDF Metode  
TF-IDF merupakan metode yang digunakan pada perhitungan VSM untuk menghitung bobot pada suatu kata 
(term) yang terdapat pada dokumen. Metode ini menggunakan konsep perhitungan frekuensi kemunculan kata 
(TF) pada suatu dokumen dan inverse dari frekuensi yang mengandung kata tersebut (IDF) [9].  
Perhitungan TF-IDF dirumuskan pada persamaan (1) berikut ini:   
𝑊(𝑡,𝑑) = 𝑇𝐹(𝑡,𝑑) .  𝐿𝑜𝑔 
𝑁
𝐷𝐹t
     (1) 
 
 
Dimana : 
W(t,d)    : bobot term t pada dokumen d 
TF (t,d)    : jumlah kemunculan term t pada dokumen d 
N    : jumlah seluruh dokumen yang terambil oleh sistem 
DFt    : jumlah dokumen yang memiliki term t dalam koleksi 
  
 
2.2. Word2vec 
Word2vec adalah hasil pembelajaran dari algoritma deep learning. Tiap kata diwakili oleh vector yang 
mempunyai nilai dan makna dari setiap kata tersebut. Word2vec merupakan bagian dari word Embedding. Metode 
Word2vec ini akan mengubah dokumen menjadi ruang vector kata. Metode Word2vec ini dapat diimplementasikan 
pada beberapa tugas natural language processing seperti klastering, klasifikasi, klasifikasi sentimen, dan lain-
lain[10].  
Word2vec mempunyai dua model, yaitu dengan CBOW (Continuous Bag-of-Words Model) dan skipgram 
(Continuous Skip-gram Model) [11]. Model CBOW dilakukan dengan cara memproyeksikan vektor kata-kata (Wt-
1, wt+1) untuk memprediksi vektor kata target wt. Sedangkan, model Skip-Gram dilakukan dengan cara 
kebalikannya yaitu memprediksi vektor kata-kata yang ada pada konteks (Wt-1, wt+1) diberikan vektor kata 
tertentu  wt. Model CBOW cenderung lebih mudah diterapkan terhadap informasi distribusional karena semua 
kata-kata konteks langsung diproses menjadi satu vektor sebelum akhirnya digunakan untuk memprediksi vektor 
kata target[10].   
 
2.3. Feature selection based on Word2vec  
Cara kerja feature selection dengan menggunakan Word2vec adalah dengan tahapan awal menghitung vector 
dokumen yang merepresentasikan dokumen tersebut. Kemudian menghitung jarak antara vector dokumen dengan 
vector kata pada tiap feature dalam dokumen tersebut.  
 
2.3.1 Feature Weight  
 
Sebelum menghitung feature weight, menentukan probabilitas dari feature dokumen:  
 
(2) 
 
 
Dimana:  
𝑃𝑐,𝑗 ̇(𝑤𝑖)     : probabilitas feature i dari dokumen j dalam kategori c.  
 ∑ 𝑛𝐿(𝑤𝑖) 𝑙∈𝑐    : jumlah berapa kali fitur 𝜔𝑖 muncul pada dokumen.  
𝛴𝑐𝜖𝑁𝛴𝑙∈𝑛𝑙(𝑤𝑖)    : berapa kali features muncul pada semua dokumen. 
  
Tujuan dari perhitungan feature weight ini adalah untuk memfilter features yang lebih sering muncul dalam 
kategori tertentu tetapi lebih jarang dalam kategori lain.   
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2.3.2 Document Vector  
 
Word2vec merupakan word vector representation yang dibuat oleh tim Google Tomas Mikolov buka pada 
tahun 2013[11][12]. Dengan menggunakan pelatihan model, alat ini mengekspresikan sebuah kata sebagai 
dimensi-panjang tetap-panjang vektor. Vektor kata yang terlatih memiliki akurasi yang tinggi dan waktu training 
yang rendah, dan banyak digunakan setelah diperkenalkan. Menggunakan vektor kata dari fitur yang diperoleh, 
vektor kata dari semua fitur dokumen dikalikan dengan bobot dan dijumlahkan untuk mendapatkan vektor 
dokumen:  
(3) 
 
Dimana:  
𝑣ⅇ𝑐𝐶,𝑗    :vector dokumen j pada kelas j  
 
1
𝑛𝑗
  : jumlah feature pada dokumen j       
𝑣(𝑤𝑖)    : vector kata dari feature w  
𝜔𝑖     : bobot dari feature Wi  pada dokumen j  
 
2.4. Support Vector Machine 
Support Vector Machine (SVM) merupakan supervised learning. SVM pertama kali diperkenalkan oleh 
Vapnik. SVM memiliki tujuan untuk mencari Hyperplane dengan margin terbesar antara Hyperplane dengan 
support vector (jarak terdekat dengan Hyperplane)[13]. Pada gambar 2 menunjukkan struktur SVM terdiri dari 
dua kelas yaitu kelas -1 dan kelas +1. Kedua kelas data tersebut dipisahkan oleh Hyperplane. Data yang terletak 
paling dekat dengan Hyperplane merupakan support vector dengan margin sebagai nilai jarak antara Hyperplane 
dengan support vector [13]. 
 
 
Gambar 1. Struktur SVM [8] 
 
Pada metode SVM, proses learning pada hyperplane dalam  SVM linear dilakukan dengan mengubah 
permasalahan menggunakan beberapa aljabar linier. Disitulah kernel berperan untuk membentuk hyperplane 
dalam sistem[14]. 
 
Tabel 1. Tabel Kernel SVM 
Jenis Kernel Definisi 
Polynomial K(𝑥𝑖 , 𝑥𝑗) = (𝑥𝑖 , 𝑥𝑗 + 1) p 
Gaussian K(𝑥𝑖 , 𝑥𝑗) = = 𝑒𝑥𝑝 [−|| 𝑥𝑖 - 𝑥𝑗 ||2 / 2𝜎2 ] 
K(𝑥𝑖 , 𝑥𝑗) = 𝑒𝑥𝑝 [−𝛾 || 𝑥𝑖 - 𝑥𝑗 ||2 , 𝛾 = 1 / 2𝜎2 ] 
Sigmoid K(𝑥𝑖 , 𝑥𝑗) = tan(𝛼 𝑥𝑖 , 𝑥𝑗 + 𝛽) 
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2.5. Confusion matrix 
Confusion matrix merupakan salah satu metode yang digunakan untuk mengukur akurasi dan performansi 
suatu model. Confusion matrix digunakan untuk masalah klasifikasi dimana output yang dihasilkan dapat dari dua 
tipe kelas ataupun lebih[15]. Pengukuran performansi dengan menggunakann confusion matrix memiliki 4 istilah 
yang merepresentasikan hasil proses klasifikasi yaitu True Positive (TP), True Negative (TN), False Positive (FP), 
False Negative (FN).  
Berdasarkan nilai dari TP, TN, FP, FN tersebut dapat diperoleh nilai Accuracy, Precision dan Recall. 
Pengukuran nilai Accuracy berfungsi untuk mengetahui efektivitas keseluruhan dari sebuah sistem klasifikasi, 
nilai accuracy dapat diperoleh dengan menggunakan formula pada persamaan 1. Sementara itu, pengukuran nilai 
Precision menggambarkan jumlah data positif yang diklasifikasikan dengan benar dibagi dengan jumlah data yang 
diberi label positif oleh sistem, nilai Precision dapat diperoleh dengan menggunakan formula pada  persamaan 2 
dan nilai recall menggambarkan jumlah data positif yang diklasifikasikan dengan benar dibagi dengan jumlah data 
positif dalam data dokumen, nilai recall dapat diperoleh dengan menggunakan formula pada persamaan 3[16].  
  
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦   =
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   (1) 
 
𝑃𝑟ⅇ𝑐𝑖𝑠𝑖𝑜𝑛   =
𝑇𝑃
𝑇𝑃+𝐹𝑃
   (2) 
 
𝑅ⅇ𝑐𝑎𝑙𝑙   =
𝑇𝑃
𝑇𝑃+𝐹𝑁
   (3) 
 
F1 Score = 2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (4) 
 
 
Dimana:  
TP : jumlah data positif yang terklasifikasi dengan benar oleh sistem  
TN : jumlah data negatif yang terklasifikasi dengan benar oleh sistem  
FN : jumlah data negatif yang tidak terklasifikasikan dengan benar oleh sistem  
FP : jumlah data positif yang tidak terklasifikasikan dengan benar oleh sistem 
 
 
3. Sistem yang Dibangun 
Pada tugas akhir ini, sistem yang dibangun untuk melakukan penelitian terhadap data ayat Al-Qur’an 
terjemahan Bahasa inggris yang diklasifikasikan dengan menggunakan metode Vector Space Model dan Word2vec 
dengan input berupa dataset terjemahan Bahasa inggris Al-Qur’an dalam bentuk .csv serta hasil output berupa nilai 
performansi keakurasian dari proses klasifikasi tersebut. Secara garis besar, sistem yang akan digunakan terdiri 
dari tiga tahap, yaitu: tahap preprocessing, tahap klasifikasi, dan tahap learning. Adapun alur pada sistem ini dapat 
dilihat pada Gambar 3. 
 
 
 
Gambar 2. Alur Sistem 
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A. Dataset 
Dataset yang digunakan pada penelitian ini yaitu menggunakan dataset terjemahan Bahasa Inggris Al-Qur’an 
Al-Jalalain. Terjemahan Bahasa Inggris digunakan karena Bahasa Inggris merupakan Bahasa Internasional 
saat ini. Dataset berisi 780 ayat yang terbagi menjadi 3 kategori yaitu perintah, larangan, dan informasi. 
 
B. TF-IDF Weighting 
Pada proses perhitungan pembobotan kata menggunakan TF-IDF, bobot dari TF-IDF Weighting ini 
merupakan  hasil perkalian dari TF dan juga IDF dengan melakukan perhitungan dengan formula pada 
persamaan (1). 
. 
 
C. Word2vec 
Setelah vektor dihasilkan melalui TF-IDF Weighting, metode Word2vec melakukan pemetaan kata secara 
semantic berdasarkan keterkaitan antar kata pada dokumen. 
  
D. Learning 
Pada tahap learning, dalam membangun sistem klasifikasi dilakukan pemisahan data dari dataset yang 
dimiliki menjadi data training(pelatihan) dan data testing (pengujian) yang bertujuan untuk melatih sistem 
klasifikasi dan mengetahui Hyperplane yang paling optimal untuk mengklasifikasikan data pada tiga kelas 
yakni kelas larangan, kelas perintah, dan kelas lainnya. Proses klasifikasi menggunakan algoritma Support 
Vector Machine (SVM) model linear. Klasifikasi SVM ini dilakukan dengan menggunakan library pada 
pemograman python.    
 
E. Evaluasi 
Pada tahap evaluasi setelah melakukan pengujian terhadap data training dan data testing, dilakukan 
perhitungan performansi untuk mengetahui bagaimana kinerja sistem yang telah dibuat dan didapatkan hasil 
berupa nilai akurasi. Akurasi merupakan ketelitian classifier dalam melakukan klasifikasi, yaitu menyatakan 
persentase jumlah data uji yang diklasifikasikan dengan benar oleh classifier [17]. Pada penelitian ini kami 
mengevaluasi kinerja classifier menggunakan empat pengukuran, yaitu accuracy, recall, Precision, dan F1-
measure[18]. 
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4. Evaluasi 
4.1 Analisis Pengujian Komposisi Data Training dan Data Testing 
 Pengujian perbandingan komposisi data training dan data testing ini dilakukan dengan menggunakan 
percentage-splitting untuk mengetahui pengaruh pada model yang dibuat oleh sistem klasifikasi. Pengujian ini 
dilakukan dengan menguji beberapa percentage-splitting dari data training dan data testing kemudian 
dibandingkan hasil dari masing-masing komposisi. Data yang ada dibagi menjadi 8 komposisi data training dan 
data testing, yaitu 20%-80%, 30%-70%, 40%-60%, 50%-50%, 60%-40%, 70%-30%, 80%-20%, dan 90%-10%. 
Pengujian percentage-splitting dilakukan pada data training berguna agar model yang didapatkan memiliki 
kemampuan dalam hal generalisasi untuk melakukan klasifikasi data. Hasil pengujian dapat dilihat pada gambar 
4 : 
 
 
Gambar 4. Grafik nilai akurasi percentage-splitting 
 
Berdasarkan hasil pengujian yang telah dilakukan, dapat dilihat bahwa semakin banyak jumlah data pada 
data train maka semakin tinggi akurasi yang didapatkan. Hal tersebut dapat disebabkan karena dengan banyaknya 
data train, model yang terbentuk dapat menangani lebih banyak keberagaman data yang ada sehingga mampu 
mengklasifikasikan dengan lebih baik ketika melakukan testing. Pada gambar 4 dapat dilihat bahwa hasil 
percentage-splitting pada komposisi 70% - 30% memiliki nilai akurasi tertinggi, yaitu nilai akurasinya sebesar 
0.64 dengan data train berjumlah 546 dan data test berjumlah 234. Sedangkan pada komposisi 80% - 20% memiliki 
nilai akurasi yang lebih rendah dibandingkan dengan komposisi 70% - 30%, yaitu nilai akurasi sebesar 0.57. Hal 
ini bisa disebabkan ketika jumlah data train yang digunakan lebih banyak namun karakteristik data train tersebut 
kurang baik (data memiliki perbedaan yang jelas untuk dapat diklasifikasi) maka model yang dibentuk juga akan 
menghasilkan model yang kurang baik juga sehingga hasil akurasi yang didapatkan menurun. 
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4.2 Analisis Pengujian Kernel SVM 
Pengujian Kernel SVM dilakukan dengan menggunakan tiga kernel SVM yaitu kernel RBF, Kernel Sigmoid, 
dan Kernel linear. Pengujian kernel SVM yang dilakukan bertujuan untuk meliputi pengaruh kernel-kernel SVM 
yang digunakan untuk pengklasifikasian data, pengaruh kernel SVM pada nilai akurasi yang dihasilkan, serta 
pengaruh preprocessing pada data. Tahap preprocessing yang dilakukan pada pengujian ini meliputi case folding, 
cleaning data, tokenisasi, dan stopwords removal. 
 
 
Tabel 2. Hasil Akurasi Pengujian Kernel SVM 
Kernel 
tf-idf,word2vec  
without preprocessing 
tfidf,word2vec with 
preprocessing 
Precision Recall 
F1-
Score 
Precision Recall F1-Score 
RBF 0.13 0.33 0.18 0.12 0.33 0.18 
Sigmoid 0.13 0.33 0.18 0.12 0.33 0.18 
Linear 0.58 0.56 0.57 0.63 0.58 0.60 
 
Berdasarkan hasil pengujian pada tabel 2 menunjukkan bahwa pada kernel model linear memberikan 
hasil yang lebih akurat dibandingkan model RBF dan Sigmoid. Dengan nilai Precision, Recall, dan F1-Score 
terbaik pada percobaan dengan menggunakan preprocessing dan nilai Precision, Recall, dan F1-Score yang 
diperoleh yaitu sebesar 0.63, 0.58, dan 0.60. Nilai Precision menunjukkan bahwa terdapat 147 data yang dideteksi 
oleh sistem dan diklasifikasikan pada label benar dari jumlah data testing sebesar 234 data, sedangkan nilai recall 
menunjukkan bahwa terdapat 135 data dengan label benar yang terklasifikasikan sesuai dengan label yang 
sesungguhnya. Nilai F1-Score merupakan perbandingan rata-rata Precision dan Recall yang dibobotkan. Hal ini 
diakibatkan karena model sigmoid akan lebih cocok dipergunakan untuk model data yang bersifat binary, 
sedangkan model RBF lebih cocok digunakan apabila data memiliki sifat nilai yang berkelompok secara radial 
atau periodikal. 
 
 
4.3 Analisis Hasil Pengujian 
Analisis dari pengujian sistem setelah dilakukan beberapa skenario pengujian diatas adalah bahwa pada 
pengujian komposisi data training dan data testing (percentage splitting), jumlah data yang digunakan untuk 
training dan testing mempengaruhi hasil akurasi yang didapatkan. Jumlah data training pada tiap kategorinya juga 
dapat mempengaruhi hasil akurasi pada tiap persentase pengujian pada data training. Setelah dilakukan pengujian 
pada beberapa percentage splitting, didapatkan persentase yang paling optimal pada jumlah data training sebesar 
70%. 
Pada pengujian kedua dilakukan pengujian kernel-kernel SVM yaitu RBF, sigmoid, dan linear. Didapatkan 
hasil seperti yang ditunjukkan pada tabel 2 bahwa model SVM linear menghasilkan nilai Precision, Recall, dan 
F1-Score yang lebih baik dibandingkan dengan model RBF dan sigmoid. Sehingga pada penerapan klasifikasi teks 
Al-Qur’an model SVM linear akan lebih baik untuk digunakan. Pada tabel 2 juga menunjukkan hasil bahwa 
Precision, Recall, dan F1-Score terbaik terdapat pada sistem yang menggunakan tahap preprocessing.  
 
 
5. Kesimpulan dan Saran 
 
5.1  Kesimpulan 
Berdasarkan hasil pengujian dan analisis yang telah dilakukan, maka dapat ditarik kesimpulan sebagai berikut : 
1. Pengujian percentage splitting pada data training mempengaruhi hasil akurasi. Pada pengujian ini didapatkan 
hasil yang paling optimal pada komposisi 70%-30% dengan nilai akurasi 0.64. 
2. Model SVM linear terpilih menjadi model SVM yang terbaik untuk diterapkan pada klasifikasi terjemahan 
ayat Al-Qur’an pada penelitian ini, dikarenakan model linear memiliki hasil akurasi yang tertinggi dibanding 
dengan model RBF dan sigmoid. 
3. Penerapan metode Word2vec dalam klasifikasi topik pada terjemahan ayat Al-Qur’an memiliki hasil akurasi 
yang tidak cukup baik dengan persentase nilai akurasi kurang lebih 64% untuk data training sebesar 576 ayat. 
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5.2 Saran 
 
1. Melakukan pengujian dengan dataset yang lebih besar dan kategori yang lebih luas untuk mengetahui dan 
membuktikan seberapa efektif metode Support Vector Machine dan Word2vec dalam melakukan 
pengklasifikasian teks. 
2. Upaya lain pada penelitian yang mendatang ialah dengan menggunakan metode word Embedding lainnya 
seperti FastText dan Glove. 
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