We study multipliers M (bounded operators commuting with translations) on weighted spaces L ω (R), and establish the existence of a symbol µ M for M, and some spectral results for translations S and multipliers. We also study operators T on the weighted space L ω (R + ) commuting either with the right translations S , ∈ R + , or left translations P + S − , ∈ R + , and establish the existence of a symbol µ of T . We characterize completely the spectrum σ (S ) of the operator S proving that
Introduction
Let E be a Banach space of functions on R. For ∈ R define the translation by as
a.e. for all ∈ E
We call a multiplier on E every bounded operator on E commuting with S for each ∈ R. For multipliers on a Hilbert space we have the existence of a symbol. Using this property some spectral results concerning translations and multipliers were obtained in [7, 8] . There the spectral mapping theorem of Gearhart [3] for semigroups in Hilbert spaces played an essential role.
The first purpose of this paper is to extend the main results of [7, 8] concerning the existence of the symbol of a multiplier as well as the spectral results to the case where E is a weighted L ω(R) space. For general Banach spaces the characterization of the spectrum of the semigroup V ( ) = G by the resolvent of its generator G is much more complicated than for semigroups in Hilbert spaces, see for instance [4] . In particular, the statements of Lemmas 2.1, 2.2 and 2.3, see Section 2, are rather difficult to prove and for general Banach spaces this problem remains open. In this paper we restrict our attention only to weighted spaces L ω(R), 1 ≤ < ∞. The advantage that we take account of is that the semigroup of translations (S ) preserves positive functions. For semigroups having this special property in the spaces L ω(R) we have a spectral mapping theorem, see [1, 12, 13] . We obtain Theorems 1.1-1.4 for multipliers on L ω (R) and explain only those parts of the proofs which are based on spectral mapping techniques and which are different from the arguments used to establish these theorems in the particular case = 2, see for more details [7, 8] .
For a Banach space E denote by E the dual space of E. For ∈ E and ∈ E denote by the duality. Let ≥ 1 and ω be a weight on R. More precisely, ω is a positive, continuous function such that 
It is easy to see that α
For an operator T denote by ρ(T ) the spectral radius of T and by σ (T ) the spectrum of T . It is well known that ρ(S ) = α 0 for ≥ 0.
Given a function and ∈ C, denote by ( ) the function R → ( ) and by M the algebra of multipliers on E. We denote by the Fourier transform of a function ∈ L 2 (R). Our first result is a theorem saying that every multiplier on E has a representation by a symbol.
Theorem 1.1.
Let M be a multiplier on E.
The function ν is called the symbol of M. The above result is similar to that established in [7, 8] and the novelty is that we consider Banach spaces L ω(R), not only Hilbert spaces. Define A as the closed Banach algebra generated by the operators M φ , φ ∈ C (R). Notice that A is a commutative algebra. Our second result concerns the spectra of S and M ∈ M.
Theorem 1.2.
We have
Let M ∈ M and let µ M be the symbol of M, then
The property (2) may be considered as a weak spectral mapping property, see [2] , for operators in the Banach algebra A.
On the other hand, it is important to note that if M ∈ M, but M / ∈ A, in general we have µ M (U) = σ (M). For the space E = L 1 (R), there exists a counter-example, see Section 2 and [2] . Thus the inclusion in (1) could be strict.
In Section 3, we obtain similar results for Wiener-Hopf operators on weighted L ω(R + ) spaces. In the analysis of Wiener-Hopf operators some new difficulties appear in comparison with the case of multipliers.
Let E be a Banach space of functions on R + . Let ≥ 1 and ω be a weight on R + . It means that ω is a positive, continuous function such that
. Let S denote the restriction of S on L ω(R + ) for ≥ 0 and, for simplicity, S 1 let stand for S. Let I be the identity operator on L ω(R + ).
Definition.
A bounded operator T on L ω(R + ) is called a Wiener-Hopf operator if
As in [5] , we can show that every Wiener-Hopf operator T has a representation by a convolution. More precisely, there exists a distribution µ such that
is a Wiener-Hopf operator and we will denote it by T φ . Moreover, we have
but it is obvious that (S P + S − ) = for all ∈ L ω(R + ) with a support not included in ] +∞[ . The fact that S is not invertible leads to many difficulties in contrast to the case when we deal with the space L ω(R). Let E be the space L ω(R + ). As above define
The next theorem is similar to Theorem 1.1.
Theorem 1.3.
Let ∈ J and T be a Wiener-Hopf operator. Then there exists
The function defined in Theorem 1.3 is called the symbol of T .
We are able to examine the spectrum of operators in the space W of bounded operators on E commuting with (S ) ≥0 or
Let T ∈ W and µ T be the symbol of T . If T commutes with S for all ≥ 0, then
The equalities (3) generalize the well-known results for the spectra of right and left shifts in the space of sequences 2 , see for instance, [10] . However, our proofs are based heavily on the existence of symbols for Wiener-Hopf operators and having in mind Theorem 1.3, we follow the arguments from [9] .
In Section 3, we obtain a sharp spectral result for Wiener-Hopf operators having the form T φ with φ ∈ C (R). This result is established here for operators in spaces L ω(R + ). It is important to note that even for = 2, i.e. for the Hilbert space L 2 ω (R + ), our result below is new.
The above result yields a weak spectral mapping property and can be compared with the equality (2) in Theorem 1.2, however the proof is more complicated.
Multipliers on L ω (R)
Recall that we use the notation E = L ω(R). We start with the following Lemma 2.1.
Let λ ∈ C be such that λ ∈ σ (S) and Re λ = α 0 . Then there exists a sequence ( ) ∈N of functions of E and an integer ∈ Z such that
Proof. Let A be the generator of the group (S ) ∈R . It is clear that the group (S ) ∈R preserves positive functions.
Since E = L ω(R) the results of [12, 13] say that the spectral mapping theorem holds and
In particular, for the spectral bound (A) of A we get
On the other hand, Re λ 0 = α 0 , and we deduce that λ 0 is on the boundary of the spectrum of A. By a well-known result, this implies that λ 0 is in the approximative point spectrum of A.
Let µ be a sequence such that µ → λ 0 as → ∞, Re µ > λ 0 , ∈ N. Then
Applying the uniform boundedness principle and passing to a subsequence of µ (for simplicity also denoted by µ ), we may find ∈ E such that
yields (4).
Lemma 2.2.
For all φ ∈ C ∞ (R) and λ such that λ ∈ σ (S) with Re λ = α 0 we have
Proof. Let λ ∈ C be such that λ ∈ σ (S) and Re λ = α 0 and let ( ) ∈N be the sequence constructed in Lemma 2.1. We have
The first two terms on the right side of the last inequality go to 0 as → ∞ since by Lemma 2.1 we have
On the other hand,
Notice that the property (5) implies
The group (S − ) * preserves positive functions. To prove this, assume that ( ) ≥ 0 a.e. is a positive function and let ∈ E be such that ( ) ≥ 0 a.e. Then (S − ) * = S − ≥ 0
If F ( ) = ((S − ) * )( ) < 0 for ∈ Λ ⊂ R and Λ has a positive measure, we choose ( ) = 1 Λ ( ). Then 1 Λ F ≤ 0 and we conclude that F ( ) = 0 a.e. in Λ which is a contradiction. For the group (S − ) * the spectral mapping theorem holds and, by the same argument as in Lemma 2.1, we prove that there exists a sequence ( ) ∈N of functions of E and an integer such that for all ∈ R, lim →∞ B − (−λ+2π ) ) E = 0 and E = 1.
Since S − S = I, we have (S ) * (S − ) * = I. This implies that 
For = 1 the space L 1 ω (R) is not reflexive and to arrange (7) we use another argument. In this case the dual to L 1 ω (R)
is L ∞ ω (R). Let L ∞ ω (R) = 1. Fix 0 < < 1 and consider the set
and we can obtain (7) choosing = 1/ . Passing to the proof of (6), we get
From the argument as above we deduce that J → 0 as → ∞. For I we apply the same argument as in the proof of Lemma 2.2 and we deduce
For the proof of Theorem 1.1 we apply the argument in [7] and Lemmas 2. for ∈ U. Next we exploit the fact that M can be approximated by M with respect to the strong operator topology, see [6] for a very general setup covering our case. We complete the proof repeating the arguments from [6, 7] and since this leads to minor modifications, we omit the details. To obtain Theorem 1.2 we follow the same argument as in [8] and the proof is omitted.
To see that in (1) the inclusion may be strict, consider a measure η on R such that the operator
On the other hand, there exists a bounded measure η on R such that
see for details [2] . In L 1 (R) we have α 0 = α 1 = 0 and U = R. So we do not have the property (1) in Theorem 1.2 for every multiplier even in the case of L 1 (R).
Wiener-Hopf operators
We need the following lemmas.
Lemma 3.1.
Let φ ∈ C (R + ). The operator T φ commutes with S , > 0, if and only if the support of φ is in R + .
Proof. Consider φ ∈ C (R +
) and suppose that T φ commutes with S , ≥ 0. We write
If T φ commutes with S , ≥ 0, then the operator T φχ R − commutes too. Let ψ = φχ R − and fix > 0 such that ψ has the support in [− 0]. Setting = χ
[0 ] , we get S = χ [ 2 ] . For ≥ 0 we have It is clear that (S ) ≥0 and (P + (S − )) ≥0 form continuous semigroups and these semigroups preserve positive functions. Moreover, from (P + S − ) = (P + S − ) * we conclude that the semigroup (P + S − ) * preserves positive functions. For S and (P + S − ) * the spectral mapping theorem holds and we may repeat the arguments used in Section 2. Thus we obtain the following Lemma 3.3.
For all φ ∈ C ∞
(R) such that supp φ ⊂ R + , for λ such that λ ∈ σ (S) and Re λ = a 0 , we have
For all φ ∈ C ∞ (R) such that supp φ ⊂ R − and for λ such that −λ ∈ σ ((S −1 ) * ) and Re λ = −a 1 , we have
Proof. Let A be the generator of the semi-group (S ) ≥0 . First we obtain, using the same arguments as in the proof of Lemma 2.1, that for λ such that λ ∈ σ (S) and Re λ = a 0 there exists a sequence ( ) of functions of E and an integer ∈ Z such that
Then we notice that
Using the same arguments as in the proof of Lemma 2.2, we obtain
and λ such that λ ∈ σ (S) and Re λ = a 0 . In the same way we prove the second statement using the semi-group ((P + S − ) * ) ≥0 .
To establish Theorem 1.3, we use Lemma 3.3 and follow with trivial modifications the arguments from [5, 7, 8] . We omit the details. For the proof of Theorem 1.4 we repeat the arguments from [9] . Now we pass to the proof of Theorem 1.5.
Proof of Theorem 1.5. Let
A be the commutative algebra generated by T φ for all φ in C (R + ) with support in R + and S for all ∈ R + . Denote by A the set of characters on A. Let β ∈ σ (T φ ) \ {0}. Then there exists γ ∈ A such that β = γ(T φ ). We will prove the following equality:
This result is not trivial because we cannot commute γ with the Bochner integral
Let ψ ∈ C (R + ) and supp ψ ⊂ K , where K is a compact subset of R + . Suppose that (ψ ) ≥0 ⊂ C K (R + ) is a sequence converging to ψ uniformly on K .
For every ∈ E, we get
and this implies that lim →+∞ T ψ − T ψ = 0. This shows that the linear map ψ → T ψ is sequentially continuous and hence it is continuous from C (R + ) into A. Since the map
is continuous from R + into C (R + ), we conclude that the map
is continuous from R + into A. Consequently, the function θ γ is continuous on R + . Introduce
The map η is a continuous linear form on C (R + ), and by the Riesz representation theorem there exists some Borel measure µ, see for instance [11] , such that
This implies that for all ψ ∈ C (R + ) we have
Using the Fubini theorem, we obtain
and replacing and ψ by φ, we get
Notice that θ γ ( + ) = θ γ ( )θ γ ( ) for all ∈ R + . We will prove that θ γ ( ) = 0 for all ∈ R + . Suppose and we obtain a contradiction.
Consequently, we have θ γ ( ) = γ(S ) = 0 for all ∈ R + . Now define θ γ (− ) = 1/θ γ ( ), ∈ R + . It is easy to check that θ γ is a morphism on R. It is clear that θ γ ( + ) = θ γ ( )θ γ ( ) for ( ) ∈ R + × R + and for (
Since θ γ satisfies θ γ ( + ) = θ γ ( )θ γ ( ) for all ( ) ∈ R 2 , it is well known that this implies that there exists λ ∈ C such that θ γ ( ) = λ for all ∈ R.
On the other hand, we have γ(S ) ∈ σ (S ) and γ(S 1 ) = λ ∈ σ (S). Thus (8) implies
Now, suppose that supp φ ⊂ R − . Let B be the commutative Banach algebra generated by T ψ for all ψ ∈ C (R − ) and by P + S − for all ∈ R + . Let κ ∈ σ (T φ ). Using the same arguments as above, and the set of characters B of B, we get
Comments and open problems
Following the general schema of the proof of the existence of symbols for multipliers developed in [6] for locally compact abelian groups, it is natural to conjecture that an analog of Theorem 1.1 holds for general Banach spaces of functions under some hypothesis, as we have proved this for general Hilbert space of functions in [7, 9] . In notations of Section 3, the crucial point is the inequality | ( )| ≤ M for all ∈ C ∞ (R) Im = α 0 (9) and a similar inequality for Im = −α 1 . To establish (9), we introduced the factor (see the proof of Lemma 2.1) close to 1 and we estimated ( ) . Here the sequence , = 1, must be chosen so that for some integers ∈ Z and λ ∈ σ (S), Re λ = α 0 , we have lim →∞ (S − (λ+2π ) ) = 0 for all ∈ R
If the spectral mapping theorem is true for the group S = A , we have (A) = α 0 and (10) can be obtained as in Section 2. On the other hand, if (A) < α 0 , we may construct ( ) assuming that
For Hilbert spaces (11) holds, see [1, 3, 4] , and the author has exploited this property in [7, 8] to complete the proof of (10). For semigroups in Banach spaces, (A) < α 0 does not imply in general (11) (see a counter-example in [1, Chapter V] and the relation between the resolvent of A and the spectrum of S in [4] ). Consequently, it is not possible to use (11) and to construct a sequence ( ) for which (10) holds. Of course another proof of (9) could be possible, and in Banach spaces of functions for which (A) < α 0 this is an open problem.
