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Un	 déluge	 de	 données	 est	 à	 prévoir	 dans	 les	 années	 à	 venir.	 Les	 utilisateurs	 de	 réseaux	
sociaux	 et	 l’Internet	 des	 objets,	 pour	 ne	 citer	 que	 ces	 deux	 exemples,	 génèrent	 déjà	 de	
grands	volumes	de	données	variées	qui	devront	être	 transmises,	enregistrées	et	 traitées	à	
grande	 vitesse	 (cf.	 I.3).	 Les	 architectures	 et	 protocoles	 réseaux	 devront	 donc	 être	





que	 Sigfox	 et	 LoRa,	 s’opposent,	 avec	 des	 approches	 différentes.	 Grâce	 à	 une	 technologie	
radio	 qui	 n’occupe	 que	 très	 peu	 de	 bande	 passante	 (Ultra	 Narrow	 Band	 ou	 UNB),	 Sigfox	
déploie	un	réseau	à	 longue	portée	et	à	bas	débit	qui	permet	 la	communication,	à	un	coût	
très	 faible,	 de	 données	 de	taille	 réduite	 (12	 octets,	 140	 messages	 par	 jour)	 entre	 les	
appareils	 connectés	 sans	 passer	 par	 un	 téléphone	 mobile.	 Les	 applications	 ne	 manquent	
pas	:	 surveiller	 le	 fonctionnement	 ou	 connaître	 la	 localisation	 d’objets,	 vérifier	 l’état	 de	
plantes	voire	de	citoyens	connectés,	etc.	Cette	technologie	économe	en	énergie,	utilise	 les	
bandes	de	fréquences	ISM	disponibles	sans	 licence.	De	son	côté,	 l’alliance	LoRa	déploie	un	






produit	dans	 les	 réseaux	de	centres	de	données	 (Data	Center	Networks).	 En	plus	du	 trafic	
serveur-client	qui	caractérise	l'entreprise	traditionnelle	ou	les	serveurs	Web,	se	greffent	des	
flux	 de	 trafic	 plus	 lourds	 serveur-à-serveur	 (pour	 le	 calcul	 distribué	 dans	 le	 cadre	
d’applications	exploitant	le	cloud	computing)	ou	serveur-réseau	de	stockage	(pour	les	copies	
de	sauvegarde	des	données).	Dans	une	telle	architecture	virtualisée	et	distribuée,	avec	des	
ressources	 qui	 doivent	 se	 coordonner	 à	 travers	 une	 interconnexion,	 la	 disponibilité	 et	 la	
résilience	 du	 réseau	 sont	 cruciales.	 La	 diversité	 de	 chemins	 entre	 les	 ressources	 est	
également	 nécessaire	 pour	 s’assurer	 de	 la	 continuité	 du	 service	 en	 cas	 de	 panne.	D’autre	
part,	la	nature	du	trafic	en	rafale	(bursty	traffic)	impose	l’usage	de	mécanismes	de	contrôle	
de	congestion	dans	le	réseau	permettant	une	régulation	individuelle	des	flots	de	données	et	
fonctionnant	 efficacement	 à	 des	 vitesses	 très	 élevées,	 jusqu’à	 100	 Gigabits	 par	 seconde	
(Gbps).	Les	délais	de	transmission	des	données	doivent	aussi	être	prédictibles	et	faibles	pour	








données	 à	 Internet.	 Des	 architectures	 de	 type	 «	FatTree	»,	 basées	 sur	 une	 interconnexion	
spécifique	de	commutateurs	sur	étagère,	permettent	un	débit	élevé	à	tous	les	niveaux	de	la	
hiérarchie.	
D’autre	 part,	 les	 réseaux	 de	 centres	 de	 données	 se	 décomposent	 en	 trois	 parties.	 Tout	
d’abord,	le	réseau	de	communication	pour	les	applications,	qui	utilise	les	technologies	IP	et	
Ethernet	en	raison	de	la	transparence	du	support	des	échanges	entre	les	applications,	et	ce,	
malgré	 la	 possibilité	 de	 pertes	 de	 paquets	 et	 la	 variabilité	 des	 délais	 de	 transmission.	 Le	
deuxième	 réseau	 pour	 l’interconnexion	 des	 serveurs	 impliqués	 dans	 le	 traitement	 des	
données	 a	 recours	 à	 la	 technologie	 InfiniBand	 (IB),	 nécessitant	 des	 cartes	 d’accès	
propriétaires.	 Afin	 d’accélérer	 l’accès	 aux	 données,	 des	 techniques	 d’accès	 direct	 à	 la	
mémoire	du	serveur	distant	(RDMA	ou	Remonte	Direct	Memory	Access)	sont	aussi	utilisées.	





stockage	 mutualisées	 utilisant	 souvent	 la	 technologie	 FibreChannel.	 Dans	 ces	 réseaux	 de	
«	stockage	»	(Storage	Area	Network	ou	SAN)	les	commutateurs	FibreChannel	à	4	ou	8	Gbps	




















nouvelle	 version	 d’Ethernet.	 Ethernet	 est	 donc	 bien	 parti	 pour	 être	 le	 protocole	








La	 bataille	 des	 réseaux	 bas-débit	 pour	 l’IoT	 :	 Sigfox	 vs	 LoRa,	 Cyril	 Masson,	 Tribune	 sur	
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Bursty	 traffic	:	 Trafic	 en	 rafale	 ou	 en	 salve.	 Une	 rafale	 ou	 une	 salve	 est	 une	 transmission	
continue	 de	 données.	 Sur	 Internet,	 un	 trafic	 en	 rafale	 peut	 causer	 un	 engorgement	 aussi	
appelé	congestion	du	réseau.	
	
Commutateur	:	 équipement	 réseau	 permettant	 la	 connexion	 de	 plusieurs	 segments	 du	
réseau	et	le	relai	de	données	provenant	d’un	segment	vers	un	ou	plusieurs	autres	segments.	
	




Machine	 virtuelle	(Virtual	 Machine	 ou	 VM)	:	 ensemble	 de	 ressources	 matérielles	 et	
logicielles	telles	que	la	mémoire,	le	processeur,	le	disque	dur,	voire	le	système	d'exploitation	
et	les	pilotes	simulés	par	un	logiciel	sur	un	ordinateur.		
