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分散型電子メール宛先情報探索における平均探索長の評価T
楊 林t 海港原義彦tt
ネットワークの規模が大きくなるほど，電子メーノレの利用者が増えs包子〆-)レ壊ジスチムの来たす役割は
重要となる.開発した分散型宛名システムのiつに，酸味な検索鍵から正しいメールアドレスを謀議する機能
がある.ζζでは2 乙のシステムのそデノレ化を行い，平均探察長を定説的lζ求めている.特i乙よf立のドメイ
ン名は正しいと仮定し，宛先人のユーザ名は正しく，ホスト名が暖昧な場合を探索するケースを対議長としてい
る.また，霊み付きJ龍平j顕探索アノレゴリズムを提案しpζれとランダム探索アJレゴリズムを比較しa それぞれJ
の平均探索長を算出した.さらに3 平均探索長に与えるネットワーク内のノード数や重み付き確率分布の緩警
について検討している.解析の結果，霊み付き確率j慎探索アノレコ、、リズムは重み付き1穂郡に片華客むがある場合，
大規模ネットワーク lζ対しても有効に機能する ζとを京した.
1.はじめに
ネットワークを介した電子メーノレはその便利さか
ら，広く利用されている. しかし，ネットワークが大
規模になると，電子メーノレの利用者数が増加し，相手
の電子メーノレの宛先アドレスを的確に把握するのが国
難となる. 乙乙では電子メーノレの宛先アドレス情報が
ネットワーク内の各ホストや NISサーバなどのノー
ドに分散している分散環境を対象にする1)叫.文献5)
で開発した会話処理型宛名システム伐l下，宛名シス
テムと呼ぶ)では宛先人の暖昧な属性情報を含めて，
ユーザ名，ホスト名，所属機関名や部局名などの検索
鍵で電子メーノレ宛先アドレスを検索できる.暖昧な属
f生情報とは，問い合わせ時のミススペリングゃうろ覚
えによる属性名などを指す.本論文では，相手の電子
メーノレアドレスが登録されている目的ノードが不明な
場合，ユーザ名だけでも電子メーノレの宛先アドレスを
検索することができるという宛名システムの 1つの機
能について焦点を絞り，探索評価を行う.ζのような
機能は問い合わせの頻度は少ないが，サーどスの向上
という観点、から重要である. この場合，ネットワーク
内のノードを探索する必要がある.本論文では，ラン
ダム探索アルゴリズムとノード隠の距離を考慮した重
み付き確率)!煩探索アノレゴリズムについてそれぞれの平
均探索長を求め 2つの探索アルゴリズムの比較評価
を行っている.また，平均探索長に与える重み付き確
率やノード数の影響を定量的に検討している.その結
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果，各ノードの霊み付き確率に片寄りがある場合の電
子メーノレの苑先アドレス探索?とは， ランダム探索アJν
ゴリズムに比べて，霊童みイすき確率j眠探索アJレゴリズム
が有効である乙とを示した.
以下 2章では探索モデノレと仮定を述べ，3.でラ
ンダム探索と重み付き確率探紫の荷アノレゴリズムにつ
いて説明する. 4輩では探索長の評イi鹿児撹われるパラ
メータを定義し; 5 i誌で平均探索長を求めている. 6 
章では2つの探索方法による平均探紫長について比較
し，評価を行っている.
2.探索モデルと仮定
ネットワーグのトポロジーはノードi閣の距離も含め
て与えられているものとする.電子メーノレ利用者が宛
先アドレスを問い合わせしているノードを問い合わせ
ノードと呼ぶ.議論を簡単化するため，図工 iζ示すよ
うな問い合わせノードを根とする木製構造ιの探索モデ
ノレに限定する.宛名システムでは，どのノードも問い
合わせノードになりえるが3 ここでは1つの問い合わ
せノードで，かつ問い合わせは一度に 1つ処理され，
各ノードには問い合わせの待ちキューはないものとす
る，また，問い合わせの宛先アドレスはある確率で各
ノードに存在するものとする.ただし，関わ合わせの
宛先アドレスはネットワーク内にただ1つあるものと
する.この条件下でp 平均探索長について評価する.
問い合わせの探索鍵は相手の所属するホスト名と
ユーザ名からなるものとする.すなわち，上位のドメ
イン名は正しく入力されていると仮定する. このとき
i凌!床な検索鍵も含めて鍵の入力状態は表1tと示される
ように4つのケ}スが考えられる.ケース 1と2の
場合はp 正しく入力された指定ホスト名を持つノード
に直接アクセスすればよいが，ケース 3と4の場合は
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函 1 ノー ド探索の2進木
Fig. 1 Bil1a工ytree for node sea主cb.
表 1 入力鍵の状態
Taoleエ statusof input keys. 
Host na:ul.e 
?? 。?? ? ? ?
o Correct name，ムAmbiguousname. 
ネヅトワーク内のノード探索が必要となる.本論文で
は，後者のケース 3のノード探索を対象とする.
次?と，表1のケース 3の探索基本動作を説明する.
問い合わせを受けた問い合わせノードは，次章で示す
探索アノレゴリズムK従ってP 探索すべきノードを選択
する，問い合わせノードは検索鍵(ユーザ名)を含む
問い合わせメッセージをその選択ノードに送信する.
選択されたノードは宛先アドレス情報の検索処理後，
検索結果を応答メッセージで問い合わせノードに報告
する.ζの動作を意図する宛先人が見つかるまで繰り
返す.同姓同名等の場合は他の属性情報を参照しなが
ら宛先入を特定する.ζの場合は問い合わせノードと
選択されたノード簡で何閣かの会誌のやり取りが行わ
れるが，本モデルでは隠い合わせメッセージに対して
:t1IDの応答メッセージで済むものとして平均探索長を
求める.
3.アルゴリズム
乙乙では，宛名ジステムがもっ代表的な2つのアル
ゴリズムを説明する.
1. ラγダム探索アノレゴリズム
2. 重み付き確率J!貝探索アノレゴリズム
アノレプリズム 1は無差別にノードを選択し，問い合
わせの宛先アドレスを探索する方法である.アノレゴリ
ズム2は問い合わせの宛先アドレスが存在しうるノー
ドj民すなわち重み付き確率の高いノードj績に探索す
る方法である.
4.パラメータの定義
平均探察長の算出のためのパラメータを定義する.
n:宛先アドレス情報を持つノード数.
d{:問い合わせノードからノード i(1妥i話n)まで
の距離.実システムでは回線の物理的E臨住や
問い合わせメッセージ/応答メッセージなどの#
伝送遅延時間および検索処理時間などが対応r
する.
Dr:ランダム探索の平均探索長.
Dp :重み付き確率j領探索の平均探索長.
Pi:問い合わせ者の意図する宛先アドレスがノード
i it:存在する確率.
p;jd;:問い合わせ者の意図する宛先アドレスが、
ノー Vi iC存在する重み付き確率.探索長
は確率ばかりでなく，問い合わせノードか
らノード 4への距離にも依存するので確率
Pi !C距離 diの逆数で霊みを付けている.
5.平均探索長
重み付き確率)1貝探索の平均探索長とラシダム探索の
平均探索長を求める.また 2つの探索アノレゴザズム
の平均探索長の大小関係を求める.
5.1 重み付き確率)1震探索の平均探索長
最初にp 重み付き確率j顕探索の平均探索長 Dpにつ
いて求める.重み付き確率とは 4章のパラメータ
Pi/diの定義に従うものとする.すなわち，問い合わ
せ者の宛先アドレスがノード tに存在する確率 Piを
E鴎注 diで割り算する.
pijdi ( 1 ) 
η個のノードK対して，式(1 )の値の大きいj領に並
び換え，値の大きいj顕に若い番号を付けていく.この
ようにノード番号を再び振り付けても一般性は失われ
ない.この結果，それぞれが次のような関係になった
ものとする.
pl/dl孟p2/dz孟・・・与~pll/dll (2 ) 
重み付き確率j瞭探索アノレゴリズムはノード番号の
若いj頓に探索する.今， )領に探索していき審自の
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ノードに自的の宛先アドレスが存在した場合の探索距
離は次式となる.
(dl十d2十…十dj)=L; d" 
k=l 
ノード蕃号とある確率はかであるのでa
(dl十d2十・・+-di)Pi=Pi:E dk 
k=l 
(3 ) 
(4 ) 
となる. したがって，重み付き確率j慎探索の平均探索
長は次のようになる.
n 
Dp= :E Pi :E d~ 
i=l k=l 
(5 ) 
5.2 ランダム探索の平均探索長
ラジダム探索の平均探索長 Drを求める. ランダム
探索の場合はノード数nのとき nまでの探索願序数
は n!の順序組み合わせ数がある.その組み合わせの
1つを次のように表す.
(jl， jz，…， jk，…， jn) (6 ) 
ただいよの組み合わせの 1つは重複なしの 1，2，
:3，…，nのj瞭列を表す.
乙のとき，jlから探索を始めていって，jdζ意図す
る呂的宛先アドレスが存在したとすると， jdと至る探
索距離は次式で表される.
h 
2J dn (7 ) 
nまで考慮すると，次式となる.
71 k 
2J 1うjk2J djt ( 8 ) 
k=l t=l 
さらに，すべての組み合わせを考惑して，平均する
と次式を得る.
/ 首長 I
Dr=l/n!( 2J 2J Pjk 2J djt l (9) 
¥すべての組み合わせ k=1 l=l 
まとめると，Drは次式となる(付録参照).
n 
Dr= :E (1 +pi)di/2 (10) 
5.3 平均探索長の大小関係
こ乙では，重み付き確率j瞭探索の平均探索長は常に
ランダム探索の平均探索長より大きくならないことを
示す.まず 2つの平均探索長の差を取る. (5)式と
(10)式より，
Dr-Dp= 2J (1十Pi・)di/2-2Jρi 2J dj 
i=l i=l j=l 
=1/2[ {(dl十d2十… mトdn)lうl+(dz十d3十…
十dn)pz十・・・十dnpn}
一 {dlpl-ト(dl+d2)P2十…
十(dl十d2十…十dn)ρn}] 
n-l n 
=1/2_L， .E dk dJ (p"/d， "-PJ!d;) 
k=l 主治h十l
任意の ktC対して k<jであり，かっ
(11) 
pk!dk孟PJ/dj (12) 
が成り立つので，式(11)は負lとならない.
6.比較評価
ランダム探索の平均探索長 Dfと重み付き確率j腐探
索の平均探索長Dp について.比較静儲を行う， ζζで
は，ネットワークトポロジーの 1例として図11ピ示す
ような2進木を選訳する.
最初に，ノード数が両者の平均探紫長に与える彰響、
を検討する.図1の問い合わせノードを除く 14舗の
ノードを対象にする.問い合わせにおいて，まるっき
りでたらめなホスト名を入力してきた場合は，議みイ~.
き確率j償探索の探索効率はランダム探索と間程度にす
ぎなくなる. しかし， I援昧なホスト名のI=/j誌はホスト
名のミススペリングが1文字または2文字穏度の擦り
である場合が多く克られるのも事実である，後者の場
合は誤りホスト名によく似たホスト名から探紫するの
はj領当である.本論文では，後者の良くありうるケー
スを考慮して，目的の宛先アドレスがノー I'<dζ存者E
する確率を 1例として次のようlとする.ただし， j 
は Oくえく1の係数とする.
pl=l-2J i1e<トi)
i=2 
1うi=JeACl-i>， i=2，3，・2冗
(18) 
(14) 
さらに，問い合わせノードから各ノードまでの距離
を次のように定める.
(dl， d2， d3， d4， ds， d6， d7， ds， d9， dlO， dl1，
d12， d13， d14) 
= (1，1，2，2，2， 2， 3， 3， 3， 3， 3， 3， 3， 3) (15) 
上記のトポロジーをもっ例として，それぞれの階層
がゲートウェイで接続された 3階層のネットワークが
考えられる.例えば，図 11ζ問い合わせノードとノー
ド1-2は最上位の光リングfC，ノード 3-6は中位の
イーサネットのセグメントl乙ノード 7-14はサブセグ
メント上にある場合などである.また，上記の例では
隣接ノード間の距離が1で構成されている. 4]主で距
離の定義は伝送時間と検索処理時間の手I~ としている.
いま，伝送時閣に比して検案処理時間のほうがかか
り，かつ，各ノードの探索処理時間が同じと仮定する
と，隣接ノード間の距離はほぼ同距離と考えられる.
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このよう芯条件のときの両者?のアルゴリズムの平均
探索長とノード数nの関係、を図 2!亡示す.Drはノー
ド数の増加に伴い2 平均探索長がノード数 n~t比例し
て線形的に増加する. しかし，Dp はノード数の増加
にも係わらずある範趨かち飽和状態になる.このこと
は念式(13)，(.14)と(15)の確率と距離の条件を満たす
場合，重み付き確率)領探索アノレゴリズムは多くのノー
ドをもっネットワークであっても有効な探索アノレゴリ
ズふであると言える.
次ft:，距離が両者の平均探索長に与える影響を検討
する.図3は宛名アドレスJ情報をもっ3つのノードか
りなり，若いノード番号煩に高い確率がj慎に割り付け
である.すなわち，図3の各確率の大小関係は次のよ
うになる.
Pl話t2孟ts (16) 
乙乙で，確率値の変化lζ対する影響も同時に見るた
めI 2つのケースについて考える.
(t1i t2， ts);':; (0. 6， O.3， O.1) (17) 
(Tr; t2， 1:う3)=(0.5， O.3， 0.2) (18) 
次に問い合わせノードから各ノードまでの距離を 1
例として下記のように定める.
(dl， 1 1) (19) 
平均探索長
6 
4 
2 
つ 4 6 
距離 d1
籾綴 :(p1 'P2' P3) =: (0ム0.3，0.1)，Df' Dp 
太線:(町 JP2' P3) = ( 0.5， 0.3， Oの，1¥，Dp
図 4 平均探索長と距離の影響
D r 
D P 
10 
Fig. 4 Effeo.t of node distance on mean search 
length. 
今，距離めの変イじに対して，荷アjレゴリズムの平
均探索長に与える影響を考察する.
このときの南アルゴリズムの平均探索長を図4K示
す.図4中の Dp は式(17)の場合であり，このとき式
(2 )の関係から次のようになる.
(0. 6/dl， O.3， 0.1) 
この場合は，
1;;五ぬく2ものとき，/"ード 1 → 2 ー~ 3のj民
2;五dlく6のときι ノード 2→ 1→3のJl買，
dl孟6のときは，ノード2→ 3→ 1のj瞭
の探索が良いことを示している.
(20) 
結論として，閣2と図4から次のことが言える.存
在する確率が大きく，かつ，問い合わせノードからの
距離が短いノードから探すと探索効率が良い.また，
式(2)がすべて等号のとき 2つのアルゴリズムの平
均探索長の値は等しくなる.
7.まとめ
ユーザ名を探索鍵として目的の宛先アドレスを探索
するランダム探索と重み付き確率探索アノレゴリズムの
平均探索長を算出した.算出結果より，重み付き確率;
探索アルゴリズムの平均探索長は，常にランダム探索
アノレゴリズムの平均探索長より大きくならないことを
示した.また，ノード数や距離が両者の平均探索長に
与える影響を定量的に求めた.特l乙重み付き確率賠
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iζ片寄りがあるときは大規模なネットワークであって
もs 霊み付き確率探索アノレゴリズムは有効K機能する
ζとを示した.
次!C，重み付き確率探索を現実三ノステムlζ適用する
には，少なくとも次の手j慣が必要と患われる.ただ
い距離訟は実システムの測定から得られてい忍も
のとする.
1.問い合わせノードは暖味なホスト名から有限個の
候補ノードを抽出する.たとえば， レーベンシュタイ
ンの文字列間距離6)などの手法により，唆昧なホスト
名と候補ノード tのホスト名の距離 l;を算出する.
2. 距離んの短い候補ノードほど，そのノ〕ドに
高い確率を与えるよう，ある関数 Pi=!(ti)を施す.
3. Pi/diを計算し，候補ノードの探索願序を決
める.
関数fの求め方は撞々考えられるが，例としては，
次式があげられる.
か=l"イ
または，問い合わせノードに学習機能を持たせ，ある
期間距離 l;!C対する発生確率戸を測定し，関数 f
を動的に求める方法も考えられる.
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付 録
(10)式を次のよう!と表す.
Dr.~';:::::. 戸1(l 十pi)d;/2 (21) 
上式を滞納法iとより証明する.
n=2のとき，すなわち，関3のノード3がない場
合の平均探索畏を求める.探索ノぞスはノードヱ叶2の
j績で探すやり方とノード2→1とする 2通りある.
まず，ノード 1→ 2の探索パスを考える.このとき
ノード 1fC呂的のアドレスがある場合は一探索距離はめ
である.ノード2にある場合は探索距離(dl十d2)であ
る. したがって，ノード 1→2の平均探索距離は，
pldl十t2(dJ十d2) (2.2) 
となる.
同様i乙ノー V2→1の平均探索距離は，
p2d2+Pl(dl十d2) (23) 
である. ランダム探索は2つの探索ノfスを関確率で選
択するので，Dr.2は次式となる.
Dr.2=: {(22) + (23) } /2
= (1十pl)dlj2+(1十PZ)d2/2
この結果は(21)式!Cn=2を代入した結果と一致
する
n=(k-1)のとき，次式がj戎り立つものと仮定する，
(ん-1)
Dr.(k-l> = L: (1十ρi)di/2
ただし，k孟3の整数とする
n=kのとき， (ん-1)個のノード群の平均探索距離
は Dr.(k-l) である. ここで， (ん-1)個のノード群
をまとめて 1つのノード aで代表する.n んの
ときは Drベk-l) の距離をもっノー 1"-a 1C，確率 Pk
と距離めをもっ h番呂のノード bが新たにネット
ワークに加わったことと向じである.n=2のときと
同様fC，探索パスはノード a→bのj槙で探すやり方と
ノード b→aとする 2通りある.
まず，ノード a→bの探索パスを考える.乙のとき
ノード aIC呂的のアドレスがある場合は探索距離は
Dr.(k-わである.ノード bにある場合は探索距離 (dk
十Dr.(日))である. したがってs ノード a→bの平均
探索距離は，
(1-Pk)Dr. (k-l)十pk(dk十Dr.(k-l)) (24) 
となる.
同様に，ノード b→aの平均探索距離は，
pkdk十(1-ρk)(dk十Dr.(k-l)) (25) 
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である， ランダム探索は2つの探索パスを向確率で選
択するので，Dr.kは次式となる.
Dr.k= {(24)十(25)}/2 
忌
= I:; (1 +pi)di/2 
結果は(21)式と一致する，証明終わり，
(平成 4 年 2)~ 10日受付)
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