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Abst ract - - In  this paper, a basic theorem of complementarity is established for an abstract varia- 
tionai nequality problem. In particular, we obtain a basic theorem of complementarity for a class 
of generalized variational inequality problems tudied by Parida and Sen [1]. We also obtain some 
sufficient conditions for the existence of a solution of this claus of problems. 
1. INTRODUCTION 
Given a subset K of R" and a function f from R n into itself, the classical variational inequality 
problem, denoted by VI(f,  K)  is to find a vector x G K such that 
(u -- x , f (x ) )  ~0,  VuEK.  
This original problem has been extensively studied in the past years. For example, see [2-5]. 
The paper by Rarker and Pang [6] provides an excellent survey of theory, algorithms and appli- 
cations of VI in finite-dimensional spaces. Recently, Parida and Sen [1] introduced the following 
generalized variational-like inequality problem for point-to-set mapping. Let K and C be subsets 
o fR  ~ andR re,respectively. Given two maps0  : K xC- -R  ~ and r : Kx  K ~ R '~, anda  
point-to-set mapping F : K --* C, the generalized variational-like inequality problem is to find 
z fi K, y fi F (z )  such that 
(0(x, y), r(u, x)) >_ 0, v u e K. 
We use GVI(F, 0, K, C) to denote a special problem of the above type where r(x,  y) = z - y. 
Let f be a mapping of R n into itself. The classical complementarity problem, denoted by CP(f ) ,  
is to find a vector z G R n such that 
x~O, f(x) ~_0, (x,f(x))--O. 
The nonlinear CP was first studied by Cottle [7]. In [1], Parida and Sen also introduced the 
following generalized complementarity problem. Given K a closed convex cone of R ~, C a closed 
convex subset of R m, 0 : K --+ R n single-valued function, F : K --+ C a point-to-set mapping, the 
generalized complementarity problem, related to GVI(F, 0, K, C) and denoted by GCP(F,  0, K, C) 
is to find a vector x E K and a vector y E F(z) such that 
y) c K' ,  (0(x, y), = 0, 
where K* = {y E R n : (y,x) ~ 0,Vx E K} is the polar cone of K. 
The aim of this paper is to derive some sufficient conditions under which the GCP(F,  0, K, C) 
will possess a solution. In Section 2, we give some preliminaries that will be used throughout this 
paper. In Section 3, we derive a basic theorem of complementarity for an abstract variational 
inequality problem. Then, in Section 4, we obtain a basic theorem of complementarity for the 
GVI(F, 0, K, C). In the last section, we employ the result of Section 4 to derive some sufficient 
conditions for the existence of a solution for GCP(F,  0, K, C). 
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2. PREL IMINARIES  
Let K and C be subsets of R n and R m, respectively. Let F be a point-to-set mapping from K 
into C. The mapping F is said to be upper continuous at z • X if and only if a sequence {xn} 
converging to x, and a sequence {Yn} with Yn E F(xn) converging to y, imply y e F(x). The 
mapping F is said to be upper continuous on K ff it is upper continuous at every z E K.  The 
mapping F is said to be lower continuous at z E K if for any sequence {xn} converging to z and 
for any y E F(x) there exists sequence {Yn} converging to y with Yn E F(xn) for each n. The 
mapping F is said to be lower continuous on K if it is lower continuous at every ~ E K. The 
mapping F is said to be continuous on K if it is both upper and lower continuous on K. The 
mapping F is said to be uniformly compact near z if there exists a neighborhood V of x such 
that F(V)  = OuevF(u)  is bounded. The mapping F is said to be uniformly compact on K if 
it is uniformly compact near z for every z E K. If F is both upper continuous and uniformly 
compact on K,  then F(B)  is compact for any compact subset B of K [8, Theorems 2.1, 2.2]. 
Let R~. denote the nonnegative orthant of R n. A point-to-set mapping D : R+ ---* R n is said to 
be isotone if D(r) C D(s) whenever r <_ s. 
Let K be a convex set in R n and f : K ---, [-oo, +co] be a convex function. A vector x* is said 
to be a subgradient [1] of f at a point z if 
f ( z )~ f (x )+(x* ,z - -x ) ,  Vz•K .  
The set of all subgradients of f at z is called the subdifferential of f at x and is denoted by Of(x). 
When f(z)  = 6(z [ Z),  that is, f is the indicator function of K, then z* • 06(x I K )  if and only 
if z • g and (z*, z - z) < 0 for all z • If. Thus, 06(x [ K) is the normal cone to g at x (empty 
if z 9~ g) .  
3. AN ABSTRACT VARIATIONAL INEQUAL ITY  PROBLEM 
The proof of the following theorem is similar to that of [11 Theorem 1] and will be omitted. 
THEOREM 3.1. Let K be a compact convex subset in R n, and C a closed convex subset in 11 m . Let 
F : K ~ C be a convex-valued upper continuous and uniformly compact point-to-set mapping. 
Let f : K x C x K ---* R be continuous. Suppose that 
(i) f (x ,y ,x )  >__ 0 for each x • K, 
(ii) for each fixed (z, y) • If x C, f (z ,  y, u) is quasiconvex in u • K.  
Then, there exist z • K and y • F(x)  such that 
f (z ,  y, u) > O, for a/l u • K. 
In order to obtain the main result of this section, we need the following lemma which is a 
slightly different version of a theorem of Mas-Colell [9, Theorem 3]. 
LEMMA 3.2. Let B C R n be compact and convex. For t ~_ O, let F : B x [0,t] --* B be upper 
continuous and uniformly compact such that F(z, t) is bounded and convex for each ( z, t). Then, 
there is a connected set T C B x [0, t] which intersects both B x {0} and B x {t} such that 
• t), v t) • f .  
PROOF. This follows from [8, Theorem 2.2] and [9, Theorem 3]. 
We now can state and prove the main result of this section. 
THEOREM 3.3. Let K and C be closed and convex subsets of R n and R 'n, respectively. Let 
F : K ~ C be a convex-valued upper continuous and uniformly compact point-to-set mapping. 
Let D : R+ ~ R n be a continuous and isotone point-to-set mapping such that D(t) C K is 
nonempty bounded and convex Vt • R+, D(O) = {0} and U{D(t) : t • R+} /s closed. Let 
f : K x C x K --* R be continuous. Suppose that 
(i) f ( z ,  y, x) >_ 0 for all z • K, 
(ii) for each fixed (z, y) • K x C, f (z ,  V, u) is quasi-convex in u • K.  
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Then, there is a closed connected set S in K such that 
(iii) for each z E S there exist y • F(z) and some t • R+ such that f (z ,  y, u) >_ 0 for all 
u • D(t), 
(iv) for each t E R+, there exist z • S and y • F(z) such that f (z ,  y, u) > 0 for all u E D(t). 
Furthermore, S can be chosen so that it is maxima/or minima/. 
PROOF. Essentially we follow the proof of [10, Theorem 2.2]. For each t • R+, let 
S( t )={zED( t ) :3yEF(z )g f (z ,y ,u )>_O,  VuED(t )} .  
By Theorem 3.1, S(t) ~ $,Vt • R+. Let X = UtER+S(t). We claim that X is closed. To this 
end, let {zn} be a convergent sequence in X with limit z. Then there exist tn > 0 such that zn • 
S(tn),Vn. This implies that z,, • UtcR+D(t),Vn. Since Utce+D(t) is closed, z • t-JtEa+D(t). 
So, z • D(t) for some t > 0. Let t=  inf{t • R+ : z • D(t)}. Then, since D is  continuous, 
z • D(t-). Also, if {tn} has a limit point r such that r < t, then the continuity of D will force 
z • D(r) which contradicts the choice of t. Let vn = min(tn,t-),Vn. Then, {vn} converges to t. 
Since {zn} converges to z, the set A = {zn} U {z) is compact. Therefore, F(A) is also compact. 
Since z ,  • S(tn), there is a Yn • F(z , )  such that 
f (zn,  Yn, u) ~ 0, for all u • D(tn). 
Then, since F(A) is compact, {y,,} has a converging subsequence. Without loss of generality, 
we may assume that yn --* y • F(A). Because F is upper continuous, we have y • F(z). Now, 
for each z • D(t-), from the continuity of D, there is a sequence {zn} converging to z such that 
Zn • D(vn) C D(t,,). Therefore, 
f (zn,  Yn, zn) ~ 0, for all n. 
Since f is continuous, by letting n ---* oo we have 
f (z ,  y, z) > 0. 
Hence, f ( z ,y , z )  > 0 for all z • D(t-). Since z E D(t-) and y • F(z),  we conclude that z • 
S(t~ C X. Therefore, X is closed as claimed. Let S be the connected component of X containing 
the origin. Since X is closed, S is also closed. If z • S, then z • X. Thus, z • S(t) for some 
t • R+. Hence, (iii) is satisfied. 
To prove (iv), let t • R+ be given. Since D(t) is compact, so is F(D(t)). Let g(t)  be the 
convex hull of r(D(t)). Define 
G: D(t) x H(t) x [0,t] ---* D(t) x H(t) 
by 
G(z, y, t) = (iT(z, y,t), F(z)), 
where n(z,y,t) = {u e D(t) : S(z,y,u) = rain f (z ,y ,s)}.  It can be checked that II is upper 
,ED(0 
continuous on K x C x R+. Therefore, G is upper continuous. Also, since II(z, y, k) and F(z) are 
compact and convex, G(x, y, k) is compact and convex for each (z, y, k). By Lemma 3.2, there is a 
connected set T C D(t) x H(t) x [0,t] such that TfqD(t) x H(t) x {0} ~ 0, TND(t) x H(t) x {t} ~ 0 
and(z, y) E G(z, y, k) for all (z, y, k) E T. Let g be the projection mapping from D(t) x H(t) x [0, t] 
onto D(t) and E = g(T). Since g is continuous and T is connected, E is also connected. Note 
that (z, y) E G(z, y, t) if and only if y E F(z) and f (z ,  y, u) > 0 for all u E D(t). Therefore, 
E C Utem+ S(t). Since TND(t)  x H(t) x {0} ~ 0 and TOD(t)  x H(t) × {t} ~ ~, 0 E E and there 
is an z E E tq S(t). By the definition of S, E C S. Thus z E S and hence, (iv) is also satisfied. 
By the same argument as that in [11, Theorem 2.1], it can be shown that there is a minimal 
connected closed set S E K satisfying (iii) and (iv). Following Kojima's definition [11], any set 
S in Theorem 3.3 will be called Browder set. 
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THEOREM 3.4. Under the assumptions of Theorem 3.3, suppose U{D(t) : t • R+} = K. I f  there 
exists any bounded Browder set, then there exist z • K and y • F(x)  such that 
f (x ,  y, u) > 0, for MI u • K. 
PROOF. Let S be a bounded Browder set. Let {tn} be a nonnegative and increasing sequence 
such that tn ---* oo as n ---* oo. Since SN D(t) ~t O, Vt >_ O, there exist sequences {xn} C S and 
{Yn} C C such that Yn • F(xn) for each n and f (xn ,yn ,u)  >_ 0 for all u • D(tn). Now since S 
is closed and bounded, it is compact. So {xn} has a convergent subsequence. Without loss of 
generality, we may assume that xn ---* ~ • S. Since F(x)  is bounded, F(x) is compact for all 
x E K. Let A = {zn} U {$}. Then, A is compact and thus F(A)  is compact. Without loss of 
generality, we may assume that y,~ ~ ~. Then, since F is upper continuous, ~ • F(£'). Now, 
for each x • K, since D(t) is monotone in t, D(tn) C D(tn+l), and so there exists a positive 
integer m such that x • D( tn) ,Vn >_ m. Thus, 
f (x . ,  Yn, x) > 0, for all n > m. 
Let n go to oo. We have f (~,~,x)  ~ 0. Therefore, we conclude that 
f(~, ~, x) > 0, for all x • g 
from which the result follows. 
4. A BASIC THEOREM OF COMPLEMENTARITY  
By Theorem 3.3, we have the following basic theorem of complementarity for GVI(F, 0, K, C). 
THEOREM 4.1. Let K and C be nonempty dosed and convex subsets ofR n and R m, respectively. 
Let F : K --* C be a convex-valued upper continuous and uniformly compact point-to-set map- 
ping. Let D : R+ ~ R n be a continuous and isotone point-to-set mapping such that D(t) C K 
is nonempty, bounded, convex Vt • R+,D(0) = {0} and U{D(t) : t • R+} is closed. Let 
8 : K x C ---* R" be continuous. Then, there is a closed connected set S in K such that 
(i) for each x • S, there exist y e F(x) and some t • R+ such that 
(O(x, y),u - x) > O, for all u • D(t), 
(ii) for each t E R+, there exist z • S and y • F(z) such that 
(8(x, y),u - x) > O, for all u • D(t). 
Furthermore, S can be chosen so that it is maximal or minimal. 
PROOF. The result follows directly from Theorem 3.3 by letting f (x ,  y, u) = (8(x, y), u - x). 
REMARK. Suppose that K is a closed convex cone. Let D(t) = {x • K : [[x[[ _< t} for t • R+. 
Then, D(t) is compact and convex for all t • R+. By Theorem 2.3, there is a closed connected 
subset S in K such that S N S(t) ~ 0,Vt • R+, where S(t) is the nonempty solution set for 
GVI(F, 0, D(t) ,C) .  Thus, for each t, there exist xt • K and Yt • F(xt)  such that 
(O(xt ,y t ) ,x  - xt) > 0, Vx • D(t). 
Equivalently, for each t, xt solves the following ordinary convex program: 
minimize (O(xt ,yt) ,x)+ ~(x [g )  subject to [[x[[ 2 _< t 2. 
By the generalized Kuhn-Tucker conditions (see e.g., Rockafellar [12, Theorem 28.2, 28.3]), there 
exist At _> 0, x ° • cq$(x~ [K) such that 
- t = 0, 
0(zt, y~) + 2Atzt + z ° = 0. 
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If At = 0 for some t, then since z ° E a6(zt I K) ,  
(0(x,, Yt), x - xt) >_ 0, V x E K. 
For each x E K,  since K is a convex cone, • + x, E K. So, we have 
(O(xt,yt),z) >_ O, Vx • K. 
Hence, O(xt,yt) E K*. Also, since (O(xt,yt),xt) = ( -x° ,xt )  -- 0, xt solves the problem 
GCP(F, 0, K, C). Therefore, if GVI(F, 0, D(t), C) has a solution which is an interior point of D(t) 
for some positive t, then GCP(F, 0, K, C) has a solution. This observation justifies the title of 
this section. 
5. SUFF IC IENT CONDIT IONS FOR THE 
GENERAL IZED COMPLEMENTARITY  PROBLEM 
In this section, we shall derive some sufficient conditions for GCP(F, 0, R~., R n) by employing 
Theorem 4.1. Let K be a convex subset in R n and F : K ~ R n a point-to-set mapping. We say 
that F is convez on K if the set G(F) N (K x R n) is convex, or equivalently, for all x, y E K and 
0<A<I ,  
XF(x) + (1 - X)F(y) C F(Xx + (1 - X)y), 
where G(F) = {(z, y) E K x R n : x E K, y E F(x)} is the graph of F. We have the following 
existence result for convex point-to-set mappings. 
THEOREM 5.1. Let F : R~ --* R n a convex-vMued upper continuous and uniformly compact 
point-to-set mapping. Suppose F is convex on [~ and 0 : R n x R n ~ R n is continuous and 
positive homogeneous. Suppose that the following system is inconsistent 
v=e(x* ,y* ) - z*+A*x*~_O,  (x*,v)=O, x*i/:O, (1) 
(2) 
(z*, u) = (~, v) = 0, (3) 
x ' ,~>O,  y 'EF(x* ) ,  OCF(~),  •>0,  A*>0.  (4) 
Then, there exists a solution to GCP(F, 0, R~ , Rn ). 
PROOF. Let D :  R+ ---, R~. be defined as D(t) = {x • R~.: [Izll _< t}. Then n(t)  is compact and 
convex for each * > 0. By Theorem 4.1, there is a closed connected subset S in R~. such that 
S n S(t) # 0 for each t > 0 where S(0 = {m • n ( t ) :  Sy • F(m) 3 (0(m, y), u - x) > 0Vu • D(0 }. 
Thus, for each t • R+ there exist m, > O, Yt • F(zt) such that 
(oCx,, y,), x - xt) ~ 0, V x • D(I). 
Equivalently, for each t, x, solves the following convex program: 
minimize (0(z,, Yt), x) subject to HzH 2 < t2, x >_ 0. 
By the Kuhn-Tucker conditions, there exists At > 0 such that 
At(ll ,ll 2 - ,u)  = O, (5)  
o( t, vt) + >_ o, (6) 
v,) + 2At t, = o. (7) 
Suppose that the GCP(F, 0,R~.,R n) has no solution. Then, it follows that At > 0,V t • R+. 
Let zt = zt/t,  yt = y J t ,Vt .  Then, {x*) has a convergent subsequence {x t-} with limit x*. 
Clearly x* # 0. Without loss of generality, we may assume In > 1,V n. Since F is convex, we 
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have yr. + (1 - lltn)z* q F(zt ') .  The sequence {yr.} has a convergent subsequence {y~-} with 
limit y0 such that y* = yO + z* E F(z*). From (7), we have 
(O(x,,.,, y,,.) + 2A,,.z,,,,, z,,.) = O, Vn. 
Thus, Av. ~ A* = - (x* ,  0(z*, y*) - z*)/2 > 0 and thus by (6), 
o(~. ,y~. )  + 2~ x~. .~ v = (o (~ ' ,y ' )  - ~* + ~*~')  > o. 
~n 
It is clear from (7) that (v, z*) = 0. 
Let 
I1 : {i :Z[  > 0}, 
* t in  12 = {i : z i = 0 and z i > 0 for all sufficiently large vn} 
and 
I = It U I2. 
Choose v ° such that for all vn > v °, x~" > 0 for i • I and z~" = 0 for i • I. Let ~ = 
xvo # 0, A = 2Avo, ~= yvo and u = 0(~, ~)+A~.  Then, u > 0 and (~',u) = 0. I fx~ > 0, 
o Then, then $i > 0. So ui = 0. Thus, (z*,u) = 0. Finally, if 5'i > 0, then z~. > 0,Vv, > v n. 
(O(zv.,yv.) + 2A~.zv.)i = 0,Vvn > vn °. By passing to the limit, we have vi = 0. Consequently, 
(~, v) = 0. It follows that the systems (1)-(4) is consistent, which is a contradiction. Therefore, 
there exists a solution to GCP(F, O,R~., Rn). 
Let K be a closed convex cone in It ~ and F : K ~ R" a point-to-set mapping. We say that F 
is positively homogeneous on K, if G( F) N ( K x R" ) is a cone, or equivalently 
F(Ax) = AF(z), V A > 0. 
We note that the convexity on Theorem 5.1 is used to ensure the existence of the limit y* only. 
It is easy to see that the positive homogeneity of F is also sufficient for the existence of y*. With 
this observation, the next theorem follows by essentially the same argument as in Theorem 5.1. 
THEOREM 5.2. Let F : R~ ---, R" be a convex-valued upper continuous and uniformly compact 
point-to-set mapping. Suppose F is positively homogeneous and 0 : R n x R n --* R n is continuous 
and positive homogeneous. Suppose that the following system is inconsistent 
v = 0(x', v') + A'x" _> 0, ( , ' ,  v) = 0, ~" # o, (s) 
u = 0(~, #) + X~ > 0, (~, u) = 0, ~ # 0, (9) 
(z*, u) = (~, v) = 0, (10) 
x*,~>O, y*EF(x*),  #eF(5:), X>0,  A*>0.  (11) 
Then, there exists a solution to GCP(F, O, R~ , Rn ). 
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