Background. Flow cytometry produces large multi-dimensional datasets of the physical and molecular characteristics of individual cells. The objective of this study was to simplify the cytometry datasets by arranging or clustering ''objects'' (cells) into a smaller number of relatively homogeneous groups (clusters) on the basis of interobject similarities and dissimilarities.
Introduction
Flow cytometry is the science of measuring the molecular, physical, and chemical properties of individual cells as they pass through a flow chamber and are interrogated by one or more lasers [1] . The flow cytometer simultaneously and quantitatively measures parameters such as size, granularity, and surface molecule expression for each cell [1] .
Because a typical experiment can analyze 10,000 or more cells, meaningful data processing requires the grouping or clustering of the data.
Computational clustering algorithms have offered a promising analytic tool for these large datasets. Obtaining meaningful grouping of data, however, requires a method to estimate the optimal number of clusters [2] [3] [4] . Overclustering of the data can result in numerous groupings with many similarities and few meaningful differences. Underclustering, on the other hand, results in the dilution of important distinctions by the grouping of less related data. Ideally, the actual number of clusters would be data-driven and independent of a priori assumptions.
In this report, we describe a histogram feature-guided (FG) 1 approach for clustering flow cytometry data. This approach was tested using a microsphere simulation of multi-dimensional cell-based datasets. In contrast to cell analyses, the microspheres were constructed so that the computational algorithm could be tested against a known ''actual'' cluster number. When compared to a representative validity measure, FG-guided clustering was significantly more efficient at providing an estimate of cluster number.
Background

Flow cytometry
Flow cytometry is the only currently available high throughput technology that can measure multiple physical and molecular characteristics of individual cells. The large multi-parameter datasets generated by conventional flow cytometry have led to a variety of attempts to improve data analysis. The analytic approaches have included neural networks, support vector machines, principal components, cluster analysis, self-organizing maps (SOM), discriminant regression trees (CART), rule-based systems, fuzzy logic, and other statistical methods [5] [6] [7] . The flow cytometry samples have included fungal spores [8] , bacteria [9] , phytoplankton [7] , peripheral blood cells [9] , and bone marrow aspirates [5, 6, 10] .
Cluster number estimation
A variety of clustering algorithms have been applied to biomedical data [11] [12] [13] [14] [15] [16] . The k-means algorithm is a widely used unsupervised learning algorithm that groups data in a prescribed number (k) of clusters [17] . When applied to flow cytometry datasets, the cluster result is highly dependent upon the number of initial clusters k.
To arrive at a data-driven number of clusters, there are two general approaches. The first approach starts with a large number of clusters. In the extreme case, each data point can be considered a cluster. The clusters are then merged according to statistically based criteria. For example, two clusters are merged if the first cluster falls within a standard deviation of the second cluster. The recent algorithms proposed by Montgomery et al. [18] and Lee and Crawford [19] are both extensions and variations of this approach.
Another approach is an iterative procedure that starts with a relatively small k value, but sequentially increases the number of clusters. At each level, the procedure evaluates the validity of the result using a statistical test. The actual number of clusters can be inferred from the level at which the best validity measure is obtained. Many validity-based methods have been proposed [20] [21] [22] . The partition index (PI), for example, calculates the ratio of the compactness and separation of the clusters [23] . To the extent that our feature-guided approach gradually increases the number of clusters and checks the clusters' validity, our algorithm falls within this category.
Histogram feature guidance
An important concept in histogram feature guidance is that the distance or similarity analyzed in unidimensional and multidimensional space are non-equivalent. Clustering based upon multidimensional features is often capable of uncovering clusters that are difficult to detect in any single dimension. In contrast, the multidimensional approach can overlook meaningful dissimilarities in only a single dimension-a particularly common problem when the cluster number is underestimated. A unidimensional analysis will, by definition, be unable to identify shared features. A detailed analysis of each dimension can, however, identify cluster characteristics that might otherwise be diluted in a multidimensional calculation.
The relative advantage of a single parameter analysis can be illustrated schematically (Fig. 1) . Visual inspection of the two dimensional data suggest two primary clusters (Clusters 1 and 2). A closer examination of the data based on the X dimension shows that Cluster 2 is actually composed of two distinct populations (Populations 2 and 3) represented by the peaks x 1 and x 2 . Similarly, the Y dimension has two distinct peaks (y 1 and y 2 ). A plausible assumption is that the clusters are centered on these peaks. Cluster 1 is indeed centered on x 1 and y 2 ; however, Cluster 2 is centered on x 3 and y 1 , but not on x 2 . The absence of a cluster at x 2 is an indication of an insufficient number of clusters.
An additional benefit of the single parameter analysis is that the location of the unexplained peaks can be used to identify the candidate clusters for subdivision. For example, the data in Clusters 1 and 2 suggest that a subcluster centered on x 2 could only exist within Cluster 2. Impor- Fig. 1 . Schematic of histogram feature-guided clustering. Dual parameter data suggest two primary clusters (Clusters 1 and 2); however, more detailed examination of the X dimension shows that Cluster 2 is actually composed of two distinct populations (Populations 2 and 3) represented by the peaks x 1 and x 2 . Similarly, the Y dimension has two distinct peaks (y 1 and y 2 ). The absence of a cluster centered at x 2 is an indication of an insufficient number of clusters and suggest that the missing cluster may be centered on x 2 .
tantly, this unidimensional analysis-applied to each dimension of the multi-dimensional dataset-is used to guide the clustering of the integrated dataset.
SiZer
The identification of histogram features, such as the location of a biologically meaningful peak, is nontrivial. Biologic data are often composed of complex cell populations that produce multimodal histograms. The application of parametric tests, including measures of central tendency and measures of dispersion, are rarely useful in these complex datasets. An alternative approach is provided by kernel smoothing. Kernel smoothing is a general-purpose statistical technique for highlighting structure in nonparametric datasets [24] . The spatial resolution of kernel smoothing is determined by the bandwidth: a narrow bandwidth provides a highly resolved density estimation whereas a wide bandwidth produces a highly smoothed density estimation [25] .
The SiZer map, introduced by Chaudhuri and Marron [26] , provides a visual depiction of the features of the family of kernel density estimates. We have previously used SiZer maps to measure the dissimilarity between flow cytometry histogram distributions [27] . Given a location x and a given bandwidth value, SiZer is a statistical methodology that can evaluate whether the histogram is increasing or decreasing. Although SiZer maps produce a multi-bandwidth family of curves, this study empirically selected a bandwidth that reliably distinguished major features. We postulate that in multidimensional clustering, the omission of minor or ambiguous features in one dimension would be generally compensated by information from other dimensions.
Methods
Microsphere preparation
The artificial cells were developed from commercially available microspheres (Bangs laboratories, Fishers, IN; Polysciences Inc Warrington, PA, USA) formulated with carboxylic acid groups incorporated into the microsphere surface. To provide a defined protein surface, murine immunoglobulin (IgM; eBioscience, San Diego, California, USA) was covalently linked to 6 lm, 3 lm, 2 lm, and 1 lm microspheres using a water soluble carbodiimide (1-ethyl-3-(3-dimethylaminopropyl) carbodiimide hydrochloride (EDAC)) reaction. Briefly, the microspheres were washed in an activation buffer (MES, pH 6) and reacted with EDAC (PolyLink; Bangs) and various concentrations of IgM for 30 min at 25°C. The reaction was quenched with a 35 lM glycine buffer. The microspheres were washed in a 1%(w/v) bovine serum albumin blocking buffer(pH 7) and stored at 4°C. To confirm the reaction stoichiometry, the density of covalently linked protein was confirmed by quantitative flow cytometry.
Determining microsphere number
Electronic counting of the microspheres was performed using a Coulter Z2 Particle Analyzer (Beckman Coulter, Miami, FL, USA). The Coulter Z2, based on the Coulter principle [28] , counted the microspheres by measuring changes in electrical resistance produced by the nonconductive microspheres suspended in a standard electrolyte solution (Isoton II; Beckman Coulter). A 100 lm aperture was used with constant voltage settings (gain 128, current 0.707, preamp gain 179.20). Cell minimum and maximum diameter settings were modified for the analysis of the various sized microspheres.
Detection antibodies
The surface IgM was detected using a goat anti-mouse Ig fluorescein isothiocyanate (FITC) antibody (Southern Biotech, Birmingham, AL, USA), goat anti-mouse Ig phycoerythrin (PE) antibody (Southern Biotech) and a rat anti-mouse IgM PE-Cy5 conjugate (eBioscience, San Diego, CA, USA).
Flow cytometry
Samples were analyzed using an Epics XL-MCL flow cytometer (Beckman Coulter, Miami, FL) The artificial cells were analyzed on an Epics XL (Beckman Coulter) equipped with a single laser with excitation wavelength at 488 nm and three emission detectors. Gain settings were calibrated to four peak Rainbow calibration particles (Spherotech; Libertyville, IL, USA). During the experiments the laser power, photomultiplier tube voltage, light scatter, and fluorescent gains were kept constant. A total of 10,000 events were acquired from each sample. The data was processed using WinList 5.0 (Verity; Topsham, ME, USA) and exported to Microsoft Excel (Redmond, WA, USA) for further analysis.
FG-guided clustering
The algorithm first extracts peaks from each of the multiple dimensions using SiZer and then uses the maximum number of peaks from a dimension as the initial cluster number. The centroid locations of the resultant clusters are compared with the peak locations. If unmatched peaks and clusters exist, the unmatched clusters are merged for further clustering. In the second stage of clustering, the cluster number is first set to 2 and iteratively increased until each peaks is matched to the a cluster's centroid.
The clustering was conducted in the following steps:
1. For multi-dimensional data a, we used SiZer to identify peak locations in each dimension. We used the software developed by J.S. Marron (http://www.stat.unc.edu/faculty/marron.html). First, SiZer created a family of n histograms (which were smoothed at n even levels from minimum to maximum) for each dimension. Level m histogram h was selected per dimension. In this analysis, n = 11 and m = 5. We considered x to be a peak location in h when: h 0 ðxÞ ¼ 0 and hðxÞ > hðx À 1Þ
Let p mij represent the location of peak i in dimension j with m level of smoothing. 2. The number of peaks was counted in each dimension (np j ) and the cluster number k was set to be the maximum number of peaks in a dimension:
The k-means algorithm was used to partition a into k clusters (c) and we calculate the centroid of each cluster c i . Let s ij represent the cluster c i 's centroid location in dimension j. 4. In each dimension j, the nearest peak p mxj was located for every cluster centroid s yj . If the difference between the peak and centroid location was below a threshold t, p mxj and s yj were considered to be a match: jp mxj Às yj j < t (t was set to 45, which is approximately 50% of the spread (width) of the smallest peaks in this dataset.) Let UP represent the set of unmatched peaks, UC the set of unmatched clusters and MC the set of matched clusters. 5. If UP was empty, the clustering processing was terminated. If it was not empty, the unmatched clusters in UC were merged, which form the new data a for analysis. Let cluster number k = 2. 6. As in step 3, the k-means algorithm was used to partition a into k clusters (c) and calculate the centroid of each cluster c i . 7. As in step 4, each peak in UP was checked for a match to the clusters c. 8. If unmatched peaks remained, k = k + 1 and steps [6] [7] [8] were repeated.
The number k was then passed to the k-means algorithm for clustering. For distance measure, we chose squared Euclidean distance after experimenting with cityblock, cosine, and correlation.
Partition index (PI)-guided clustering
As an alternative, we also calculated the validity measure PI [23] for i clusters (i = 2-10). Since PI generally decreases as i increases, the actual value of i is suppose to correlate with a deceleration in the rate of decrease in PI. Thus, we considered k to be actual number of clusters if:
The number k was then passed to the k-means algorithm for clustering. We also used squared Euclidean distance.
Results
Cell cluster simulation
The analysis of living cell-derived datasets is limited by feature variation within ''naturally'' occurring clusters. Further, it is difficult to selectively vary attributes of living cells. To provide clusters with predetermined size and attributes, we constructed protein-linked microspheres (artificial ''cells'') that varied in size, protein density and detection wavelength (Fig. 2) . These ''gold standard'' microspheres provided 864 potential feature combinations. The microspheres were then combined to create datasets that approximated the nonparametric complexity of cellderived flow cytometry analyses. A total of 119 populations were constructed in 40 samples. In a single dimension, the histograms were commonly multimodal (Fig. 3) . Even when presented in three dimensions, cluster identification was nontrivial. For example, the dataset shown in Fig. 4 comprised four distinct clusters. 
Comparison of primary and alternative algorithms
To test the primary FG-guided approach, we compared the performance of our algorithm to the alternative PIguided approach on the defined microsphere dataset. Because the smallest microspheres bordered on the signal detection limits of the flow cytometer, clusters representing electronic noise were removed from the analysis. There were 119 known populations; FG returned 119 clusters and PI returned 99 clusters. The 119 clusters from the primary algorithm and 99 clusters from the alternate algorithm were compared to the gold standard populations. When a population was partitioned into 2 or more clusters, the largest cluster was considered to be a match of that population. When 2 or more populations were grouped into one cluster, the cluster was considered to a match of the largest population. We then compared the number of cells in each population to their matching clusters. Errors in clustering were reflected in an erroneous cell count and greater numerical variability.
Statistical comparison
Because the microspheres provided a predetermined cluster size, the observed cluster size could be plotted against the predicted (or ''known'') cluster size. The primary algorithm was highly accurate in identifying the clusters with a strong observed to predicted correlation (R = 0.845; p < 0.001) (Fig. 5A) . The confidence limits and predictive bands showed relatively narrow variance. In contrast, the alternative algorithm showed a poorer correlation (R = 0.662; p < 0.001) with significantly greater variance (Fig. 5B) . The primary algorithm was significantly more accurate in identifying cluster number and cluster size than the alternative algorithm (p < .0001).
Discussion
Although flow cytometry produces large multi-dimensional datasets with a significant potential for data mining and knowledge discovery, the technology has been limited by current approaches to data analysis. While past developmental studies have clustered flow cytometry data [7, [29] [30] [31] , the issues of cluster number estimation and gold standards have remained largely unresolved.
In this report, we describe an algorithm termed FGguided clustering that uses histogram features extracted from each dimension to guide k-means clustering. When tested on a flow cytometry dataset, the FG-guided method was significantly more accurate than the alternative PI-guided algorithm. The FG-guided method correctly identified not only all the hidden microsphere populations, but also the number of cells within the clusters.
The evaluation results suggest that, when used in conjunction with cluster algorithms like k-means, histogram features are helpful in determining the actual number of clusters. Because clustering algorithms measure distance or similarity in multi-dimensional space, clusters that are only separable in one of the dimensions (e.g. Populations 2 and 3 in Fig. 1 ) can be underclustered. Whereas identifying the number of peaks in each dimension does not directly provide an estimate of the actual number of cluster, a lack of peak-cluster correspondence does appear to be a good indicator of underclustering.
One of the major obstacles in developing clustering algorithms for flow cytometry data is the inherent variability and instability in naturally occurring cell populations. Our developmental approach used the construction of protein-coated microspheres to simulated cell-derived flow cytometry data. An advantage of this approach was that each microsphere feature was independently verified and stable over time. In addition, the multiple experimental parameters of the microspheres allowed us to progressively increase the complexity of the clustering tasks.
A potential weakness of our algorithm is the dependence on SiZer for identifying structure within the histogram data. Even an advanced statistical methodology like SiZer depends upon underlying histogram structure; however, histogram structure may not be identifiable in other datasets. In some applications, it is possible that datasets will contain few clues to be discovered using histogram analyses.
Finally, the FG algorithm was implemented using two empirically derived parameters. The first parameter was the bandwidth or degree of spatial resolution provided by the kernel smoothing procedure. While the multi-bandwidth information provided by SiZer presents a comprehensive picture on how significant a peak is, it is necessary to select a specific bandwidth, i.e. a level of smoothing, to guide the clustering process. This level can be adjusted for different datasets and applications. We used a mid-range bandwidth setting to capture the major histogram features, but avoid insignificant histogram variation. In datasets with highly resolved histogram structure, a lower bandwidth may be more appropriate.
The second parameter was the matching threshold of cluster centroid and peak point location. In this study we used an absolute value. Future implementations will explore defining the threshold as a percentage (e.g. 25%) of the peak spread or based on other statistical features of the peak.
