Suppose that A and B are two complex n × n matrices. What is the sufficient or necessary condition such that AB and BA are similar? In this note, we give an equivalent rank condition to answer the question. We also show several sufficient rank conditions of the same problem. As applications, some problems about matrix similar and generalized inverses are solved.
Introduction and examples
Let C be the field of complex numbers. Denote by M n (C) the set of all n × n matrices over C, and by GL n (C) the general linear group which consists of n × n invertible matrices over C. Let A, B ∈ M n (C). As well known, AB and BA have the same characteristic polynomial, and if A ∈ GL n (C) or B ∈ GL n (C), then AB and BA are similar (see [4] ). There is a natural question here. What is the sufficient or necessary condition such that AB and BA are similar? In this note, we will show some rank conditions which answer this problem. As applications, we solve some problems about matrix similar and generalized inverses.
We denote by I k the k × k identity matrix. Let X, Y ∈ M n (C). If X and Y are similar, then we write X ∼ Y . For a complex matrix A, denote by A t , A * , A (1) , A (1, 2) , A # , A D and A + the transpose, transpose conjugate, (1)-inverse, (1,2)-inverse, group inverse, Drazin inverse and M-P inverse of A, respectively (see [2] ). Also, we denote the rank, index and range of A by rankA, indA and R(A), respectively. Let A{1, 2} denote the set of all {1, 2}-inverses of A. If A is an Hermitian semi-positive matrix, then we write as A 0. Recall that the index t of A, denoted by indA, is the smallest nonnegative integer for which rankA t = rankA t+1 . Firstly, let us consider the following interesting examples.
Proof. Since A 0, we can assume that A = P diag(I r , 0)P * , where P ∈ GL n (C). Thus,
, where B 1 ∈ M r (C). By [1] , there is an r × (n − r)
It is easy to see that B 1 0. Hence AB is similar to a diagonal matrix. Similarly, we see that BA is similar to a diagonal matrix. Note that AB and BA have the same eigenvalue. We get AB ∼ BA. 
Proof. It is not different to prove the conclusion by Theory on Jordan forms of matrices.
Lemma 2.2 Suppose that
A is an m × n matrix, and B is an n × m matrix. Then there are P ∈ GL m (C) and Q ∈ GL n (C) such that
where D ∈ GL r 1 (C) and N is an r 2 × r 2 nilpotent matrix with r 1 + r 2 = r, and N 1 and N 2 are nilpotent.
Proof. By direct computation, one can from (1) conclude that (2), and from (2) conclude that (3). So, we only prove (1).
We write B as Q
By the Jordan form of B, we may assume that
where P 2 ∈ GL r (C), D ∈ GL r 1 (C) and N is an r 2 × r 2 nilpotent matrix such that r 1 + r 2 = r. Therefore, we see that
1 , and
Next, let
Then we have
It is not difficult to see that (1) holds. This completes the proof.
Theorem 2.3 Suppose that A, B ∈ M n (C). Then AB ∼ BA if and only if ind(AB) = ind(BA) and rank(AB)
where k = ind(AB).
Proof. By (3) 
Corollary 2.4 Suppose that A, B ∈ M n (C). Then we have the following conclusions. (a) AB ∼ BA if and only if rank(AB)
i = rank(BA) i for all i = 1, 2, 3, · · · ; (b) (AB) D ∼ (BA) D ; (c) If ind(AB) = ind(BA) =1, then AB ∼ BA; (d)
Hence, AB ∼ BA. (f) Since rank(A) = rank(AB), we have R(A) = R(AB). Furthermore, R(BA) = R(BAB). This means that rank(AB) = rank(BA) = rank(BAB). It follows from the conclusion (e).
(g) By Theorem 4.3 of [3] , one can obtain that ind(AB) = 1 and ind(BA) = 1. Then using the conclusion of (c), we have AB ∼ BA.
(h) It is easy to see that A t and B t satisfying the condition of (g). Thus, Hence, we have ind(AB) = 1. Moreover, we get AB ∼ BA by (i).
(l) It is clear that A t and B t satisfying the condition of (k). Then A t B t ∼ B t A t , and we see that AB ∼ BA. A = diag(1, 1, 1, 1, 0, 0) and 
Remark 2.5 Let
B = ⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 1 0 1 0 0 0 0 1 1 0 0 0 0 0 ⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ .
From Theorem 2.3, one can get that AB ∼ BA. But the pair of matrices A, B is not satisfying any conditions of (c)-(k). This tells us that the conditions of (c)-(k) only are sufficient but not are necessary.

Remark 2.6 Let
It is easy to see that the pair of matrices A, B satisfies the conditions of (e), but it is not satisfying the conditions of (c). Clearly, the any one of the conditions of (d), (g)-(k), satisfies the conditions of (c). On the other hand, one can conclude that the conditions of (c) implies the conditions of (e). In fact, by rank(AB)
2 rank(ABA) rank(AB) and ind(AB) = 1, we see that rank(AB) = rank(ABA). Similarly, we can know that rank(BA) = rank(ABA).
Applications
In this section, we shall give some applications of obtained results to problems of matrix similar and generalized inverses. Proof. It is clear that " (i) =⇒ (ii)" and" (i) =⇒ (iii)" hold true. We only prove that "(ii) =⇒ (i)", since"(iii) =⇒ (i)" can be proved in a similar way.
It follows form AB is similar to a diagonal matrix that ind(AB)=1. Thus, by the conclusion of (d) of Corollary 2.4, we have (i) holds. A, B , C ∈ M n (C) such that rankA = rankB = rankC = r and
Theorem 3.2 Let
Hence there is an invertible matrix P such that
This, together with B ∼ B t , implies that
B ∼ M 0 (P −1 N 1 ) t 0 and rank M (P −1 N 1 ) t = r.
Now, let
It is easy to verify that rankRS = rankSR = rankR = r. So, by the conclusion of (f) of Corollary 2.4, one can see that RS ∼ SR. Furthermore, we see that
. This tells us that A ∼ B. In a similar way, we can show that B ∼ C. This completes the proof.
Theorem 3.3 Suppose that
Proof. Without loss of generality, one can assume that A = diag(I r , 0),
, where B 1 ∈ M r (C). Noting that Proof. Form (2) in Lemma 2.2, the theorem can be easily verified.
Theorem 3.5 Suppose that A, B ∈ M n (C). Then both (AB)
# and (BA)
# exist if and only if there is P ∈ GL n (C) such that
where X is the first r rows of some invertible matrix M, and X 1 is the first
Proof. Firstly, we assume that both (AB) # and (BA) # exist. Noting that Theorem 3.4, we take M = QP . Thus,
where X 3 is the last n − r columns of
Since Y is arbitrary, and X 2 is so. This has proved the necessity. Next we prove the sufficiently. Suppose that (4) holds. Let M = NP for some n × n invertible matrix N. Let X 3 be the last n − r columns of M −1 . Then there is Y such that X 3 Y = X 2 . Therefore, we get Hence, one can obtain that ind(AB) = ind(AB) =1, and both (AB) # and (BA) # exist. The proof is completed. and (BA) D = A (1,2) B (1, 2) .
Proof. It follows from (2) I r 0 0 0 P −1 . It is easy to see that the theorem follows. [3] about group inverse.
Remark 3.8 Above Theorem 3.7 is a generalization of the results of Section 4 in
