We propose a novel sampling algorithm for quad mesh generation. The nodes are considered as (positive and negative) charged particles that interact and evolve in space. The mesh connectivity, which is built after the particle evolution, naturally corresponds to the ionic bonds. This meshing process is inspired by NaCl crystallization and the result mimics its natural structure. Experiments demonstrate the effectiveness of this new sampling and meshing model for tessellating 2D regions.
Introduction
Generating high-quality quadrilateral (quad) meshes can benefit many applications in modeling, animation, and computer aided engineering. Some meshing algorithms, such as advancing front [1, 2] , spatial subdivision [3, 4] , or mapping-based [5] [6] [7] approaches, construct the node sampling and the mesh connectivity simultaneously. Another type of meshing algorithms (e.g. [8] [9] [10] ) first perform the sampling and place all the nodes, then build the topology through a post-processing.
An advantage of performing node placement first is that we can design different node interactions to control the distribution of the sampling. Governed by the dynamic systems adopted, the uniformity and shape distortion of the final mesh can be controlled. For example, in [9] , the nodes represent molecules. After node evolution (i.e., moving in space), their distribution has (approximately) the minimal potential energy. However, to our best knowledge, all existing particle dynamics based node sampling and evolution methods are for triangular mesh generation, because all these sampling algorithms turn to generate distributions following the triangle or Voronoi structure.
We aim to develop a controllable sampling and evolving algorithm for quad mesh generation. We are inspired by the observation that naturally occurring crystals, such as quartz, ice, and the common table salt (NaCl), have regular rectangular shapes. These shapes reflect the microscopic arrangement of their constitutive particles. The NaCl crystal's cubic microscopic structure ( Fig. 1) could directly serve as a model for quadrilateral meshing for 2D planar regions or hexahedral meshing for 3D volumes. Another key observation is the transformation of a material from high energy, melted non-crystal form to a crystal form by cooling (for example, water freezes into ice). The basic idea is A B Fig. 1 . (a) Halite (main composition is NaCl) crystal, the scale about 16 cm; (b) microscopic structure of NaCl (purple is Na + ion, green is Cl -ion).
Image source: https://en.wikipedia.org/wiki/Crystal.
then to start with a high energy state that can adapt to user provided boundary, and end with regular crystal structure by cooling. Based on the above idea and following the NaCl structure, we devise a new dual particle approach for quadrilateral mesh generation. Unlike all the existing particle based meshing algorithms that rely on using only one type of particles. We utilize two classes of particles that bear positive and negative charges, respectively. The node distribution is obtained by molecular dynamics of two types of charged particles. After node evolution, the mesh connectivity is built by identifying the ionic bonds between nearby, oppositely charged particles. Finally, crystal imperfections are fixed by adding suitably charged particles and ionic bonds.
The remainder of this paper is organized as follows: after reviewing closely related work in Section 2, we elaborate our dynamic model for node sampling and our algorithm for connecting nodes together in Sections 3 and 4, respectively. We then show some experimental results in Section 5 and conclude this the paper in Section 6.
Related Work

Triangle and Quad Meshing
Quad mesh is more desirable than triangle mesh in applications like finite element analysis. The various methods for generating 2D quad mesh can be categorized as direct and indirect [11] . The direct methods directly generate quad elements in the domain. It can be further classified as advancing front method [1] which forms new quad elements from the domain boundary and grows towards the inner region, and divide-and-conquer methods which first decompose the domain into more easily meshed sub-regions and mesh each sub-region. Example decomposition methods include recursion [3] , quad-tree [4] , and medial axis [12] . The indirect methods, on the other hand, rely on a previously generated triangular mesh to which it applies topological operations. A simple splitting method divides each triangle into three quadrilaterals, but the resultant mesh has poor quality due to the large number of irregular nodes. On the contrary, merging pairs of triangles based on heuristics [13] [14] [15] partially resolves this issue and yields better quality meshes. In [16] a two-coloring (or "bichromatic") vertices approach was developed. The color assigned to each vertex is used in both spatial sampling to control the point distribution, and in building the quad topology where connections between same colored vertices are avoided.
Node Interaction Model
Physical simulation was used by many authors to prepare spatial node distributions suitable for triangulation. In those methods nodes are considered as physical objects, and interact with each other through certain forces. The bubble mesh method [8] considered each node as the center of a bubble. After initial packing, the bubbles evolve through time according to Newton's second law. The interaction force between bubbles is an artificially designed cubic spline function of the pairwise distance, such that it repels overlapping bubbles apart, and attracts nearby separated bubbles together. In a following work [17] , a new potential is designed through composition of the original isotropic potential, which effectively ties four virtual smaller bubbles to a central large bubble. As a result, the equilibrium local packing of bubbles is changed from hexagonal to square lattice. The triangulation of bubble centers is turned into a quad mesh by deleting edges that deviate the most from prescribed local directions. Zhang and Smirnov [9] used Monte-Carlo method for node placement. They model the pairwise interaction of particles using the well know Lennard-Jones 12-6 potential. The system's potential is minimized by Metropolis Monte-Carlo algorithm. Persson and Strang [18] used elastic spring to model the interaction between connecting nodes. The nodes evolve according to summation of the forces from connecting nodes. Delauney triangulation is applied after each step of node evolution to build new node connections. This iteration continues until the system is in a force equilibrium state. Zheleznyakova and Surzhikov [10] considered mesh nodes as molecules and used molecular dynamics to generate node distribution for triangulation. The force between two particles is mutual repulsive and decays with distance (∝ 1/r m , m being a model parameter). Each particle also experiences a damping force. Additionally, the geometry exerts an attracting force to particles that fall outside. The particles are considered in equilibrium after they become essentially motionless. In all these methods (except Persson and Strang), the mesh topology is build after the node evolution is finished: the triangulation (or tetrahedrization) then generates high quality meshes in one step.
Molecular Dynamics Simulation for Node Sampling
Molecular Dynamics (MD) started in the 1950s [19] and has became a routine modeling tool to study complex physical and chemical systems, including materials and their transformations. At the core, MD is similar to particle systems in computer graphics. It solves the Newtonian equation of thousands to billions of particles. A "particle" is the basic simulation unit in MD that can represent atoms, molecules, ions etc in the physical world. In practice, it is coded as a point mass with position, velocity, and depending on the application, other physical attributes like electric charge. Below we discuss the important components of our MD system.
Particle Force Model
The dynamic equation of an arbitrary particle i is
where r i , v i , a i are the position, velocity, and acceleration of particle i, respectively, j is the index of a neighboring particle, F i j is the interaction force between particle i and j, D i is the damping force of particle i. Bold symbols indicate vector quantities. The right hand side is the force model, which is the key to a MD system. Note that there is no mass in Equation (1), the reason is that all the particles in our system have a normalized unit mass. The interaction force F i j in terms of potential energy V, with
where r = |r i − r j |/σ is the scaled length of the relative position vector, σ is the characteristic particle separation, q i is the electric charge of particle i, n is a parameter to be discussed in the next subsection. The right hand side of Equation (2) has two parts. The first is the famous Lennard-Jones (LJ) 12-6 potential. Its effect could be summarized as "long distance attraction and short distance repulsion". Note that it does not depend on electric charges. The second term is the Coulomb interaction between electric charges. The original physical law has n = 1, here we generalize it so the rate at which its magnitude decays with distance can be tuned. The two terms are averaged by a weight factor
For a pair of opposite charged particles, the Coulomb force could collapse them and diverge to negative infinity. To avoid this issue we threshold the magnitude of Coulomb force by min(1000, r −4 ), the upper limit 1000 corresponds to a separation distance of 0.18σ < σ, so this modification will not affect the particles unless they get too close to each other. A key parameter of the potential equation is σ, which originates from the LJ force model and is used to control the mesh resolution. interactions are used and lead to different results: (A) using LJ force only, (B) using Coulomb force only, and (C) using both. The resultant distribution (C) is similar to the initial regular condition, desirably. Panel (D) plots the corresponding interaction potentials. LJ is the LennardJones potential; Co+/-is the Coulomb potential between a pair of identical/opposite charges, respectively; All+/-is the potential in Equation (2) applied to identical/opposite charged particles, respectively. All interactions are ignored, or cut-off, beyond the cut-off distance 2.5σ, so the efficient grid based interaction calculation can be applied
The physics of LJ and Coulomb forces are quite different, but both are necessary for the desired spatial distribution to arrange particles like a quad lattice. We illustrate this using a simple experiment. We place 21 × 21 particles on a square lattice and allow them to evolve freely in space without boundary. The separation between the marked particle and the neighboring particle to its left. The separation converges to the same value regardless of the the damping coefficient ν.
were applied to each of the three cases. The LJ interaction has a stable separation ∼ σ regardless of particle charges. It prevents particles from collapsing by diverging to positive infinity. The Coulomb interaction between same signed charges (Co+) pushes the particles away from each other, while that between opposite signed charges (Co-) collapses them together. By combining them the interactions between the ions of the NaCl crystal, and the resultant quad structure are recovered, as (C) shows.
Damping Force. To mimic cooling, which is the cause of crystallization, damping force is added to each particle to remove kinetic energy from the system. We use the simplest linear damping force D i = −νv i . The damping coefficient ν controls the freezing rate linearly: double ν doubles the freezing rate. Fig. 3 (A) shows this by plotting the time history of the speed of the particle marked in Fig. 2 (C) . The equilibrium separation of particles is the same regardless of ν, although the rate of reaching it is controlled by ν, as shown in Fig. 3 (B) .
Short Ranged Coulomb Force
The traditional Coulomb interaction (n = 1 in Equation 2) is long ranged, which means the interaction between any pair of particles needs to be calculated regardless of the distance between them. The number of calculations has an order of O(N 2 ), where N being the number of the particles, and is prohibitively expensive. The LJ interaction, on the other hand, decays very fast with distance and is short ranged.
Short ranged force has the advantage that the interaction between particles that are too far away from each other can be ignored or "cut-off". After introducing a cut-off distance, the popular grid acceleration structure for interaction detection can be applied. In this method each particle is hashed into a uniform 2D grid, whose cell size equals the cut-off distance. A particle in a certain cell only interacts with the particles that fall either into the same cell or into the eight neighboring cells. This reduces the number of pair interactions from O(N 2 ) to O(N). Similar ideas are found in many other particle based simulation methods, for example, the smoothed particle hydrodynamics [20] .
We use n = 3 in Equation 2 to make the Coulomb interaction short ranged. The typical separation of neighboring particles in our simulations is about σ. By choosing a cut-off distance that equals 2.5σ, the strongest interaction neglected (at distance 3σ) is only 1/3 4 of the strongest interaction in effect (between closest neighbors, with separation about σ).
Time Integration
Even with the grid acceleration, calculating the pair interaction is the most costly part of our MD system. For this reason we use the velocity-Verlet method [21] for the time integration. It updates particles' position and velocity to the next time step, which requires only one evaluation of interaction per time step, in contrary to more expensive method like Runge-Kutta which requires several evaluations. The velocity-Verlet is third-order accurate in time. In addition, it conserves energy well. The simpler Euler's method is only first order accurate and its numerical energy accumulation can blow up the simulation. The velocity-Verlet method is
where r, v, and a are the particle position, velocity, and acceleration, respectively; dt is the integration time step, superscript n means the current time step, and superscript n + 1 means the new time step.
Initialization
Boundary Initialization. The input geometry defines the boundary of the MD system. It consists of closed line segments without ill properties like self-intersection. The particle-boundary interaction could be handled either by enforcing particle-line interaction or by sampling the boundary using particles that are frozen. We use the second approach which does not require extra interaction models. Those frozen particles differ from normal ones only in that they are not allowed to move. The domain boundary is parameterized by arc-length (if the geometry has several disconnected parts, each part is parameterized independently), then it is sampled with the prescribed resolution σ. To accommodate positive-negative alternation of charges, the number of particles on each boundary has to be even. Suppose the parameterization range is [0, l], if the number of particles ceil(l/σ) is odd, we add one to it and change the sampling resolution to l/(ceil(l/σ) + 1). This resolution slightly differs from σ but the difference has little effect on the end result.
Region Initialization. After sampling the boundaries, particles are generated inside the geometry. A very simple method is used. We sample the bounding box of the geometry uniformly with an equilateral triangle lattice whose side length equals σ. The particle charge sign alternates between neighboring lattice points. We choose triangle lattice because it better conforms to complex input geometries compared with a square lattice. We apply a point-in-polygon test to eliminate particles outside of the input geometry, and particles inside the geometry but are within distance σ of the boundary. This is to avoid particles that are initially too close, which possess high potential energy and harm simulation stability. All particles are initially stationary.
Boundary Alignment
In applications like computer fluid dynamics, it is desirable to have boundary fitted mesh cells to resolve the so called boundary layer. This can be easily achieved in our method by assigning boundary particles stronger electric charges. Internal particles close to the boundary are then forced to align with the boundary particles. Fig. 4 compares two meshing results for the same Yin-yang shape with (bottom part) and without (top part) boundary alignment. The boundary alignment is achieved simply by setting the charges of boundary particles to ten times larger. The improvement of the alignment between boundary mesh cells and the boundary's local normal direction is apparent.
Constructing Mesh Connectivity
No topological information of the mesh (connectivity) is introduced through the particle simulation, where only the particle positions are known. There are two ways of building the topology. The first is for each particle, search its nearby particles with opposite charges, and connect the two to form a new edge. The problem is to define the "closeness" and avoid crossing when making connections. The other way is to first triangulate the particles, then delete all the unphysical edges (edges that connect particles of the same signed charge). We adopt the second strategy here and obtain the triangulation using the Delauney triangulation [22] . After triangulation and removal of unphysical edges, the remaining edges are between opposite charged particles and correspond to the ionic bonds in the NaCl crystal, and this gives the preliminary "numerical crystal".
Just like physical crystals contain various kinds of imperfections, we have similar problems in our numerical crystal. The imperfections are characterized by non quad polygons, which themselves were caused by low local particle density. There are two possible solutions. One is to insert new particles as the simulation goes to those low density regions. This method requires defining and tracking particle density as is done in smoothed particle hydrodynamics [20] . The other method is to fix those problematic polygons in post-processing. We adopt the second method in this paper, because it is simple to implement and is sufficient as long as the initial particle density is not too low, i.e., there are no large void regions after particles finish evolving.
We elaborate the idea in the following. Here we assume the three vertices of a triangle are indexed in the counterclockwise direction. We just need to define two operations: (1) edge deletion, and (2) face merge. Therefore, we adopt the edge-face mapping [23] , or edge map, data structure to track all the topological changes.
Edge Map Generation
Let an edge be (v a , v b ), where v a an v b are indices of the edge's starting and ending vertices. The edge map is a hash table that maps every edge (v a , v b ) to its two neighboring faces' indices ( f o , f n ). It is useful to introduce the "owning and neighboring face" concept of an edge. The owner f o is the index of the face to the left of the direction v a → v b . We consider (v a , v b ) belongs to f o . The neighbor face f n , in contrast, is the one to the right of (v a , v b ). (v b , v a ) belongs to f n . Given the list of faces of a mesh, the edge map takes two passes to generate. The first pass fills in f o for every edge, and the second pass fills in f n for every edge. 
end if 11: end for
Edge Deletion and Face Merge
Deleting an edge e i has two effects. First, e i and its two neighboring faces, f o and f n , are removed; and a new face f new is formed. Second, the remaining edges of the two deleted faces have f new as their new owner/neighbor. Fig. 5 shows an example. Given the edge e i = (3, 4) to delete, we first get its two neighboring faces f o and f n . Since we never remove boundary edges in this step, e i is guaranteed to have both f o and f n . Next we rotate the index of f o such that they start with 4 and end with 3 ([4,0,1,2,3]), and rotate the index of f n such that they start with 3 and end with 4 ( [3, 5, 6, 7, 8, 4] ). The merge happens by appending the inner elements (excluding the head and tail elements) of the second list to the end of the first list.
We use a Boolean array B to track deleted and valid faces. B has the same length as the list of faces. A true entry means the corresponding face is valid, and a face is deleted by setting its entry in B to false. To add the new face f new formed in the last paragraph, we append it (its list of vertex indices) to the face list of the mesh, and append a true value to B. Without removing entries from the face list, f new 's index i new is just its index in the face list. This information is then used to update the owner and neighbor information of the affected edges: for every edge
Removal of Outer Triangles
If the input geometry is concave, the Triangle library generates outside triangles, because all we provided to it is the particle positions. The outside triangles might have been transformed into polygons during the previous step, and they need to be removed before the next step. This is done with edge map. We identify all edges whose edge center is outside of the input geometry. For every such edge, we visit the edge map and delete its two neighboring faces (by setting their entries in B to false).
Gap Filling
A gap refers to a non-quad polygon. By construction every gap is formed by a loop of ionic bonds (postive-negative charge connections), thus they all have even numbered sides and can be converted to quads by subdivision. As a first step, the gap center is calculated by averaging its vertex positions. This is the position of the new particle p new . To determine its charge, we loop the gap vertices to find the one that is the closest to p new , and use its opposite charge as p new 's charge. After insertion, new edges and faces are formed by connection p new with all these gap vertices that have the opposite charge.
The post-processing can be summarized into the following steps. First a Delaunay triangulation is applied to find all candidate connections from a geometric point of view. Then all unphysical connections are deleted to give a preliminary numerical crystal. This crystal may contain imperfections, which are fixed by adding new particles and building new physical bonds.
Results
A B C 4) . The boundary alignment is quite good except at a few spots. We adopt a simple post-processing smoothing [24] , which further improves the mesh quality (C). Fig. 7 shows example meshes generated for five more input shapes. Our generated meshes (without applying any postprocessing mesh optimization) are shown in the first and third rows. The three letter meshes use λ = 0.05 to mix the LJ and Coulomb interaction. The car and key models use λ = 0.1 as an experiment. In fact, we found there is no Fig. 7 . Example meshing results (all with boundary alignment): letter "I", letter "M", letter "R", key model, and car model. The letter "I" mesh and the car mesh have finner resolution to better resolve their small features. For each mesh, its smoothed version is shown below it. A single merge operation is applied to remove the concave cell in the letter "M" mesh and the car mesh before smoothing. noticeable difference on them from using λ = 0.05. It can be seen that even with the very rudimentary initialization and post-processing methods, the numerical crystal formed by the dual particles can adapt to various topology and boundary details.
The quality of the resultant meshes, measured using scaled Jacobian, is given in Table 1 (Columns 2-4) and Fig. 8(A) . The quality is decent considering no post-processig relaxation or mesh optimization were applied. The negative scaled Jacobians in some areas are caused by the bad quality cells generated during the gap filling step, which utilizes only the simplest subdivision strategy. The overall mesh quality can be significantly improved and these bad elements can be fixed easily using simple mesh smoothing operations [24, 25] . Negative scaled Jacobians are removed during smoothing. The refined meshes after smoothing are shown in Rows 2 and 4 of Fig. 7 . Their quality measurement is shown in Table 1 Columns 5-7 and Fig. 8 (B) . More quality metrics of the final mesh, including percentage of irregular nodes (valance 4 for internal nodes, 3 for boundary nodes), skewness, and edge ratio are given in Table 2 . The mesh quality can be further improved through topological cleanups [26] , for example, many of the small cells in the smoothed mesh are diamond shaped with four neighboring cells. They can be deleted by collapsing a diagonal pair of their vertices [26] . Fig. 7 shows that the meshes share the same pattern with real world crystals: different regular patches (crystal grains) merge with each other at irregular grain boundaries.
Conclusions and Future Work
We proposed a novel dual particle based quad mesh generation algorithm, which can automatically produce all quadrilateral elements with decent quality. In contrary to pure geometric arguments, our sampling algorithm is based on physical intuition of crystallization. This allows us to borrow ideas from the natural world and design a new interaction scheme to fit our specific need. While Equation (2) is used here, it might be possible to design potentials that are cheaper to calculate and give better quality quad mesh. Another possible extension (following the use of direction field in [17] ) is to control the mesh directionality by specifying a spatially varying environmental electric field E(r): the local Na-Cl bonds are expected to adjust accordingly to minimize their potential energies. The present framework can naturally generalize to hexahedral meshing for 3D volumes [6, 27, 28] . The MD system naturally extends to 3D and efficient simulation is possible with the many existing MD packages. One challenge though is the need of much more complicate topological operations to form correct hexahedral connectivity from sampling particles. For example, while in 2D two triangles merge (by edge deletion) into a quadrilateral, it takes more tetrahedra in 3D to merge into a hexahedron cell. Since the mesh cells correspond to the physical concept of crystal cells, their generation should be deterministic in both 2D and 3D, but in 3D, it takes more effort to devise an efficient yet simple method.
Although molecular dynamics is used in this paper. The evolution or "relaxation" of particles to their final configuration can be accelerated using other techniques like Monte Carlo [9] . It is also possible to combine the particle simulation with geometry based meshing approaches [9, 10] , where mesh nodes are locally treated as particles and shifted according to user designed interactions.
