Computer simulation has been an efficient and cost-effective tool for the Liquid Composite Molding (LCM) processes, including the RTM, VARTM, and resin infusion, compared to trialand-error. The Control Volume Finite Element Method (CVFEM) has been the predominant method for simulation. Two critical issues of CVFEM are simulation accuracy and computational efficiency, and they are strongly dependent on meshing. In this paper, the influence of meshing on the simulation accuracy is investigated. Both uniform and non-uniform meshes are studied. The results show that for a radial flow, simulation accuracy can be significantly improved by using non-uniform meshes. A case study is conducted and it is shown that for a point injection, the computation time for mold filling simulation can be reduced by more than 99% while maintaining the same simulation accuracy.
Introduction
Because of the relatively low equipment and tooling costs, short cycle times and excellent design flexibility, liquid composite molding (LCM) processes, which include resin transfer molding (RTM) and vacuum assisted resin transfer molding (VARTM) processes, have attracted considerable attention and gained the status as a preferred method for manufacturing structural composite components. Complete filling of the mold with adequate wetting of the fibrous preform is critical in LCM. Incomplete impregnation in the mold leads to defective parts containing dry spots. In order to achieve good quality, processing parameters such as the locations and numbers of gates and vents need to be well defined when designing the mold. Traditionally, trial-and-error techniques are widely applied in the composites industry, which is very costly and time consuming. With the development of computing technology, simulation has become a powerful tool for the process design and optimization. A mathematical model for the LCM mold filling consists of a set of partial differential equations and its solution is usually found by numerical methods including finite difference method (FDM), finite element method (FEM) and boundary element method (BEM). FDM was the first attempt used to simulate a two-dimensional RTM process (Coulter,Guceri 1988) . By comparing with experimental results, it was proven that due to edge effects, the computing errors were over a reasonable range, which limited further application. Um et al. (Um,Lee 1991 ) studied two-dimensional flat molds where the permeability and the resin viscosity were constant applying the BEM and concluded that it took less time to generate mesh at each time step than required by FDM or FEM. Yoo et al. (Yoo,Lee 1996) and Osswald et al. (Osswald,Tucker 1987) determined that under the limitations of simple geometry parts and isothermal Newtonian problems, the BEM method gave very accurate simulation results. When FEM is used, mold filling simulation is based on a time dependent solution of an unsteady boundary value problem. Because of the evolving boundary, it is difficult to generate a fixed mesh suitable for all the successive calculation steps of a filling simulation. Although some re-meshing algorithms have been developed (Béchet et al. 2004; Chang,Kikuchi 1994) , the Control Volume Finite Element Method (CVFEM) has been the predominant method for process simulation (Bruschke,Advani 1990; Joshi 2000; Liu 2000; Young et al. 1991) . It forms and solves a set of equations for nodal control volumes as if they were finite elements. Mesh regeneration is not required, which makes the computation more efficient. Three major steps are needed in the CVFEM flow simulation: (1) use the FE solution to obtain the pressure distribution in the resinfilled region; (2) calculate the resin flow rates; and (3) trace the resin flow front (Joshi 2000) . A critical problem in the optimization using the CVFEM based mold filling simulation is the accuracy of simulation. Because of the nature of FEM, the mesh density has a significant influence on the simulation result. In addition, the definition of injection gate is also an important factor. Traditionally, the injection gates are defined by a single node and the pressure or flow rate boundary condition is applied. The omission of the inlet radius in the model results in a mathematical singularity as the mesh gets refined. Some studies have been conducted to address this issue. Modi et al. (Modi et al. 2003) discussed the influence of gate definition on the flow-front approximation. Šimáček and Advani introduced the gate elements for mold filling simulation which employed modified shape functions. Dong (Dong 2007) presented the gate definition methods for 2-D and 3-D mold filling simulations. In this paper, the influence of meshing on the simulation accuracy is investigated. Both uniform and non-uniform meshes are studied. The results show that for a radial flow, simulation accuracy can be significantly improved by using nonuniform meshes. A case study is conducted showing that for a point injection, the computation time for mold filling simulation can be significantly reduced while maintaining the same simulation accuracy.
Uniform Meshing

Channel Flow
The flow fronts of a channel flow are a series of straight lines. Thus, the flow can be considered as 1-D. From the continuity, C dx dp
where φ is porosity; v is velocity; K is permeability; µ is dynamic viscosity; p is pressure; and x is 1-D coordinate. After applying the boundary conditions p = p 0 at the injection gate and p = 0 at the flow front, Eqn. 1 becomes
Eqn. 2 suggests that p decreases linearly from p 0 at the gate to 0 at the flow front, as shown in Figure 1 . The result from Eqn. 7 is exactly the closed-form solution, which suggests that simulation accuracy for a channel flow is independent of meshing.
Radial Flow
A radial flow is shown in Figure 3 . Its closed-form solution is given by (Adams et al. 1988 ) where ∆p is the pressure difference between the injection gate and flow front; r f is the radius of the flow front; and r 0 is the radius of the injection gate. Besides the validity of simulation, the efficiency is another important issue to be considered. The convergence test shows that the simulation is more accurate when a finer mesh is used. However, as the mesh density increases, the computation time increases tremendously. For example, the computation time vs. number of elements for a typical simulation is as shown in Figure 5 . It is seen that when the element size decreases from 10 mm to 0.625 mm, the computation time increases over four orders of magnitudes. Thus, in order to achieve effective and efficient simulation, the mesh density needs to be properly selected. 
Non-Uniform Mesh
Two critical issues in CVFEM are simulation accuracy and computational efficiency. As seen in the previous section, computation time is dependent on the number of elements. One possible way to maintaining good computational efficiency is limiting the number of elements but using non-uniform mesh. When non-uniform meshes are used, the concept of space ratio, s is introduced, which is defined as the ratio of the last and the first elements, i.e. s = l n /l 1 . For any two consecutive elements i and i+1 (i = 1…n-1), the ratio is given by
and r f is given by 
Thus,
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Case Study
In order to validate this approach, the mold filling of a part as shown in Figure 7 was simulated. Three different meshes: coarse mesh, fine mesh, and smart mesh were used, as shown in Figure 8 . The corresponding mold filling processes simulated using these three different meshes is shown in Figure 9 and the results are summarized in Table 1 . It is seen that when a mixed mesh which is finer near the gate is used, the relative difference is 0.25% while a time saving of over 99% is achieved. 
Conclusions
Two critical issues of CVFEM are simulation accuracy and computational efficiency, and they are strongly dependent on meshing. In this paper, the influence of meshing on the simulation accuracy is investigated. Both uniform and non-uniform meshes are studied. The results show that for a radial flow, simulation accuracy can be significantly improved by using non-uniform meshes. The region near the injection gate is sensitive to meshing. In order to obtain satisfactory simulation accuracy, fine meshing should be used near the injection gate. The mold filling of a point injection part was simulated using three different meshes. It is shown that using a mixed mesh which is finer near the gate can reduce the computation time by more than 99% while maintaining the same simulation accuracy. 
