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1. INTRODUCTION 
We use the theory of Markov chains to establish several new inequalities 
for M-matrices. If A is an n x n matrix with nonnegative elements and 
dominant characteristic root Y, then for any s > Y, M, = s1 - A is called 
an M-matrix, as introduced by Ostrowski [IO] and treated by Varga [ll]. 
Apart from their basic role in matrix theory, M-matrices are of substantial 
interest to probability theory in connection with finite Markov chains in 
discrete and continuous time. 
Our study has had a dual motivation. First, we have been interested in the 
structure of permissible sets of complex characteristic roots of stochastic 
matrices and more generally of matrices with nonnegative elements. Such 
questions were raised, probably for the first time, by Kolmogorov [5], and 
discussed by Mirsky [8, 91. Second, we have sought insight into related 
convexity properties of scalar functions of such matrices. 
Our principal results are the following. 
THEOREM 1. Let A be an n x n matrix with nonnegative elements and 
let Y  be the dominant characteristic root. Then for all s > Y  
nsnel/(sn - rn) < tr Mrl < n/(s - r), (l-1) 
where the M-matrix 
M, = SI - A. U-2) 
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For r > 0, equality on the left of (1.1) holds if and only if there exists a positive 
deJnite diagonal matrix D such that 
A = rDRD-i, (1.3) 
where R is an irreducible permutation matrix. Equality on the right of (1.1) holds 
if and only if 
al = a2 = ... = (y, = r, (1.4) 
where 01~ , 01~ ,..., (Ye denote the characteristic roots of A. 
Our proof of Theorem 1 employs elementary probabilistic reasoning 
(based on Markov chain theory) as well as simple notions of convexity. A 
purely matrix-theoretic demonstration would be of interest. 
THEOREM 2. Let M, be de$ned as in (1.2). Then for all s > r, 
(s - r)% < det M, < sn - rn. (1.5) 
Equality on the left holds ;f and only if (1.4) is true; equality on the right holds 
if and only if (1.3) is true. 
When A = P, a substochastic matrix, r < 1. Hence from (1.5) we obtain 
(1 - r)” < det(1 - P) < 1 - rn. (1.6) 
If P is stochastic, r = 1 and we find: 
(1.7) 
where h, = 1, h, ,,.., X, are the characteristic roots of the stochastic matrix P. 
Equality in (1.7) holds if and only if P = R, an irreducible permutation 
matrix. If the characteristic polynomial is written as 
det(X1 - P) = i a,*@ - 1)’ 
2-1 
then 
O<a,*< n = 
0 
n! 
s = 1, 2 ,..., n. 
S s!(n - s)! ’ 
(1.8) 
(1.9) 
If an n-state irreducible Markov chain governed by the stochastic matrix P 
has fundamental matrix Z [cf. (6.14) and Corollary 6.11, then 
detZ > l/n; trZ 2 8 (n + 1). (1.10) 
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Proof of (1.1) is provided by Theorems 3.1, 4.1, and 4.2 with Theorem 
3.2 establishing the condition (1.3). Corollary 4.3 proves condition (1.4), and 
Corollaries 3.1, 4.1, and 4.2 establish (1 S). Proof of (1.7) is given by Theo- 
rem 6.1 while Theorem 6.3 and Corollary 6.1 establish (1.9) and (1. IO), 
respectively. 
2. SOME PRELIMINARY RESULTS 
Our proof of Theorem 1 depends on a probabilistic argument based on 
Markov chain theory. We also need the notion of reducibility: 
DEFINITION 2.1. For n 3 2, an n x n matrix A is reducible if there 
exists an n x n permutation matrix R such that 
R’AR = (2 ;;) , (2.1) 
with A, and A, both square. Otherwise A is irreducible. When n = I A 
is irreducible if its single entry is nonzero and reducible otherwise. 
Some writers prefer the term indecomposable. We follow Varga [l 1, 
pp. 18-191. 
LEMMA 2.1. Let X, be a temporally homogeneous jinite Markov chain in 
discrete time k = 0, l,... governed by an irreducible n x n stochastic matrix P. 
Let T, be the random elapsed time till the$rst return to state m (= 1, 2,..., n) 
after X0 = m. Then 
f wk tr Pk = jJ [I - &(w’~)]-~; Obw<l, (2.2) 
k=O W%=l 
where E denotes mathematical expectation. 
Proof. Let the indicator function 
I,(k) = 1 whenever Xk = m 
=o otherwise. 
(2.3) 
Then 817,(k) j X,, = m] = sl(X, = m 1 X0 = m) = p$ , the mth diagonal 
element of Pk. Hence for 0 < w < 1, 
k=O m=l k=O 
wkIm(k) 1 X0 = m 
I 
. (2.4) 
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If T,,,j denotes the random elapsed time between the (j - 1)th and jth 
return to state m after X, :- m (j = I , 2 ,...; m z 1,2,..1, n), then 
T,,,, == Tn, > Tm2 ,...> T,ak 9.‘. 
are independently and identically distributed. Let R,j = T,, + .* 
be the time of the jth return to state m. Then for 0 < w < 1 
f wkIm(h),Xo=m =6‘[1 +7.uR,1+WR,~+ ...I 
k=O 1 = 1 + qwLll> + (qwk+L?13) + . . . 




which substituted in (2.4) yields (2.2). (Q.E.D.) 
LEMMA 2.2. Let P and T, be dejned as in Lemma 2.1. Then there exists 
an n x 1 column vector I= {lm} with positive elements such that I’P = I’, 
b(T,J = l/Zm , and 
il L = i, V(T,P = 1. V-6) 
Proof. See, e.g., Karlin [3, pp. 63-651. (Q.E.D.) 
LEMMA 2.3. The function 
f(x) = [l - e-1/s]-1 
is strictly convex for all x > 0. 
Proof. The second derivative is 
f” = x-“f(f - 1) (2f - 2x - 1). 
(2.7) 
(2.8) 
As f  > 1 it suffices to prove 2f > 2x + 1. If t = 1 /x, this is equivalent to 
2 + t > (2 - t) et which is so since 
2 + t - (2 - t) et = fJ (h - 2) tk/h! > 0. 
k-3 
(Q.E.D.) 
LEMMA 2.4. Let A be an n x n matrix and s a real scalar not equal to a 
characteristic roof of A. Then 
1% [det(sI - A)]\/det(sI - A) = tr(s1 - A)-l. (2.9) 
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If det(s1 - A) > 0 then 
& (log[det(sI - A)]> = tr(sI - A)-‘. 
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(2.10) 
Proof. The left-hand side of (2.9) equals 
and (2.9) is established. We have used a1 , aa ,..., an to denote the character- 
istic roots of A and 
tr(sI - A)-l = i (S - CX~)-‘. 
j=l 
If det(sX - A) is positive, its logarithm is defined and (2.10) foliows directly 
from (2.9). (Q.E.D.) 
LEMMA 2.5. Zf A is an n x n stochastic matrix with characteristic PO& 
nomial 
det(h1 - A) = h” - 1 
then A is an irreducible permutation matrix. 
(2.12) 
Proof. If A is reducible its rows and columns may be rearranged into the 
form (2.1). Then As is stochastic and its dominant root of unity is a root of A. 
Moreover, A, has dominant root rl < 1. If rl = 1 A has a double root of 
unity contradicting (2.12); if rI < 1 (2.12) is also contradicted. Hence A 
is irreducible and the lemma follows from the general representation of 
irreducible stochastic matrices with k roots of absolute value 1 {cf. Varga [l 1, 
P. 3% (Q.E.D.) 
3. SOME INTERMEDIATE REWLTS FOR IRREDUCIBLE MATRICES 
We proceed to establish the left-hand side of (1.1) when A is irreducible. 
THEOREM 3.1. Let A be an n x n irreduzible matrix with nonnegative 
elements and dominant characteristic root r. Then for all s > r the M-matrix 
M, = SI - A satisfies 
tr My1 > nsnel/(sn - rn). (3.1) 
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Proof. As s > Y, M, is nonsingular and a geometric power series expansion 
gives 
a 
s tr M,F1 = c tr A”,‘?. 
k=O 
(3.2) 
Since A is irreducible, there exists a stochastic matrix P and a positive definite 
diagonal matrix D such that A = rDPD-l. With w = r/s, substitution in 
(3.2) yields 
co 
strM,l = c w”trP’; O<w<l. (3.3) 
k=O 
From (2.2), 
s tr ML’ = jil El - ~h+>l-l~ 
For x > 0 and 0 < w < I, w5 is convex. Jensen’s inequality {cf. e.g., 
Feller [ 1, pp. 153-41) then implies &(w Tm) > wB( rm) and so 
s tr Ml1 3 i [l - w’(~,)]- = i [l - w~‘*,]-~ 
W&=1 ?I%=1 
(3.4) 
using Lemma 2.2. Consider the function 
f&J = [l - e--]-l = [l - wl’Zm]-l, (3.5) 
where x, = - Z,/log w > 0. By Lemma 2.3 f(x,) is strictly convex in x, 
and hence using (3.4) and Lemma 2.2, 
= f( - [n log WI-‘) 
= (1 - wn)-1 = S”r/(Sn - rn), 
as w = r/s. Thus (3.1) is proven. 
(3.6) 
(Q.E.D.) 
COROLLARY 3.1. Let M, = s1 _ A be defined as in Theorem 3.1. Then 
det M, < sn - rn, s > r. (3.7) 
Proof. If so > r, (3.1) and (2.10) imply 
o< m 
s [ 
tr MT1 - 
nsn-l 
sn s” - rn 1 ds = log L 
son - T” 
det(s,,I - A) I ’ (3.8) 
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since 
log[det(tI - A)] - log(t” - yn) = log[det(I - A/t)] - log[l -- (r/t)“] 
converges to 0 as t---f co. Hence (3.7) follows. (Q.E.D.) 
THEOREM 3.2. Let M, = s1 - A be dejned as in Theorem 3.1. If  there 
exists an s = s, > Y  such that 
OY such that 
tr MFr = nsnM1/(sn - yn) 
det MS = sn - Y”, 
(3.9) 
(3.10) 
then simultaneously (3.9) holds for all s not equal to a characteristic root of A 
and (3.10) h o s Id f OY all s. Moreover, (3.9) OY (3.10) holds ;f and only if there 
exists a positive dejnite diagonal matrix D such that 
A = YDRD-I, 
where R is an irreducible permutation matrix. 
(3.11) 
Proof. Let (3.9) hold for some s = s,, > Y. Then in the proof of Theorem 
3.1 equality must hold in (3.4) so that b(wrm) = wbtTm) and T, = l/h with 
probability one. As equality must also hold throughout (3.6), x, = - &/log w 
must be independent of m and hence T, = n with probability one 
(C:=, 1, = 1). Thus P is an irreducible permutation matrix and (3.11) is 
true. Therefore (3.10) holds for all s (characteristic polynomial for A); 
(3.9) follows by applying (2.9) to (3.10). Now suppose (3.10) holds for some 
s = s,, > Y. For any s > Y, 
det M, = [(i det M,)/tr MT11 < [(i det M,)/ns”-‘] (s” - yn), (3.12) 
i=l i=l 
using (3.1) where Mi is the (n - 1) x (n - 1) principal submatrix formed 
from M by removing its ith row and column. Then Mi is also an M-matrix 
since the dominant characteristic root ri of s1 - MS cannot exceed Y  {cf. 
Gantmacher [2, pp. 83-841). Thus, using (3.7), 
det M, < [ ($ (s’+l - YF)/YIs’+~)] (s” - rn) < sn - yn. (3.13) 
For s = s,, however, equality must hold throughout (3.12) and (3.13), 
which implies that (3.9) holds for s = s,, , completing the proof. (Q.E.D.) 
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4. EXTENSIONS TO REDUCIBLE MATRICES 
We now show that inequality (3.1) is strict when A is reducible (n > 1). 
THEOREM 4.1. Let A be an n x n (n > 1) reducible matrix with non- 
negative elements and dominant characteristic root Y. Then for all s > r the 
M-matrix M, = s1 - A satisjies 
tr MC1 > nF1/(sA - rn). (4.1) 
Proof. There exists a permutation matrix R such that {cf. Varga [ 11, 
P. 461) 
(4.2) 
where each submatrix Ai is 
ni x ni 
i 
i = 1, 2,..., h;h>l;in,=n 
i=l 
and irreducible (ni > 1) or a scalar (cf. Definition 2.1). Thus, using (3.2) 
tr M;l = f tr A,“/s”+’ + i f tr AjlC/sk+l, (4.3) 
k=O i=l k=O 
i#??l 
where m identifies a diagonal submatrix in (4.2) whose dominant character- 
istic root is r. As (3.1) holds for n = n, = 1 as well as n, > 1 and A = A, 
irreducible, we obtain after truncation of the last term in (4.3) at k = 0, 
tr ML1 > (nm~n~-l/(~R~n - Pm)) + (n - n,)/s 
= (l/s) {[n,r”~/(snm - Pm)] + n> (4.4) 
> (l/s) {[nrn/(P - P)] + n} = nF1/(sn - In), 
as n, < n (h > 1) and xrz/(sz - 9) = x/(P” - 1) is strictly decreasing in 
x [a = log(s/r) > 01. (Q.E.D.) 
COROLLARY 4.1. Let MS = s1 - A be defined as in Theorem 4.1. Then for 
all s > r, 
det M, < s” - r”. (4.5) 
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Proof. Following the proof of Corollary 3.1, use of (4.1) instead of (3.1) 
gives strict inequality on the left of (3.8), and (4.5) follows. (Q.E.D.) 
We now complete the proofs of Theorems 1 and 2. 
THEOREM 4.2. Let A be an n x n matrix with nonnegative elements and 
dominant characteristic root Y. Then for all s > r the M-matrix M, = ~1 - A 
satisfies 
tr ML1 < n/(s - Y). (4.6) 
Proof. Using (3.2) we have 
tr My’ = 2 tr Aklsk+i = i. Cl %%JSk+l < go nyk/sk+l = n/(s - r), (4.7) 
k=O 
as &A , the mth diagonal element of Ak, is not greater than YR, the dominant 
root of Ak (cf. Gantmacher [2, p. 841). (Q.E.D.) 
COROLLARY 4.2. Let M, = s1 - A be defined as in Theorem 4.2. Then 
fo7 all s > Y 
det M, 2 (s - r)“. (4.8) 
Proof. If so > Y, (4.6) and (2.10) imply 
since 
log[det(tI - A)] - log[(t - r)n] = log[det(I - A/t)] - log[(l - r/t)*] 
converges to 0 as t + co. Hence (4.8) follows. (Q.E.D.) 
COROLLARY 4.3. Let MS = s1 - A be dejked as in Theorem 4.2. Then ;f 
there exists an s = so > r such that 
tr M,-’ = n/(s - r) (4.10) 
or such that 
det M, = (s - r)n, (4.11) 
then simultaneously (4.10) holds for all s not equal to a characteristic root of A 
and (4.11) h o s or all s. Moreover, (4.10) OY (4.11) holds ;f and only if there Id f 
exists a permutation matrix R such that R’AR is triangular with all its diagomzl 
elements equal to r. In this case all characteristic roots of A are equal to Y. 
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Pvoof. For n = 1 there is nothing to prove. Suppose n > 1 and (4.10) 
holds for some s = s0 . Then in the proof of Theorem 4.2 equality holds 
throughout for s = s0 and hence urn,,, = Y, m == I,..., n. Thus A must be 
reducible and there exists a permutation matrix R such that R’AR has the 
form (4.2). Let u$ be the mth diagonal element of Aik; then using (4.7) we 
have for all s > Y and A reducible, 
tr Ml1 = f i tr Aik/sk+l = f i z ~gi/sk+l 
k=O i=l k=O i=l m=l 
(4.12) 
< f $ niYik/Sk+l 
k=O i=l 
< i. nYk/sk+l = n/(s - Y). 
For s = so (4.10) implies equality throughout (4.12) and hence ni = I, 
i = l,..., h as otherwise u$ < rik for at least one i. We also require yi = Y, 
i=l ,..., h = n, so that R’AR is triangular. Hence (4.11) holds for all s 
(characteristic polynomial of A). Applying (2.9) to (4.11) then shows (4.10) 
valid for all s not equal to a characteristic root of A. Now suppose (4.11) holds 
for some s = so . For all s > Y, (4.6) implies 
det M, = (5 det M,)/(tr MT’) > [(i det Mi)/n/(s - Y)] , 
i=l i=l 
(4.13) 
where Mi is defined as in (3.12). Since Mi is also an M-matrix, (4.8) applied 
to the numerator in (4.13) implies 
det M, > $r (s - ~$-l] /n/(s - Y) >, (s - r)ra, (4.14) 
where Ye is the dominant characteristic root of Mi . For s = so , how- 
ever, equality must hold throughout (4.13) and (4.14) which implies that 
(4.10) holds for s = so, completing the proof. (Q.E.D.) 
COROLLARY 4.4. If in Corollary 4.3 A is a stochastic matrix then (4.10) 
OY (4.11) holds if and only if A = I. 
Proof. When A is stochastic Y = 1 and R’AR is stochastic with each 
diagonal element equal to 1. Hence R’AR = I = A. (Q.E.D.) 
A geometric interpretation of the bounds for det M, may be helpful. 
The characteristic roots 01~ = Y, CX~ ,..., 01, of A lie in the circle of radius Y 
in the complex plane with center at the origin. For s > Y, 
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is the product of the distances from 010 = s to 0~~ = r, 01~ ,..., a,, . As 
(s - Y)~ < det MS < sn - P, (4.15) 
the minimum occurs when 01~ = Y = 01~ = ... = 01, and the maximum when 
~ya , 01s ,..., No complete the regular n-gon inscribed in the circle anchored at 
a1 = r; e.g., with n = 5, we have the configuration shown in Fig. 1. 
FIGURE 1 
5. RESULTS RELATED TO HADAMARD’S INEQUALITY 
A special case of Hadamard’s inequality (cf. Mirsky [7, p. 4191) is 
det B < fi ZQ , 
i=l 
(5.1) 
where the n x n matrix B is positive semidefinite. A parallel inequality for 
M-matrices can be proven from the results of Ostrowski [lo]; we give a new 
proof which we use later on. 
THEOREM 5.1. Let A be an n x n matrix with nonnegative elements and 
dominant characteristic root r. Then for all s > r the M-matrix MS = SI - A 
satisjes 
det(s1 - A) = det MS < fi rnii = fi (s - a,$), 
i=l i=l 
(5.2) 
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where mi, :-- s - aii is the ith diagonal element of M,? . Equality holds in (5.2) 
if and only if there exists a permutation matrix R such that R’AR is triangular. 
Proof. Let M, = {mij} and M;l = {m”‘}. Then 
mllmll + m12mz1 + ... + mlnmnl = 1. (5.3) 
As M;l = C;==, Aklsk+i, mij 3 0 for all i, j. Also mij < 0 for all i # j as 
such m,j = - aij . Hence miimii > I, and by the same reasoning, 
mii 3 Ilmii , i = 1, 2,. .., n. (5.4) 
If Mt denotes the principal submatrix of M, with row and column i removed, 
then mii = det M,/det M and so 
det M < mii(det Mi), i = 1, 2 ,..., n. (5.5) 
Applying induction, (5.5) yields (5.2), as every principal submatrix of an 
M-matrix is itself an M-matrix [cf. (3.12)]. 
Equality in (5.2) holds if and only if equality holds in (5.4) for all i. Suppose 
first A is irreducible. Then mij > 0 for all i, j. Thus equality holds in (5.4) 
for some i if and only if mij = 0 = aij for j # i. But in this case A must be 
reducible. Suppose then that A is reducible; there exists a permutation 
matrix R such that R’AR has the form (4.2) and so 
and hence 
det M, = fi det(s1 - A,) = i fi (s - all) 
g=l g=1 I=1 
(5.6) 
det(s1 - A,) = 5 (s - a,,), g = l,..., h. 
Z=l 
But this is impossible unless ng = 1, g = l,..., h and hence R’AR is triangular 
and the stated condition for equality in (5.2) is established. (Q.E.D.) 
THEOREM 5.2. Let M, = s1 - A be defined as in Theorem 5.1. Then 
tr(s1 - A)-’ = tr Mpl > i L = i 1 , 
i=l lflii ~~1 S - aii 
(5.7) 
where mii = s - aid is the ith diagonal element of M, . Equality holds in (5.7) 
if and only if equality holds in (5.2). 
Proof. Summing (5.4) from i = 1 to n yields (5.7) directly. For equality 
in (5.7) equality must hold in (5.4) for all i = 1,2,..., n. Hence equality 
holds in (5.2). Conversely equality in (5.2) implies equality in (5.5) for all 
i= 1,2 ,..., n and hence equality in (5.7). (Q.E.D.) 
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Marcus and Mint [6, p. 1271 p resent a similar proof of Theorem 5.1 for 
r < 1. The inequalities (5.2) and (5.7) give alternate bounds to those in (3.7) 
and (3.1), respectively. For s - r large, the bounds (5.2) and (5.7) appear 
tighter, while for s - r small (3.7) and (3.1) seem superior. 
6. SPECIAL RESULTS FOR STOCHASTIC MATRICES 
Let P be an n x n stochastic matrix with a simple characteristic root of 
unity. (This is implied by, but does not imply irreducibility.) Then there 
exists a unique n x 1 vector I = {&}, 1, 2 0, such that I’P = I’ and 1’1 = 1, 
where 1 is an n x 1 vector with each component unity. If adj(.) denotes the 
adjugate matrix of first cofactors transposed, 
[adj(I - P)] (I - P) = (I - P) [adj(I - P)] = [det(I - P)] I = 0, (6.1) 
since det(1 - P) = 0 {cf. Mirsky [7, p. 881). When P has a simple root of 
unity, I - P has rank n - 1; thus every row of adj(1 - P) must be propor- 
tional to 1’ and every column proportional to 1. Hence 
where 
adj(1 - P) = KU (6.2) 
k = tr[adj(I - P)] = i det(1 - Pi) = fi (1 - A?). 
i=l j=z 
(6.3) 
Here, following (3.1 l), Pi denotes the (n - 1) x (n - 1) principal submatrix 
of P after deletion of its ith row and ith column, and A, = 1, A, ,..., A, are the 
characteristic roots of P. We use the results developed in the preceding 
sections to obtain an upper bound for k. Each row of (6.2) gives the stationary 
distribution I’ (after division by k) of the Markov chain governed by P. 
The roots A, , A, ,..., A, must lie in a subset of the unit circle in the complex 
plane; the problem of finding necessary and sufficient conditions for a set 
of n - 1 points in the unit circle to be the nonunit roots of a stochastic 
matrix is “very difficult” and “has not yet been solved or even discussed in 
the literature” {Mirsky [8, 9]}. W e note that ny=s (1 - Ai) is the product of 
the distances from the n - 1 nonunit roots to the anchor point (1,O) [cf. 
Fig. I]. We obtain the following. 
THEOREM 6.1. Let the n x n stochastic matrix P have characteristic roots 
A, = 1, A, ,..., A,, . Then 
O<fI(l - b) < n, (6.4) 
j=z 
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eoith equality on the right if and only if P is an irreducible permutation matrix 
(A, , A, ,..., A, are then the n - 1 nonunit nth roots of unity). 
Proof. Let Pi be defined as in (6.3) and let ri be its dominant character- 
istic root (i = 1, 2,..., n). Then 0 < ri < 1. Since (3.7) remains valid by 
continuity for s = 1, we obtain det(1 - Pi) < 1 - rf-l; hence from (6.3) 
it follows that 
0 < fi (1 - Xj) = f det(1 - Pi) < f (1 - rr-‘) < n, 
j=z 61 i=l 
(6.5) 
and (6.4) is established. Equality on the right of (6.5) holds if and only if 
rl = r2 = *.. = r, = 0. Thus, all principal submatrices of order less than n 
are singular, and so the characteristic polynomial of P is 
det(X1 - P) = X” - 1, (6.6) 
since the coefficients of An-l, h+s,..., h2, h are sums of principal minors of P 
of order 1, 2,..., n - 1, respectively. Hence, using Lemma 2.5, equality on 
the right of (6.4) holds if and only if P is an irreducible permutation matrix. 
(Q.E.D.) 
When I$=, (1 - &) = n the points h, , X, ,..., h, complete the regular 
n-gon in the unit circle. The product of the distances to these n - 1 vertices 
from the anchor point at (1, 0) is n. When the Xj may only lie on the real line 
the upper bound for n;“=, (1 - hj) is much smaller, for then 1 - hj > 0 
and so 
i (1 - hj) < [ ==;“y xd I”’ 
= 1 _ (tr P - 1) n-1 
C 
n _ 1 ] d (1 + &,,-l, (6*7) 
which converges to e as n + co and for quite small n is close to e. In (6.7) we 
have used the arithmetic/geometric mean inequality and tr P > 0. An open 
problem is to find a bound for n,“=, (1 - hi) when exactly c pairs of hi’s 
are complex. For c = 0 the solution is given by (6.7) and for c = [(n - 1)/2] 
the bound is n. We expect the upper bound to be monotonically increasing 
in c, and like (6.4) and (6.7) to require pi, = ... =p,, = 0. 
Equality is attained in (6.7) when X, = ..* = X, = - l/(n - 1). This 
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does not, however, determine P uniquely. Let p be the number of linearly 
independent characteristic vectors of P corresponding to the multiple root 
-l/(n - 1). Then 1 < p < n - 1. If p = n - 1, P + I/(n - 1) has rank 
one and we may write P = (uv’ - I)/(n - 1) where u and v are n x 1 
vectors. Since Pl = 1, u = 1 and as pi, = pa, = ... = p,, q = 0, v = 1 
and so 
P-(II’-I)/(n-l)=& 
But if p < n - 1, P does not need to be of this form; for example, let n = 3 
and p = 1. Then 
0 2 0 
P=$ [ 1 0 1  , (6.9) 
1 1 0 
has roots, 1, - 4, - 4; but (6.8) with n = 3 gives 
0 1 1 




THEOREM 6.2. Let the n x n stochastic matrix P have characteristic roots 
A1 = 1, A, ,..., A, . Then ;f the root A1 = 1 is simple 
&& 3 + (n - I), (6.11) 
with equality if and only if P is an irreducible permutation matrix (A, , A, ,..., A, 
are then the n - 1 nonunit nth roots of unity). 
Proof. Let Pij be the (n - 2) x (n - 2) principal submatrix of P after 
deletion of its ith andjth row and column (i fj). Then 
where P, is defined as in (6.3). The numerators on the right of (6.12) each 
equal the coefficient of (- l)“h2 in the expansion of the characteristic poly- 
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nomial det(h1 - [I - P]) {cf. e.g., Mirsky [7, p. 19811. Suppose yi < 1, 
i = 1, 2,..., n. Then from (3.1) and (4.1), 
2 det(r - PC) = det(I - pi) tr(I _ p,j-, 
i#i 
> cn - ‘1 det(l - pi) >, (n - 1) det(I - p.) (6.13) 
1 - rn-l z * z 
Substitution in (6.12) yields (6.11) directly. If some yi are equal to 1 then the 
above proof goes through similarly but with the summations on i in (6.12) 
excluding the unit ri’s. Not all yi = 1 as then 
$ det( I - Pi) = i (1 - Aj) = 0 
i=l j=z 
and at least one hj = 1; j = 2,..., n. Equality in (6.11) holds if and only if 
equality holds throughout (6.13) and so rr = r2 = ... = r, = 0. Thus (6.6) 
holds and P must be an irreducible permutation matrix by the same reasoning 
as used in Theorem 6.1. (Q.E.D.) 
For an irreducible Markov chain, Kemeny and Snell [4] study the fundu- 
mental matrix 
2 = (I - P + lZ’)-1, (6.14) 
where I is defined as in (6.2). Since P is irreducible, I - P has a simple 
characteristic root of 0 and since 1 is the corresponding characteristic vector 
it follows that the characteristic roots of Z-l are I, 1 - A, ,..., 1 - A, where 
A, = 1, A, )..., A, are the roots of P as before. Thus 
det Z = fi (1 - hj)-l; 
j-2 
tr Z = 1 + jJ (1 - &)-l. 
?=2 
(6.15) 
Theorems 6.1 and 6.2 establish the following. 
COROLLARY 6.1. Let the n-state irreducible Markov chain governed by 
the stochastic matrix P have fundamental matrix Z as in (6.14). Then 
detZ 3 l/n; trZ>+(n+ 1). (6.16) 
Equality holds in either part of (6.16) ;f and only if the Markov chain is cyclic 
with period n. 
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Kemeny and Snell [4, p. 811 study trZ but give no bounds; they show, 
however, that MI = (tr Z) 1, where M = {Q} and mij is the mean first 
passage time from state i to state j. 
We conclude with bounds for the coefficients and for ratios of the coeffi- 
cients in the characteristic polynomial of I - P, where P is a stochastic 
matrix. If 
det[XI - (I - P)] = Xn - aih”-l + **. + (-l>“-’ an-J 
n-1 
(6.17) 
= z. (--lY 4hn-t, 
then the coefficient of (- l)t hn-t is {cf. Mirsky [7, pp. 197-g]} 
a, = CC *e* C det(1 - Pil...i,-J 
l<il<-..<i,-r<fz 
= cc *.* c (1 - A&) .** (1 - /\J; t= l,..., 71 - 1, U8) 
2<il<...<i,<?I 
where Pil...i,-t is the t x t principal submatrix of P after deletion of its 
i,th,..., i,-,th rows and columns. In (6.17) a, = 1 and the constant term 
(a,) is zero as I - P is singular. We may also write 
det(h1 - P) = i’(--1)~ ~$-a = 2 a,*(~ - 1)“) 
q=o 5=1 
(6.19) 
where a,* = an-S. To see this, we have from (6.17) that 
n-1 
det[XI - (I - P)] = C (-l)t u&--t 
t=o 




det[(l - A) I - P] = C ~,(---h)“-~ 
t=o 
(6.21) 
and (6.19) follows upon replacing 1 - h by h and t by n - j. A generalization 
of Theorem 6.1 is as follows. 
THEOREM 6.3. Let us* = unps be defined us in (6.17) and (6.19). Then 
O<u*=a <’ L s n-s \ ( 1; s 
s = 1, 2 ,..., n - 1. (6.22) 
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Equality on the left holds for s ---m n .- 1 if and only if P = I; if equality holds 
on the right for some s then 
6, =: b, =: ... = b,.., = 0, (6.23) 
where b, is as dejined in (6.19). 
Proof. Following (6.5), we have using (6.18) that 
where Y,, is the dominant root of Pi,...i,-t . Setting t = n - s gives (6.22). 
Equality on the left of (6.22) h o s Id f or s = n - 1 if and only if all 1 x 1 
principal minors of I - P are 0 [cf. (6.18)]. Thus P = I. The converse is 
evident. If equality on the right of (6.22) holds for some s = s,, then all 
principal minors of P of order q < n - so are zero and (6.23) is true. 
(Q.E.D.) 
When a,-, = a,* = n it follows from Theorem 6.1 that 
det(h1 - P) = hn - 1 
and hence from (6.19) that 
a,-, = a,* = 
n 0 t for all t = 1, 2 ,..., n - 1. 
Also for s = 1 (6.23) . is a necessary and sufficient condition for equality on 
the right of (6.22). A generalization of Theorem 6.2 is as follows. 
THEOREM 6.4. Let the n x n stochastic mutirx P have a simple characteristic 
root of unity and let a,* = an+, be de$ned as in (6.17) and (6.19). Then 
d& * = [an--(s+ll]/an-s > (n - s)/(s + 1); s = 1,2,..., n - 2 (6.25) 
with equality for some s if and only if (6.23) is true. 
Proof. Since P has a simple root of unity, 
a,* = a,-, > 0, s = 1, 2 ,..., 12 - 1. 
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From (6.18), following (6.12), 
11 -a- C det(I - Pi,i,...i,+,) 
%-(.sfl) _ l<i,<...<i,+,<n 
an-s CC .*a 1 det(1 - Piliz..+,) 
l<i,<...<i,<n 
(6.26) 
(s + 1) CC *.. c det(1 - Piliz..+,) ’ sf ’ 
I<&<--.<z,<n 
since form (3.1) and (4.1) following (6.13), 
where r,, is the dominant root of P,l,,...i . Equality holds in (6.25) if and only 
if equality holds in (6.26) and so y0 =” 0; hence (6.23) holds by reasoning 
similar to that used in Theorem 6.3. (Q.E.D.) 
From (6.25) it follows that 
t = 1) 2 
(6.28) 
n - s - ,..., 1, s = 1, 2,..., n - 2 
with equality for some s if and only if (6.23) is true. 
Addendum 
Robert Vermes has proved (November 1971) the main results in Theo- 
rems 1 and 2 by induction. Let f(s) = det M, , where MS = s1 - A as in 
(1.2); let Ai be the (n - 1) x (n - 1) p rincipal submatrix of A with row 
and column i removed and let ri be the dominant characteristic root of A, . 
The right side of (1.5) holds for n = I. Suppose it is valid for 
(B - 1) x (n - 1) matrices. Then for all s > Y, 
f’(s) = d(det M,)/ds 
(A.1) 
= i det(s1 - AJ < 2 (?-r - r:-‘) < ns’+‘, 
i=l i=l 
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as s1 - Ai is an iv-matrix and r > yi 3 0. Therefore, since f(r) = 0, 
&t M, =f(s) =f(s) -f(y) := /:f’(t) dt < [ nt“-l dt = sn - Y%, (A.2) 
and the right side of (1.5) holds for n x n matrices. 
The left side of (1.1) may be established using the result that 
g(s) = det M,/s” =f(s)/~ (A-3) 
is nondecreasing in s for all s > Y. Since dg(s)/ds =~‘(s)/P - nf(s)/s”+l, 
g(s) is nondecreasing provided tr M;l =f’(s)/f(s) > n/s. This, however, 
follows directly from (5.7), or by induction from (A.6) below. Since Y >, yi , 
s1 - Ai is an M-matrix and 
det(s1 - Ai)/s+l 3 det(t1 - A,)/t+l (-4.4) 
for any t such that s > t > Y. By the generalized mean value theorem we may 
choose t such that 
f(S)/(S” - yn) = [f(S) -f(r)l/(sn - r”) =f’(w~“-l), 
as f(r) = 0. Hence, using (A.4) and (AS), 
(A.5) 
tr 1M-l = f’(S) = czl det(sI - &I 3 snel “~yl~;~: - Ai) 
s 
f(s) f(s) n1 s 




sn - Yn 
64.6) 
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