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Resumen
Considerando que la ocurrencia de productos (o servicios) no conformes genera sobrecostos
de produccio´n principalmente por reprocesos y pe´rdida de rendimiento, surge como solu-
cio´n la utilizacio´n de cartas de control para controlar y monitorear el comportamiento de
las caracter´ısticas cr´ıticas de calidad en el tiempo, mediante el ana´lisis de causas asignables
de variacio´n. Las cartas de control tradicionales para conteos, asociadas con el control de
unidades no conformes, esta´n fundamentadas en la distribucio´n binomial y la distribucio´n
Poisson, sin embargo, en la pra´ctica se encuentran regularmente procesos en los que se re-
quiere monitorear la clasificacio´n de los productos en una de varias categor´ıas de intere´s. De
esta manera, en esta tesis se proponen tres (3) cartas de control para procesos con variables
multinomiales basadas en el valor-p resultado de la prueba de homogeneidad de proporciones,
empleando la transformacio´n chi cuadrado para variables uniformes y la aproximacio´n Wil-
son – Hilferty para variables chi cuadrado. Las propuestas son analizadas v´ıa simulacio´n,
mostrando mejor desempen˜o la carta de control multinomial usando aproximacio´n Wilson-
Hilferty para variables chi cuadrado.
Palabras clave: Carta de Control, Distribucio´n Multinomial, Prueba de Homogeneidad,
Valor-p.
Abstract
Whereas the occurrence of products (or services) generated nonconforming production over-
runs mainly rework and loss of performance, the solution is the use of control charts to
control and monitor the behavior of the critical features of quality over time, by analysis of
assignable causes of variation. The traditional control charts for attributes, associated with
the control of nonconforming units, are based on the binomial distribution and the Poisson
distribution, however, is common to find processes that are required to monitor the classifica-
tion of products in one of several categories of interest. Thus, in this thesis we propose three
(3) control charts for processes with multinomial variables based on the p-value resulting
from the homogeneity test of proportions using chi square transformation and approxima-
tion uniform variables Wilson - Hilferty for variables chi square. The proposals are analyzed
via simulation, showing better performance multinomial control chart using Wilson-Hilferty
approximation for chi-square variables.
Keywords: Control Chart, Multinomial Distribution, Homogeneity Test, P-value.
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1. Introduccio´n
Los procesos de produccio´n y administrativos deben contar con mecanismos de monitoreo y
control que permitan identificar cambios para tomar acciones correctivas, preventivas y de
mejora, de tal manera que se minimicen los costos por reprocesos, reparaciones y devolu-
ciones, garantizando competitividad y productividad en las organizaciones (Juran y Gryna,
1988). Bajo esta premisa, Shewhart con el concepto de cartas de control y Deming con la
filosof´ıa de administracio´n total de la calidad, dieron inicio al desarrollo e implementacio´n
masivos de herramientas enmarcadas en filosof´ıas de mejoramiento continuo, y hoy son fa-
miliares te´rminos como Control Total de Calidad, Mantenimiento Productivo Total, o Lean
Six Sigma (Montgomery, 2005).
Las cartas de control hacen parte de un conjunto de herramientas llamado Control Estad´ıstico
de Procesos (CEP), que permite, bajo el esquema de control de calidad, garantizar productos
adecuados para el uso mediante el ana´lisis de la variacio´n del proceso que los genera (Juran
y Gryna, 1988). Las ma´s comunes son las cartas de control de Shewhart debido a su creador,
basadas en la distribucio´n normal, sin embargo se han disen˜ado cartas de control para un
extenso tipo de variables, empleando adema´s transformaciones y aproximaciones, se han he-
cho mu´ltiples implementaciones y se ha evidenciado su utilidad de manera ampliada para
variables continuas. Para variables discretas no se tiene el mismo panorama, pues e´stas no
brindan tanta informacio´n como las cartas de control para variables continuas (Montgomery,
2005).
De manera particular, se ha evidenciado la necesidad de tener herramientas que faciliten
monitorear procesos cuya calidad esta´ determinada por la presencia o ausencia de varias
caracter´ısticas no medibles, donde cada elemento (producto o servicio) es susceptible de ser
clasificado en una de varias categor´ıas. Partiendo de las bondades de las cartas de control,
cuando se tienen dos categor´ıas es posible utilizar cartas de control basadas en la distribu-
cio´n binomial o en la distribucio´n Poisson (Ryan, 2000), pero cuando se tienen ma´s de dos
categor´ıas es necesaria una carta de control para datos multinomiales, ya que en la mayor´ıa
de los casos se omite el control por no encontrar pra´ctico utilizar una carta de control para
cada una de las categor´ıas.
Con base en lo anterior, el objetivo de esta tesis es desarrollar alternativas para monitorear
procesos con variables multinomiales mediante cartas de control, teniendo en cuenta que para
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para procesos de cara´cter masivo con volu´menes altos de produccio´n. Estas propuestas esta´n
basadas en el valor-p resultado de la prueba de homogeneidad de proporciones para datos
multinomiales y se analiza su desempen˜o con base en la sensibilidad para detectar cambios
estudiado bajo simulacio´n.
El cap´ıtulo 2 presenta el concepto de calidad enmarcado en filosof´ıas de mejoramiento con-
tinuo, y una revisio´n del Control Estad´ıstico de Procesos, incluyendo cartas de control para
variables continuas y variables discretas. Finalmente, como el propo´sito es desarrollar car-
tas de control para procesos con variables multinomiales, se presenta la formulacio´n de esta
distribucio´n, los procedimientos ma´s comunes para la estimacio´n de sus proporciones y las
propuestas para calcular el taman˜o de muestra.
El cap´ıtulo 3 presenta las cartas de control propuestas para procesos con variables multino-
miales usando valor-p, usando transformacio´n chi cuadrado del valor-p (Hogg y Craig, 1995)
y usando transformacio´n Wilson-Hilferty para variables chi cuadrado (Wilson y Hilferty,
1931). Se presentan adema´s dos extensiones a las cartas de control propuestas.
El cap´ıtulo 4 contiene el ana´lisis de las cartas de control propuestas v´ıa simulacio´n, estudian-
do el comportamiento del nu´mero de rechazos y del nu´mero de muestras hasta que ocurre
el primer rechazo para procesos bajo control y fuera de control. A modo de ilustracio´n, el
cap´ıtulo 5 presenta la aplicacio´n de la carta de control multinomial usando aproximacio´n
Wilson-Hilferty y cartas de control marginales binomiales para analizar un proceso de pro-
duccio´n en un per´ıodo de tiempo definido.
Finalmente, el cap´ıtulo 6 presenta las conclusiones y recomendaciones de los diferentes ele-
mentos desarrollados.
2. Generalidades de control de calidad
De manera pra´ctica, la productividad se ve afectada por la presencia de no conformidades,
desperdicios y reprocesos, debido a que se requieren recursos adicionales para producir las
mismas unidades (Gaither, 2000), as´ı que es de intere´s analizar el comportamiento de los
procesos en el tiempo para evitar la ocurrencia de esos eventos indeseables, garantizando las
caracter´ısticas de operacio´n, funcionalidad y apariencia.
De acuerdo a lo anterior, Juran y Gryna (1988) indican que la Calidad “consiste en aquellas
caracter´ısticas del producto que responden a las necesidades de los clientes y as´ı proporcionan
satisfaccio´n con el producto”, o simplemente “consiste en la ausencia de deficiencias”. Por
su parte, Gutie´rrez y De la Vara (2004) definen calidad como “el juicio que el cliente tiene
sobre un producto o servicio, resultado del grado con el cual el conjunto de caracter´ısticas
inherentes al producto cumplen con requerimientos”, e indica que los factores cr´ıticos para
satisfacer las necesidades del cliente son la calidad del producto, la calidad del servicio y el
precio. Y de manera consecuente, Carot (1998) menciona que a falta de calidad, hay menor
productividad y baja competitividad para las empresas, lo que se podr´ıa ver reflejado en el
incremento de precios de los productos para que sean adquiridos por los consumidores, de
tal modo que la calidad debe estar enmarcada en una estructura que permita gestionarla,
componie´ndose de tres momentos: planeacio´n, control y mejoramiento, lo que Juran y Gryna
(1988) llamaron Trilog´ıa de la Calidad.
Bajo la manera como se entiende el control de calidad, sus inicios fueron en 1798 cuando Eli
Whitney desarrollo´ su fa´brica basada en la nocio´n de partes intercambiables (Thompson y
Koronacki, 2002), concibiendo la idea de ensamblar partes estandarizadas simplificando la
operacio´n y disminuyendo la oportunidad de error. En 1875, despue´s de analizar la manera
de operacio´n de los empleados, Frederick Taylor postulo´ los principios de la “Administracio´n
cient´ıfica”, que sugiere que la divisio´n de las tareas permite hacer el trabajo ma´s fa´cil y
ra´pido, con el propo´sito de aumentar la productividad (Montgomery, 2005). Estos princi-
pios se aplicaron de manera rigurosa en la Ford Motor Company a principios del siglo XX,
obteniendo disen˜o de productos estandarizado, produccio´n en masa, bajos costos de ma-
nufactura, l´ıneas de ensamble mecanizadas y especializacio´n de la mano de obra (Gaither,
2000). As´ı que dada la necesidad de tener procesos estandarizados, Shewhart introdujo las
cartas de control en 1920 como una de las 7 herramientas del Control Estad´ıstico de Procesos,
que sirvieron como elemento para que Edward Deming estructurara la filosof´ıa Total Quality
5Management (TQM), divulgada y aplicada en 1950 en la industria japonesa (Deming, 1989),
estructurada bajo la premisa de mejoramiento continuo cuyo eje central son las personas de
la organizacio´n (Neave, 1987). Uno de los conceptos necesarios en la mejora continua es el
ciclo PHVA (Planear, Hacer, Verificar, Actuar), que consiste en mirar sistema´ticamente los
cambios, de tal manera que lo primero que se debe hacer es planear el cambio, luego ejecutar-
lo, verificar los resultados y finalmente actuar para normalizar el cambio o para comenzar el
ciclo de mejoramiento con nueva informacio´n (Walton, 1992). Hackman y Wageman (1995)
presentan detalladamente la conceptualizacio´n de TQM incluyendo algunos planteamientos
pra´cticos, y se puede ampliar informacio´n en Hillmer y Karney (1995).
Una vez observados los resultados de la implementacio´n de herramientas de mejoramiento
continuo en Japo´n, Estados Unidos adopto´ varias de ellas, entre las que se puede mencionar
Kaizen (mejoramiento continuo del proceso de produccio´n orientado a la reduccio´n de des-
perdicios), Kanban (se produce justo lo que el proceso requiere, disminuyendo inventario en
proceso), TQC (control total de calidad, que invita a los trabajadores a tomar decisiones
sobre la produccio´n ante la ocurrencia de una no conformidad) y JIT (justo a tiempo: re-
quiere utilizar un sistema de manufactura donde la etapa final de produccio´n define el flujo
de los procesos precedentes, disminuyendo el almacenamiento de materias primas) (Young,
1992). Y en busca de mejores pra´cticas y procedimientos Dooley, Anderson y Liu (1999)
plantean la necesidad de un proceso de conocimiento de las bases de la calidad (PQKB), que
requiere la consignacio´n de los datos tomados de los procesos en un sistema de informacio´n
computacional, con el propo´sito de hacer ana´lisis diversos y complementarios a las variables
que se tienen en las bases de datos.
Para garantizar que los productos o servicios esta´n adecuados para el uso, es necesario iden-
tificar tanto caracter´ısticas como defectos a monitorear. Las caracter´ısticas provienen de
las especificaciones y los defectos de las constataciones de fallos durante la fabricacio´n y
el uso, as´ı que es necesario definir un sistema que permita clasificarlos de alguna manera
segu´n su importancia o criticidad, as´ı que Juran y Gryna (1988) sugieren la intervencio´n de
un equipo interdisciplinario que defina el nu´mero de niveles o estratos, que aunque puede
tomar cualquier valor, por experiencia se sugiere tres o cuatro categor´ıas. Este equipo debe
adema´s definir cada una de ellas y asignar cada defecto y caracter´ıstica dentro de esas clases.
Una vez se tienen identificadas las caracter´ısticas de calidad y se hace un registro de las ocu-
rrencias, se hace necesario encontrar un ı´ndice comu´n que exprese la posibilidad de defectos
haciendo posible establecer comparaciones con comportamientos pasados, con otras l´ıneas
de produccio´n e incluso con competidores, con el propo´sito de identificar si la calidad ha
mejorado o empeorado (Juran y Gryna, 1988). En los casos en los que el procedimiento de
clasificacio´n es subjetivo porque lo hace un humano y no un equipo de medicio´n, aumentando
la posibilidad de cometer errores, Tsekouras, et al. (2002) proponen varias aproximaciones
6 2 Generalidades de control de calidad
para clasificar para´metros de calidad basado en la teor´ıa lo´gica difusa, donde las variables
de calidad se deducen de otras variables de proceso medidas con precisio´n.
2.1. Generalidades del control estad´ıstico de procesos
En el marco del control de calidad, el Control Estad´ıstico de Procesos (CEP) se define
como “la aplicacio´n de te´cnicas estad´ısticas para medir y analizar la variacio´n de los pro-
cesos”(Juran y Gryna, 1988), o como “un conjunto poderoso de herramientas para resolver
problemas, muy u´til para conseguir la estabilidad y mejorar la capacidad del mismo proceso
mediante la reduccio´n de la variabilidad”(Montgomery, 2005). Stapenhurst (2005) lo define
como “el uso de herramientas y te´cnicas de base estad´ıstica principalmente para la gestio´n
y mejora de los procesos”. Para Thompson y Koronacki (2002), CEP se reduce a tres pasos:
1. Diagramas de flujo del proceso de produccio´n.
2. Muestreo aleatorio y medicio´n en intervalos regulares de tiempo en numerosas etapas
del proceso de produccio´n.
3. Uso de fallas Pareto para descubrir en ese muestreo, mediante ana´lisis retrospectivo,
las causas que deber´ıan ser retiradas.
Para analizar un proceso, es posible partir de la recoleccio´n de muestras del mismo. “Si la
distribucio´n es la misma cada vez que se toma una muestra, se obtienen resultados pre-
decibles con una variacio´n mı´nima centrada en un valor objetivo”, lo que permite estimar
comportamientos futuros y planear con base en ellos, pero esto no siempre ocurre, as´ı que
cuando se toman medidas repetidamente desde un proceso, puede ocurrir cualquiera de las
dos siguientes situaciones (Stapenhurst, 2005):
Si la distribucio´n de los datos es siempre la misma en cada conjunto de mediciones, se
obtienen resultados predecibles y se dice que el proceso esta´ bajo control estad´ıstico y
opera solamente bajo causas comunes de variacio´n.
Si la distribucio´n cambia con cada conjunto de mediciones, se dice que el proceso
esta´ fuera de control estad´ıstico, sujeto a causas comunes y especiales de variacio´n.
Las ventajas de tener un proceso bajo control estad´ıstico, entre otras, es que el proceso
tiene una capacidad medible y comunicable, los costos son predecibles, hay regularidad en
la produccio´n y los efectos de los cambios que se realicen sobre el sistema se puede medir
con mayor rapidez y fiabilidad (Deming, 1989). Una manera de visualizar el comportamiento
de la variabilidad de un proceso es mediante una carta de control (Gutie´rrez y De la Vara,
2004), donde “la clave es identificar que´ cambio´ en el momento en el que ocurrio´ la condicio´n
de fuera de control y tomar acciones apropiadas”, con el propo´sito de estabilizar el proceso
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(Stapenhurst, 2005).
Se define una carta de control como “la representacio´n gra´fica de una caracter´ıstica de ca-
lidad que se ha medido o calculado a partir de una muestra contra el nu´mero de muestra o
tiempo”(Montgomery, 2005), o como “una secuencia temporal con l´ıneas de decisio´n agre-
gadas”(Ryan, 2000), de tal manera que la variabilidad de una caracter´ıstica de calidad puede
ser analizada con base en la salida del proceso estimando los para´metros de su distribucio´n es-
tad´ıstica (Juran y Gryna, 1988). Vea tambie´n Carot (1998), Duncan (1989), Farnum (1997),
Gutie´rrez y De la Vara (2004), Levinson (2011), Ott et al. (2000), Pe´rez (1999) y Stapenhurst
(2005).
En general, una carta de control esta´ constitu´ıda por una l´ınea central que representa el
valor promedio de la caracter´ıstica de calidad de intere´s y por dos l´ımites de control, que
basados en la variacio´n estad´ıstica del proceso pueden ser determinados como la media ma´s
o menos 3 desviaciones esta´ndar del para´metro, as´ı que si el estimador del para´metro a ser
estudiado esta´ distribu´ıdo normalmente, bajo aproximacio´n del Teorema del L´ımite Central
para el estad´ıstico carteado, alrededor de 99.73 % de todos los valores se ubicara´n dentro de
los l´ımites de control (Juran y Gryna, 1988).
Con base en el principio anterior, se tiene la siguiente formulacio´n para el modelo general de
una carta de control (Gutie´rrez y De la Vara, 2004), donde µw y σw representan el promedio
y la desviacio´n esta´ndar respectivamente de la caracter´ıstica W que se esta´ analizando y k
es la “distancia de los l´ımites de control a partir de la l´ınea central, expresada en te´rminos
de desviaciones esta´ndar”:
LCS = µw + kσw (2-1)
LCI = µw − kσw (2-2)
LC = µw (2-3)
donde LCS (UCL) significa L´ımite de Control Superior, LCI (LCL) significa L´ımite de Con-
trol Inferior y LC (CL) significa L´ınea Central. Las cartas de control basadas en esta formu-
lacio´n son llamadas Cartas de Control Shewhart (Figura 2-1). Montgomery (2005) indica
que elegir los l´ımites de control es equivalente a establecer la regio´n cr´ıtica para realizar
la prueba de hipo´tesis de que el para´metro que se esta´ midiendo tiene un valor promedio
especificado, as´ı que una carta de control prueba esa hipo´tesis repetidamente en diferentes
puntos del tiempo. “Si en un gra´fico de control un punto se situ´a fuera de los l´ımites de
control, se rechaza la hipo´tesis nula de estabilidad del proceso y, por tanto, se acepta que el
para´metro poblacional correspondiente se ha modificado”(Carot, 1998).
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Figura 2-1.: Ejemplo de carta de control
Los l´ımites de control de las ecuaciones (2-1) y (2-2) indican el rango de variacio´n de la
caracter´ıstica de calidad W , “de forma que cuando el proceso esta´ en control estad´ıstico,
haya una alta probabilidad de que pra´cticamente todos los valores de W caigan dentro de
los l´ımites”(Gutie´rrez y De la Vara, 2004). Desplazamientos o cambios en el nivel del proceso,
tendencias en el nivel del proceso, o ciclos recurrentes, son algunas reglas de identificacio´n de
comportamientos no aleatorios en las cartas de control, como indicadoras de que el proceso
esta´ operando bajo causas asignables de variacio´n (Gutie´rrez y De la Vara, 2004). Otros
patrones de comportamiento no aleatorio pueden ser consultados en Montgomery (2005), in-
cluyendo los definidos por Western Electric. Estos patrones se asocian generalmente, cuando
se trata de procesos de produccio´n, a cambios en el personal, en el material, en la configura-
cio´n de la maquinaria o la herramienta, o a cambios en factores ambientales (Juran y Gryna,
1988).
Para la implementacio´n de la carta de control es necesario definir el taman˜o de la muestra
y la frecuencia de muestreo, escogidos de tal manera que se puedan identificar cambios en el
proceso considerando subgrupos racionales que provengan de la misma distribucio´n (Ryan,
2000), el cual esta´ definido como “una muestra aleatoria de toda la produccio´n del proceso
sobre el intervalo de muestreo”(Montgomery, 2005). La utilizacio´n de muestras grandes con
mucha frecuencia permitira´ detectar cambios en el proceso de manera ma´s ra´pida, sin em-
bargo esto implica mayor esfuerzo para realizar el muestreo, as´ı que la persona encargada
del estudio, debera´ decidir si usar taman˜os de muestra pequen˜os en intervalos de tiempo
pequen˜os, o taman˜os de muestra ma´s grandes en intervalos de tiempo largos, pero estas
decisiones se basan incluso en mediciones previas de variabilidad. Los pasos para la creacio´n
de cartas de control pueden ser consultados en Juran y Gryna (1988).
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Dada la caracterizaco´n de la variable de intere´s, existen dos tipos generales de cartas de
control: para variables y para atributos, que pueden ser univariadas o multivariadas. Las
cartas de control univariadas para variables se aplican a caracter´ısticas de calidad de tipo
continuo, esto es, que se miden en una escala nume´rica (X¯, R, S,X). Las cartas de control
univariadas para atributos se aplican a caracter´ısticas de calidad de tipo discreto, esto es,
requieren solamente un conteo asociado con la ocurrencia de un evento particular (p, np, c, u)
(Gutie´rrez y De la Vara, 2004) . Stapenhurst (2005) presenta de manera gra´fica co´mo selec-
cionar la carta de control apropiada segu´n el tipo de variable que se pretende estudiar.
Considerando el desarrollo histo´rico de las cartas de control, su utilizacio´n ha sido masiva
en manufactura e industria, sin embargo se ha visto su aplicabilidad en otros ambientes,
motivando su utilizacio´n en a´reas donde se desea identificar en que´ momento se empieza a
rechazar una hipo´tesis de intere´s que no necesariamente esta´ relacionada con la calidad de
un producto. Charnes y Gitlow (1995) utilizaron cartas de control X¯ −R para demostrar la
presencia de soborno a jugadores en Jai Alai en uno de los torneos en Florida, McAree (1996)
empleo´ cartas de control p para identificar posibles zonas de riesgo de trabajo mediante el
ana´lisis de los exa´menes de espirometr´ıa de trabajadores de Wright-Patterson, Umut Sargut
(2003) presento´ la utilizacio´n de las herramientas de CEP a me´tricas de un software corpo-
rativo, utilizando de manera intensiva cartas de control individuales, Park (2005) disen˜o´ una
carta de control de medias de lotes modificada (MBM) y la aplico´ a cierto tipo de datos de
tra´fico para detectar ma´s ra´pido de lo normal una intrusio´n en la red, con el propo´sito de
proteger las redes informa´ticas y los sistemas de informacio´n, y Huschka (2009) examino´ el
uso de una carta c sobre una distribucio´n mixta para controlar la rotacio´n de inventario, por
mencionar algunos ejemplos.
2.2. Cartas de control
2.2.1. Cartas de control para variables continuas
En la Tabla 2-1 se encuentra la formulacio´n t´ıpica de las cartas de control univariadas para
variables ma´s comunes bajo el cumplimiento de los supuestos de normalidad (Ryan, 2000,
cap. 4 - 5).
Para analizar variables continuas, es necesario monitorear simulta´neamente el promedio y
la variabilidad (Montgomery, 2005). De la Tabla 2-1, las cartas de control asociadas con el
promedio son X¯, X y el Promedio mo´vil, y las asociadas con la variabilidad son R, S y s2,
de tal manera que se suele acompan˜ar una carta X¯ con una carta R o una carta s. Para
controlar un proceso se recomienda garantizar inicialmente que la variabilidad del mismo
este´ bajo control alrededor de un valor antes de proceder a construir la carta de control de
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Tabla 2-1.: Formulacio´n t´ıpica de cartas de control para variables continuas
Carta de control LC LCS LCI Observaciones
X¯: Promedios x¯ x¯+ 3 σ√
n
x¯− 3 σ√
n
X: Individual x¯ x¯+ 3M¯R
d2
x¯− 3M¯R
d2
MR = |xi − xi−1|
Promedio mo´vil x¯ x¯+ 3√
n
M¯R
d2
x¯− 3√
n
M¯R
d2
d2 tabulado
R: Rango R¯ D4R¯ D3R¯ D3 y D4 tabulados
S: Desviacio´n s¯ B4s¯ B3s¯ B3 y B4 tabulados
s2: Varianza s¯2 s¯2 χ,999
n−1 s¯
2 χ,001
n−1
medias, ya que si esto no sucede, no se tiene una distribucio´n estable de medidas alrededor
de una media (Ryan, 2000). En Caulcutt (1995) se encuentra el procedimiento esta´ndar para
elaborar cartas de control X¯ −R.
La carta de medianas es una alternativa a la carta X¯. Es fa´cil hacer los ca´lculos respectivos
y no necesariamente tiene que ser usada en conjunto con la carta R, sin embargo es poco
eficiente para identificar condiciones fuera de control (Stapenhurst, 2005). La carta R con
l´ımites de probabilidad permite corregir la asimetr´ıa de la distribucio´n del rango, aunque
si la distribucio´n es sime´trica, no deber´ıa existir una diferencia grande entre los l´ımites de
control de probabilidad y los l´ımites 3-sigma (Montgomery, 2005), (Ryan, 2000).
La carta de control de la Diferencia, propuesta por Grubbs en 1946, compara un lote de
referencia producido bajo condiciones de estabilidad, con un lote del proceso en curso, con el
propo´sito de “separar la inestabilidad del proceso causada por factores incontrolables de la
inestabilidad del proceso generada por causas asignables”. Cada punto graficado en la carta
representa la diferencia entre el promedio del subgrupo del lote de referencia x¯r y el promedio
del subgrupo del lote del proceso en curso x¯c (Ryan, 2000). La carta de control Z se puede
usar en vez de la carta de la diferencia cuando la variabilidad no es constante, donde el valor
graficado es la conversio´n de los datos a una distribucio´n normal con desviacio´n esta´ndar de
1 (Stapenhurst, 2005).
Xie, Goh y Ranjan (2002) proponen una carta de control para controlar el tiempo entre
fallas, que regularmente se asume que se distribuye de manera exponencial y que puede ser
un procedimiento para monitorear la confiabilidad.
La habilidad de las cartas x¯ y R para detectar cambios en el proceso se describe por sus
curvas de operacio´n caracter´ıstica (OC). Juran y Gryna (1988) definen el concepto como
“la gra´fica del valor real de un para´metro del proceso contra la probabilidad de que una
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sola muestra este´ dentro de los l´ımites de control”, y por lo tanto es funcio´n del taman˜o de
subgrupo, el peso de lo l´ımites de control y la desviacio´n esta´ndar. Montgomery (2005) indica
que se trata del riesgo β o la probabilidad de no detectar cambios en el proceso, as´ı que “para
construir la curva OC de la carta x¯, se grafica el riesgo β contra la magnitud del corrimiento
que quiere detectarse expresado en unidades de desviacio´n esta´ndar para varios taman˜os de
la muestra n”, donde β esta´ definido como sigue:
β = Φ
(
L− k√n)− Φ (−L− k√n) (2-4)
siendo Φ la distribucio´n normal acumulada, L esta´ asociado con la amplitud de los l´ımites
de control (usualmente L = 3), y k es el corrimiento en te´rminos de desviaciones esta´ndar
que desea detectarse. Montgomery (2005) indica co´mo construir la curva de operacio´n de la
carta R, aunque de manera general e´sta no es sensible a los corrimientos pequen˜os cuando
el taman˜o del subgrupo es 4, 5 o 6, y cuando es mayor que 10, se sugiere usar la carta s.
A partir del concepto de curvas de operacio´n, surge el concepto Longitud Promedio de
la Corrida o ARL por sus siglas en ingle´s (Average Run Length), que “es el nu´mero de
puntos que en promedio es necesario graficar en la carta para que e´sta detecte un cambio
dado”(Gutie´rrez y De la Vara, 2004), y esta´ definido como sigue (Montgomery, 2005):
ARL0 =
1
α
(2-5)
para la ARL bajo control y
ARL1 =
1
1− β (2-6)
para la ARL fuera de control. Es deseable identificar ra´pidamente cua´ndo ha ocurrido un cam-
bio en un para´metro del proceso, pero las cartas de Shewhart no tienen buenas propiedades
ARL (Ryan, 2000), motivo por el cual Gutie´rrez y De la Vara (2004) plantean la posibilidad
de utilizar las cartas CUSUM propuesta por Page en 1954 y EWMA propuesta por Roberts
en 1959, que permiten la identificacio´n de cambios pequen˜os en el proceso sin la presencia
ascendente proporcional de falsas alarmas.
Cuando es necesario controlar simulta´neamente dos o ma´s caracter´ısticas de calidad rela-
cionadas, puede ser engan˜oso hacerlo para cada una aisladamente, dado que la probabilidad
de encontrar un punto dentro de los l´ımites de control no es igual que en las cartas de con-
trol individuales (Montgomery, 2005). Ryan (2000) indica que, suponiendo una distribucio´n
normal multivariada, un cambio en la media, la correlacio´n o la varianza implica un proceso
fuera de control. Observe que las cartas de control univariadas tradicionales no requieren
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ca´lculos exhaustivos y permiten identificar la presencia de una posible causa asignable de
variacio´n, pero cuando se trata de controlar variables mu´ltiples, las soluciones para variables
continuas pueden presentar dificultades en la implementacio´n dada la formulacio´n de las
mismas (Johnson y Wichern, 2007).
Fuchs y Kenett (1998) indican que aunque se utilicen cartas de control univariadas para
todas las variables relevantes, solamente se puede obtener una informacio´n parcial sobre el
proceso, lo que se observa de manera ma´s evidente cuando las variables son altamente corre-
lacionadas. Sin embargo, los gra´ficos de Shewhart multivariados no son tan populares como
sus homo´logos univariantes, ya que presentan cierta dificultad para su ca´lculo y los valores
calculados y graficados no esta´n relacionados con las escalas de cualquiera de las variables
monitoreadas, adema´s estas cartas no expresan directamente cua´l es la o las variables que
generaron una condicio´n fuera de control, siendo necesario profundizar en el ana´lisis. En
particular, cuando se hace seguimiento simulta´neo en varias dimensiones, la identificacio´n
del estado fuera de control esta´ sujeto a una mayor tasa de falsas alarmas que para un solo
gra´fico debido al efecto de comparaciones mu´ltiples. As´ı que para entender las relaciones
existentes entre variables de datos multivariados, se puede iniciar por analizar las relaciones
por pares, para lo cual se acostumbra a utilizar un diagrama de dispersio´n.
De manera ana´loga a la carta de control X¯, se desarrollo´ la carta de control T 2 de Hotelling
para monitorear y controlar el vector de la media de un proceso con variables mu´ltiples,
considerando observaciones individuales o datos subagrupados tal como se considera en las
cartas de control univariadas (Montgomery, 2005). Ya´n˜ez, Gonza´lez y Vargas (2011) discuten
las cartas de control T 2 multivariadas y detallan su implementacio´n en los aplicativos R y
SAS.
Ryan (2000) presenta detalladamente la distribucio´n T 2 de Hotelling, el disen˜o de la carta
de control y la identificacio´n de sen˜ales fuera de control incluyendo la identificacio´n de un
cambio en la estructura de correlacio´n. Adema´s, indica la existencia de cartas multivariadas
para controlar la variabilidad que esta´n basadas en el determinante de |S| o varianza mues-
tral generalizada, siendo |S|1/2 el ana´logo multivariado de la carta de control s.
Para controlar la matriz de covarianza se puede emplear la carta G, basada en la prueba de
igualdad para dos matrices de covarianza. El concepto es similar a la prueba de igualdad de
desviaciones esta´ndar de dos muestras en el contexto de la prueba t: dadas p caracter´ısti-
cas, taman˜os de muestra n1 y n2, matrices muestrales de convarianza S1 y S2 y matriz de
covarianza agrupada S, la hipo´tesis nula de que Σ1 = Σ2 se prueba de acuerdo al estad´ıstico
llamado G cuyo ca´lculo se encuentra en Levinson (2011). Si G excede el cuantil 1 − α del
estad´ıstico chi cuadrado con p(p + 1)/2 grados de libertad, se rechaza la hipo´tesis nula al
nivel de significancia α.
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Finalmente, “las cartas de control de suma acumulada y EWMA se desarrollaron para pro-
porcionar mayor sensibilidad a los corrimientos pequen˜os en el caso de una variable, y pueden
extenderse a los problemas de control estad´ıstico de variables mu´ltiples”(Montgomery, 2005).
Bersimis et al. (2006) discuten los procedimientos ba´sicos para implementar cartas de control
multivariadas, incluyendo la descripcio´n de me´todos para interpretar sen˜ales fuera de control.
2.2.2. Cartas de control para variables discretas
Con el propo´sito de controlar variables discretas, se plantearon las cartas de control para
conteos, que aunque no brindan tanta informacio´n como las cartas de control para variables,
tienen aplicabilidad considerable en procesos de servicios (Montgomery, 2005). En la Tabla
2-2 se encuentra la formulacio´n t´ıpica de las cartas de control univariadas para conteos ma´s
comunes, encontrada en Ryan (2000, cap. 6).
Tabla 2-2.: Formulacio´n t´ıpica para cartas de control para variables discretas
Carta de control LC LCS LCI
p: Fraccio´n de unidades defectuosas p¯ p¯+ 3
√
p¯(1−p¯)
n
p¯− 3
√
p¯(1−p¯)
n
np: Nu´mero de unidades defectuosas np¯ np¯+ 3
√
np¯(1− p¯) np¯− 3√np¯(1− p¯)
c: Nu´mero de defectos c¯ u¯+ 3
√
c¯ u¯− 3√c¯
u: Nu´mero de defectos por unidad u¯ u¯+ 3
√
u¯
n
u¯− 3
√
u¯
n
Teniendo en cuenta que una unidad defectuosa es aquella que no cumple con una o ma´s
caracter´ısticas, la formulacio´n de las cartas p y np se basa en la siguiente premisa: “si se
selecciona una muestra aleatoria de n unidades del producto, y D es el nu´mero de unidades
del producto que son disconformes, entonces D tiene una distribucio´n binomial con para´me-
tros n y p”(Montgomery, 2005). Stapenhurst (2005) sugiere que el taman˜o muestral debe ser
superior a 50, y la proporcio´n media de rechazos np¯ debe ser mayor que 5, con el propo´sito
de detectar cambios moderados en la media, y cuando el taman˜o de las muestras no es cons-
tante, las cartas de control p o u son las que deben ser utilizadas, dada la opcio´n de tener
l´ımites de control de anchura variable. Una aplicacio´n interesante de la carta p es presentada
por Yacout y Chang (1996), emplea´ndola como herramienta anal´ıtica para determinar la
falla de un proceso asumiendo que la falla sigue un proceso de Poisson homoge´neo.
De manera alternativa, la Carta Q para datos binomiales, desarrollada por Quesenberry,
propone utilizar como l´ımites de control LCS = 3 y LCI = −3, donde el estad´ıstico grafi-
14 2 Generalidades de control de calidad
cado es Qi = Φ
−1(ui), siendo ui = B(xi;n, p) (Stapenhurst, 2005).
Johnson y Kotz en 1969 propusieron la tranformacio´n arco seno para la variable aleatoria
x de la carta de control p o np. Otras transformaciones como la transformacio´n angular del
promedio pueden ser consultadas en Ryan (2000).
Amirzadeh, Mashinchi y Parchami (2009) plantean una carta de control para el grado medio
de la inconformidad (p˜) tratando la calidad como un conjunto difuso, de tal forma que sea
sensible ante cambios en la media y en la varianza del proceso, utilizando nu´meros difusos
(fuzzy) trapezoidales.
Con respecto a las cartas de control c y u, que esta´n asociadas con la cantidad de no con-
formidades encontradas en un lote sometido a inspeccio´n, “por lo general se supone que la
distribucio´n de Poisson es un modelo apropiado de la ocurrencia de disconformidades en
muestras de taman˜o constante”(Montgomery, 2005). Con base en ello, es necesario que los
eventos ocurran de forma independiente el uno del otro y que la probabilidad de que ocurra
un evento sea proporcional al a´rea de oportunidad (Stapenhurst, 2005). Considerando que
cada no conformidad ci puede tener un peso diferente wi de acuerdo a su gravedad, Dodge en
1928 propuso la carta D (Ryan, 2000), siendo D el nu´mero de no conformidades por unidad
de inspeccio´n.
Aebtarm y Bouguila (2011) presentan la carta de control c tipo Shewhart y diez propuestas
adicionales, planteadas por otros autores, las cuales esta´n asociadas a transformaciones de
datos, estandarizacio´n de datos y optimizacio´n de los l´ımites de control, indicando que las
transformaciones son u´tiles para muestras de bajo promedio, que la estandarizacio´n es ma´s
efectiva que la transformacio´n, pero no es efectiva para muestras de bajo promedio, y que
la aproximacio´n de optimizacio´n de los l´ımites de control es la mejor aproximacio´n para
obtener una carta que permita monitorear defectos. Si los datos para muestras grandes son
transformados haciendo Y = 2
√
c, se obtendra´ una distribucio´n aproximadamente normal
con media 2
√
λ y varianza 1, siendo λ la media de la distribucio´n Poisson, de tal mane-
ra que los l´ımites de control estara´n dados por y¯ ± 3 (Ryan, 2000). Otra transformacio´n,
propuesta por Anscombe en 1948, esta´ dada por y1 = 2
√
c+ 3/8 con l´ımites de control y1±3.
Considerando que la distribucio´n geome´trica es muy sesgada, Quesenberry propuso en 1995
la carta de control geome´trica en casos donde la probabilidad de observar una unidad no
conforme es tan pequen˜a que es inu´til utilizar un gra´fico p (Ryan, 2000). Gutie´rrez y Garc´ıa
(2010) proponen una carta de control con base en la distribucio´n geome´trica con para´metro
p = 0,1, con el propo´sito de monitorear la aleatoriedad de los juegos de nu´meros de d d´ıgitos
De manera alternativa, para el monitoreo y control de la fraccio´n defectuosa, teniendo un
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taman˜o muestral constante, Calabrese (1995) presenta un modelo bayesiano basado en la
minimizacio´n del costo esperado que puede ser obtenido si el proceso esta´ fuera de control
con una probabilidad pi y N per´ıodos que permanecen antes de que el proceso termine fpiN .
Lucas (1985) propone el uso de cartas CUSUM Poisson para detectar incrementos o decre-
mentos en la tasa de conteo.
Para variables multinomiales, Marcucci (1985) propuso identificar sen˜ales fuera de control
cuando las proporciones de la muestra que se esta´ analizando difieran significativamente de
las proporciones iniciales empleando el estad´ıstico χ2 de Pearson dado por:
X2 =
c∑
i=1
(ni − npi)2
npi
(2-7)
donde ni es el nu´mero realizado en la categor´ıa I, en una muestra de taman˜o n, y pi es la
proporcio´n base conocida de la categor´ıa i. X2 se distribuye aproximadamente como una
distribucio´n chi cuadrado asumiendo que el proceso esta´ bajo control, el taman˜o de muestra
es mayor a 167 y las ocurrencias esperadas npi no son demasiado pequen˜as. Si α es la tasa
de falsas alarmas, el l´ımite de control superior de la carta esta´ dado por LCS = χ2(c−1,α),
sin embargo no indica cua´l categor´ıa esta´ generando la perturbacio´n, para lo cual sugiere
construir una carta de control p descartando una de las categor´ıas, restringiendo este me´todo
solamente cuando se tienen tres categor´ıas.
Laviolette (1995) utiliza un enfoque bayesiano que utiliza la distribucio´n Dirichlet como dis-
tribucio´n a priori de la distribucio´n multinomial concentra´ndose en categor´ıas no conformes,
mientras que Shiau et al. (2005) se enfoca en la propocio´n de cada una de las categor´ıas
de la variable. Woodall, Tsui y Tucker (1997) presentan una revisio´n de cartas de control
basadas en estad´ıstica difusa para datos catego´ricos, y Spanos y Chen (1997) utilizan el
concepto de regresio´n log´ıstica para monitorear una variable multinomial en la fabricacio´n
de semiconductores.
Duran (2009) propone el llamado me´todo p-tree que transforma el proceso multinomial en
varias subetapas binarias independientes, que permite identificar la categor´ıa que cambio´ y
no esta´ limitado por el nu´mero de categor´ıas c que tiene el proceso. El me´todo consiste en
construir un a´rbol de probabilidades con c − 1 categor´ıas y graficar las cartas de control
asociadas. Suponiendo que las probabilidades base pi son conocidas al igual que las proba-
bilidades condicionales base fi, con i = 1, 2, · · · , c− 1, los l´ımites de control para la primera
categor´ıa esta´n dados por:
LCS1 = f1 + Z(1−α∗/2)
√
f1(1− f1)
n
(2-8)
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LC1 = f1 (2-9)
LCI1 = f1 − Z(1−α∗/2)
√
f1(1− f1)
n
(2-10)
donde Zp es la distribucio´n normal esta´ndar tal que la zona de la cola superior es p. Las
probabilidades condicionales base se calculan como fi =
pi
1−∑i−1j=1 pj , con i = 1, 2, · · · , c, y
as´ı los l´ımites de control para las c− 1 categor´ıas restantes esta´n dados por:
LCSi = fi + Z(1−α∗/2)
√
fi(1− fi)
n−∑i−1j=1 nj (2-11)
LCi = fi (2-12)
LCIi = fi − Z(1−α∗/2)
√
fi(1− fi)
n−∑i−1j=1 nj (2-13)
Ryan et al. (2011) proponen la carta de control de suma acumulada multinomial para mo-
nitorear procesos en situaciones donde los art´ıculos pueden ser clasificados en ma´s de dos
categor´ıas, y Li et. al (2013) proponen el enfoque del valor-p en los casos donde el intere´s
esta´ centrado en la deteccio´n de saltos en la media en Fase II usando una carta de control
CUSUM.
Cuando se trata de controlar varias variables discretas, Patel (1973) presenta me´todos de
control de calidad cuando se tienen datos que provienen de una distribucio´n binomial o de
una distribucio´n Poisson multivariadas. Lu et al. (1998) proponen una carta de control tipo
Shewhart que consiste en la extensio´n multivariada de las cartas np univariadas, llamada
carta np multivariada MNP.
Jolayemi (1999) indica la necesidad de utilizar Cartas de Control Multiatributos (MACC) en
ambientes industriales, dado que los productos esta´n generalmente caracterizados por ma´s de
un atributo, pero la pra´ctica comu´n es monitorear de manera separada mediante una carta
p o np cada atributo, pero este proceder no es efectivo especialmente cuando el muestreo es
destructivo, as´ı que desarrollo´ un modelo basado en una aproximacio´n para la convolucio´n
de variables aleatorias binomiales independientes (Aproximacio´n J) y una extensio´n de las
cartas de control np. Con base en el desarrollo teo´rico previo, el modelo que sugiere el autor
se basa en que se inspeccionara´n m caracter´ısticas de calidad que son independientes y siguen
la distribucio´n binomial, y se tiene caracterizado el estado de control con respecto a cada
uno de los atributos. Las muestras de taman˜o n son tomadas cada s horas desde el proceso,
y todos las unidades de las muestras se inspeccionan con respecto a todos los atributos. El
nu´mero total de unidades defectuosas w encontradas en la muestra con respecto a todos los
atributos es el dato que se grafica en la carta de control.
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Basado en el planteamiento anterior, Jolayemi (2000) desarrollo´ un modelo iterativo de op-
timizacio´n cuyo propo´sito es minimizar el costo total esperado por unidad de tiempo, que
permite el disen˜o de cartas de control multiatributo cuando hay multiplicidad de causas
asignables, de tal manera que arroja el taman˜o muestral, el intervalo de muestreo y los
l´ımites de control basado en la aproximacio´n J .
Taleb et al. (2006) presentan dos aproximaciones para construir cartas de control que per-
mitan monitorear procesos con mu´ltiples atributos cuando los datos esta´n presentados en
forma lingu¨´ıstica; la primera de ellas es similar al estad´ıstico T 2 de Hotelling y esta´ basado
en valores representativos de conjuntos difusos, y la segunda es una combinacio´n lineal de
variables chi cuadrado dependientes obtenida mediante la aproximacio´n Satterthwaite.
Chiu y Kuo (2007) construyen un gra´fico de control para monitorear datos de conteo Poi-
sson multivariados, llamada carta MP, donde los l´ımites de control son desarrollados por un
me´todo de probabilidad exacta sobre la base de la suma de defectos o no conformidades para
cada caracter´ıstica de calidad.
Ospina y Ya´n˜ez (2009) comparan tres me´todos para construir cartas de control para variables
binomiales bivariadas correlacionadas: carta T 2 de Hotelling basada en la aproximacio´n de
la distribucio´n binomial multivariada a la distribucio´n normal multivariada, carta MNP y la
carta r, la cual emplea un me´todo no parame´trico basado en el ı´ndice de profundidad de Ma-
halanobis, encontrando que la carta MNP es la mejor tanto en control como fuera de control.
Skinner et al. (2006) proponen la carta de control “Deleted-Y”basada en el estimador de
momentos de conteos Poisson para monitorear conteos mu´ltiples recomendada cuando so-
lamente cambian una o dos variables; cuando cambian todas las variables proponen usar
la carta de control Y¯ , estad´ıstico calculado desde la media muestral. Aebtarm y Bouguila
(2010) proponen una carta de control Poisson bivariada para monitorear simulta´neamente
dos caracter´ısticas correlacionadas, basada en la optimizacio´n del intervalo de confianza de
Poisson bivariado buscando una tasa satisfactoria de falsas alarmas. Laungrungrong (2010)
propone la carta de control EWMA multivariada para datos Poisson MPEWMA.
Taleb (2009) indica que la aplicacio´n de las cartas de control multivariadas depende del
me´todo de muestreo usado, as´ı que utiliza una aproximacio´n probabil´ıstica y elementos de la
teor´ıa difusa (fuzzy) para controlar procesos con variables multinomiales. Luego de compa-
rarlas, se encuentra que ambas propuestas tienen el mismo desempen˜o para detectar cambios
en el proceso y para detectar sen˜ales fuera de control. Considere el vector pi = (pi1, ..., pir),
donde pii denota la probabilidad de que un producto seleccionado aleatoriamente tenga un
resultado en la categor´ıa l. Se asume que Y = (Y1, ..., Yr) tiene una distribucio´n multinomial
con probabilidades pi. Un procedimiento estad´ıstico esta´ndar es usar el estad´ıstico de prueba
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de bondad de ajuste de Pearson, dado por la ecuacio´n (2-14), donde n es el taman˜o de
muestra, y bajo control, G2 ∼ χ2(ν) con ν grados de libertad.
G2 =
r∑
i=1
(Yi − npii)2
npii
(2-14)
Si pii no son conocidos, un procedimiento estad´ıstico correcto es una prueba de homogenidad
de proporciones entre el per´ıodo base y cada per´ıodo monitoreado, donde el estad´ıstico a
usar esta´ dado por la ecuacio´n (2-15), donde pil y p0l denotan las frecuencias esperadas en
las celdas de la tabla de contingencia correspondientes a la categor´ıa l en el per´ıodo i y en
el per´ıodo 0 respectivamente, y ni y n0 denotan los taman˜os de muestra en el per´ıodo l y en
el per´ıodo 0 respectivamente.
X2i = nin0
∑
l=1
r
(pil − p0l)2
Yil + Y0l
(2-15)
Los elementos de teor´ıa difusa utilizados en el planteamiento de las propuestas de Taleb
sugieren dos casos. Para el primero, las categor´ıas de cada descripcio´n de calidad l no son
combinadas, y los subconjuntos difusos asociados son determinados a partir de las variables
catego´ricas originales. En el segundo caso, las categor´ıas que representan una descripcio´n de
calidad l esta´n asociadas con un te´rmino catego´rico, y se define una nueva variable catego´rica
con r posibles te´rminos catego´ricos.
Li y Tsung (2012) proponen cartas de control para mu´ltiples variables binomiales y mu´ltiples
variables Poisson basadas en la tasa de falso descubrimiento (FDR), que se utiliza para
cuantificar la proporcio´n esperada de rechazos erro´neos. Topalidou y Psarakis (2009) hacen
una revisio´n detallada de las cartas de control propuestas multiatributo con el propo´sito de
orientar a los investigadores sobre este tema y su aplicacio´n de manera particular en a´reas
de salud o de servicios.
2.3. Distribucio´n multinomial
Partiendo del intere´s puntual de desarrollar cartas de control para monitorear una variable
multinomial, se presenta la definicio´n de su distribucio´n de probabilidad de la siguiente man-
era: suponga que n ensayos ide´nticos e independientes pueden tener resultados en cualquiera
de k categor´ıas. Sea yij = 1 si el ensayo i se clasifica en la categor´ıa j y yij = 0 en otro caso.
Entonces yi = (yi1, yi2, · · · , yik) representa un ensayo multinomial con
∑
j yij = 1. Note que
yik es redundante dada la dependencia lineal sobre los otros. Sea nj =
∑
i yij el nu´mero de
ensayos que tienen resultado en la categor´ıa j en un total de n ensayos (Johnson y Kotz,
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1996). Sea pij = P (Yij = 1) la probabilidad de un resultado en la categor´ıa j para cada
ensayo, entonces la funcio´n de masa de probabilidad multinomial es:
p(n1, n2, · · · , nk) =
(
n!
n1!n2! · · ·nk!
)
pin11 pi
n2
2 · · · pinkk (2-16)
con
∑k
j=1 nj = n y
∑k
j=1 pij = 1.
Para esta distribucio´n se tiene que:
E(ni) = npii (2-17)
Var(ni) = npii(1− pii) (2-18)
Cov(ni, nj) = −npiipij (2-19)
El estimador ma´ximo veros´ımil de pij es la proporcio´n muestral. La prueba de hipo´tesis
chi cuadrado de Pearson evalu´a si los para´metros multinomiales igualan a ciertos valores
especificados. El estad´ıstico fue propuesto originalmente por Karl Pearson en 1900 para
probar el ajuste de un modelo mediante la comparacio´n del conjunto de frecuencias esperadas
con las frecuencias observadas. Considere H0 : pij = pij0, con j = 1, · · · , c donde
∑
j pij0 = 1.
Cuando H0 es cierto, el valor esperado de nj, llamado frecuencia esperada, es µj = npij0 con
j = 1, · · · , c. El estad´ıstico propuesto es el siguiente (Agresti, 2002):
X2 =
∑
j
(nj − µj)2
µj
(2-20)
Diferencias grandes en el numerador produce valores grandes para el estad´ıstico X2 para n
fijo. Sea que X20 denote el valor observado de X
2. El valor-p es el valor nulo de P (X2 ≥ X20 ).
Para muestras grandes, X2 tiene aproximadamente una distribucio´n chi cuadrado con c− 1
grados de libertad. El valor-p es aproximado por P (χ2c−1 ≥ X20 ), donde χ2c−1 denota la va-
riable aleatoria chi cuadrado con c− 1 grados de libertad.
El estad´ıstico de prueba de razo´n de log-verosimilitud G2 tambie´n puede ser utilizado ya que
es asinto´ticamente equivalente al estad´ıstico de prueba X2, y esta´ dado como sigue:
G2 = 2
∑
j
nj ln
(
nj
µj
)
(2-21)
Cressie y Read (1989) presentan las investigaciones realizadas con respecto a la comparacio´n
de estos dos estad´ısticos X2 y G2.
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Para una muestra multinomial (n1, · · · , nc) de taman˜o n, la distribucio´n marginal de nj es
bin(n, pij). Para n grande, nj tiene aproximadamente una distribucio´n normal. Por el teorema
del l´ımite central, las proporciones muestrales pˆi = (n1/n · · · , nc−1/n)′ tienen aproximada-
mente una distribucio´n normal multivariada. Sea Σ0 la matriz de covarianza nula de
√
npˆi
y sea pi0 = (pi10, · · · , pic−1,0)′. Bajo H0, desde que
√
n(pˆi − pi0) converga a la distribucio´n
N(0,Σ0), la forma cuadra´tica
n(pˆi − pi0)′Σ−10 (pˆi − pi0) (2-22)
tiene una distribucio´n que converge a la distribucio´n chi cuadrado con c−1 grados de libertad.
La matriz de covarianzas de
√
npˆi tiene los siguientes elementos:
σjk =
{ −pijpik j 6= k
pij(1− pij) j = k
El elemento (j, k)-e´simo de la matriz Σ−10 es 1/pic0 cuando j 6= k y (1/pij0 + 1/pic0) cuando
j = k (Agresti, 2002).
Suponga que los conteos en las celdas de una tabla de contingencia (n1, · · · , nN) tienen una
distribucio´n multinomial con probabilidades pi = (pi1, · · · , piN)′. Sea n = n1 + · · ·+ nN y sea
p = (p1, · · · , pN)′ las proporciones muestrales, donde pi = ni/n.
Sea Yi = (Yi1, · · · , YiN) la observacio´n i en una tabla de contingencia, donde Yij = 1 si e´sta
cae en la celda j, y Yij = 0 en otro caso. Se tiene que:
E(Yi) = pi (2-23)
Cov(Yi) = Σ (2-24)
donde Σ = (σjk) con
σjj = Var(Yij) = E((Y
2
ij)− [E(Yij)]2 = pij(1− pij) (2-25)
σjk = Cov(Yij, Yik) = E(YijYik)− E((Yij)E(Yik) = −pijpik (2-26)
La matriz Σ tiene la forma
Σ = diag(pi)− pipi′ (2-27)
donde diag(pi) es la matriz diagonal con elementos pi en la diagonal principal. Desde que p
es la media muestral de n observaciones independientes, se tiene que (Agresti, 2002):
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Cov(p) = [diag(pi)− pipi′]/n (2-28)
El Teorema del L´ımite Central mutivariado implica que:
√
n(p− pi)→ N [0,diag(pi)− pipi′] (2-29)
2.3.1. Intervalos de confianza para la estimacio´n de para´metros de la
distribucio´n multinomial
Sea n1, n2, · · · , nk las frecuencias en un taman˜o de muestra n de una distribucio´n multino-
mial, y sea pi1, pi2, · · · , pik los correspondientes para´metros de la distribucio´n.
Quesenberry y Hurts (1964) indican que el intere´s esta´ dado en obtener un conjunto de
intervalos Si, con i = 1, 2, · · · , k tal que
P
{
k⋂
i=1
(piiSi)
}
≥ 1− α (2-30)
para un valor espec´ıfico de α. El intervalo para pii esta´ dado por
χ2α,k−1 + 2ni ± (χ2α,k−1[χ2α,k−1 + 4ni(n− ni)/n])1/2
2(n+ χ2α,k−1)
(2-31)
Goodman (1965) identifico´ que es posible disminuir hasta en una tercera parte la longitud
de estos intervalos reemplazando χ2α,k−1 por χ
2
α/k,1, as´ı, el intervalo para pii esta´ dado por:
χ2α/k,1 + 2ni ± (χ2α/k,1[χ2α/k,1 + 4ni(n− ni)/n])1/2
2(n+ χ2α/k,1)
(2-32)
Considerando que la distribucio´n multinomial es asime´trica, Sison y Glaz (1995) recomiendan
utilizar la regio´n de confianza dada por la ecuacio´n (2-33), encontrando un c tal que ν(c) <
1− α < ν(c+ 1). Tomando γ = [(1− α)− ν(c)]/[ν(c+ 1)− ν(c)]:
(
pii − c
n
≤ pii ≤ pii + c+ 2γ
n
)
(2-33)
Tal como lo sugieren Leemis y Trivedi (1996) y Gonza´lez (2010), un intervalo de confianza
“exacto”para pii basado en la distribucio´n F esta´ dado en la ecuacio´n (2-34), donde yi es el
nu´mero de resultados en la categor´ıa i y k es el nu´mero de categor´ıas:
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 1
1 + n−yi+k−1
yiF2yi,2(n−yi+k−1),1−α/(2∗k)
,
1
1 + n−yi
(yi+k−1)F2(yi+k−1),2(n−yi),α/(2∗k)
 (2-34)
El me´todo basado en el Teorema del L´ımite Central (Casella y Berger, 2002), esta´ dado por
la ecuacio´n (2-35):
pii ± zα/(2k)
√
pii(1− pii)
n
(2-35)
Gonza´lez (2010) compara estos intervalos de confianza para la distribucio´n multinomial, junto
con otros cinco me´todos, v´ıa simulacio´n, encontrando que el intervalo basado en la distribu-
cio´n F y los intervalos propuestos por Quesenberry y Hurst tienen un “excelente”desempen˜o
con respecto al nivel de confianza real y a su longitud.
2.3.2. Taman˜os muestrales para proporciones multinomiales
La eleccio´n de un taman˜o de muestra para la estimacio´n simulta´nea de proporciones multi-
nomiales permiten controlar la probabilidad de que los intervalos simulta´neos cubran las
verdaderas proporciones, as´ı que basado en el desarrollo de intervalos de confianza pro-
puestos por Goodman (1965), Angers (1974) presenta un me´todo gra´fico para identificar el
taman˜o de muestra de una distribucio´n multinomial y Tortora (1978) propone un procedi-
miento para determinar el taman˜o de muestra requerido para poblaciones multinomiales,
donde esta´ dada por parte de los expertos una precisio´n absoluta bi para cada elemento i
con (i = 1, 2, · · · , k), expresada como un porcentaje de tolerancia para cada proporcio´n,
obteniendo el siguiente resultado:
n =
[
χ2α/k,1pii(1− pii)/b2i
]
(2-36)
donde pii es la proporcio´n de la poblacio´n que esta´ en la i-e´sima categor´ıa. Por lo tanto, uno
debe hacer k ca´lculos, uno para cada par (bi, pii), con i = 1, ..., k, y seleccionar el n mayor
obtenido como el taman˜o de muestra deseado.
Thompson (1987) propone seleccionar el taman˜o de muestra ma´s pequen˜o para una muestra
aleatoria de una distribucio´n multinomial tal que la probabilidad sea al menos de 1− α que
todas las proporciones estimadas simulta´neamente estara´n entre las distancias estimadas de
las proporciones poblacionales reales di, esto es
P
{
k⋂
i=1
|pi − pii| ≤ di
}
≥ 1− α (2-37)
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donde pii es la proporcio´n de la i-e´sima categor´ıa en la poblacio´n, pi es la proporcio´n observada
y k es el nu´mero de categor´ıas. El procedimiento general para seleccionar el taman˜o muestral
para poblaciones multinomiales estimadas con un nivel de significancia simulta´neo α dado y
el ancho de la mitad del intervalo especificado di(i = 1, 2, · · · , k) es:
1. Paso 1: para cualquier valor posible del vector de para´metros, seleccione un n y calcule∑
αi, donde αi = 2(1− Φ(zi)) y zi = di
√
n/
√
pii(1− pii).
Si
∑
αi < α, repita con un valor ma´s pequen˜o de n, y si
∑
αi > α, repita con un valor
mayor de n hasta que se encuentre el primer n que satisfaga
∑
αi ≤ α
2. Paso 2: repita el primer paso con todos los posibles valores de los para´metros para
determinar el vector de para´metros pi0 para el peor de los casos, el cual da el taman˜o
de muestra a utilizar.
Considerando los aportes que hacen Tortora (1978) y Thompson (1987), que optimizan dife-
rentes funciones objetivo considerando un nivel de confianza simulta´neo deseado, Bromaghin
(1993) indica que su procedimiento, basado en intervalos de confianza propuestos por Good-
man en 1965, sugiere taman˜os muestrales ligeramente ma´s pequen˜os que los presentados por
Tortora (1978), as´ı que dado un valor de pii, y especificando valores para αi y di, la i-e´sima
desigualdad es exactamente satisfecha por la siguiente ecuacio´n:
n =
(
z21−(αi/2)
2d2i
)[
pii(1− pii)− 2d2i +
√
pi2i (1− pii)2 − d2i [4pii(1− pii)− 1]
]
(2-38)
De acuerdo al planetemiento de Bromaghin (1993), la Tabla 2-3 muestra los taman˜os de
muestra sugeridos para α, k y d definidos.
Observe que de manera particular, para variables aleatorias multinomiales, a medida que
aumenta el nu´mero de categor´ıas se requiere un mayor taman˜o de muestra, y esto puede res-
tringir la aplicacio´n de desarrollos estad´ısticos a procesos masivos en los cuales las unidades
producidas sea lo suficientemente grande para obtener los taman˜os de muestra aqu´ı sugeridos.
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Tabla 2-3.: Taman˜os muestrales para distribuciones multinomiales con α, k y d dados
α
0.01 0.05 0.10
d d d
k 0.05 0.075 0.10 0.05 0.075 0.10 0.05 0.075 0.10
2 656 288 159 380 166 92 267 117 64
3 853 375 207 568 249 138 449 197 109
4 905 398 220 618 272 150 498 219 121
5 946 415 230 657 289 160 536 236 130
6 979 430 238 690 303 168 568 249 138
7 1007 442 245 717 315 174 595 261 145
8 1032 453 250 741 325 180 618 272 150
9 1053 462 256 762 335 185 639 281 155
10 1072 471 260 781 343 190 657 289 160
3. Cartas de control para procesos con
variables multinomiales
Cuando interesa monitorear la calidad de un producto o un servicio que es clasificado como
“Conforme”, “No conforme”, es posible utilizar una carta de control para atributos basada
en la distribucio´n binomial tal como se detallo´ en el cap´ıtulo anterior, pero cuando puede
ser clasificado en una de varias categor´ıas, por ejemplo “Excelente”, “Bueno”, “Regular”,
“Malo”, cobra importancia implementar una carta de control para variables multinomiales.
Considere la estructura de datos multinomiales de muestras independientes de la misma
variable, presentada en la Tabla 3-1, proveniente de un proceso de donde se toman m mues-
tras en el tiempo, de taman˜o variable ni, y se tienen definidas k categor´ıas donde para cada
muestra i,
∑k
j=1 nij = ni.
Tabla 3-1.: Estructura de frecuencias de muestras multinomiales
c1 c2 c3 ... ck
muestra 1 n11 n12 n13 ... n1k
muestra 2 n21 n22 n23 ... n2k
muestra 3 n31 n32 n33 ... n3k
... ... ... ... ... ...
muestra m nm1 nm2 nm3 ... nmk
Considerando que E(nij) = nipij, la tabla de proporciones estimadas estara´ dada como se
muestra en la Tabla 3-2, donde pˆiij = nij/ni.
Tal como lo menciona Ryan (2000), las cartas de control se pueden usar para determinar
si un proceso ha estado bajo control estad´ıstico con base en datos histo´ricos haciendo un
ana´lisis retrospectivo, procedimiento que es llamado Fase I, de tal manera que es necesario
entender y mejorar el proceso usando cartas de control de manera iterativa, tal como lo
expresa Woodall (2000), indicando adema´s que en esta etapa de la implementacio´n de con-
trol estad´ıstico, una carta de control se parece a una herramienta de ana´lisis exploratorio de
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Tabla 3-2.: Estructura de proporciones de muestras multinomiales
c1 c2 c3 ... ck
muestra 1 pˆi11 pˆi12 pˆi13 ... pˆi1k
muestra 2 pˆi21 pˆi22 pˆi23 ... pˆi2k
muestra 3 pˆi31 pˆi32 pˆi33 ... pˆi3k
... ... ... ... ... ...
muestra m pˆim1 pˆim2 pˆim3 ... pˆimk
datos. En Fase II, “el objetivo es determinar si el proceso se ha mantenido en estado de con-
trol estad´ıstico”(Ryan, 2000), y por lo tanto se asume que los para´metros de la distribucio´n
bajo control son conocidos, de tal manera que una carta de control se parece a una prueba
de hipo´tesis repetida en el tiempo para detectar cambios a partir de un proceso bajo control
(Woodall, 2000). Bersimis et al. (2006) ampl´ıan estos dos conceptos.
Una vez identificados los para´metros de la variable aleatoria multinomial, estando en Fase II,
es de intere´s probar la hipo´tesis de homogeneidad de proporciones muestra a muestra para la
tabla de frecuencias previa (Montgomery, 2005), esto es, para comparar las proporciones de la
muestra i con las proporciones nominales dadas por un vector v = (pi
(0)
i1 , pi
(0)
i2 , pi
(0)
i3 , · · · , pi(0)ik ),
la hipo´tesis nula esta´ dada en la ecuacio´n (3-1) y la hipo´tesis alternativa en la ecuacio´n (3-
2). Una manera de presentar el resultado de una prueba de hipo´tesis es mediante el valor-p
(Casella y Berger, 2001), definido como “la probabilidad de que el estad´ıstico de la prueba
asuma un valor que es al menos tan extremo como el valor observado del estad´ıstico cuando
la hipo´tesis nula H0 es verdadera”(Montgomery, 2005).
H0 : pii1 = pi
(0)
i1 ; pii2 = pi
(0)
i2 ; pii3 = pi
(0)
i3 ; · · · ; piik = pi(0)ik (3-1)
H1 : ∃
(
piij 6= pi(0)ij
)
; j = 1, 2, 3, · · · , k (3-2)
Cuando un proceso con variables multinomiales esta´ bajo estudio, es importante analizar el
taman˜o de muestra con respecto al nu´mero de categor´ıas y a la probabilidad de ocurrencia de
cada una de ellas, ya que un nu´mero grande de categor´ıas puede conducir a proporciones poco
representativas dentro del ana´lisis, pero puede ocurrir que una de esas categor´ıas este´ con-
siderada como cr´ıtica y es de intere´s identificar el momento a partir del cual empezo´ a
presentarse. Por lo anterior, las categor´ıas del proceso a ser monitoreadas deben establecerse
de acuerdo a su naturaleza y al tipo de ana´lisis que se pretenda llevar a cabo; en algunas
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ocasiones el analista podra´ optar por agrupar categor´ıas, mientras que en otras ocasiones
sera´ necesario monitorear de manera aislada una caracter´ıstica particular.
Las cartas de control presentadas en las siguientes secciones corresponden a las propuestas
presentadas en esta tesis para monitorear procesos con variables multinomiales en Fase II,
tema que ha sido escasamente abordado en los textos acade´micos, pero que ha sido investi-
gado por Marcucci (1985), Laviolette (1995), Woodall et al. (1997), Spanos y Chen (1997),
Duran (2009), Ryan et. al (2011), Taleb (2009) y Li et. al (2013), sin embargo es importante
mencionar primero algunos aspectos sobre el valor-p debido a que es el concepto ba´sico em-
pleado en las propuestas.
3.1. Comentarios sobre el valor-p
El valor-p es una de las medidas ma´s utilizadas como medida de incertidumbre, sin embargo
los estad´ısticos pueden en algunos casos no estar de acuerdo sobre su uso e interpretacio´n
como una medida de prueba. Para James, et. al (1997) es una medida de evidencia contra
la hipo´tesis nula, y su distribucio´n bajo H0 es uniforme sobre el intervalo [0, 1] sin tener en
cuenta el taman˜o de muestra del experimento, motivo por el cual no es posible distinguir si
el valor-p proviene de un estudio con muestras grandes o pequen˜as.
Segu´n Wright (1992) el valor-p proporciona informacio´n sobre si una prueba de hipo´tesis es-
tad´ıstica es significativa o no, esto es, cuanto menor sea el valor-p, ma´s fuerte es la evidencia
contra la hipo´tesis nula, sin embargo, el valor-p producido por una prueba estad´ıstica multi-
variada no es necesariamente significativo so´lo porque es menor que un nivel de significancia
elegido, as´ı que propone el uso de valores-p ajustados para una hipo´tesis particular dentro
de una coleccio´n de hipo´tesis, de tal manera que un valor-p ajustado puede ser comparado
directamente con cualquier nivel de significancia elegido α, y si el valor-p ajustado es menor
o igual que α, la hipo´tesis es rechazada.
Para Berger y Sellke (1987), el valor-p puede ser una medida engan˜osa de las pruebas apor-
tadas por los datos en contra de la hipo´tesis nula, y que valores pequen˜os del valor-p no
necesariamente indican fuerte evidencia en contra de la hipo´tesis nula. Por otro lado, Lang,
Rothman y Cann (1998) reportan que en epidemiolog´ıa, el valor-p sigue siendo usado erro´nea-
mente como una medida de la importancia y credibilidad de los resultados del estudio, pues
solamente se limitan a juzgar un estudio basa´ndose en si el valor-p supera o no un valor de
corte arbitrario. Para pruebas de diferencias entre grupos, se acostumbra a resumir informa-
cio´n acerca del taman˜o del efecto y el taman˜o del estudio con el valor-p; el taman˜o del efecto
puede ser estimado por otros para´metros epidemilo´gicos, y la precisio´n de la estimacio´n, una
funcio´n del taman˜o del estudio, puede ser descrita por un error esta´ndar estimado o por
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el reporte de un intervalo de confianza de la estimacio´n del efecto. En algunas situaciones,
como en las pruebas de bondad de ajuste, es posible utilizar el valor-p, pero se recomienda
no confundir lo que se esta´ midiendo con la precisio´n de la medicio´n, procurando utilizar
mejores alternativas estad´ısticas para tal efecto, como estimaciones puntuales e intervalos de
confianza, omitiendo siempre que sea posible el valor-p.
Kulldorff, Graubad y Velie (1999) discuten la posicio´n anterior, indicando que los intervalos
de confianza reflejan la precisio´n de la estimacio´n, pero no dan una representacio´n completa
de la incertidumbre, ya que la eleccio´n del nivel de confianza es arbitrario. De esta manera,
recomiendan la utilizacio´n de intervalos de confianza mu´ltiples, pero puede ser impra´ctico,
as´ı que el valor-p es una alternativa fa´cil e informativa para representar el conjunto de inter-
valos de confianza, sugiriendo que ser´ıa ideal presentar intervalos de confianza y el valor-p
de manera simulta´nea, ya que son complementarios.
Nickerson (2000) indica que una falsa percepcio´n evidenciada por algunos investigadores es
“creer que el valor-p es la probabilidad de que la hipo´tesis nula es cierta y que el comple-
mento 1−(valor-p) es la probabilidad de que la hipo´tesis alternativa es cierta“. Rechazar la
hipo´tesis nula utilizando un nivel de significancia α no quiere decir que de acuerdo a los
datos, la probabilidad de que la hipo´tesis nula es cierta es igual o inferior a α, y de la misma
manera, no rechazar la hipo´tesis nula no significa que la hipo´tesis nula sea verdadera. Se
cree erro´neamente que rechazar la hipo´tesis nula es una base suficiente para aceptar la teor´ıa
que sugiere que la hipo´tesis nula es falsa, pues toda teor´ıa deber´ıa probarse bajo muchos
escenarios, incluso extremos, pues una prediccio´n espec´ıfica no es suficiente para probarla.
Finalmente sen˜ala que es falso creer que un valor-p pequen˜o es evidencia de que los datos
son replicables, y de la misma manera, indica que la significancia estad´ıstica no significa
importancia teo´rica o pra´ctica.
Si x es el valor del estads´itico de prueba X de una prueba de hipo´tesis, donde la hipo´tesis
nula H0 sera´ rechazada si x > k para algu´n valor de k, donde el valor-p es calculado como
P (X > x), enotnces Donahue (1999) indica que el valor-p es una funcio´n del estad´ıstico de
prueba X y, por lo tanto, es en s´ı mismo una variable aleatoria y un estad´ıstico resumen de
los datos, y por lo tanto puede ser usado en ana´lisis estad´ıstico, pero sugiere la utilizacio´n
de intervalos de confianza, junto con las declaraciones de los valores de la hipo´tesis del
para´metro de estudio, tanto para la hipo´tesis nula como para por lo menos un para´metro
cient´ıficamente relevante a priori de una hipo´tesis alternativa que de´ la informacio´n necesaria
al lector sobre la significancia estad´ıstica y cient´ıfica del resultado. Berger (2002) propone
adema´s el uso del intervalo para el valor-p, pues al igual que los intervalos de confianza
ofrecen ma´s informacio´n que los estimadores puntuales, este intervalo ofrece ma´s informa-
cio´n que el valor-p. Thompson (2006) por su parte indica que efectivamente el valor-p ha
sido mal utilizado por algunos investigadores, sin embargo al tomarlo como una medida de
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acuerdo con una hipo´tesis nula relativa a una alternativa, y considerando que en la pra´ctica
el intere´s esta´ en la evidencia para una hipo´tesis, propone tomar un par de valores (el valor-p
y el valor-p con hipo´tesis intercambiadas), como una medida bivariada de evidencia de la
hipo´tesis alternativa.
Observe que algunos investigadores no esta´n de acuerdo con el uso del valor-p para indicar
significancia de una prueba de hipo´tesis, ya que este valor se limita a indicar el rechazo de
una hipo´tesis nula si valor-p< α, donde α es usualmente un valor predefinido antes de iniciar
el estudio y que muchas veces se establece sin considerar las caracters´iticas del proceso que se
esta´ estudiando o sin presentar la justificacio´n de su eleccio´n (Nickerson, 2000), de tal manera
que recomiendan evitar su uso y emplear otras herramientas inferenciales como los intervalos
de confianza, sin embargo, para nuestro caso, el intere´s esta´ concentrado espec´ıficamente en
un indicador que alerte sobre el rechazo de la hipo´teis nula planteado en la ecuacio´n (3-1);
si el valor-p< α sugiere que la muestra tomada del proceso bajo estudio presenta suficiente
evidencia para rechazar la hipo´tesis de homogeneidad de proporciones, y por lo tanto el
analista del proceso debe estudiar la presencia de una causa de variacio´n asignable en alguna
de las categor´ıas e intervenirlo si es necesario. En caso contrario, no hay suficiente evidencia
muestral para rechazar la hipo´tesis nula, y se considera que el proceso esta´ bajo control
estad´ıstico. Con base en lo anterior, el valor-p alerta al analista ante un cambio en las
proporciones de las categor´ıas de la variable multinomial.
3.2. Propuesta 1: Carta de control multinomial usando
valor-p
Teniendo en cuenta que bajo H0 el valor-p ∼ U [0, 1] (Fairbanks y Madsen, 1982), la primera
carta de control propuesta es la carta de control usando valor-p, resultado de la prueba chi
cuadrado de la prueba de hipo´tesis de homogeneidad de proporciones de una distribucio´n
multinomial con respecto a un vector de proporciones nominal que sugiere el estado bajo
control. En la carta de control se grafica el valor-p y se compara con un percentil determi-
nado de la distribucio´n uniforme, cuyo complemento delimita la regio´n de rechazo dada por
el intervalo [0, α) para un nivel de significancia de α predefinido, as´ı que todos los valores-p
que este´n en dicha regio´n indican la ocurrencia de un posible cambio en la proporcio´n de al
menos una de las categor´ıas.
Gutie´rrez y De la Vara (2004) indican que cuando se habla de l´ımites de probabilidad, se
trata de “encontrar la distribucio´n de probabilidades del estad´ıstico que se grafica en la
carta, estimar sus para´metros y ubicar los l´ımites de forma que un alto porcentaje de la
distribucio´n este´ dentro de ellos”. Para este caso particular, la regio´n de rechazo esta´ dada
por el intervalo [0, α), as´ı que el l´ımite de control probabil´ıstico sera´ α. Observe que si el
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valor-p es una variable aleatoria, una carta de control que indique que el proceso esta´ fuera
de control estara´ caracterizada por la presencia de puntos en el intervalo [0, α) o por algu´n
patro´n de comportamiento no aleatorio como los que se indican en el Cap´ıtulo 2, debido a
que la probabilidad de ocurrencia de cada uno de ellos bajo el supuesto de control estad´ıstico
es casi 0.
A modo de ilustracio´n, considere el siguiente ejemplo teo´rico: se toman m = 300 muestras
de una variable multinomial X, con taman˜o de muestra n = 853 constante (de acuerdo a
la teor´ıa propuesta por Bromaghin (1993) usando d = 0,05) y k = 3 categor´ıas con vector
de proporciones nominal dado por v=(0.9,0.05,0.05) que coincide con las proporciones del
proceso, y por lo tanto se encuentra bajo control. Suponiendo que el nivel de confianza de
intere´s es 0,99, la carta de control esta´ dada por la Figura 3-1.
Figura 3-1.: Carta de Control Multinomial usando valor-p
El l´ımite de control probabil´ıstico es 0,01. Para este caso particular, se presentaron 2 falsas
alarmas, valor inferior al nu´mero esperado de falsas alarmas calculado en 3,08 v´ıa simulacio´n.
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3.3. Propuesta 2: Carta de control multinomial usando
transformacio´n chi cuadrado del valor-p
Considerando que −2ln(X) ∼ χ22 con X ∼ U(0, 1) (Hogg y Craig, 1995), la segunda carta
de control propuesta toma el valor-p de la prueba de hipo´tesis de homogeneidad de propor-
ciones de una distribucio´n multinomial con respecto a un vector de proporciones nominal y
lo transforma, y grafica en la carta de control el valor chi cuadrado resultante.
De esta manera, por tratarse de una distribucio´n sesgada en el intervalo [0,∞), la carta de
control usando transformacio´n chi cuadrado del valor-p indicara´ que el proceso esta´ fuera de
control mediante la presencia de puntos en la regio´n de rechazo determinada por [χ22,α,∞), o
por algu´n patro´n de comportamiento no aleatorio, donde el valor de χ22 queda determinado
por el percentil de intere´s α (Tabla 3-3), aplicando nuevamente el concepto de l´ımites de
control probabil´ısticos.
Tabla 3-3.: L´ımites chi cuadrado
Percentil Valor chi cuadrado (LCS)
0.90 4.605
0.95 5.991
0.99 9.210
0.999 13.816
Considere una variable aleatoria multinomial bajo las mismas condiciones planteadas en el
ejemplo de la carta de control multinomial usando valor-p: n = 853 y k = 3 categor´ıas con
vector de proporciones nominal dado por v=(0.9,0.05,0.05); la carta de control multinomial
usando transformacio´n chi cuadrado del valor-p con α = 0,01 se presenta en la Figura 3-2.
Para este caso, el valor chi cuadrado de intere´s, dado como el l´ımite de control para un per-
centil de 0,99 es 9,21. El nu´mero esperado de falsas alarmas calculado v´ıa simulacio´n es 3,07
y se evidencian 2 falsas alarmas, ocurriendo la primera de ellas despue´s de haber obtenido 9
muestras.
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Figura 3-2.: Carta de control multinomial usando valores chi cuadrado
3.4. Propuesta 3: Carta de control multinomial usando
aproximacio´n Wilson-Hilferty para variables chi
cuadrado
Una variable aleatoria que tiene distribucio´n chi cuadrado χ2, puede ser aproximada en bue-
na medida por una distribucio´n normal conforme aumenta el nu´mero de grados de libertad
ν (Wilson y Hilferty, 1931). La aproximacio´n esta´ dada como sigue:
(
χ2
ν
)1/3
∼ N
(
1− 2
9ν
,
2
9ν
)
(3-3)
Utilizando esta aproximacio´n, la tercera propuesta emplea la teor´ıa desarrollada por She-
whart para cartas de control bajo el supuesto de normalidad. Sea y =
(
χ2
ν
)1/3
, y para nuestro
caso ν = 2 al tomar el valor chi cuadrado transformado del valor-p de la prueba de homo-
geneidad de proporciones para una variable multinomial, entonces y =
(
χ2
2
)1/3
y los l´ımites
de control estar´ıan dados por la siguiente formulacio´n:
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LCS =
(
8
9
)
+ Zα/2 ∗
√
1
9
(3-4)
LC =
8
9
(3-5)
LCI =
(
8
9
)
− Zα/2 ∗
√
1
9
(3-6)
(3-7)
Recuerde que el factor multiplicador Zα/2, para α = 0,027, es 2,99 ∼ 3 (Tabla 2-1).
De esta manera se obtendra´ una carta de control para datos individuales, y as´ı llevamos un
proceso multinomial a un proceso normal aproximado, cuya teor´ıa esta´ ampliamente desar-
rollada y se puede implementar fa´cilmente con los recursos computacionales requeridos, sin
embargo es importante tener en cuenta que esta aproximacio´n mejora cuando el nu´mero de
grados de libertad tiende a infinito (Canal, 2005), pero para este caso so´lo se consideran 2
grados de libertad de manera invariante.
A modo de ilustracio´n, considere nuevamente 300 muestras de taman˜o n = 853 de una
variable aleatoria multinomial con k = 3 caracter´ısticas cuyo vector de proporciones nomi-
nal esta´ dado por v=(0.9,0.05,0.05). La carta de control multinomial usando aproximacio´n
Wilson-Hilferty para variables chi cuadrado, usando l´ımites de control 3σ esta´ dada en la
Figura 3-3.
Para este caso particular, con datos simulados bajo estado estable, el nu´mero esperado de
falsas alarmas v´ıa simulacio´n es 1,43, pero no se observan datos por fuera de los l´ımites de
control ni otros patrones de comportamiento no aleatorio.
3.4.1. Curvas de operacio´n para cartas de control propuestas
Segu´n Juran y Gryna (1988) la curva de operacio´n de una carta de control “es el trazado del
valor verdadero de un para´metro del proceso frente a la probabilidad de que una muestra
u´nica caiga dentro de los l´ımites de control”, y de la misma manera, Montgomery (2005)
indica que permite calcular la “habilidad de las cartas de control para detectar corrimientos
en la calidad del proceso”, graficando para cada corrimiento del estad´ıstico de intere´s y varios
taman˜os de muestra, la probabilidad de error tipo II. As´ı que con el propo´sito de presentar
la curva de operacio´n para las cartas de control aqu´ı propuestas, se introduce el concepto de
distancia de Hellinger (ver Rao (1995), Gibbs y Su (2002)), calculada como indica la ecuacio´n
(3-8), donde p∗i es la proporcio´n correspondiente a la categor´ıa i del vector de proporciones
34 3 Cartas de control para procesos con variables multinomiales
Figura 3-3.: Carta de Control Multinomial usando aproximacio´n Wilson-Hilferty para va-
riables chi cuadrado
nominal y pi es la proporcio´n correspondiente a la categor´ıa i del vector de proporciones de
una distribucio´n multinomial con el cambio que quiere ser estudiado, considerando que k es
el nu´mero de categor´ıas, que
∑k
i=1 p
∗
i = 1 y que
∑k
i=1 pi = 1.
k∑
i=1
(
√
pi −
√
p∗i )
2 ∗ p∗i (3-8)
Para efectos de ilustracio´n, p∗=(0.9,0.05,0.05) y solamente se disminuye la proporcio´n de
la primera categor´ıa en un rango entre el 1 % y 10,5 % con respecto a la proporcio´n de la
primera categor´ıa del vector de proporciones nominal, y las otras dos categor´ıas aumentan de
manera proporcional. En la Tabla 3-4 se detalla para cada porcentaje de cambio, el valor de
las proporciones de cada una de las categor´ıas y la respectiva distancia de Hellinger. Observe
que a medida que aumenta el porcentaje de cambio, aumenta la distancia de Hellinger.
Considerando los valores de la distancia de Hellinger dados en la Tabla 3-4, las curvas de
operacio´n para las cartas de control de las Figuras 3-1, 3-2 y 3-3 esta´n dadas en la Figu-
ra 3-4. Para la carta de control multinomial usando valor-p, al igual que para la carta de
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Tabla 3-4.: Distancia de Hellinger para cambios en proporciones
Porcentaje Probabilidad β Probabilidad β Probabilidad β Distancia de
de cambio Propuesta 1 Propuesta 2 Propuesta 3 Hellinger
1.0 % 0.981 0.980 0.988 3.0045e-05
1.5 % 0.967 0.965 0.979 6.7269e-05
2.0 % 0.939 0.939 0.965 1.1903e-04
2.5 % 0.898 0.901 0.936 1.8519e-04
3.0 % 0.848 0.845 0.896 2.6560e-04
3.5 % 0.775 0.771 0.841 3.6015e-04
4.0 % 0.685 0.685 0.764 4.6874e-04
4.5 % 0.584 0.585 0.672 5.9128e-04
5.0 % 0.476 0.475 0.576 7.2772e-04
5.5 % 0.377 0.380 0.467 8.7799e-04
6.0 % 0.283 0.283 0.367 1.0420e-03
6.5 % 0.201 0.201 0.276 1.2198e-03
7.0 % 0.138 0.137 0.200 1.4114e-03
7.5 % 0.086 0.093 0.132 1.6167e-03
8.0 % 0.055 0.054 0.087 1.8357e-03
8.5 % 0.031 0.032 0.055 2.0684e-03
9.0 % 0.018 0.018 0.033 2.3148e-03
9.5 % 0.010 0.009 0.017 2.5750e-03
10.0 % 0.005 0.005 0.009 2.8490e-03
10.5 % 0.002 0.002 0.005 3.1367e-03
control multinomial usando transformacio´n chi cuadrado del valor-p, las cuales tienen difer-
encias pequen˜as que no se perciben fa´cilmente en la figura, hay una probabilidad de 0,28
de que una disminucio´n del 6 % en la primera categor´ıa pase desapercibida, mientras que
para la carta de control multinomial usando aproximacio´n Wilson-Hilferty para variables chi
cuadrado la probabilidad es de 0,37. Observe que la probabilidad de que las cartas de control
indiquen que el proceso esta´ bajo control cuando realmente no lo esta´ disminuye a medida
que aumenta la distancia entre las proporciones.
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Figura 3-4.: Curvas de operacio´n para cartas de control multinomial propuestas con
p∗=(0.9,0.05,0.05)
3.5. Extensiones a las cartas de control propuestas
3.5.1. Cartas de control multinomial y marginales binomiales
Como el propo´sito es monitorear una variable multinomial de un proceso, donde la dis-
tribucio´n marginal de cada categor´ıa es binomial (Agresti, 2002), hacer cartas de control
binomiales simulta´neas para cada categor´ıa incluyendo adema´s la carta de control multino-
mial, permite observar el comportamiento completo del proceso, pero teniendo en cuenta
que se trata de conteos dependientes dada la naturaleza de la variable aleatoria estudiada,
se procede a utilizar l´ımites de control dados por intervalos de confianza simulta´neos presen-
tados en el cap´ıtulo anterior, as´ı que considerando los resultados encontrados por Gonza´lez
(2010), se utilizara´ el intervalo de confianza exacto basado en la distribucio´n F (ver ecuacio´n
(2-34)), teniendo en cuenta que de acuerdo a la ecuacio´n (2-17), y = E(ni) = npii.
A modo de ilustracio´n, considere un proceso con una variable multinomial con k = 4 ca-
tegor´ıas y un vector de proporciones v=(0.8,0.06,0.06,0.08), de donde se empieza a tomar
muestras con taman˜o n = 905, pero despue´s de 150 muestras, debido a una intervencio´n par-
ticular, el vector de proporciones cambia a v′=(0.8160,0.0552,0.0552,0.0736). Observe que
todas las categor´ıas cambian, as´ı que se espera que las cartas de control marginales presenten
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una condicio´n fuera de control despue´s de la intervencio´n.
La Figura 3-5 muestra la carta de control multinomial elaborada de acuerdo a la Seccio´n 3.2
con α = 0,01, y usando la librer´ıa qcc de R, muestra las cartas de control binomiales para
cada una de las cuatro categor´ıas.
La carta de control multinomial presenta un cambio de nivel a partir de la muestra 150 e
identifico´ tres muestras fuera de control en las muestras 182, 193 y 254, as´ı que un ana´lisis
detallado de los datos sugiere que hubo un cambio leve en el proceso. Por lo tanto, graficar
las cartas de control marginales para cada categor´ıa indicara´ el comportamiento de la pro-
porcio´n de cada una de ellas, y permitira´ validar si efectivamente hubo un cambio. Para
las cartas de control marginales binomiales los l´ımites de control debera´n ser constru´ıdos
con base en el proceso bajo control, correspondiente a las primeras 150 muestras, y la l´ınea
central debera´ ser igual al valor asociado en el vector de proporciones v.
Bajo control, el nu´mero esperado de falsas alarmas calculado v´ıa simulacio´n para la primera
carta de control marginal es 0.53, 0.55 para la segunda y la tercera, y 0.57 para la cuarta.
Revisando la carta de control binomial para la categor´ıa 1 en la Figura 3-5, se identifica
un notable corrimiento hacia arriba de la l´ınea central, presentando 4 puntos por fuera de
la l´ınea de control superior, sugiriendo que efectivamente esta categor´ıa cambio´ de nivel,
confirmando la informacio´n inicialmente presentada en la carta de control multinomial. La
carta de control marginal para la categor´ıa 2 presenta un corrimiento hacia abajo a partir
de la muestra 150 y tiene 1 punto por fuera del l´ımite de control inferior, comportamiento
similar evidenciado en la carta de control marginal para la proporcio´n de la categor´ıa 3, al
igual que en la carta de control marginal para la proporcio´n de la categor´ıa 4 con 2 puntos
por fuera del l´ımite de control inferior. Con esta informacio´n, suministrada en conjunto por
la carta de control multinomial y las cartas de control marginales, el analista del proceso
debe revisar la condicio´n que genero´ el cambio en el proceso bajo estudio.
Se recomienda utilizar cartas de control marginales siempre que se evidencia una condicio´n
fuera de control, pues sera´ necesario identificar co´mo cambiaron las categor´ıas para proceder
con un plan de accio´n que permita llevar el proceso nuevamente a estado bajo control, o para
identificar cua´l fue la condicio´n que ocasiono´ una mejora en el proceso y proceder a establecer
un nuevo patro´n de operacio´n. Adema´s, deben ser usadas cuando exista duda sobre el estado
de control del proceso, pues las cartas de control marginales permitira´n validar cambios en el
comportamiento de cada una de las categor´ıas de la variable multinomial. De esta manera,
deben ser utilizadas siempre que sea posible, y aunque la dificultad surge cuando aumenta
el nu´mero de categor´ıas, pues sera´ necesario elaborar y analizar ma´s cartas de control, e´stas
suministrara´n informacio´n complementaria al analista del proceso. Cuando e´sto ocurra, se
recomienda adema´s agrupar categor´ıas hasta donde lo permita el proceso, o utilizar cartas de
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Figura 3-5.: Carta de control multinomial usando valor-p y cartas de control univariadas
para cada una de las cuatro categor´ıas del proceso
control complementarias como cartas de control p para monitorear la salida total defectuosa
del proceso.
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3.5.2. Carta de control auxiliar con muestras agrupadas
De manera complementaria a las cartas de control presentadas en las Secciones 3,2, 3,3 y
3,4 se propone utilizar una carta de control auxiliar que cuente el nu´mero de rechazos en una
muestra agrupada de taman˜o c definido comparando con el nu´mero de rechazos tolerables
bajo el modelo establecido, esto es, considere una carta de control usando valor-p tal como
la Figura 3-6, proveniente de un proceso del que se toman 300 muestras cada una de taman˜o
905, y a partir de la muestra 150 el proceso cambia de un vector nominal de proporciones
v=(0.80, 0.06, 0.06, 0.08) a un vector con valores v′=(0.84, 0.048, 0.048, 0.064) correspon-
diente a un incremento de 5 % en la primera proporcio´n y una disminucio´n proporcional en
las otras 3 categor´ıas, y considere una tasa de falsas alarmas de α = 0,01. Tome las primeras
c = 30 muestras, cuente el nu´mero de veces que se rechazo´ la prueba de homogeneidad de
proporciones y graf´ıquelo como el primer punto en la carta de control auxiliar con muestras
agrupadas; luego tome desde la muestra 2 hasta la muestra 31, cuente el nu´mero de veces
que se rechazo´ la prueba de homogeneidad de proporciones y graf´ıquelo como el segundo
punto en la carta de control auxiliar con muestras agrupadas, y as´ı de manera sucesiva hasta
llegar a la muestra 270. En 30 muestras, con una tasa de falsas alarmas de α = 0,01, con
un proceso estable bajo control estad´ıstico, se esperar´ıa encontrar c ∗ α = 30 ∗ 0,01 = 0,3
muestras, de tal manera que si hay un cambio en el proceso que se esta´ estudiando, el nu´mero
de muestras en la muestra agrupada de taman˜o c debe exceder esta cantidad esperada.
Figura 3-6.: Carta de control auxiliar con muestras agrupadas usando valor-p
Para este caso, la carta de control multinomial usando valor-p no detecto´ falsas alarmas en
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las primeras 150 muestras, pero a partir de la muestra 151 detecto´ 56 muestras fuera de
control. De manera complementaria, la carta de control auxiliar con muestras agrupadas
indica que despue´s de la muestra agrupada 123 hay un marcado crecimiento en el nu´mero
de rechazos y por lo tanto hubo un cambio de nivel en el proceso multinomial estudiado.
Ahora, considere un cambio no de 5 % si no de 2 %, esto es, se pasa de un vector nominal
de proporciones v=(0.80, 0.06, 0.06, 0.08) a un vector con valores v′=(0.816, 0.0552, 0.0552,
0.0736). La Figura 3-7 muestra la carta de control usando valor-p y 5 cartas de control
auxiliares con muestras agrupadas con c = 5, 10, 20, 30, 50.
La carta de control multinomial tiene un cambio de nivel a partir de la muestra 150, a partir
de donde se rechaza la prueba de homogeneidad de proporciones en las muestras 161, 193,
227, 240, 280 y 283. La carta de control auxiliar con muestras agrupadas con c = 5 detecta
el primer rechazo en la muestra 156 y sostiene su efecto en las muestras 157, 158, 159 y 160,
y de ah´ı en adelante vuelve a su estado bajo control hasta la muestra 188 que detecta el
rechazo de la muestra 193 de la carta de control multinomial usando valor-p, mientras que
para el caso de c = 50, la deteccio´n ocurre en la muestra 111 a partir de la cual permanece
en estado fuera de control.
Observe que la carta de control auxiliar con muestras agrupadas puede ser muy u´til cuando
hay un cambio de nivel, pues resulta ser ma´s sensible debido a que a medida que aumenta
el taman˜o de la muestra agrupada aumenta la permanencia de una sen˜al fuera de control en
la carta de control usando valor-p al indicar la presencia de una cantidad de rechazos mayor
a la esperada. As´ı, es posible utilizar un taman˜o de muestras agrupadas c dependiendo del
nivel de “sensibilidad”que desee el analista del proceso, pues valores pequen˜os de c como 5,
10 o´ 15, generara´n cartas de control auxiliares con muestras agrupadas ma´s sensibles ante
cambios ma´s frecuentes porque no guardan la misma historia del proceso que una carta de
control auxiliar con muestras agrupadas con valores de c como 30 o 50. La Tabla 3-5 presenta
para los datos procedentes de la Figura 3-7, para cada taman˜o de muestra agrupada (c), el
nu´mero de muestras que se dibujan en la carta de control auxiliar con muestras agrupadas,
el nu´mero de rechazos (Re) y el nu´mero de muestras hasta que ocurre el primer rechazo,
indicando que a medida que aumenta el taman˜o de muestra agrupada aumenta el nu´mero
de rechazos y disminuye el nu´mero de muestras agrupadas antes del primer rechazo en la
carta de control auxiliar.
Este procedimiento y ana´lisis es extensivo para las otras dos cartas de control propuestas
presentadas previamente.
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Figura 3-7.: Carta de control multinomial usando valor-p y cartas de control auxiliares con
muestras agrupadas para c = 5, 10, 20, 30, 50
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Tabla 3-5.: Comportamiento del nu´mero de rechazos y nu´mero de muestras antes del primer
rechazo para diferentes taman˜os de muestra agrupados
Taman˜o de Nu´mero de Nu´mero de Nu´mero de muestras
muestra agrupada muestras agrupadas rechazos antes del primer rechazo
5 296 28 156
7 294 38 154
10 291 53 151
13 288 68 148
15 286 76 146
17 284 84 144
20 281 94 141
25 276 109 136
30 271 124 131
35 266 135 126
40 261 140 121
45 256 140 116
50 251 140 111
4. Ana´lisis de propuestas
Con el propo´sito de observar el desempen˜o de las cartas de control propuestas, es necesario
considerar varios escenarios, pero dadas las limitaciones de espacio y tiempo para llevarlas
a cabo, son realizados v´ıa simulacio´n.
Tomando k = 4 categor´ıas, las simulaciones se realizaron considerando un proceso bajo con-
trol y considerando un proceso fuera de control, teniendo en cuenta cambios de 2 %, 4 % y
6 % en la primera categor´ıa.
4.1. Simulaciones asumiendo proceso bajo control
Considere un proceso multinomial con k = 4 categor´ıas y con vector de proporciones nomi-
nal dado por v=(0.80,0.06,0.06,0.08) estable en el tiempo, de donde se toman 300 muestras.
Utilizando d = 0,05 y α = 0,01, el taman˜o de muestra es n = 905 (Bromaghin, 1993). Cada
carta de control se simula 50000 veces para proporcionar resultados ma´s precisos (Laun-
grungrong, 2010), y se estudia la distribucio´n de frecuencias del nu´mero de rechazos (Re) y
el nu´mero de muestras hasta que ocurre el primer rechazo o longitud de corrida promedio
(RL). La Figura 4-1 presenta los histogramas de nu´mero de rechazos y longitud de corri-
da para α = 0,01 de la carta de control multinomial usando valor-p, usando transformacio´n
chi cuadrado del valor-p y usando aproximacio´n Wilson-Hilferty para variables chi cuadrado.
Observe que el comportamiento de los histogramas asociados a la carta de control multino-
mial usando valor-p (Figuras 4-1(A) y 4-1(B)) es similar al comportamiento de los asociados
a la carta de control multinomial usando transformacio´n chi cuadrado del valor-p (Figuras
4-1(C) y 4-1(D)); en ambos casos, el nu´mero medio de rechazos es 3,05 oscilando entre 0 y
13, mientras que para la carta de control multinomial usando transformacio´n Wilson-Hilferty
para variables chi cuadrado (Figuras 4-1(E) y 4-1(F)), el nu´mero medio de rechazos es 1,42
oscilando entre 0 y 8.
Para las cartas de control multinomial usando valor-p y usando transformacio´n chi cuadrado
del valor-p, el nu´mero medio de rechazos obtenido coincide con el teo´rico, y de esta manera
el ARL = 1/p = 1/α = 100, sin embargo, para la carta de control multinomial usando
transformacio´n Wilson-Hilferty para variables chi cuadrado, el nu´mero medio de rechazos es
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Figura 4-1.: (A) Nu´mero de rechazos para cartas de control multinomiales usando valor-
p, (B) longitud de corrida para cartas de control usando valor-p, (C) nu´mero
de rechazos para cartas de control multinomiales usando transformacio´n chi
cuadrado al valor-p, (D) longitud de corrida para cartas de control usando
transformacio´n chi cuadrado al valor-p, (E) nu´mero de rechazos para cartas
de control multinomiales usando aproximacio´n Wilson-Hilferty para variables
chi cuadrado, (F) longitud de corrida para cartas de control usando aprox-
imacio´n Wilson-Hilferty para variables chi cuadrado, considerando procesos
bajo control.
inferior al teo´rico, de tal manera que la probabilidad de encontrar un punto fuera de control
en 300 muestras sera´ 1,42/300 = 0,005, obteniendo un ARL = 200. De esta manera, la carta
de control multinomial usando transformacio´n Wilson-Hilferty para variables chi cuadrado es
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una carta de control que presenta una tasa menor de falsas alarmas con respecto a las cartas
de control multinomial usando valor-p y usando transformacio´n chi cuadrado del valor-p.
4.2. Simulaciones asumiendo proceso fuera de control
Considerando nuevamente un proceso multinomial con k = 4 categor´ıas y con vector de pro-
porciones nominal dado por v=(0.80,0.06,0.06,0.08) y que
∑k
i=1 pi = 1, tal como lo indica la
ecuacio´n (2-16), el plan de simulaciones para analizar el desempen˜o de las cartas de control
propuestas bajo condiciones fuera de control, asociadas con el cambio en los para´metros de
la distribucio´n, consiste en hacer un cambio porcentual de 2 %, 4 % y 6 % en la primera
categor´ıa de los datos simulados. La Tabla 4-1 presenta el valor de las proporciones de las
categor´ıas despue´s de haber realizado un incremento y una disminucio´n en la primera cate-
gor´ıa correspondiente a los porcentajes mencionados.
Tabla 4-1.: Cambios simulados en las proporciones
Incremento en proporcio´n Disminucio´n en proporcio´n
Categor´ıa 2 % 4 % 6 % 2 % 4 % 6 %
c1 0.816 0.832 0.848 0.784 0.768 0.752
c2 0.055 0.0504 0.0456 0.065 0.0696 0.0744
c3 0.055 0.0504 0.0456 0.065 0.0696 0.0744
c4 0.074 0.0672 0.0608 0.086 0.0928 0.0992
Para cada carta de control se simulan 50000 corridas y se analiza la distribucio´n de fre-
cuencias del nu´mero de rechazos (Re) y de la longitud de corrida (RL), esperando que los
valores esperados sean superiores a los encontrados en las simulaciones asumiendo proceso
bajo control. Las gra´ficas asociadas a cada una de las posibilidades descritas en la Tabla 4-1
se ilustran para α = 0,01 y para incrementos, ya que para disminuciones el comportamiento
es similar.
La Figura 4-2 presenta los histogramas del nu´mero de rechazos y nu´mero de muestras antes
del primer rechazo para α = 0,01 de la carta de control multinomial usando valor-p (Fi-
guras 4-2(A) y 4-2(B)), usando transformacio´n chi cuadrado del valor-p (Figuras 4-2(C)
y 4-2(D)) y usando aproximacio´n Wilson-Hilferty para variables chi cuadrado (Figuras 4-
2(E) y 4-2(F)), simulando un incremento de 2 % en la proporcio´n de la primera categor´ıa y
una disminucio´n proporcional en las categor´ıas restantes. Para las dos primeras propuestas,
el nu´mero medio de rechazos es 9,95 oscilando entre 0 y 26, mientras que para la tercera
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Figura 4-2.: (A) Nu´mero de rechazos para cartas de control multinomiales usando valor-
p, (B) nu´mero de muestras antes del primer rechazo para cartas de control
multinomiales usando valor-p, (C) nu´mero de rechazos para cartas de control
multinomiales usando transformacio´n chi cuadrado al valor-p, (D) nu´mero de
muestras antes del primer rechazo para cartas de control multinomiales usando
transformacio´n chi cuadrado al valor-p, (E) nu´mero de rechazos para cartas
de control multinomiales usando aproximacio´n Wilson-Hilferty para variables
chi cuadrado, (F) nu´mero de muestras antes del primer rechazo para cartas de
control multinomiales usando aproximacio´n Wilson-Hilferty para variables chi
cuadrado, con aumento en el 2 % en la proporcio´n de la primera categor´ıa.
propuesta el nu´mero medio de rechazos es 5,21 encontrando que el 0,54 % no detecto´ puntos
por fuera de control; observe adema´s que en las tres propuestas, el valor promedio es mayor
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al nu´mero de rechazos esperado para un proceso bajo control. Las propuestas 1 y 2 no de-
tectaron cambios el 1 % de las veces, mientras que la propuesta 3 no lo hizo el 3,2 % de las
veces. Las propuestas 1 y 2 detectaron el 48,9 % de las veces un nu´mero mayor de rechazos
al esperado en las primeras 20 muestras, mientras que la propuesta 3 solamente lo detecto´ el
29,54 % de las veces.
La Figura 4-3 presenta los histogramas asociados a la simulacio´n de cada una de las prop-
uestas con aumento del 4 % en la primera categor´ıa. Para la carta de control multinomial
usando valor-p (Figuras 4-3(A) y 4-3(B))y transformacio´n chi cuadrado al valor-p (Figuras
4-3(C) y 4-3(D)), el nu´mero medio de rechazos es 70,9, oscilando entre 41 y 104, mientras
que para la carta de control multinomial usando aproximacio´n Wilson-Hilferty para variables
chi cuadrado (Figuras 4-3(E) y 4-3(F)), el nu´mero medio de rechazos es 48,6 oscilando entre
23 y 76. Las propuestas 1 y 2 detectaron el 99,5 % de las veces un nu´mero mayor de rechazos
al esperado en las primeras 20 muestras simuladas, mientras que la propuesta 3 solamente
detecto´ el 97,14 %. Si consideramos el porcentaje de veces que las propuestas detectaron
un nu´mero mayor de rechazos al esperado en las primeras 10 muestras simuladas, para las
propuestas 1 y 2 fue de 93,1 % y para la propuesta 3 fue de 83,1 %.
La Figura 4-4 presenta los histogramas asociados a cada una de las propuestas con aumento
en el 6 % en la primera categor´ıa. Para las cartas de control multinomiales usando valor-
p (Figuras 4-4(A) y 4-4(B)) y transformacio´n chi cuadrado al valor-p (Figuras 4-4(C) y
4-4(D)), el nu´mero medio de rechazos es 211 oscilando entre 180 y 243, y para las cartas
de control multinomiales usando aproximacio´n Wilson-Hilferty para variables chi cuadrado
(Figuras 4-4(E) y 4-4(F)), el nu´mero medio de rechazos es 181,6 oscilando entre 147 y 224.
Las tres propuestas detectaron el 100 % de las veces un nu´mero mayor de rechazos al esper-
ado en las primeras 10 muestras simuladas, y si consideramos el porcentaje de veces que las
propuestas detectaron un nu´mero mayor de rechazos al esperado en las primeras 5 mues-
tras simuladas, para las propuestas 1 y 2 fue de 99,78 % y para la propuesta 3 fue de 99,04 %.
De esta manera, cuando ocurre un cambio de 2 % o 4 % en la primera categor´ıa, con el res-
pectivo cambio proporcional en las tres categor´ıas restantes, las propuestas 1 y 2 presentan
un mejor desempen˜o que la propuesta 3, y cuando el cambio es de 6 %, las 3 propuestas
presentan un desempen˜o similar para detectar el cambio, de tal manera que a medida que
aumenta el cambio mejora el desempen˜o de las propuestas. Lo anterior se corrobora adema´s
visualizando las curvas de operacio´n para los escenarios presentados en este cap´ıtulo (ver
Figura 4-5), donde retomando el concepto de distancia de Hellinger, se elabora la Tabla 4-2
presentando para cada porcentaje de cambio, la probabilidad β de que la carta de control
propuesta indique que el proceso esta´ bajo control cuando en realidad no es as´ı. Observe
que para todos los porcentajes de cambio descritos, la probabilidad β es mayor en la pro-
puesta 3, y por lo tanto, considerando que el propo´sito es minimizar la probabilidad β dada
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Figura 4-3.: (A) Nu´mero de rechazos para cartas de control multinomiales usando valor-
p, (B) nu´mero de muestras antes del primer rechazo para cartas de control
multinomiales usando valor-p, (C) nu´mero de rechazos para cartas de control
multinomiales usando transformacio´n chi cuadrado al valor-p, (D) nu´mero de
muestras antes del primer rechazo para cartas de control multinomiales usando
transformacio´n chi cuadrado al valor-p, (E) nu´mero de rechazos para cartas
de control multinomiales usando aproximacio´n Wilson-Hilferty para variables
chi cuadrado, (F) nu´mero de muestras antes del primer rechazo para cartas de
control multinomiales usando aproximacio´n Wilson-Hilferty para variables chi
cuadrado, con aumento en el 4 % en la proporcio´n de la primera categor´ıa.
una probabilidad α (Montgomery, 2005), se recomienda la utilizacio´n de las propuestas 1 y 2.
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Figura 4-4.: (A) Nu´mero de rechazos para cartas de control multinomiales usando valor-
p, (B) nu´mero de muestras antes del primer rechazo para cartas de control
multinomiales usando valor-p, (C) nu´mero de rechazos para cartas de control
multinomiales usando transformacio´n chi cuadrado al valor-p, (D) nu´mero de
muestras antes del primer rechazo para cartas de control multinomiales usando
transformacio´n chi cuadrado al valor-p, (E) nu´mero de rechazos para cartas
de control multinomiales usando aproximacio´n Wilson-Hilferty para variables
chi cuadrado, (F) nu´mero de muestras antes del primer rechazo para cartas de
control multinomiales usando aproximacio´n Wilson-Hilferty para variables chi
cuadrado, con aumento en el 6 % en la proporcio´n de la primera categor´ıa.
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Tabla 4-2.: Probabilidad de no detectar cambios para cambios en proporciones simulados
Porcentaje Distancia de Probabilidad β Probabilidad β Probabilidad β
de cambio Hellinger Propuesta 1 Propuesta 2 Propuesta 3
1.0 % 2.1414e-05 0.987 0.988 0.993
1.5 % 4.8159e-05 0.982 0.982 0.992
2.0 % 8.5579e-05 0.975 0.976 0.987
2.5 % 1.3367e-04 0.965 0.964 0.980
3.0 % 1.9243e-04 0.951 0.949 0.970
3.5 % 2.6185e-04 0.928 0.931 0.957
4.0 % 3.4195e-04 0.900 0.902 0.939
4.5 % 4.3274e-04 0.870 0.866 0.915
5.0 % 5.3422e-04 0.824 0.830 0.882
5.5 % 6.4640e-04 0.777 0.772 0.842
6.0 % 7.6932e-04 0.716 0.715 0.790
6.5 % 9.0298e-04 0.648 0.650 0.737
7.0 % 1.0474e-03 0.581 0.583 0.670
7.5 % 1.2026e-03 0.507 0.510 0.602
8.0 % 1.3687e-03 0.432 0.436 0.529
8.5 % 1.5456e-03 0.360 0.362 0.457
9.0 % 1.7334e-03 0.294 0.300 0.384
9.5 % 1.9322e-03 0.237 0.235 0.318
10.0 % 2.1419e-03 0.184 0.183 0.256
10.5 % 2.3626e-03 0.139 0.139 0.202
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Figura 4-5.: Curva de operacio´n para cartas de control multinomiales propuestas con
p∗=(0.80,0.06,0.06,0.08)
5. Aplicacio´n en un proceso de
produccio´n
Considere un proceso de produccio´n de prendas de vestir donde se chequean cada tres horas
1100 unidades terminadas y se clasifica cada una de ellas en una de las siguientes categor´ıas:
1. Categor´ıa 1: prendas para saldos.
2. Categor´ıa 2: prendas defectuosas.
3. Categor´ıa 3: prendas aptas para la venta.
De acuerdo a estudios previos de ana´lisis de datos del proceso, las proporciones de cada una
de las categor´ıas son 11 %, 5 % y 84 % respectivamente. Si se presentan porcentajes superi-
ores en alguna de las dos primeras categor´ıas, el personal encargado de chequear las prendas
tiene la responsabilidad de alertar al equipo de trabajo, detener el proceso, identificar la
causa del cambio y gestionar su correccio´n, ya que una disminucio´n en la proporcio´n de las
prendas aptas para la venta implica disminucio´n en los ingresos de la empresa. De manera
complementaria, si hay un incremento en la proporcio´n de prendas aptas para la venta, se
trabaja en la identificacio´n de las condiciones bajo las cuales ocurrio´ con el propo´sito de
volverlas esta´ndar en el proceso de produccio´n.
As´ı que con el propo´sito de monitorear el proceso, se recomendo´ la utilizacio´n de una carta
de control multinomial usando valor-p con cartas de control marginales binomiales, usando
un α = 0,01 como regio´n de rechazo. En la Figura 5-1 se presentan las cartas de control
multinomial y binomiales marginales para las tres categor´ıas. Observe que la carta de control
multinomial indica que el proceso estuvo bajo control excepto cuando se tomo´ la muestra
nu´mero 28 donde se encontro´ que el 2,54 % de las prendas fueron clasificadas en la categor´ıa
2, situacio´n que se evidencia con un punto en la regio´n de rechazo de la carta de control de
la categor´ıa 2, y consecuentemente un incremento en la proporcio´n de prendas aptas para la
venta, pues la proporcio´n de prendas para saldos no se vio´ alterada.
De esta manera, el proceso se ha comportado bajo control, y el hallazgo de una disminucio´n
en la proporcio´n de prendas defectuosas ha sido vista por el equipo de trabajo como una
oportunidad para encontrar mejores pra´cticas de operacio´n una vez identificada la causa
asignable.
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Figura 5-1.: Carta de control multinomial usando valor-p y cartas de control marginales
binomiales para el proceso de produccio´n de prendas de vestir
6. Conclusiones y recomendaciones
6.1. Conclusiones
Este trabajo presenta una revisio´n general de las cartas de control ma´s utilizadas como he-
rramienta para identificar causas asignables de variacio´n, bajo el contexto de aplicacio´n del
Control Estad´ıstico de Procesos (CEP), y se introducen tres propuestas para monitorear
procesos con variables multinomiales, basadas en el valor-p de la prueba de hipo´tesis de ho-
mogeneidad de proporciones: carta de control multinomial usando valor-p, carta de control
multinomial usando transformacio´n chi cuadrado al valor-p y carta de control multinomial
usando transformacio´n Wilson-Hilferty para variables chi cuadrado, y se proponen dos ex-
tensiones: carta de control multinomial y marginales binomiales, y carta de control auxiliar
con muestras agrupadas.
Las cartas de control para procesos con variables multinomiales fueron estudiadas v´ıa simu-
lacio´n, analizando la distribucio´n de frecuencias del nu´mero de rechazos (Re) y la longitud
de corrida (RL), considerando un escenario bajo control y cambios totales en la distribucio´n
de 2 %, 4 % y 6 % en la primera categor´ıa y en las siguientes de manera proporcional.
Bajo control, las cartas de control usando valor-p y usando transformacio´n chi cuadrado al
valor-p tienen un ARL = 100, mientras que la carta de control multinomial usando transfor-
macio´n Wilson-Hilferty para variables chi cuadrado tiene un ARL = 200, de tal manera que
para esta u´ltima propuesta se requieren ma´s muestras antes de detectar una falsa alarma.
Fuera de control, cuando ocurre un cambio de 2 % o 4 % en la primera categor´ıa, con el re-
spectivo cambio proporcional en las tres categor´ıas restantes, las propuestas 1 y 2 presentan
un mejor desempen˜o que la propuesta 3, pero cuando el cambio es de 6 %, las 3 propuestas
presentan un desempen˜o similar para detectar el cambio, de tal manera que a medida que
aumenta el cambio mejora el desempen˜o de las propuestas. Este comportamiento se ilustra
adema´s en las curvas de operacio´n presentadas en el Cap´ıtulo 4 elaboradas con base en la
distancia de Hellinger.
Las cartas de control aqu´ı propuestas deben ser utilizadas para taman˜os de muestra grandes,
asociadas con procesos de produccio´n masiva como en industrias de alimentos o de confeccio-
nes, y se sugiere utilizar la carta de control multinomial y marginales binomiales, o la carta
de control auxiliar con muestras agrupadas cuando sea necesario identificar la categor´ıa que
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cambio´, o cuando se tenga duda sobre si el proceso esta´ o no bajo control; las restricciones
de estas propuestas sugieren un trabajo posterior de profundizacio´n.
6.2. Recomendaciones
Considerando que la mayor´ıa de las propuestas en el a´rea de Control Estad´ıstico de Proce-
sos (CEP) esta´n enfocadas principalmente en cartas de control para procesos con variables
continuas, es de intere´s ampliar el nu´mero de herramientas que permitan analizar procesos
con variables discretas, de esta manera, para las cartas de control propuestas en el Cap´ıtulo
3, se propone como trabajo futuro lo siguiente:
Profundizar el disen˜o de cartas de control para procesos con variables multinomiales
con taman˜os de muestra variable, pues es comu´n encontrar procesos cuya naturaleza
no permite obtener taman˜os de muestra constante.
Estudiar el desempen˜o de cartas de control empleando otras aproximaciones de la
distribucio´n chi cuadrado a la normal, tal como la ra´ız cu´bica o la aproximacio´n Peizer
- Pratt.
Disen˜ar cartas de control para procesos con variables multinomiales con ma´s de 10
categor´ıas.
Disen˜ar ı´ndices de capacidad que permitan “analizar la variabilidad respecto de los
requerimientos o especificaciones del producto”(Montgomery, 1995, pp. 350) o servicio
y poder reducirla desde la mejora y/o redisen˜o del proceso.
Abordar el disen˜o de cartas de control para mu´ltiples variables multinomiales.
Comparar el funcionamiento de la carta multinomial con cartas de control marginales.
Estudiar el efecto de taman˜os muestrales pequen˜os en el rendimiento de la carta y
hacer las modificaciones adecuadas a situaciones como e´sta, por ejemplo, el uso de
cartas que acumulen datos para alcanzar el taman˜o de la muestra requerido.
Disena˜r cartas de control alternativas usando transformaciones de las proporciones,
tales como cartas logit.
Plantear el uso de estas cartas de control en procesos diferentes a los asociados con
manufactura y producco´n.
A. Anexo: Co´digo en R para las
simulaciones de las cartas de control
propuestas bajo control
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repet=50000 ### nu´mero de repeticiones a realizar
Matriz_resumen=matrix(nrow=repet,ncol=6) ### matrı´z donde se almacenara´n resultados
colnames(Matriz_resumen)=c("Re", "npr","Re", "npr","Re", "npr")
p1=0.80 ### proporcio´n categorı´a 1 nominal
p2=0.06 ### proporcio´n categorı´a 2 nominal
p3=0.06 ### proporcio´n categorı´a 3 nominal
p4=0.08 ### proporcio´n categorı´a 4 nominal
vpi=c(p1,p2,p3,p4) ### vector de proporciones nominal
n=905 ### tama~no de muestra de la variable multinomial
M=300 ### nu´mero de muestras que se generara´n cada vez que se realice la simulacio´n
valor_prueba=0.01 ### valor de significancia para la prueba de hipo´tesis
### Cartas de control utilizando valor p
for (i in 1:repet) ### este ciclo entrega la matriz con el nu´mero de rechazos y nu´mero de muestras
antes del primer rechazo para cada una de las corridas
{
npr=M ### almacena el nu´mero de muestras hasta que rechazar por primera vez la prueba de homogenidad
en cada repeticio´n
Re=0 ### almacena el nu´mero de rechazos en cada repeticio´n
N=matrix(rmultinom(M,n,vpi),nrow=M,ncol=4,byrow=TRUE) ### matriz que almacena las muestras multinomiales
generadas en cada simulacio´n
mi.pvalue=function(N,vpi)chisq.test(N,p=vpi)$p.value ### funcio´n que trae el valor p de la prueba de hipo´tesis
resultado_p=apply(N,1,mi.pvalue,vpi) ### matriz que almacena los valores p de la prueba de hipo´tesis
npr=which(resultado_p<valor_prueba)[1] ### nu´mero de muestras hasta que ocurre el primer rechazo
Re=length(which(resultado_p<valor_prueba)) ### nu´mero de rechazos
Matriz_resumen[i,1]=Re ### almacena el nu´mero de rechazos en cada repeticio´n
Matriz_resumen[i,2]=npr ### almacena el nu´mero de muestras hasta que ocurre el primer rechazo en cada repeticio´n
}
### Cartas de control utilizando transformacio´n chi-cuadrado al valor p
for (i in 1:repet)
{
npr=M
Re=0
N=matrix(rmultinom(M,n,vpi),nrow=M,ncol=4,byrow=TRUE)
resultado=apply(N,1,chisq.test,p=vpi)
mi.pvalue=function(N,vpi)chisq.test(N,p=vpi)$p.value
resultado_chi=-2*log(apply(N,1,mi.pvalue,vpi)) ###transforma los valores p en valores chi cuadrado
npr=which(resultado_chi>qchisq((1-valor_prueba),2))[1]
Re=length(which(resultado_chi>qchisq((1-valor_prueba),2)))
Matriz_resumen[i,3]=Re
Matriz_resumen[i,4]=npr
}
### Cartas de control utilizando transformacio´n Wilson-Hilferty para variables chi-cuadrado
for (i in 1:repet)
{
npr=M
Re=0
N=matrix(rmultinom(M,n,vpi),nrow=M,ncol=4,byrow=TRUE)
resultado=apply(N,1,chisq.test,p=vpi)
mi.pvalue=function(N,vpi)chisq.test(N,p=vpi)$p.value
resultado_chi=-2*log(apply(N,1,mi.pvalue,vpi))
resultado_wh=(resultado_chi/2)^(1/3) ### transforma los valores chi cuadrado en valores normales
lci=mean(resultado_wh)-2.58*(sqrt((1/9)*(2/2))) ### lı´mite de control inferior normal
lcs=mean(resultado_wh)+2.58*(sqrt((1/9)*(2/2))) ### lı´mite de control superior normal
npr=which(resultado_wh>lcs|resultado_wh<=lci)[1]
Re=length(which(resultado_wh>=lcs|resultado_wh<=lci))
Matriz_resumen[i,5]=Re
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Matriz_resumen[i,6]=npr
}
par(mfcol=c(3,2))
hist(Matriz_resumen[,1],main=NULL,xlab="(A) Nu´mero de rechazos",ylab="Frecuencia")
hist(Matriz_resumen[,3],main=NULL,xlab="(C) Nu´mero de rechazo",ylab="Frecuencia")
hist(Matriz_resumen[,5],main=NULL,xlab="(E) Nu´mero de rechazos",ylab="Frecuencia")
hist(Matriz_resumen[,2],main=NULL,xlab="(B) Nu´mero de muestras antes del primer rechazo",ylab="Frecuencia")
hist(Matriz_resumen[,4],main=NULL,xlab="(D) Nu´mero de muestras antes del primer rechazo",ylab="Frecuencia")
hist(Matriz_resumen[,6],main=NULL,xlab="(F) Nu´mero de muestras antes del primer rechazo",ylab="Frecuencia")
### Curva de operacio´n para carta de control usando valor-p con base en la distancia de Hellinger
### Las curvas de operacio´n para las otras cartas de control se obtienen modificando los lı´mites de control
vp1=0.8
vp2=(1-vp1)*0.3
vp3=(1-vp1)*0.3
vp4=(1-vp1)*0.4
p1=c(vp1,vp2,vp3,vp4) ### vector de proporciones nominal
ch=0.01 ### fraccio´n de cambio para calcular la distancia de Hellinger
Resultado1=matrix(ncol=2,nrow=20) ### matriz para almacenar la probabilidad de no detectar cambios
colnames(Resultado1)=c("DH","Probabilidad")
for (j in 1:20) ### ciclo para calcular la probabilidad de no detectar cambios para diferentes distancias
{
repet=50000
Matriz_resumen=matrix(0,nrow=repet,ncol=1) ### matriz temporal para almacenar nu´mero de rechazos
colnames(Matriz_resumen)=c("Rechazos")
vpi=p1 ### vector de probabilidades de cada categorı´a
n=905 ###tama~no de muestra de la variable multinomial
valor_prueba=0.01
vpm1=vp1*(1-ch)
vpm2=(1-(vp1*(1-ch)))*0.3
vpm3=(1-(vp1*(1-ch)))*0.3
vpm4=(1-(vp1*(1-ch)))*0.4
p2=c(vpm1,vpm2,vpm3,vpm4) ### vector de probabilidades de cada categorı´a modificado
for (i in 1:repet)
{
N=matrix(ncol=4,nrow=2)
N[1,]=rmultinom(1,n,p1)
N[2,]=rmultinom(1,n,p2)
resultado_p=chisq.test(N,p=p1)$p.value
if (resultado_p>valor_prueba)
{
Matriz_resumen[i,1]=1
}
}
ch=ch+0.005
dh=function(p1,p2)sum((p1^(0.5)-p2^(0.5))^(2)*p1) ### distancia de Hellinger
Resultado1[j,1]=dh(p1,p2)
Resultado1[j,2]=sum(Matriz_resumen[,1])/repet
}
plot(Resultado1,type="l",xlab="Distancia de Hellinger")
B. Anexo: Co´digo en R para las
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### Cartas de control con incremento en 2% en la primera categorı´a
### Para los cambios de 4% y 6%, solo es necesario modificar las proporciones del vector de proporciones
modificado
repet=50000
Matriz_resumen=matrix(nrow=repet,ncol=6)
colnames(Matriz_resumen)=c("Re", "ncc","Re", "ncc","Re", "ncc")
p1=0.80 ###proporcio´n categorı´a 1 nominal
p2=0.06 ###proporcio´n categorı´a 2 nominal
p3=0.06 ###proporcio´n categorı´a 3 nominal
p4=0.08 ###proporcio´n categorı´a 4 nominal
vpi=c(p1,p2,p3,p4) ### vector de probabilidades de cada categorı´a
n=905 ###tama~no de muestra de la variable multinomial
M=300 ###nu´mero de muestras que se generara´n cada vez que se realice la simulacio´n
valor_prueba=0.01
###################################################
###ENSAYOS CON CAMBIO EN 2%
p1m=0.816 ###proporcio´n categorı´a 1 modificada
p2m=0.0552 ###proporcio´n categorı´a 2 modificada
p3m=0.0552 ###proporcio´n categorı´a 3 modificada
p4m=0.0736 ###proporcio´n categorı´a 4 modificada
vpim=c(p1m,p2m,p3m,p4m) ### vector de probabilidades de cada categorı´a modificado
### CARTA DE CONTROL VALOR-P
for (i in 1:repet) ### este ciclo entrega la matriz con el nu´mero de rechazos, porcentaje
de rechazos y nu´mero de muestras antes del primer rechazo para cada una de las muestras simuladas
{
ncc=M ###almacena el nu´mero de muestras antes de rechazar por primera vez la prueba de
homogenidad en cada simulacio´n
Re=0 ###almacena el nu´mero de rechazos en cada simulacio´n
N=matrix(rmultinom(M,n,vpim),nrow=M,ncol=4,byrow=TRUE) ### matriz que almacena las muestras
multinomiales generadas en cada simulacio´n con vector modificado
mi.pvalue=function(N,vpi)chisq.test(N,p=vpi)$p.value
resultado_p=apply(N,1,mi.pvalue,vpi)
ncc=which(resultado_p<valor_prueba)[1]
Re=length(which(resultado_p<valor_prueba))
Matriz_resumen[i,1]=Re
Matriz_resumen[i,2]=ncc
}
### CARTA DE CONTROL CHI CUADRADO
for (i in 1:repet) ### este ciclo entrega la matriz con el nu´mero de rechazos, porcentaje de rechazos
y nu´mero de muestras antes del primer rechazo para cada una de las muestras simuladas
{
ncc=M ###almacena el nu´mero de muestras antes de rechazar por primera vez la prueba de homogenidad
en cada simulacio´n
Re=0 ###almacena el nu´mero de rechazos en cada simulacio´n
N=matrix(rmultinom(M,n,vpim),nrow=M,ncol=4,byrow=TRUE) ### matriz que almacena las muestras multinomiales
generadas en cada simulacio´n con vector modificado
mi.pvalue=function(N,vpi)chisq.test(N,p=vpi)$p.value
resultado_chi=-2*log(apply(N,1,mi.pvalue,vpi))
ncc=which(resultado_chi>qchisq((1-valor_prueba),2))[1]
Re=length(which(resultado_chi>qchisq((1-valor_prueba),2)))
Matriz_resumen[i,3]=Re
Matriz_resumen[i,4]=ncc
}
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### CARTA DE CONTROL WILSON HILFERTY
for (i in 1:repet) ### este ciclo entrega la matriz con el nu´mero de rechazos, porcentaje de rechazos y
nu´mero de muestras antes del primer rechazo para cada una de las muestras simuladas
{
ncc=M ###almacena el nu´mero de muestras antes de rechazar por primera vez la prueba de homogenidad en
cada simulacio´n
Re=0 ###almacena el nu´mero de rechazos en cada simulacio´n
N=matrix(rmultinom(M,n,vpim),nrow=M,ncol=4,byrow=TRUE) ### matriz que almacena las muestras multinomiales
generadas en cada simulacio´n con vector modificado
mi.pvalue=function(N,vpi)chisq.test(N,p=vpi)$p.value
resultado_chi=-2*log(apply(N,1,mi.pvalue,vpi))
resultado_wh=as.matrix((resultado_chi/2)^(1/3))
lci=(8/9)-2.58*(sqrt((1/9)*(2/2)))
lcs=(8/9)+2.58*(sqrt((1/9)*(2/2)))
ncc=which(resultado_wh>lcs|resultado_wh<=lci)[1]
Re=length(which(resultado_wh>=lcs|resultado_wh<=lci))
Matriz_resumen[i,5]=Re
Matriz_resumen[i,6]=ncc
}
par(mfcol=c(3,2))
hist(Matriz_resumen[,1],main=NULL,xlab="(A) Nu´mero de rechazos",ylab="Frecuencia")
hist(Matriz_resumen[,3],main=NULL,xlab="(C) Nu´mero de rechazo",ylab="Frecuencia")
hist(Matriz_resumen[,5],main=NULL,xlab="(E) Nu´mero de rechazos",ylab="Frecuencia")
hist(Matriz_resumen[,2],main=NULL,xlab="(B) Nu´mero de muestras antes del primer rechazo",ylab="Frecuencia")
hist(Matriz_resumen[,4],main=NULL,xlab="(D) Nu´mero de muestras antes del primer rechazo",ylab="Frecuencia")
hist(Matriz_resumen[,6],main=NULL,xlab="(F) Nu´mero de muestras antes del primer rechazo",ylab="Frecuencia")
### Extensiones a las cartas de control propuestas
###################################################
### Carta de control utilizando valor p y marginales binomiales
library(qcc)
library(MASS)
p1=0.80 ###proporcio´n categorı´a 1 nominal
p2=0.06 ###proporcio´n categorı´a 2 nominal
p3=0.06 ###proporcio´n categorı´a 3 nominal
p4=0.08 ###proporcio´n categorı´a 4 nominal
vpi=c(p1,p2,p3,p4) ### vector de probabilidades de cada categorı´a
k=length(vpi) ###nu´mero de categorı´as
n=905 ###tama~no de muestra de la variable multinomial
M=300 ###nu´mero de muestras que se generara´n cada vez que se realice la simulacio´n
valor_prueba=0.01
p1m=0.816 ###proporcio´n categorı´a 1 modificada
p2m=0.0552 ###proporcio´n categorı´a 2 modificada
p3m=0.0552 ###proporcio´n categorı´a 3 modificada
p4m=0.0736 ###proporcio´n categorı´a 4 modificada
vpim=c(p1m,p2m,p3m,p4m) ### vector de probabilidades de cada categorı´a modificado
ncc=M ###almacena el nu´mero de muestras antes de rechazar por primera vez la prueba de homogenidad
en cada simulacio´n
Re=0 ###almacena el nu´mero de rechazos en cada simulacio´n
N1=matrix(rmultinom(M/2,n,vpi),nrow=M/2,ncol=4,byrow=TRUE) ### matriz que almacena las muestras
multinomiales generadas en cada simulacio´n
N2=matrix(rmultinom(M/2,n,vpim),nrow=M/2,ncol=4,byrow=TRUE) ### matriz que almacena las muestras
multinomiales generadas en cada simulacio´n con vector modificado
N=rbind(N1,N2)
mi.pvalue=function(N,vpi)chisq.test(N,p=vpi)$p.value ### funcio´n que toma el valor-p de la prueba
chi cuadrado de igualdad de proporciones
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resultado_p=apply(N,1,mi.pvalue,vpi)
resultado_p=as.matrix(resultado_p,ncol=1)
plot(resultado_p,type="l",main="Carta de Control Multinomial - valor-p",ylab="valor-p",xlab="Muestra")
lines(rep(0.01,M),type="l")
ncc=which(resultado_p<valor_prueba)
Re=length(which(resultado_p<valor_prueba))
###Carta univariada para p1(binomial)
fi=qf(1-(valor_prueba/(2*k)),2*(n*p1),2*(n-(n*p1)+k-1),lower.tail=F)
fs=qf((valor_prueba/(2*k)),2*((n*p1)+k-1),2*(n-(n*p1)),lower.tail=F)
LI=1/(1+((n-(n*p1)+k-1)/((n*p1)*fi)))
LS=1/(1+((n-(n*p1))/(((n*p1)+k-1)*fs)))
limites_bj=c(LI,LS)
datos_parcial=matrix(nrow=M,ncol=2)
datos_parcial[,1]=N[,1]
datos_parcial[,2]=N[,2]+N[,3]+N[,4]
carta1=qcc(datos_parcial[,1],type="p",confidence.level=0.99,sizes=n,limits=limites_bj,center=p1,
title="Carta de control binomial para Categorı´a 1",add.stats=FALSE,xlab="Muestra",ylab="Proporcio´n")
###Carta univariada para p2(binomial)
fi=qf(1-(valor_prueba/(2*k)),2*(n*p2),2*(n-(n*p2)+k-1),lower.tail=F)
fs=qf((valor_prueba/(2*k)),2*((n*p2)+k-1),2*(n-(n*p2)),lower.tail=F)
LI=1/(1+((n-(n*p2)+k-1)/((n*p2)*fi)))
LS=1/(1+((n-(n*p2))/(((n*p2)+k-1)*fs)))
limites_bj=c(LI,LS)
datos_parcial=matrix(nrow=M,ncol=2)
datos_parcial[,1]=N[,2]
datos_parcial[,2]=N[,1]+N[,3]+N[,4]
carta=qcc(datos_parcial[,1],type="p",confidence.level=0.99,sizes=n,limits=limites_bj,center=p2,
title="Carta de control binomial para Categorı´a 2",add.stats=FALSE,xlab="Muestra",ylab="Proporcio´n")
###Carta univariada para p3(binomial)
fi=qf(1-(valor_prueba/(2*k)),2*(n*p3),2*(n-(n*p3)+k-1),lower.tail=F)
fs=qf((valor_prueba/(2*k)),2*((n*p3)+k-1),2*(n-(n*p3)),lower.tail=F)
LI=1/(1+((n-(n*p3)+k-1)/((n*p3)*fi)))
LS=1/(1+((n-(n*p3))/(((n*p3)+k-1)*fs)))
limites_bj=c(LI,LS)
datos_parcial=matrix(nrow=M,ncol=2)
datos_parcial[,1]=N[,3]
datos_parcial[,2]=N[,1]+N[,2]+N[,4]
carta3=qcc(datos_parcial[,1],type="p",confidence.level=0.99,sizes=n,limits=limites_bj,center=p3,
title="Carta de control binomial para Categorı´a 3",add.stats=FALSE,xlab="Muestra",ylab="Proporcio´n")
###Carta univariada para p4(binomial)
fi=qf(1-(valor_prueba/(2*k)),2*(n*p4),2*(n-(n*p4)+k-1),lower.tail=F)
fs=qf((valor_prueba/(2*k)),2*((n*p4)+k-1),2*(n-(n*p4)),lower.tail=F)
LI=1/(1+((n-(n*p4)+k-1)/((n*p4)*fi)))
LS=1/(1+((n-(n*p4))/(((n*p4)+k-1)*fs)))
limites_bj=c(LI,LS)
datos_parcial=matrix(nrow=M,ncol=2)
datos_parcial[,1]=N[,4]
datos_parcial[,2]=N[,1]+N[,2]+N[,3]
carta4=qcc(datos_parcial[,1],type="p",confidence.level=0.99,sizes=n,limits=limites_bj,center=p4,
title="Carta de control binomial para Categorı´a 4",add.stats=FALSE,xlab="Muestra",ylab="Proporcio´n")
###################################################
### Carta de control utilizando valor p y auxiliar con muestras agrupadas c=30
p1=0.80
p2=0.06
p3=0.06
p4=0.08
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n=905
M=300
vpi=c(p1,p2,p3,p4)
valor_prueba=0.01
p1m=0.84
p2m=0.048
p3m=0.048
p4m=0.064
vpim=c(p1m,p2m,p3m,p4m)
c=30 ###nu´mero de de muestras agrupadas
MG=M-c+1 ###nu´mero de muestras a graficar en la carta de control auxiliar
carta_auxiliar=matrix(ncol=1,nrow=MG)### matriz auxiliar donde se almacenan los datos de la carta auxiliar
muestra_agrupada=matrix(ncol=1,nrow=c)### matriz que almacena temporalmente la cantidad agrupada de valores-p a
comparar con el valor de prueba
ncc=M
Re=0
N1=matrix(rmultinom(M/2,n,vpi),nrow=M/2,ncol=4,byrow=TRUE)
N2=matrix(rmultinom(M/2,n,vpim),nrow=M/2,ncol=4,byrow=TRUE)
N=rbind(N1,N2)
mi.pvalue=function(N,vpi)chisq.test(N,p=vpi)$p.value
resultado_p=as.matrix(apply(N,1,mi.pvalue,vpi))
for (j in 1:MG)### este ciclo cuenta el nu´mero de rechazos en la muestra agrupada y registra el valor en la
matriz carta_auxiliar
{
h=0
for (k in 1:c)
{
muestra_agrupada[k,1]=resultado_p[j+h,1]
h=h+1
}
carta_auxiliar[j,1]=length(which(muestra_agrupada<valor_prueba))
}
numero_muestras=length(carta_auxiliar)
ncc=which(carta_auxiliar>(valor_prueba*c))[1]
Re=length(which(carta_auxiliar>(valor_prueba*c)))
par(mfcol=c(1,2))
plot(resultado_p,main="Carta de control con valores p",type="l",xlab="Muestra",ylab="Valor-p")
lines(rep(valor_prueba,300),type="l")
plot(carta_auxiliar,main="Carta de control auxiliar",type="l",xlab="Muestra",ylab="Cantidad de rechazos")
lines(rep(valor_prueba*30,MG),type="l")
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#######################################################
### CO para carta usando valor-p
vp1=0.9
vp2=(1-vp1)*0.5
vp3=(1-vp1)*0.5
p1=c(vp1,vp2,vp3)
ch=0.01
Resultado1=matrix(ncol=2,nrow=20)
colnames(Resultado1)=c("Porcentaje de cambio","Probabilidad")
for (j in 1:20)
{
repet=50000
Matriz_resumen=matrix(0,nrow=repet,ncol=1)
colnames(Matriz_resumen)=c("Bajo control")
vpi=p1 ### vector de probabilidades de cada categorı´a
n=905 ###tama~no de muestra de la variable multinomial
valor_prueba=0.01
vpm1=vp1*(1-ch)
vpm2=(1-(vp1*(1-ch)))*0.5
vpm3=(1-(vp1*(1-ch)))*0.5
p2=c(vpm1,vpm2,vpm3) ### vector de probabilidades de cada categorı´a modificado
for (i in 1:repet) ### este ciclo entrega la matriz con el nu´mero de rechazos, porcentaje de rechazos
y nu´mero de muestras antes del primer rechazo para cada una de las muestras simuladas
{
N=matrix(ncol=3,nrow=2)
N[1,]=rmultinom(1,n,p1)
N[2,]=rmultinom(1,n,p2)
resultado_p=chisq.test(N,p=p1)$p.value
if (resultado_p>valor_prueba)
{
Matriz_resumen[i,1]=1
}
}
ch=ch+0.005
dh=function(p1,p2)sum((p1^(0.5)-p2^(0.5))^(2)*p1)
Resultado1[j,1]=dh(p1,p2)
Resultado1[j,2]=sum(Matriz_resumen[,1])/repet
}
Resultado1
### CO para carta usando transformacio´n chi cuadrado del valor-p
for (j in 1:20)
{
repet=50000
Matriz_resumen=matrix(0,nrow=repet,ncol=1)
colnames(Matriz_resumen)=c("Bajo control")
vpi=p1 ### vector de probabilidades de cada categorı´a
n=905 ###tama~no de muestra de la variable multinomial
M=300 ###nu´mero de muestras que se generara´n cada vez que se realice la simulacio´n
valor_prueba=0.01
vpm1=vp1*(1-ch)
vpm2=(1-(vp1*(1-ch)))*0.5
vpm3=(1-(vp1*(1-ch)))*0.5
p2=c(vpm1,vpm2,vpm3) ### vector de probabilidades de cada categorı´a modificado
for (i in 1:repet) ### este ciclo entrega la matriz con el nu´mero de rechazos, porcentaje de rechazos
y nu´mero de muestras antes del primer rechazo para cada una de las muestras simuladas
{
66 C Anexo: Co´digo en R para elaborar curvas de operacio´n
N=matrix(ncol=3,nrow=2)
N[1,]=rmultinom(1,n,p1)
N[2,]=rmultinom(1,n,p2)
resultado_p=chisq.test(N,p=p1)$p.value
resultado_chi=-2*log(resultado_p)
if (resultado_chi<qchisq((1-valor_prueba),2))
{
Matriz_resumen[i,1]=1
}
}
Resultado2[j,1]=ch*100
ch=ch+0.005
dh=function(p1,p2)sum((p1^(0.5)-p2^(0.5))^(2)*p1)
Resultado2[j,2]=sum(Matriz_resumen[,1])/repet
}
Resultado2
### CO para carta usando valor WH
for (j in 1:20)
{
repet=50000
Matriz_resumen=matrix(0,nrow=repet,ncol=1)
colnames(Matriz_resumen)=c("Bajo control")
vpi=p1 ### vector de probabilidades de cada categorı´a
n=905 ###tama~no de muestra de la variable multinomial
M=300 ###nu´mero de muestras que se generara´n cada vez que se realice la simulacio´n
valor_prueba=0.01
vpm1=vp1*(1-ch)
vpm2=(1-(vp1*(1-ch)))*0.5
vpm3=(1-(vp1*(1-ch)))*0.5
p2=c(vpm1,vpm2,vpm3) ### vector de probabilidades de cada categorı´a modificado
for (i in 1:repet) ### este ciclo entrega la matriz con el nu´mero de rechazos, porcentaje de rechazos
y nu´mero de muestras antes del primer rechazo para cada una de las muestras simuladas
{
N=matrix(ncol=3,nrow=2)
N[1,]=rmultinom(1,n,p1)
N[2,]=rmultinom(1,n,p2)
resultado_p=chisq.test(N,p=p1)$p.value
resultado_chi=-2*log(resultado_p)
resultado_wh=(resultado_chi/2)^(1/3)
lci=(8/9)-2.58*(sqrt(1/9))
lcs=(8/9)+2.58*(sqrt(1/9))
if (resultado_wh<=lcs & resultado_wh>=lci)
{
Matriz_resumen[i,1]=1
}
}
Resultado3[j,1]=ch*100
ch=ch+0.005
dh=function(p1,p2)sum((p1^(0.5)-p2^(0.5))^(2)*p1)
Resultado3[j,2]=sum(Matriz_resumen[,1])/repet
}
Resultado3
plot(Resultado1,type="p",xlab="Porcentaje de cambio en la primera categorı´a",col="blue",pch=15)
lines(Resultado2,type="l",pch=16)
lines(Resultado3,type="b",col="red",pch=17)
legend("bottomleft",c("Propuesta 1","Propuesta 2","Propuesta 3"),pch=15:17,lty=1:3,col = c("blue","black","red"))
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