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Abstract
For a system that is governed by the isothermal Euler equations with fric-
tion for ideal gas, the corresponding field of characteristic curves is determined
by the velocity of the flow. This velocity is determined by a second-order
quasilinear hyperbolic equation. For the corresponding initial-boundary value
problem with Neumann-boundary feedback, we consider non-stationary solu-
tions locally around a stationary state on a finite time interval and discuss the
well-posedness of this kind of problem. We introduce a strict H2-Lyapunov
function and show that the boundary feedback constant can be chosen such
that the H2-Lyapunov function and hence also the H2-norm of the difference
between the non-stationary and the stationary state decays exponentially with
time.
1 Introduction
The flow of gas through a pipeline is modelled by the isothermal Euler equations
with friction. In the operation of gas pipelines, it is essential that the velocities
remain below critical values where vibrations occur and noise is created, see [36].
We study a quasilinear wave equation for the gas velocity in the case of ideal gas
which is derived from the isothermal Euler equations with friction. Using Neumann
feedback at one end of the pipe, we stabilize the solution of the corresponding
initial-boundary value problem with homogeneous Dirichlet boundary conditions
at the other end of the pipe to a desired subsonic stationary state. Except for its
nonlinearity, this system is of a similar form as the system with the linear wave
equation which has been studied for example in [24].
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The first results on the boundary feedback stabilization for a quasilinear wave
equation have been obtained by M. Slemrod in [32] and J. Greenberg & T. Li in
[13] by using the method of characteristics. In [8], J.-M. Coron, B. d’Andrea-Novel
& G. Bastin constructed a strict H2-Lyapunov function for the boundary control
of hyperbolic systems of conservation laws without source term. In [9], they con-
structed a strict H2-Lyapunov for quasilinear hyperbolic systems with dissipative
boundary conditions without source term. More recently in [7], Coron and Bastin
study the Lyapunov stability of the C1-norm for quasilinear hyperbolic systems of
the first order. They consider W 1p –Lyapunov functions for p < ∞ and look at the
limit for p→∞.
Based upon [8], M. Dick, M. Gugat & G. Leugering considered the isothermal
Euler equations with friction with Dirichlet boundary feedback at both ends of the
system and introduced a strict H1-Lyapunov function, which is a weighted and
squared H1-norm of the difference between the nonstationary and the stationary
state. They developed Dirichlet boundary feedback conditions which guarantee that
the H1-norm of the difference between the non-stationary and the stationary state
decays exponentially with time (see [11]). In [18], we have defined a strict H2-
Lyapunov function for this stabilization problem. In contrast to [8], [11] and [18]
in the present paper a Neumann boundary feedback law is used at one end of the
interval for the stabilization of the system. This is motivated by the nice properties
of the corresponding Neumann feedback for the linear wave equation that leads to
finite-time stabilization for a certain feedback parameter, see [24], [1].
In our paper, by constructing a strict H2-Lyapunov function and choosing suit-
able boundary feedback conditions, we give results about the boundary feedback
stabilization for a second-order quasilinear hyperbolic equation with source term.
The exponential decay of the solution of a second-order quasilinear hyperbolic equa-
tion is established. This solution measures the difference between the present state
and a desired stationary state, which is in general not constant for our system.
This paper is organized as follows: In Section 2 we consider the isothermal Euler
equations both in physical variables and in terms of Riemann invariants. Then we
transform the isothermal Euler equations to a second-order quasilinear hyperbolic
equation. In Section 3 we state a result about the well-posedness of general second-
order quasilinear hyperbolic systems on a finite time interval (see Lemma 3.1).
Our main results about the exponential decay of the H2-norm and C1-norm are
presented in Theorem 4.5 and Corollary 4.7 in Section 4.2. The proofs of Theorem
4.5 and Corollary 4.7 are given in Section 5. The infinite time horizon case is studied
in Section 6. We show that due to the stabilization, the solution exists globally in
time.
2 The isothermal Euler equations and a quasilin-
ear wave equation
In this section, we present the isothermal Euler equations with friction for a single
pipe both in terms of the physical variables and in terms of Riemann invariants.
Let a finite time T > 0 be given. The system dynamics for the gas flow in
a single pipe can be modeled by a hyperbolic system, which is described by the
2
isothermal Euler equations (see [4],[5],[11]):
ρt + qx = 0, (1)
qt +
(q2
ρ
+ a2ρ
)
x
= −
fg
2δ
q|q|
ρ
, (2)
where ρ = ρ(t, x) > 0 is the density of the gas, q = q(t, x) is the mass flux,
the constant fg > 0 is a friction factor, δ > 0 is the diameter of the pipe and
a > 0 is the sonic velocity in the gas. We consider the equations on the domain
Ω := [0, T ]× [0, L]. Equation (1) states the conservation of mass and equation (2)
is the momentum equation. We use the notation
θ =
fg
δ
.
In this paper, we consider positive gas flow in subsonic or subcritical states, that is,
0 <
q
ρ
< a. (3)
The isothermal Euler equations (1) and (2) give rise to the second-order equation
u˜tt + 2u˜ u˜tx − (a
2 − u˜2) u˜xx = F˜ (u˜, u˜x, u˜t), (4)
where u˜ is the unknown function and satisfies
u˜ =
q
ρ
, (5)
that is u˜ is the velocity of the gas. The lower order term is
F˜ (u˜, u˜x, u˜t) = −2u˜tu˜x − 2u˜u˜
2
x −
3
2
θu˜|u˜|u˜x − θ|u˜|u˜t. (6)
From the velocity u˜, the density ρ can be obtained from the initial value and the
differential equation
(ln ρ)t =
1
a2
(
u˜u˜t + (u˜
2 − a2) u˜x +
1
2
θ |u˜|u˜2
)
. (7)
Then q can be obtained from the equation q = ρ u˜.
To stabilize the system governed by the quasilinear wave equation (4) locally
around a given stationary state u¯(x), we use the boundary feedback law
u˜x(0) = u¯x(0) + k u˜t(0),
u˜(L) = u¯(L),
with a feedback parameter k ∈ (0,∞).
In terms of the physical variables (q, ρ), the boundary feedback law is
atx = 0 : qx − (ln(ρ))x q = ρ u¯x(0) + k [qt − (ln(ρ))t q] ,
atx = L : q = u¯(L) ρ.
Sufficient conditions for the exponential stability of this system will be presented
in Theorem 4.5 in Section 4.2.
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2.1 The Riemann invariants and a differential equation for
ρ in terms of the velocity
For classical solutions the isothermal Euler equations (1) and (2) can be equivalently
written as the following system
∂t
(
ρ
q
)
+ Aˆ(ρ, q) ∂x
(
ρ
q
)
= Gˆ(ρ, q) (8)
with the matrix
Aˆ(ρ, q) :=
(
0 1
a2 − q
2
ρ2
2 q
ρ
)
and the source term
Gˆ(ρ, q) :=
(
0
− θ2
|q| q
ρ
)
.
System (8) has two eigenvalues λ˜−(ρ, q), λ˜+(ρ, q) and in the subsonic case we have
λ˜−(ρ, q) =
q
ρ
− a < 0 < λ˜+(ρ, q) =
q
ρ
+ a. (9)
In terms of the Riemann invariants R± = R±(ρ, q) = −
q
ρ
∓ a ln(ρ) the system (8)
has the diagonal form
∂t
(
R+
R−
)
+ Dˆ(R+, R−) ∂x
(
R+
R−
)
= Sˆ(R+, R−), (10)
where
Dˆ(R+, R−) :=
(
λ˜+ 0
0 λ˜−
)
=
(
−R++R−2 + a 0
0 −R++R−2 − a
)
,
Sˆ(R+, R−) :=
θ
8
(R+ +R−) |R+ +R−|
(
1
1
)
. (11)
In terms of R±, for the physical variables ρ and q we have
ρ = exp
(
R− −R+
2a
)
, (12)
q = −
R+ +R−
2
exp
(
R− −R+
2a
)
. (13)
A gas flow is positive and subsonic (i.e. 0 < q/ρ < a) if and only if
−2a < R+(t, x) +R−(t, x) < 0 for all (t, x) ∈ Ω. (14)
For the velocity u˜ = u˜(ρ, q) defined in (5) we have
u˜ =
R+ +R−
−2
. (15)
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Due to (9), we can express the velocity in terms of the eigenvalues as
u˜ =
λ˜+ + λ˜−
2
.
Due to equation (15), (10) yields the second-order equation (4). A detailed deriva-
tion can be found in [21]. The second-order quasilinear equation (4) is hyperbolic
with the eigenvalues
λ˜− = u˜− a < 0 < λ˜+ = u˜+ a. (16)
Using the isothermal Euler equations (1) and (2), we obtain the partial derivatives
of u˜ with respect to t and x, respectively,
u˜t =
qt
ρ
−
qρt
ρ2
= −
1
ρ
(
q2
ρ
+ a2ρ
)
x
−
qρt
ρ2
−
θ
2
q |q|
ρ2
= u˜
ρt
ρ
+ (u˜2 − a2)
ρx
ρ
−
θ
2
u˜ |u˜|
and
u˜x =
qx
ρ
−
qρx
ρ2
= −
ρt
ρ
− u˜
ρx
ρ
.
Multiplying u˜t and u˜x by u˜ and u˜
2 − a2, respectively, by adding the two equations
we obtain (7), which means that ρ and q can be obtained from u˜ and the initial
data. Note that since u˜ = q
ρ
, we have the same value for u˜ for λq and λρ where
λ ∈ (0, 1]. So we cannot expect to recover the values of (q, ρ) from u˜ without
additional information on (q, ρ). In a similar way as (7), we obtain the equation
ln(ρ)x = −
1
a2
(
u˜t + u˜ u˜x +
θ
2
|u˜| u˜
)
. (17)
Thus if u˜ is known, the values of ρ can be determined from the value of ρ at a
boundary point (x = 0 or x = L) and (17) by integration.
2.2 Stationary states of the system
In [12] the existence, uniqueness and the properties of stationary subsonic C1-
solutions (ρ¯(x), q¯(x)) of the isothermal Euler equations have been discussed. The
stationary states of the system on networks are studied in [16].
Here we focus on the stationary states of (4). Let u¯ = u¯(x) denote a stationary
state for the second-order equation (4). Then (4) yields the following second-order
ordinary differential equations for u¯(x):
(a2 − u¯2(x))
d2
dx2
u¯(x) = 2u¯(x)
( d
dx
u¯(x)
)2
+
3
2
θu¯(x) |u¯(x)|
d
dx
u¯(x). (18)
This implies that equation (4) has constant stationary states u¯ ∈ (−∞,∞) that
can attain arbitrary real values. In contrast to this situation, the isothermal Euler
equations with friction (that is (1), (2)) do not have constant stationary states
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except for the case of velocity zero. The stationary states of (1), (2) have been
studied in [16]. Now we consider the question: Given a constant state u¯ = λ ∈
(0, ∞), is there a solution (q, ρ) of (1), (2) that corresponds to the constant velocity
u¯? For λ = 0 we obtain the constant solution of (1), (2) where q = 0. For λ > 0 there
is a corresponding solution of travelling wave type (in particular the corresponding
solution of (1), (2) is not stationary), namely
(q(t, x), ρ(t, x)) = (λα(λ t− x), α(λt − x)) (19)
where the function α is given by
α(z) = C exp
(
λ2θ
2 a2
z
)
(20)
and C > 0 is a positive constant. Equation (18) can be rewritten in the form
d
dx
(
(a2 − u¯2(x))u¯x(x) −
θ
2
|u¯(x)| u¯2(x)
)
= 0. (21)
Thus for every stationary state u¯ of (4) there exists a constant λ ∈ (−∞, ∞)
such that u¯ satisfies the first order ordinary differential equation
(a2 − u¯2(x))u¯x(x) = λ+
θ
2
|u¯| u¯2(x). (22)
We use the notation u¯0 := u¯(0). Assume that u¯0 ∈ (0, a). Let [0, x0) denote the
maximal existence interval of the solution. For the solutions that are not constant,
we have two cases:
If λ+ θ2 u¯
3
0 > 0, u¯ is strictly increasing on [0, x0) and
lim
x→x0−
u¯(x) = a, lim
x→x0−
d
dx
u¯(x) = +∞, lim
x→x0−
d2
dx2
u¯(x) = +∞ .
If λ+ θ2 u¯
3
0 < 0, u¯ is strictly decreasing on [0, x0) and
lim
x→x0−
u¯(x) = −a, lim
x→x0−
d
dx
u¯(x) = −∞, lim
x→x0−
d2
dx2
u¯(x) = −∞ .
For stationary ρ and u˜, equation (7) implies (22) with λ = 0. The stationary
states that correspond to λ 6= 0 cannot be deduced from the stationary states of
(1), (2). Thus all the stationary solutions of (4) that correspond to a stationary
state of (1), (2) must satisfy the equation
u¯′(0) =
θ
2
|u¯0| u¯
2
0
a2 − u¯20
. (23)
The following Lemma contains an explicit representation for these stationary veloc-
ities.
Lemma 2.1 Let a subsonic stationary state u¯(x) > 0 for x ∈ [0, L] that is not
constant and satisfies (23) be given. Let W−1(x) denote the real branch of the
Lambert W–function (see [6, 25]) with W−1(x) ≤ −1. Then the following equation
holds for all x ∈ [0, L]:
(u¯(x))2 =
a2
−W−1(− exp(θ x+ C¯))
,
where C¯ is a real constant such that C¯ ≤ −1− θL.
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Proof 2.1 Separation of variables yields
x+ Cˆ =
∫
a2 − u¯(x)2
θ
2 u¯(x)
3
u¯′(x) dx = −
1
θ
[
ln(a2) + ln
(
u¯(x)2
a2
)
+
a2
u¯(x)2
]
.
Define ξ = a
2
u¯(x)2 ∈ (1, ∞). We have ξ + ln(1/ξ) = ξ − ln(ξ). Thus
− exp(θx+ θCˆ + ln(a2)) = − exp(−ξ + ln(ξ)) = (−ξ) exp(−ξ).
Now the definition of W−1 as the inverse function of z exp(z) for z ∈ (−∞, −1)
yields the assertion.
Since for the stationary states (q, ρ) of (1), (2) the flow rate q is constant, by (5)
we get the corresponding density as ρ(x) = q
u¯(x) .
3 Well-posedness of the system locally around sta-
tionary states
Now we consider non-stationary solutions locally around a subsonic stationary state
u¯(x) > 0 on Ω that satisfies (22) with λ = 0, that is that corresponds to a stationary
state of (1), (2). For a solution u˜(t, x) of (4), define
u(t, x) = u˜(t, x)− u¯(x). (24)
Then (4), (18) and (22) yield the equation
utt + 2(u¯+ u)utx −
(
a2 − (u¯+ u)2
)
uxx = F (x, u, ux, ut), (25)
where F := F (x, u, ux, ut) satisfies
F = F˜ (u+ u¯, ux + u¯x , ut) +
a2 − (u¯ + u)2
a2 − u¯2
u¯
(
2(u¯x)
2 +
3
2
θ |u¯| u¯x
)
(26)
= F˜ (u+ u¯, ux + u¯x , ut)−
a2 − (u¯ + u)2
a2 − u¯2
F˜ (u¯, u¯x , 0). (27)
If u¯ ≥ 0 and u¯+ u ≥ 0, we have
F˜ (u+ u¯, ux + u¯x , ut) = F˜ (u¯, u¯x, 0) + F˜ (u, ux, ut)
−2 u¯ u2x − 2 u¯x ut − 4 u¯x u ux − 2 u¯
2
x u− 4 u¯ u¯x ux
−3 θ u¯ u ux −
3
2
θ u¯2 ux −
3
2
θ u¯x u
2 − 3 θ u¯xu¯ u− θ u¯ ut.
Using
u¯x =
θ
2
1
a2 − u¯2
u¯3
this yields
F = F˜ (u, ux, ut)− θ
2 3a
4u¯4 − 2a2u¯6 + u¯8
2(a2 − u¯2)3
u− θ
a2u¯
a2 − u¯2
ut − θ
u¯4 + 3a2u¯2
2(a2 − u¯2)
ux
− θ2
2u¯7 − 3a2u¯5 + 3a4u¯3
4(a2 − u¯2)3
u2 − 2 u¯ u2x − θ
3a2u¯− u¯3
a2 − u¯2
u ux (28)
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with F˜ as defined in (6). For the second-order quasilinear hyperbolic equation (25),
we consider the initial conditions
t = 0 : u = ϕ(x), ut = ψ(x), x ∈ [0, L] (29)
and the boundary feedback conditions
x = 0 : ux = k ut, (30)
x = L : u = 0, (31)
where k > 0 is a real constant. We work in the framework of classical semi-global
solutions. To apply the theory presented in [35], the second order equation is written
as a first order system (see the proof of Theorem 1 in [28]). In this way the following
result can be obtained (see Lemma 1 in [28]):
Lemma 3.1 Let a subsonic stationary state u¯(x) > 0 as in Lemma 2.1 be given.
Choose T > 0 arbitrarily large.
There exist constants ε0(T ) > 0 and CT > 0, such that if the initial data
(ϕ(x), ψ(x)) ∈ C2([0, L])× C1([0, L]) satisfies
max
{
‖ϕ(x)‖C2([0,L]), ‖ψ(x))‖C1([0,L])
}
≤ ε0(T ) (32)
and the C2-compatibility conditions are satisfied at the points (t, x) = (0, 0) and
(0, L), then the initial-boundary problem (25),(29),(30)-(31) has a unique solution
u(t, x) ∈ C2([0, T ]× [0, L]). Moreover the following estimate holds:
‖u‖C2([0,T ]×[0,L]) ≤ CT max
{
‖ϕ(x)‖C2([0,L]), ‖ψ(x))‖C1([0,L])
}
. (33)
4 Exponential stability
In this section, we introduce a strict H2-Lyapunov function for the closed-loop
system consisting of the quasilinear wave equation (25) and the boundary conditions
(30), (31). To motivate the choice of the Lyapunov function, let us reconsider the
classical energy for systems governed by the linear wave equation utt − c
2 uxx = 0,
which is
∫ L
0 c
2 (ux)
2 + (ut)
2 dx. In our quasilinear wave equation (25), instead of
the square of the wave speed c2 the term (a2− (u¯+u)2) appears as a factor in front
of uxx, so it makes sense to replace c
2 by this expression in the definition of our
Lyapunov function. In the same line of reasoning, if our quasilinear equation would
be
utt − (a
2 − (u¯ + u)2)uxx = F,
the integral
∫ L
0
(a2− (u¯+u)2) (ux)
2+(ut)
2 dx would be a candidate for a Lyapunov
function. However, in our wave equation also the term 2(u¯ + u)utx appears. In
order to deal with this term, we introduce an additional quantity in our Lyapunov
function in such a way that, via equation (25), we can find an upper bound for its
time-derivative. For this purpose, it makes sense to introduce a term that contains
the product ut ux in the integral defining the first part of our Lyapunov function. As
a further motivation, we return to the linear wave equation utt − uxx = 0 with the
associated boundary conditions u(t, 0) = 0 and ut(t, L) = −kux(t, L) with k > 0.
For a number λ ∈ (0, 2k
L(1+k2) ), the quantity
E(t) =
∫ L
0
(ux)
2 + (ut)
2 + λxux utdx
8
can be used to show the exponential decay, since E′(t) ≤ −λ (1− λL)E(t).
For many hyperbolic systems exponential weights in the Lyapunov function have
been used successfully, see various examples in [10]. We define the weights
h1(x) = |k|, (34)
h2(x) = exp
(
−
x
L
)
. (35)
In the sequel we consider
E1(t) =
∫ L
0
h1(x)
(
(a2 − (u¯+ u)2)u2x + u
2
t
)
− 2 h2(x)
(
(u¯+ u)u2x + ut ux
)
dx
since according to the previous considerations, this is a natural candidate to define
a Lyapunov function for our system.
To show the exponential decay with respect to the H2-norm, it is necessary to
deal with the second order derivatives. Therefore we also introduce E2(t) which
is defined analogously to E1 to show the decay of the partial derivatives of second
order. We define
E2(t) =
∫ L
0
h1(x)
(
(a2 − (u¯ + u)2)u2xx + u
2
tx
)
− 2 h2(x)
(
(u¯+ u)u2xx + utxuxx
)
dx.
We define the Lyapunov function E(t) as
E(t) = E1(t) + E2(t). (36)
In the following subsection we show that our Lyapunov function E(t) as defined
in (36) is bounded above and below by the product of appropriate constants and
the square of the H2-norm of u.
4.1 Equivalence of
√
E(t) with E(t) as in (36) and the H2-
norm of the state
In this section we show that
√
E(t) with E(t) as in (36) is equivalent to the H2-
norm of the state. This is a an essential property of a Lyapunov function since
we want to use it to show the exponential decay of the H2-norm. Note that the
constants in Lemma 4.1 are independent of the length T of the time interval.
Lemma 4.1 Let a real number
γ ∈ (0,
1
2
] (37)
be given. Choose a real number k > 0 such that
1
k
∈ (0, (1− γ) a). (38)
Assume that u¯ is such that we have
u¯ ∈ (0, γ a). (39)
Then for the weights defined in (34), (35) on the interval [0, L] we have the strict
inequality
h2 < (a− u¯)h1. (40)
9
In addition, we assume that u¯ is sufficiently small in the sense that
sup
x∈[0,L]
u¯ (a2 − u¯2)
a2 + 3 u¯2
<
1
2 e k
. (41)
Then for the weights we have the inequality
h2 >
u¯(a2 − u¯2)
a2 + 3u¯2
2 h1. (42)
For a real number z define
b11(z) = 1 + 2 z k −
(1 + 2 z k)2
k2 (a2 − z2)
. (43)
Assume that
υ > k2. (44)
Define the matrix
B˜3(z) =
(
b11(z)
1+2 z k
k (a2−z2) − k
1+2 z k
k (a2−z2) − k υ −
1
a2−z2
)
. (45)
For a real number z define
Cg(z) =
a2 − z2
e z2
(
2 + 32 θ z +
2 θ z3
a2−z2
)2 (46)
Define the matrix
A˜3(z) =
(
1
e
a2+3z2
a2−z2 − 2 k z k −
1
e
2 z
a2−z2
k − 1e
2 z
a2−z2 Cg(z) +
1
e
1
a2−z2
)
. (47)
Then there exists ε1(υ) > 0 such that for all z with |z| ≤ 2 ε1(υ) the matrix B˜3(z)
is positive definite and the matrix A˜3(z) is positive definite.
Proof 4.1 First we show that (40) holds. This is equivalent to the inequality
1
k
< inf
x∈[0,L]
exp(
1
L
x)(a− u¯(x)).
Our assumptions (38) and (39) imply that
1
k
< (1 − γ) a ≤ inf
x∈[0,L]
(a− u¯(x)) ≤ inf
x∈[0,L]
exp
(
1
L
x
)
(a− u¯(x)),
and (40) follows. If (41) holds, we have(
h2
h1
)
≥
1
e k
> sup
x∈[0, L]
2 u¯ (a2 − u¯2)
a2 + 3u¯2
and (42) follows.
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Now we come to the assertion for the symmetric matrix B˜3. Due to (38) we
have b11(0) = 1 −
1
k2 a2
> 0. Due to the continuity of b11(·) this implies that there
exists a constant ε1 > 0 such that for all |z| ≤ 2 ε1 we have b11(z) > 0. We have
det B˜3(0) = det
(
1− 1
k2 a2
1
k a2
− k
1
k a2
− k υ − 1
a2
)
=
(
1−
1
k2 a2
)
(υ − k2).
Hence (44) implies det B˜3(0) > 0. Due to the continuity of det B˜3(·) this implies
that we can choose the constant ε1 > 0 in such a way that for all |z| ≤ 2 ε1 we
have det B˜3(z) > 0, and thus B˜3(z) is positive definite. We can choose the constant
ε1 > 0 in such a way that for all |z| ≤ 2 ε1 for the 2× 2 matrix A˜3(z) the upper left
element in the matrix is greater than zero. We have
lim
z→0+
Cg(z) =∞. (48)
Due to (48) we can assume that ε1 > 0 is sufficiently small such that for all |z| ≤ 2 ε1
we have det A˜3(z) > 0, and thus A˜3(z) is positive definite.
In Lemma 4.2 we show several inequalities that we need to show that E(t) as in
(36) can be bounded above and below by the squared H2-norm. Note that also in
Lemma 4.2 the constants are independent of the length T of the time interval.
Lemma 4.2 Let all assumptions of Lemma 4.1 hold. In particular, let k such
that (38) holds be given. Let a stationary subsonic state u¯(x) ∈ C2(0, L) be given.
Assume that u¯ is sufficiently small in the sense that (39) and (41) hold.
For x ∈ [0, L] and real numbers v0 define the real function
k1(x, v0) = h1(x)
(
a2 − (u¯(x) + v0)
2
)
− 2 h2(x) (u¯(x) + v0). (49)
If ε2 > 0 is chosen sufficiently small, we have
K1 := min
x∈[0,L]
min
|v0|≤ε2
k1(x, v0)−
h22(x)
h1(x)
> 0, (50)
K˜1 := min
x∈[0,L]
min
|v0|≤ε2
h1(x) k1(x, v0)− h
2
2(x)
k1(x, v0)
> 0. (51)
Assume in the sequel that ε2 > 0 is chosen such that (50) and (51) hold.
For x ∈ [0, L] and real numbers v0, v1, v2 define the real function
χx(v0, v1, v2) = (52)
h1(x)
(
(a2 − (u¯(x) + v0)
2)v21 + v
2
2
)
− 2 h2(x)
(
(u¯(x) + v0)v
2
1 + v1v2
)
. (53)
Then χx can be represented in the form
χx(v0, v1, v2) (54)
=
(
k1(x, v0)−
h22(x)
h1(x)
)
v21 +
(√
h1(x) v2 −
h2(x)√
h1(x)
v1
)2
(55)
=
h1(x) k1(x, v0)− h
2
2(x)
k1(x, v0)
v22 +
1
k1(x, v0)
(
k1(x, v0) v1 − h2(x) v2
)2
. (56)
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Proof 4.2 Inequality (40) implies that, if ε2 > 0 is sufficiently small and |v0| < ε2
we have
k1(x, v0) = h1(x) [a− (u¯(x) + v0)] [a+ (u¯(x) + v0)]− 2 h2(x) [u¯(x) + v0]
> (h2(x) − h1(x) v0)[a+ u¯(x) + v0]− 2 h2(x) [u¯(x) + v0]
= h2(x) [a− u¯(x)] − [(a+ u¯(x))h1(x) + h2(x)] v0 − h1(x) v
2
0
>
h22(x)
h1(x)
which implies (50). This in turn implies (51).
The representations (55) and (56) follow directly from the definition of χx.
In the sequel we assume that the assumptions from Lemma 4.1 hold. With χx
as defined in Lemma 4.2 we have
E1(t) =
∫ L
0
χx(u(t, x), ux(t, x), ut(t, x)) dx, (57)
E2(t) =
∫ L
0
χx(u(t, x), uxx(t, x), utx(t, x)) dx. (58)
With these representations of E1 and E2, Lemma 4.2 yields lower and upper
bounds for E1(t) and E2(t).
Lemma 4.3 Assume that
max
x∈[0,L]
|u(t, x)| ≤ ε2 (59)
where ε2 is chosen as in Lemma 4.2. For E1 defined in (57) and k1 defined in (49)
we have the lower bounds
E1(t) ≥
∫ L
0
(
k1(x, u(x)) −
h22(x)
h1(x)
)
u2x(x) dx ≥ K1
∫ L
0
u2x dx, (60)
and
E1(t) ≥
∫ L
0
h1(x)k1(x, u)− h
2
2(x)
k1(x, u)
u2t (x) dx ≥ K˜1
∫ L
0
u2t dx. (61)
Moreover, we have the upper bounds
E1(t) ≤
∫ L
0
(
k1(x, u(t, x)) +
h22(x)
h1(x)
)
u2x(t, x) + 2 h1(x)u
2
t (t, x) dx (62)
and
E1(t) ≤
∫ L
0
2 h1(x)
(
a2 − (u¯+ u)2
)
u2x(t, x) + 2 h1(x)u
2
t (t, x) dx. (63)
For E2 defined in (58), we have the lower bounds
E2(t) ≥
∫ L
0
(
k1(x, u(x)) −
h22(x)
h1(x)
)
u2xx(x) dx ≥ K1
∫ L
0
u2xx dx, (64)
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and
E2(t) ≥
∫ L
0
h1(x)k1(x, u)− h
2
2(x)
k1(x, u)
u2tx(x) dx ≥ K˜1
∫ L
0
u2tx dx. (65)
Moreover, we have the upper bounds
E2(t) ≤
∫ L
0
(
k1(x, u(t, x)) +
h22(x)
h1(x)
)
u2xx(t, x) + 2 h1(x)u
2
tx(t, x) dx. (66)
E2(t) ≤
∫ L
0
2h1(x)
(
a2 − (u¯+ u)2
)
u2xx(t, x) + 2 h1(x)u
2
tx(t, x) dx. (67)
Proof 4.3 Equation (55) and (50) imply the lower bound (60) for E1.
The representation (56) and (51) imply the lower bound (61).
The upper bound (62) follows from (55) and Young’s inequality. The upper
bound (63) follows from (62) using
h22
h1
< k1 and the definition of k1.
The representations (55) and (50) also imply the lower bound (64) for E2, and
(56) and (51) imply the lower bound (65). The upper bound (66) again follows from
(55) and Young’s inequality. The upper bound (67) follows from (66) using
h22
h1
< k1
and the definition of k1.
Now we can show that E(t) can be bounded above and below by the squared
H2-norm. Define the number
Kmax = max
{
2 k, max
x∈[0,L]
max
|v0|≤ε2
k1(x, v0) +
h22(x)
h1(x)
}
. (68)
If (59) holds, by (62) and (66) Lemma 4.3 implies the inequality
E(t) ≤ Kmax
∫ L
0
u2(t, x) + u2x(t, x) + u
2
t (t, x) + u
2
tx(t, x) + u
2
xx(t, x) dx. (69)
Define
Kmin =
1
2
min{K1, K˜1}. (70)
By the definition of E and (60), (61), (64), (65) we also have the lower bound
E(t) ≥ Kmin
∫ L
0
u2x(t, x) + u
2
t (t, x) + u
2
tx(t, x) + u
2
xx(t, x) dx. (71)
The Poincare´-Friedrichs inequality states that if (31) holds, we have∫ L
0
u2(t, x) dx ≤ 2L2
∫ L
0
u2x(t, x) dx. (72)
Using this inequality and (25), inequality (71) implies that if E(t) is small, also the
H2-norm of u(t, x) is small. Similarly E1(t) can be bounded above and below by
the squared H1-norm.
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4.2 Exponential Decay of the H2-Lyapunov Function
In this section we present our main result about the exponential decay of the Lya-
punov function that we have introduced in (36). Consider the system
u˜tt + 2 u˜ u˜tx − (a
2 − u˜2) u˜xx = F˜ (u˜, u˜x, u˜t),
u˜x(t, 0) = u¯x(0) + k u˜t(t, 0), t ∈ [0, T ],
u˜(t, L) = u¯(L), t ∈ [0, T ],
t = 0 : u˜ = ϕ(x) + u¯(x), u˜t = ψ(x), x ∈ [0, L]
(73)
with F˜ as defined in (6). In Theorem 4.5 we present our main result about the
stabilization of (73) for u˜. For the analysis we use the fact that (73) is equivalent
to (25),(29),(30),(31) that is stated in terms of u which is defined in (24) as the
difference between u˜ and the stationary state u¯. In Theorem 4.5 we state that the
function E(t) defined in (36) is a strict Lyapunov function. In Theorem 4.5 it is
assumed that u¯ > 0 is sufficiently small and k is sufficiently large. Before we state
the theorem, in the following remark we comment on condition (76) that appears
in the statement of the Theorem and explain why it can be satisfied for all a > 0 if
u¯ > 0 is sufficiently small and k is sufficiently large.
Remark 4.4 For k > 0 and u¯0 > 0 define
K∂(k, u¯0) = 2
[
4
k2
+
2 u¯0
k
+ θ
u¯40 + 3a
2u¯20 +
2
k
a2u¯0
2(a2 − u¯20)
+
5
2
θ
k2
+
θ
k
3a2u¯0 − u¯
3
0
a2 − u¯20
]2
.
(74)
Then (74) implies
lim
u¯0→0+
K∂(k, u¯0) = lim
u¯0→0+
2
[
4
k2
+
5
2
θ
k2
]2
=
2
k4
[
4 +
5
2
θ
]2
.
This in turn implies that
lim
u¯0→0+
2 k2K∂(k, u¯0)−
[
a2 −
(
u¯0 +
2
k
)2]
=
4
k2
[
4 +
5
2
θ
]2
− a2 +
4
k2
.
Hence we have
lim
k→∞
lim
u¯0→0+
2 k2K∂(k, u¯0)−
[
a2 −
(
u¯0 +
2
k
)2]
= −a2 < 0.
This implies that if u¯0 > 0 is sufficiently small and k is sufficiently large, then
condition (76) with u¯(0) = u¯0 in Theorem 4.5 below holds. In fact, if u¯0 > 0 is
sufficiently small, for k = 1
u¯0
condition (76) holds, since
lim
k→∞
2 k2K∂
(
k,
1
k
)
−
[
a2 −
(
1
k
+
2
k
)2]
= −a2.
Theorem 4.5 (Exponential Decay of the H2-Lyapunov Function). Let a
real number γ ∈ (0, 12 ] be given. Choose a real number k > 0 such that
1
a k
< 1− γ. (75)
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Let a stationary subsonic state u¯(x) ∈ C2(0, L) be given that satisfies (23). Assume
that for all x ∈ L we have u¯(x) ∈ (0, γ a) . Assume that for K∂(k, u¯0) as defined in
(74) we have
2 k2K∂(k, u¯(0)) ≤ a
2 −
(
u¯(0) +
2
k
)2
. (76)
Assume that ‖u¯‖C2([0,L]) is sufficiently small such that ‖u¯‖C([0,L]) < ε1(2 k
2) (with
ε1 from Lemma 4.1) and (41) holds.
Let T > 0 be given. If the initial data satisfies
‖(ϕ(x), ψ(x))‖C2([0,L])×C1([0,L]) ≤ ε0(T ) (77)
and the C2-compatibility conditions at the points (t, x) = (0, 0) and (t, x) = (0, L).
the initial-boundary value problem (73) for u˜ has a unique classical solution u˜ ∈
C2([0, T ]× [0, L]). Problem (25),(29),(30),(31) has a unique classical solution u ∈
C2([0, T ]× [0, L]) that satisfies the a priori estimate (33). Since ε1(υ) from Lemma
4.1 with υ = 2 k2 and ε2 from Lemma 4.2 are independent of T , we can choose
the constant ε0(T ) > 0 from Lemma 3.1 sufficiently small such that the a priori
estimate (33) implies that
‖u‖C([0,T ]×[0,L]) ≤ min{ε1(2 k
2), ε2} (78)
and for all t ∈ [0, T ], x ∈ [0, L] we have the inequalities
|u(t, x)| ≤ min
{
γ a− |u¯(x)|, |u¯(x)|,
1
k
}
and |ux(t, x)| ≤ min
{
1,
1
k
}
. (79)
Moreover, choose ε0(T ) and u¯ sufficiently small such that
κ := max
t∈[0,T ]
(P0(TLi(t)) + P1(TLi(t)))(1 + L
2)
(
1
K1
+
1
K˜1
)
+ 2 k2CE1(u¯(0))
L
K1
≤
1
4 eLk
(80)
with the functions P0, P1 and CE1 defined in (101), (110), (117) and
TLi(t) = max
x∈[0,L]
{|u(t, x)|, |ux(t, x)|, |ut(t, x)|, |u¯(x)|, |u¯
′(x)|} . (81)
Define the number
µ =
1
2 eLk
− κ ≥
1
4 eLk
. (82)
Then we have
E1(t) ≤ E1(0) exp (−µ t) for all t ∈ [0, T ], (83)
E(t) ≤ E(0) exp (−µ t) for all t ∈ [0, T ] (84)
that is E1(t) and E(t) as defined in (36) are strict Lyapunov functions for our
control system (73).
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Remark 4.6 Theorem 4.5 states that if u¯ > 0 is sufficiently small and k is suffi-
ciently large for sufficiently small initial data the Lyapunov function decays expo-
nentially and the decay rate is at least µ0 =
1
4 eLk which is independent of u¯ and
T , since the conditions on k do not depend on T . For arbitrarily large T , we can
always achieve this decay rate µ0 for sufficiently small initial data. With this decay
rate, it is possible to determine a time T0 > 0 when the size of the H
2 ×H1–norm
of the solution is reduced at least by a factor 1/3. In fact let
T0 = 4 eLk ln
(
9 (1 + 2L2)
Kmax
Kmin
)
(85)
with Kmax from (68) and Kmin from (70). Then due to (71) and (72) we have
‖(u(T0, ·), ut(T0, ·))‖
2
H2(0,L)×H1(0,L)
=
∫ L
0
u2(T0, x) + u
2
x(T0, x) + u
2
xx(T0, x) + u
2
t (T0, x) + u
2
tx(T0, x) dx
≤
1 + 2L2
Kmin
E(T0).
If the assuption of Theorem 4.5 hold for the time interval [0, T0], by (84) and (69)
this yields
‖(u(T0, ·), ut(T0, ·))‖
2
H2(0,L)×H1(0,L)
≤
1 + 2L2
Kmin
E(0) exp (−µ0 T0)
≤ (1 + 2L2)
Kmax
Kmin
exp (−µ0 T0) ‖(ϕ(x), ψ(x))‖
2
H2(0,L)×H1(0,L)
=
1
9
‖(ϕ(x), ψ(x))‖2H2(0,L)×H1(0,L)
=
1
9
‖(u(0, ·), ut(0, ·))‖
2
H2(0,L)×H1(0,L).
Corollary 4.7 (Exponential Decay of the H2-Norm and the C1-Norm)
Under the assumptions of Theorem 4.5, for the semi-global classical solution u of
the mixed initial-boundary value problem (25), (29), (30), (31) the H2-norm decays
exponentially with time on [0, T ]. More precisely, there exists a constant η1 > 0 that
is independent of T such that for any t ∈ [0, T ] the inequality
‖(u(t, ·), ut(t, ·))‖H2(0,L)×H1(0,L) ≤ η1‖(ϕ(x), ψ(x))‖H2(0,L)×H1(0,L) exp
(
−
µ
2
t
)
(86)
holds. Furthermore, there exists a constant η2 > 0 that is independent of T such
that for any t ∈ [0, T ] the C1-norm of the solution satisfies
‖(u(t, ·), ut(t, ·))‖C1[0,L]×C0[0,L] ≤ η2‖(ϕ(x), ψ(x))‖H2(0,L)×H1(0,L) exp
(
−
µ
2
t
)
.
(87)
Due to (82), this implies that for T sufficiently large we have
‖(u(T, ·), ut(T, ·))‖H2(0,L)×H1(0,L) ≤
1
2
‖(ϕ(x), ψ(x))‖H2(0,L)×H1(0,L) (88)
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and
‖(u(T, ·), ut(T, ·))‖C1[0,L]×C0[0,L] ≤
1
2
‖(ϕ(x), ψ(x))‖H2(0,L)×H1(0,L). (89)
The proofs of Theorem 4.5 and Corollary 4.7 are given in Section 5.
5 Proofs of Theorem 4.5 and Corollary 4.7
In this section we prove Theorem 4.5 and Corollary 4.7 from Section 4.2. For the
proof, we consider the time derivative of the Laypunov function E(t).
5.1 Time derivative of the Lyapunov function
First we consider the evaluation of the time derivative of the Lyapunov function
E(t).
Lemma 5.1 Let the assumptions of Theorem 4.5 hold. Then the time-derivative
of E1 is given by the following equation:
d
dt
E1(t) = I1 + I2 + I3
with
I1 =
∫ L
0
h2x (a
2 − (u¯+ u)2)u2x + h2x u
2
t dx, (90)
I2 =
∫ L
0
2 h1(u¯
′ + ux)u
2
t − 2 h1 (u¯+ u)ut u
2
x + 4 h1(u¯ + u)(u¯
′ + ux)uxut
+ 2 h1 F ut − 2 h2 ut u
2
x − 2 h2 (u¯+ u)(u¯
′ + ux)u
2
x − 2 h2 F ux dx, (91)
I3 = [(a
2 − (u¯+ u)2)(2 h1 ux ut − h2 u
2
x)− (2 h1 (u¯+ u) + h2)u
2
t ]
L
x=0. (92)
Proof 5.1 With the notation dˆ = a2 − (u¯ + u)2 we have dˆt = −2(u¯+ u)ut,
dˆx = −2(u¯+ u) (u¯
′ + ux) and
E1(t) =
∫ L
0
h1
(
dˆ u2x + u
2
t
)
− 2 h2
(
(u¯+ u)u2x + ut ux
)
dx.
Hence differentiation yields
d
dt
E1(t) =
∫ L
0
2 h1
[
(utt − (u¯+ u)u
2
x)ut + dˆ ux uxt
]
− 2 h2
[
ut u
2
x + (utt + 2(u¯+ u)uxt)ux + ut uxt
]
dx.
Now integration by parts for the term dˆ ux uxt =
(
dˆ ux
)
(ut)x yields the equation
d
dt
E1(t) =
∫ L
0
2 h1
[
utt − dˆ uxx − dˆx ux − (u¯+ u)u
2
x
]
ut
− 2 h2
[
ut u
2
x + (utt + 2(u¯+ u)uxt)ux + ut uxt
]
dx+
[
2 h1 dˆ ux ut
]L
x=0
.
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Hence we get the equation
d
dt
E1(t) =
∫ L
0
2 h1
[
(utt − dˆ uxx)ut − dˆx ux ut − (u¯+ u)u
2
xut
]
− 2 h2
[
utu
2
x + (utt + 2(u¯+ u)utx)ux + ututx
]
dx
+
[
2h1 dˆ ux ut
]L
x=0
.
By the partial differential equation (25) we have utt − dˆ uxx = F − 2(u¯+ u)utx and
obtain
d
dt
E1(t) =
∫ L
0
2h1
[
(F − 2(u¯+ u)utx)ut + 2(u¯+ u)(u¯
′ + ux)utux − (u¯ + u)ut u
2
x
]
− 2h2
[
(F + dˆ uxx)ux + ut u
2
x + ut utx
]
dx+
[
2 h1 dˆ ux ut
]L
x=0
.
(93)
Using integration by parts we obtain the identities∫ L
0
−4h1(u¯+ u)ututx dx =
∫ L
0
−2h1(u¯+ u)(u
2
t )x dx
= [−2h1u
2
t (u¯+ u)]
L
x=0 +
∫ L
0
2 (h1(u¯+ u))xu
2
t dx
and ∫ L
0
−2 h2 dˆ uxuxx − 2 h2 ut utx dx =
∫ L
0
−h2 dˆ (u
2
x)x − h2 (ut)
2
x dx
= [−h2 dˆ u
2
x − h2 u
2
t ]
L
x=0 +
∫ L
0
h2x dˆ u
2
x − 2 h2(u¯+ u)(u¯
′ + ux)u
2
x + h2x (ut)
2 dx.
Using these identities we obtain the equation d
dt
E1(t) = I1 + I2 + I3. Here, I3
contains all the terms coming from the boundary and I1 =
∫ L
0
h2x dˆ u
2
x + h2x u
2
t dx
contains all the terms where h2x appears. The remaining terms appear in I2.
Similarly the next lemma is proved, where the time derivative of E2 is considered.
Lemma 5.2 Let the assumption of Theorem 4.5 hold. Then the following equation
holds:
d
dt
E2(t) = I˜1 + I˜2 + I˜3 (94)
with
I˜1 =
∫ L
0
h2x (a
2 − (u¯+ u)2)u2xx + h2x u
2
tx dx, (95)
I˜2 =
∫ L
0
4 h2 (u¯
′ + ux)uxx utx − 2 h2 ut u
2
xx + 2 h2 (u¯+ u) (u¯
′ + ux)u
2
xx
− 2h2 Fx uxx − 2h1 (u¯ + u)ut u
2
xx − 2h1 (u¯
′ + ux)u
2
tx + 2h1 Fx utx dx,(96)
I˜3 = [(a
2 − (u¯+ u)2)(2h1 uxx utx − h2 u
2
xx)− (2 h1 (u¯+ u) + h2)u
2
tx]
L
x=0.(97)
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Proof 5.2 Again using the notation dˆ = a2 − (u¯+ u)2 we have
d
dt
E2(t) =
∫ L
0
2 h1
[
uttx utx − (u¯ + u)u
2
xx ut + dˆ uxx uxxt
]
− 2 h2
[
ut u
2
xx + (uttx + 2(u¯+ u)uxxt)uxx + utx utxx
]
dx.
Integration by parts for the term dˆ uxx uxxt =
(
dˆ uxx
)
(utx)x yields the equation
d
dt
E2(t) =
∫ L
0
2 h1
[
uttx utx − (u¯ + u)u
2
xx ut − dˆ uxxx utx − dˆx uxx utx
]
dx
+
[
2 h1 dˆ uxx utx
]L
x=0
−
∫ L
0
2 h2
[
ut u
2
xx + (uttx + 2(u¯+ u)uxxt)uxx + utx utxx
]
dx.
Hence we get the equation
d
dt
E2(t) =
∫ L
0
2 h1
[
(uttx − dˆ uxxx)utx − (u¯+ u)u
2
xx ut − dˆx uxx utx
]
dx
+
[
2 h1 dˆ uxx utx
]L
x=0
−
∫ L
0
2 h2
[
ut u
2
xx + (uttx + 2(u¯+ u)uxxt)uxx + utx utxx
]
dx.
By the partial differential equation (25) we have
uttx − dˆ uxxx = dˆx uxx + Fx − 2(u¯
′ + ux)utx − 2(u¯+ u)utxx
and obtain
d
dt
E2(t) =
∫ L
0
2 h1
[ (
dˆx uxx + Fx − 2(u¯
′ + ux)utx − 2(u¯+ u)utxx
)
utx
− (u¯+ u)u2xx ut − dˆx uxx utx
]
dx+
[
2 h1 dˆ uxx utx
]L
x=0
−
∫ L
0
2 h2
[
ut u
2
xx +
(
dˆ uxxx + dˆx uxx + Fx − 2 (u¯
′ + ux)utx
)
uxx + utx utxx
]
dx
=
∫ L
0
2 h1
[
(Fx − 2(u¯
′ + ux)utx − 2(u¯+ u)utxx) utx − (u¯+ u)u
2
xx ut
]
dx
+
[
2 h1 dˆ uxx utx
]L
x=0
−
∫ L
0
2 h2
[
ut u
2
xx +
(
dˆ uxxx + dˆx uxx + Fx − 2 (u¯
′ + ux)utx
)
uxx + utx utxx
]
dx.
Using integration by parts we obtain the identities∫ L
0
−2 h2
(
dˆ uxxx + dˆx uxx
)
uxx − 2 h2 utx utxx dx
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=∫ L
0
−h2 dˆ (u
2
xx)x − 2 h2 dˆx (uxx)
2 − h2 (u
2
tx)x dx
=
∫ L
0
h2xdˆ u
2
xx + h2xu
2
tx + 2 h2 (u¯+ u)(u¯
′ + ux)u
2
xx dx
+
[
−h2 dˆ u
2
xx − h2 u
2
tx
]L
x=0
and∫ L
0
−4h1(u¯+ u)utx utxx dx = [−2 h1 (u¯+ u)u
2
tx]
L
x=0 +
∫ L
0
2 h1 (u¯
′ + ux)u
2
tx dx.
Using these identities we obtain d
dt
E2(t) = I˜1+ I˜2+ I˜3 where I˜3 contains all the
terms coming from the boundary and I˜1 =
∫ L
0 h2x dˆ u
2
xx+h2x u
2
tx dx contains all the
terms where h2x appears.
5.2 Proof of Theorem 4.5
Proof 5.3 In the proof, we use Lemma 4.1. Therefore we assume that u¯ is suffi-
ciently small in the sense that (41) holds. Moreover, we use Lemma 4.2. Therefore
we assume that ε0(T ) > 0 is sufficiently small such that (78) holds. We have
d
dt
E(t) =
d
dt
E1(t) +
d
dt
E2(t). (98)
First we consider d
dt
E1(t) = I1 + I2 + I3. Define µ2 =
1
L
. By the definition of h2
in (35) we have (h2)x = −µ2 h2 and thus
I1 = −
∫ L
0
(
a2 − (u¯+ u)2
)
µ2 h2 u
2
x + µ2 h2 u
2
t dx. (99)
For all x ∈ [0, L] we have µ2 h2(x) ≥
1
eL hence we have
I1 ≤ −
1
2 eLk
∫ L
0
2 h1 (a
2 − (u¯+ u)2)u2x + 2 h1 u
2
t dx.
Thus, by (63) we have
I1 ≤ −
1
2 eLk
E1(t). (100)
Now we consider the term I2 as defined in (91). Note that due to (28), each of
the terms that are added in I2, in particular F ut and F ux, contains a second order
term of u, ut, ux as a factor, that is u ut, u ux, ux ut, u
2
x or u
2
t .
More precisely, the terms that appear as factors are either third order terms
utu
2
x, uxu
2
t , u
3
x, uu
2
x, uuxut, uu
2
t or terms of the form θu¯ uut, θu¯ uux , θu¯ uxut,
θu¯ u2x or θu¯ u
2
t . Since we have h1(x) = k and maxx∈[0,L] |h2(x)| = 1, the definition
of I2 implies that there exists a continuous function P0 with P0(0) = 0 such that we
have an estimate of the form
I2 ≤ P0
(
max
x∈[0,L]
{|u(t, x)|, |ux(t, x)|, |ut(t, x)|, |u¯(x)|}
)∫ L
0
(
u2 + u2t + u
2
x
)
dx.
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In fact, the definitions of I2, F and F˜ imply that we can choose
P0(t) = 4 k t
2 + 2k
(
1 +
θ
2
)
t+ 4 k
(
1 +
θ
2
)
t2 + 2t+ 4
(
1 +
θ
2
)
t2
+ 2(k + 1)
[
θ2
3a4t4 + 2a2t6 + t8
2(a2 − t2)3
+ θ
a2t
a2 − t2
+ θ
t4 + 3a2t2
2(a2 − t2)
+ θ2
2t7 + 3a2t5 + 3a4t3
4(a2 − t2)3
t+ 2t2 + θ
3a2t+ t3
a2 − t2
t
+ 2t+ 2t2 +
3
2
θt2 + θt
]
. (101)
Using (72), and then (60), (61) we obtain the inequality
I2 ≤ P0 (TLi(t)) (1 + L
2)
∫ L
0
(
u2t + u
2
x
)
dx
≤ P0 (TLi(t)) (1 + L
2)
(
1
K1
+
1
K˜1
)
E1(t). (102)
Now we focus on the boundary term I3. We use the notation u¯0 := u¯(0) and
u¯L := u¯(L). Since k > 0, by the boundary conditions (30), (31) we have
I3 = I
L
3 − I
0
3 (103)
where
IL3 = −(a
2 − u¯2L) e
−1u2x(t, L) (104)
I03 =
(
a2 −
(
(u¯0 + u(t, 0)) +
1
k
)2 )
u2x(t, 0). (105)
Since (79) holds, we have |u¯0 + u(t, 0)| ≤ |u¯0|+ γ a− |u¯0| = γa ≤ a−
1
k
. Hence we
have I03 ≥ 0. Since I
L
3 ≤ 0, due to (103) this implies
I3 ≤ 0. (106)
Then inequalities (100), (102) and (106) yield
d
dt
E1(t) ≤ −
1
2 eLk
E1(t) + P0 (TLi(t)) (1 + L
2)
(
1
K1
+
1
K˜1
)
E1(t)
= −
(
1
2 eLk
− P0 (TLi(t)) (1 + L
2)
(
1
K1
+
1
K˜1
))
E1(t). (107)
With (80) this implies that E1(t) is a strict Lyapunov function and (83) holds.
Similarly, for I˜1, we infer
I˜1 = −
∫ L
0
(a2 − (u¯+ u)2)µ2 h2 u
2
xx + µ2 h2 u
2
tx dx
≤ −
1
2 eLk
∫ L
0
(a2 − (u¯+ u)2) 2 h1 u
2
xx + 2 h1 u
2
tx dx.
Hence (67) yields
I˜1 ≤ −
1
2 eLk
E2(t). (108)
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Now we consider I˜2 as defined in (96). All the terms that are added in I˜2 are contain
factors uxx utx, u
2
xx, u
2
tx, Fx uxx, Fx utx. Except for Fx uxx, Fx utx, it can easily
be seen that the coefficients that are multiplied with these quadratic terms become
arbitrarily small if if TLi(t) as defined in (81) is sufficiently small.
Now we have a closer look at Fx. From (28), we have
Fx = −2uxutx − 2utuxx − 2u
3
x − 4uuxuxx − 3θuu
2
x −
3
2
θu2uxx − θuxut − θuutx
− θ3
9a6u¯3 − 2u¯9 − 6a4u¯5 − 11a2u¯7
8(a2 − u¯2)4
u2 − θ2
u¯7 + 6a4u¯3 − 3a2u¯5
2(a2 − u¯2)3
uux
− θ
u¯3
a2 − u¯2
u2x − 4u¯uxuxx − θ
3a2u¯− u¯3
a2 − u¯2
(u2x + uuxx)
− θ3
6a6u¯6 + 4a2u¯10 − u¯12 − 3a4u¯8
2(a2 − u¯2)5
u− θ2
a4u¯3 + a2u¯5
2(a2 − u¯2)3
ut − θ
2 3a
4u¯4
(a2 − u¯2)3
ux
− θ
a2u¯
a2 − u¯2
utx − θ
3a2u¯2 + u¯4
2(a2 − u¯2)
uxx.
Also in Fx uxx, Fx utx all the terms that are added contain quadratic factors uxx utx,
u2xx, u
2
tx, ux uxx, ux utx, ut uxx, ut utx, u uxx, u utx and the coefficients that are
multiplied with these factors become arbitrarily small if if TLi(t) as defined in (81)
is sufficiently small. Thus similar as in the estimate of I2, we can find a continuous
function P1(t) with P1(0) = 0 such that using (72), and then (60), (61) we obtain
the inequality
I˜2 ≤ P1 (TLi(t)) (1 + L
2)
∫ L
0
(
u2t + u
2
x + u
2
tx + u
2
xx
)
dx
≤ P1 (TLi(t)) (1 + L
2)
(
1
K1
+
1
K˜1
)
(E1(t) + E2(t)). (109)
In fact if we replace in the representation of Fx in each of the terms that are added
except for one factor the expressions u, ux, ut, uxx, utx, u¯ by t, and treat the other
terms from the definition of I˜2 in a similar way since h1 = k and |h2| ≤ 1 we can
choose
P1(t) = 8 t+ 2 t+ 8 t
2 + 4 k t2 + 4 k t
+ 2(k + 1)
[
θ3
9a6t2 + 2t9 + 6a4t5 + 11a2t7
8(a2 − t2)4
t+ θ2
t7 + 6a4t3 + 3a7
2(a2 − t2)3
t
+ θ
t3
a2 − t2
t+ 4t2 + θ
3a2t+ t3
a2 − t2
2t+ θ3
6a6t6 + 4a2t10 + t12 + 3a4t8
2(a2 − t2)5
+ θ2
a4t3 + a2t5
2(a2 − t2)3
+ θ2
3a4t4
(a2 − t2)3
+ θ
a2t
a2 − t2
+ θ
3a2t2 + t4
2(a2 − t2)
+ 2t+ 2t+ 2t2 + 4t2 + 3θt2 +
3
2
θt2 + θt+ θt
]
. (110)
For the boundary term I˜3, we use (25) in the form
(a2 − (u¯+ u)2)uxx = utt + 2(u¯+ u)utx − F.
In particular, for x = L due to (31) we have u(t, L) = ut(t, L) = utt(t, L) = 0,
hence at x = L we get
(a2 − u¯2L)uxx(t, L) = 0 + 2 u¯L utx(t, L)− F (t, L).
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Using (28) and the definition of F˜ we obtain
F (t, L) = −u¯L
(
3
2
θ u¯L + 4 u¯x(L)
)
ux(t, L)− 2 u¯L u
2
x(t, L).
Due to (79) this yields
|F (t, L)| ≤ u¯L
(
3
2
θ u¯L + 4|u¯x(L)|+ 2
)
|ux(t, L)|. (111)
We have
I˜3 = I˜
L
3 − I˜
0
3
where I˜03 is given in (118) and
I˜L3 =
[
2 k utx(t, L)−
1
e
uxx(t, L)
]
[2 u¯L utx(t, L)− F (t, L)]−
(
2 k u¯L +
1
e
)
u2tx(t, L)
=
[
2 k utx(t, L)−
1
e
2 u¯L utx(t, L)− F (t, L)
a2 − u¯2L
]
[2 u¯L utx(t, L)− F (t, L)]
−
(
2 k u¯L +
1
e
)
u2tx(t, L)
=
[
2 k u¯L −
1
e
a2 + 3u¯2L
a2 − u¯2L
]
u2tx(t, L)
+
[
1
e
4u¯L
a2 − u¯2L
− 2 k
]
utx(t, L)F (t, L)−
1
e
1
a2 − u¯2L
F (t, L)2.
With Cg(u¯L) as defined in (46) we have
Cg(u¯L) =
a2 − u¯2L
e u¯2L
1(
3
2 θ u¯L + 4 |u¯x(L)|+ 2
)2 = a2 − u¯2L
e u¯2L
(
2 + 32 θ u¯L +
2 θ u¯3
L
a2−u¯2
L
)2 > 0.
(112)
Then due to (111) we have Cg(u¯L)F (t, L)
2 ≤ (a2 − u¯2L) e
−1 u2x(t, L). Hence
(104) implies
IL3 + Cg(u¯L)F (t, L)
2 ≤
[
−
1
e
(a2 − u¯2L) +
1
e
(a2 − u¯2L)
]
u2x(t, L) = 0. (113)
Consider the matrix A˜3(u¯L) as defined in (47). With the notation F = F (t, L)
and utx = utx(t, L) we have
I˜L3 − Cg F
2 = −(utx, F ) A˜3(u¯L)
(
utx
F
)
.
Due to (78), Lemma 4.1 implies that the matrix A˜3(u¯L) is positive definite.
Thus I˜L3 − Cg F
2 ≤ 0. Due to (113) this yields
IL3 + I˜
L
3 = I
L
3 + Cg F
2(t, L) + I˜L3 − Cg F
2(t, L) ≤ 0. (114)
Now we look at I˜03 that depends on the values at x = 0 where the Neumann
condition (30) is prescribed and we have ut(t, 0) =
1
k
ux(t, 0), utt(t, 0) =
1
k
uxt(t, 0).
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Hence with the notation F (t, 0) = F (u(t, 0) , ux(t, 0), ut(t, 0) ) and u¯(t, 0) = u¯0 for
x = 0, (25) yields
uxx(t, 0) =
1 + 2 k (u¯0 + u(t, 0))
k (a2 − (u¯0 + u(t, 0))2)
utx(t, 0)−
1
(a2 − (u¯0 + u(t, 0))2)
F (t, 0).
(115)
Due to (28) we have for x = 0
F (t, 0) = −2
[
1
k
+ u¯0 + u
]
u2x
−
[
θ
u¯40 + 3a
2u¯20 +
2
k
a2u¯0
2(a2 − u¯20)
+
θ
k
u+
3
2
θ u2 + θ
3a2u¯0 − u¯
3
0
a2 − u¯20
u
]
ux
− θ2
3a4u¯40 − 2a
2u¯60 + u¯
8
0
2(a2 − u¯20)
3
u− θ2
2u¯70 − 3a
2u¯50 + 3a
4u¯30
4(a2 − u¯20)
3
u2.
Due to (79) this yields
|F (t, 0)| ≤ 2
[
2
k2
+
u¯0
k
]
|ux(t, 0)|
+
[
θ
u¯40 + 3a
2u¯20 +
2
k
a2u¯0
2(a2 − u¯20)
+
5
2
θ
k2
+
θ
k
3a2u¯0 − u¯
3
0
a2 − u¯20
]
|ux(t , 0)|
+
θ2
k
[
6ka4u¯40 − 4ka
2u¯60 + 2ku¯
8
0 + 2u¯
7
0 − 3a
2u¯50 + 3a
4u¯30
4(a2 − u¯20)
3
]
|u(t, 0)| .
With K∂(k, u¯0) as defined in (74) due to Young’s inequality we have
F (t, 0)2 ≤ K∂(k, u¯0)u
2
x(t, 0) + CE1(u¯0)u(t, 0)
2 (116)
with the constant
CE1(u¯0) = 2
θ4
k2
[
6ka4u¯40 − 4ka
2u¯60 + 2ku¯
8
0 + 2u¯
7
0 − 3a
2u¯50 + 3a
4u¯30
4(a2 − u¯20)
3
]2
. (117)
With the notation hB˜3(t) = u¯0 + u(t, 0) using (115) we obtain
I˜03 = −
1
a2 − hB˜3(t)
2
F 2(t, 0) + 2
(
1 + 2k hB˜3(t)
k (a2 − hB˜3(t)
2)
− k
)
F (t, 0)utx(t, 0)
+
(
1 + 2 k hB˜3(t)−
(1 + 2 k hB˜3(t))
2
k2 (a2 − hB˜3(t)
2)
)
u2tx(t, 0). (118)
For υ := 2 k2 > k2 we have
I˜03 + υ F (t, 0)
2 = (utx(t, 0), F (t, 0)) B˜3(hB˜3(t))
(
utx(t, 0)
F (t, 0)
)
with the matrix B˜3(hB˜3(t)) from (45). Since we have assumed that |u¯0| < ε1(2 k
2)
and |u(t, 0)| < ε1(2 k
2), by the definition of hB˜3(t) this implies |hB˜3(t)| < 2 ε1(2 k
2)
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hence Lemma 4.1 implies that the matrix B˜3(hB˜3(t)) is positive definite. Thus we
have I˜03 + υ F (t, 0)
2 ≥ 0. Hence due to (105), (79), (116) and (76) we have
I03 + I˜
0
3 = I
0
3 − 2 k
2 F (t, 0) + I˜03 + 2 k
2 F (t, 0)
≥ I03 − 2 k
2 F (t, 0)
≥
(
a2 −
(
u¯0 +
2
k
)2
− 2 k2K∂(k, u¯0)
)
u2x(t, 0)− 2 k
2 CE1(u¯0)u(t, 0)
2
≥ −2 k2CE1(u¯0)u(t, 0)
2.
Due to the Dirichlet boundary condition (31) we have
u(t, 0)2 = |u(t, 0)− u(t, L)|2 =
∣∣∣∣∣
∫ L
0
ux(t, s) ds
∣∣∣∣∣
2
≤ L
∫ L
0
u2x(s) ds ≤
L
K1
E1(t)
where the last inequality follows from (60). This yields
I03 + I˜
0
3 ≥ −2 k
2CE1(u¯0)
L
K1
E1(t). (119)
We have
d
dt
E(t) = I1 + I2 + I˜1 + I˜2 + (I
L
3 + I˜
L
3 )− (I
0
3 + I˜
0
3 ).
Then inequalities (100), (102), (108), (109), (114) and (119) yield
d
dt
E(t) ≤ −
[
1
2 eLk
− P0 (TLi(t)) (1 + L
2)
(
1
K1
+
1
K˜1
)]
E1(t)
−
[
1
2 eLk
− P1 (TLi(t)) (1 + L
2)
(
1
K1
+
1
K˜1
)]
E2(t) (120)
+
[
P1 (TLi(t)) (1 + L
2)
(
1
K1
+
1
K˜1
)
+ 2 k2CE1(u¯0)
L
K1
]
E1(t).
Note that due to (33), TLi(t) becomes arbitrarily small if the norm of the initial
data and of u¯ is sufficiently small. Define the number κ > 0 as in (80) and µ as in
(82). Then (120) and the definition of µ yield
d
dt
E(t) ≤ −µE(t) for all t ∈ [0, T ], (121)
which implies inequality (84).
5.3 Proof of Corollary 4.7
Now we present the proof of Corollary 4.7.
Proof 5.4 For all t ∈ [0, T ] the inequalities (71) and (72) for the H2-Lyapunov
function E(t) defined in (36) imply the following inequalities
‖u(t, ·)‖H2(0,L) ≤
√
1 + 2L2
Kmin
√
E(t), (122)
‖ut(t, ·)‖H1(0,L) ≤
√
1
Kmin
√
E(t). (123)
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Inequality (69) implies for t = 0:√
Kmax ‖(u(0, ·), ut(0, ·))‖H2(0,L)×H1(0,L) ≥
√
E(0). (124)
With the positive constants
τ1 :=
Kmin
1 + 2L2
, τ2 := Kmax , η1 := 2
√
τ2/τ1, (125)
the inequalities (122), (123), (84), (124) imply the estimate (86).
The inequality (87) follows from (86) and the Sobolev embedding H2((0, L)) →֒
C1([0, L]) and H1((0, L)) →֒ C0([0, L]), see ([3],[34]).
Theorem 4.5 implies that for all T > 0 the decay rate µ = 14 eLk can be achieved
for sufficiently small initial data. With this decay rate, for
T ≥ max
i∈{1, 2}
8 eLk ln(2 ηi), (126)
and i ∈ {1, 2} we have the inequality ηi exp
(
−µ2 T
)
≤ 12 . Hence the inequalities
(86) and (87) imply the inequalities (88) and (89).
6 Global solutions
In this section we show that the exponential decay of the Lyapunov function defined
in (36) implies that the solution exists global in time without losing regularity, that
is it keeps the regularity of the initial state.
Let us first observe that (9) implies that the eigenvalues λ− = (−a+ u¯+ u) and
λ+ = (a+ u¯+ u) do not depend on the derivatives of u. Therefore for a given value
of T > 0, (s, x, t) ∈ [0, T ]× [0, L]× [0, T ], the field of characteristic curves ξu±(s, x, t)
corresponding to u ∈ C1([0, T ]× [0, L]) defined by the integral equation
ξu±(s, x, t) = x± a(s− t) +
∫ s
t
u¯(ξu±(τ, x, t)) + u(τ, ξ
u
±(τ, x, t)) dτ ∈ [0, L] (127)
is well-defined for a C1-function u if u¯ and u have sufficiently small C1-norm.
In order to obtain a semi-global C1-solution of (25), (30), (31) in the sense of
integral equations along these characteristic curves, the boundary condition (30) at
x = 0 is written in the form of the integral equation
u(t, 0) = u(0, 0) +
1
k
∫ t
0
ux(s, 0) ds. (128)
To be precise we define (r+, r−) = (R+ − R¯+, R− − R¯−). Then we have u =
− 12 (r+ + r−). Thus the boundary condition (31) at x = L is equivalent to
r−(t, L) = −r+(t, L) (129)
and (128) is equivalent to
r+(t, 0) = −r−(t, 0)+(r+(0, 0)+r−(0, 0))+
1
k
∫ t
0
(r+)x(s, 0)+(r−)x(s, 0) ds. (130)
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Due to (10), (r+, r−) satisfies the system in diagonal form
∂t
(
r+
r−
)
+ Dˆ(R¯+ + r+, R¯− + r−) ∂x
(
r+
r−
)
(131)
= Sˆ(R¯+ + r+, R¯− + r−)− Sˆ(R¯+, R¯−) (132)
+
[
Dˆ(R¯+, R¯−)− Dˆ(R¯+ + r+, R¯− + r−)
]
∂x
(
R¯+
R¯−
)
. (133)
Let tu±(x, t) ≤ t denote the time where ξ
u
±(s, x, t) hits the boundary of [0, T ]× [0, L].
Then (11) implies that (r+, r−) satisfy the integral equations
r±(t, x) = r±(t
u
±(x, t), ξ
u
±(t
u
±(x, t), x, t))
+
∫ t
tu
±
(x,t)
p±(r+ + r−)(s, ξ
u
±(s, x, t)) ds
with
p±(z) =
θ
2
[
1
4
z2 − u¯ z] +
1
2
[∂xR¯±]z. (134)
Now we consider the initial boundary value problem with initial data for (r+, r−)
at t = 0, the equation in diagonal form (131)-(133) and the boundary conditions
(129), (130).
Let a time T > 0 be given such that (88) holds. With initial data for (r+, r−)
in [C1([0, L])]2 at t = 0 that are sufficiently small (with respect to the C1-norm),
compatible to u and satisfy the C1–compatibility conditions for (129), (130), as in
[27] we obtain a semi-global classical solution (r+, r−) ∈ C
1([0, T ] × [0, L]). Thus
we also get a continuously differentiable function u = − 12 (r+ + r−) for (t, x) ∈
[0, T ]× [0, L].
If our initial data for (r+, r−) at t = 0 are more regular, namely in [H
2(0, L)]2
and satisfy the assumptions that we just mentioned, they generate a solution that
is more regular than the classical solution in general: For all t ∈ [0, T ] the second
partial derivatives (∂xxr+, ∂xxr−) are in L
2(0, L). This can be seen as follows.
For initial data with sufficiently small H2-norm also the C1-norm is small. Thus
we know that a classical semi-global solution exists on [0, T ] and we can fix the
corresponding characteristic curves. As a consequence, we obtain a semilinear evo-
lution for (∂xxr+, ∂xxr−) with fixed characteristic curves. The evolution of ∂xxr±
is governed by the integral equation
∂xxr±(t, x) = ∂xxr±(t
u
±(x, t), ξ
u
±(t
u
±(x, t), x, t))
+
∫ t
tu
±
(x,t)
P±(r+, r−, ∂xr+, ∂xr−, ∂xxr+, ∂xxr−)(s, ξ
u
±(s, x, t)) ds
with a polynomial P± (with C
1-coefficients, similar to p±) that is affine linear with
respect to ∂xxr±. We can consider t
u
±(x, t), ξ
u
±(s, x, t), r+, r−, ∂xr+, ∂xr− as given
continuous functions. Then ∂xxr±(t, ·) ∈ L
2(0, L) is given as the solution of a family
of linear integral equations. Thus we can show that ∂xxr±(t, ·) ∈ L
2(0, L) for all
t ∈ [0, T ]. This implies that the lifespan of the H2-solution only depends on the
C1-norm of (r+, r−), so in particular it is well-defined on the time interval [0, T ].
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Thus we can construct a global H2-solution as follows:
Since we have chosen T > 0 such that (88) holds, for nonzero initial data (ϕ, ψ)
with sufficiently small H2 × H1-norm, we obtain an H2-solution on [0, T ] as de-
scribed above and due to (88) the H2×H1 norm of (u(T, ·), ut(T, ·)) is less than the
H2 ×H1 norm of (u(0, ·), ut(0, ·)). Thus we can start our construction again with
initial data (u(T, ·), ut(T, ·)) where the H
2 ×H1 norm has been decreased at least
by a factor 12 to obtain an H
2-solution on the time interval [T, 2T ]. By repeating
the procedure iteratively, for initial data (ϕ, ψ) with sufficiently small H2 × H1-
norm, we thus obtain a solution that is well defined for all t > 0. Moreover, Lemma
2 in [20] implies that the H2 ×H1-norm of the solution decays exponentially with
time. In addition, Theorem 4.5 implies that also the Lyapunov function E(t) decays
exponentially with time. The above considerations yield the following result.
Theorem 6.1 (Global Exponential Decay of the H2-Lyapunov Function).
Let a stationary subsonic state u¯(x) ∈ C2(0, L) be given that satisfies (23). Let
γ ∈ (0, 1/2] be given. Assume that for all x ∈ L we have u¯(x) ∈ (0, γ a). Choose
a real number k > 1(1−γ)a . Assume that u¯ is sufficiently small and k sufficiently
large such that for K∂(k, u¯(0)) as defined in (74) condition (76) holds. Assume
that ‖u¯‖C2([0,L]) is sufficiently small such that ‖u¯‖C([0,L]) < ε1(2 k
2) and (41) holds.
Choose ε2 as in Lemma 4.2. Define T as in (126).
Choose a real number ε˜0 ∈ (0, ε0(T )) sufficiently small such that for all initial
data that satisfies
‖(ϕ(x), ψ(x))‖H2([0,L])×H1([0,L]) ≤ ε˜0 (135)
and the C1-compatibility conditions at the points (t, x) = (0, 0) and (t, x) = (0, L)
the solution of problem (25),(29),(30),(31) exists on the time-interval [0, T ]. More-
over, assume that ε˜0 > 0 and u¯ are sufficiently small such that (78), (79) and (80)
hold.
If the initial data satisfies (135), the mixed initial-boundary value problem (73)
((25), (29), (30), (31) respectively) has a unique solution u ∈ L∞((0,∞), H2[0, L])
with ut ∈ L
∞((0,∞), H1[0, L]). For the number µ ∈ [ 14 eLk ,
1
2 eLk ) defined in (82)
we have the inequality
E(t) ≤ E(0) exp (−µ t) for all t > 0 (136)
with the strict Lyapunov function E(t) as defined in (36). Moreover, we have
E1(t) ≤ E1(0) exp (−µ t) for all t > 0.
7 Summary and outlook
In this paper we have considered a quasilinear wave equation for the velocity of a
gas flow that is governed by the isothermal Euler equations with friction. We have
presented a method of boundary feedback stabilization to stabilize the velocity
locally around a given stationary state. For the proof, we have introduced a strict
H2-Lyapunov function (see (36)).
We have shown that, for initial conditions with sufficiently small C2 ×C1-norm
and for appropriate boundary feedback conditions, theH2×H1-norm of the solution
decays exponentially with time. In addition, we have shown that with our velocity
feedback law, for initial data with sufficiently small H2 × H1-norm the solution
exists globally in time and the H2 ×H1-norm of the solution decays exponentially.
In this paper, the strict H2-Lyapunov function is used to prove the stability of
the solution. It would also be interesting to consider other types of Lyapunov func-
tions, such as weak Lyapunov functions. Moreover, when a disturbance is consid-
ered, Input-to-State Stability Lyapunov functions should be studied (see [29],[30]).
We have presented our stabilization method for a single pipe applying an active
control at an end of the pipe. Some additional work is required to extend this
method to more complicated gas networks. For the stabilization of networks it is
often necessary to apply an active control in the interior of the networks. The
well-posedness of systems of balance laws on networks is studied in [17]. For a
star-shaped network of vibrating strings governed by the wave equation, a method
of boundary feedback stabilization is presented in [19], where not for each string an
active control is necessary. A related open problem is the feedback stabilization of
more complicated pipe networks with leaks. Moreover, also feedback stabilization of
second-order hyperbolic equations with time-delayed controls is worth to be studied.
For wave equations, this has been done in [14] and in [31] and for the isothermal
Euler equations with an L2-Lyapunov function in [15]. In the current paper we have
considered an ideal gas with constant sound speed. It would be interesting to look
at more realistic models of gas where the sound speed also depends on the pressure.
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