We use nine years of γ-ray data provided by the Fermi Large Area Telescope (LAT) to systematically study the light curves of more than two thousand active galactic nuclei (AGN) included in recent Fermi-LAT catalogs. Ten different techniques are used, which are organized in an automatic periodicity-search flow, in order to search for evidence of periodic emission in γ rays. Understanding the processes behind this puzzling phenomenon will provide a better view about the astrophysical nature of these extragalactic sources. However, the observation of temporal patterns in γ-ray light curves of AGN is still challenging. Despite the fact that there have been efforts on characterizing the temporal emission of some individual sources, a systematic search for periodicities that considers large samples of sources is missing. Our analysis finds 11 AGN, of which 9 are identified for the first time, showing periodicity at more than 4σ in at least four algorithms. These findings will help in solving questions related to the astrophysical origin of this periodic behavior.
INTRODUCTION
One conclusion after decades of multiwavelength observations is that supermassive black holes (SMBHs) are present at the centers of most galaxies (e.g., Soltan 1982; Cavaliere and Padovani 1989; Chokshi and Turner 1992) . A fraction of these galactic centers has the environmental conditions in terms of a dense accretion disk to feed the SMBH, transforming such objects into powerful emitters known as AGN (e.g., Wiita 2006) . E-mails: ppenil@ucm.es, alberto.d@ucm.es These emissions are characterized by variability on different time scales and can emerge in the form of relativistic jets in some sources (e.g., Sartori et al. 2019 ). The light curves (LCs) of these sources show temporal behavior, which may or may not display a specific pattern. For instance, finding periodic emission in a source can provide information about its astrophysical nature. Possible explanations of periodic behavior in AGN emissions are lighthouse effects in jets (e.g. Camenzind and Krockenberger 1992) , modulations in the accretion flow (e.g. Gracia et al. 2003) , or the existence of binary SMBHs (e.g., Sobacchi et al. 2016; Celoria et arXiv:2002 .00805v1 [astro-ph.HE] 3 Feb 2020 ). Furthermore, predictions of future flux modulations may help in scheduling more efficient observations with Imaging Atmospheric Cerenkov Telescopes, which have limited fields of view and observing duty cycles (e.g., VERITAS, MAGIC, H.E.S.S.; Weekes et al. 2002; Lorenz 2004; Hinton 2004, respectively) .
Different strategies have been employed in the literature to detect periodicities in the γ-ray LCs of AGN. The typical approach consists of analyzing one object by applying a few time series algorithms, with a minimum of two algorithms for cross-checking results. There are studies where this cross check is complemented with cross-correlation of data at other wavelengths (e.g., Ackermann et al. 2015) . However, Prokhorov and Moraghan (2017) and Covino et al. (2018) analyze a sample of 7 and 10 AGN, respectively, to search for γ-ray periodicity. The former work finds a periodicity in each object of their sample, whereas the latter finds no evidence of periodicity for any of their studied sources.
In general, previous works were based on individual studies. Employing data taken by the Fermi Large Area Telescope (LAT) during the last decade and thanks to its all-sky scanning mode operation with complete sky coverage several times per day, we perform a systematic search for detecting periodic γ-ray emission in a sample containing ∼ 2000 AGN.
The paper is organized as follows. In §2, the AGN sample is presented, with an explanation of the process for analyzing the data provided by Fermi -LAT. Then, §3 details the periodicity analysis methodology, first introducing the algorithms and techniques used for the periodicity detection and second describing the periodicitysearch flow. We discuss in §4 the results obtained in our study, followed by a summary in §5.
GAMMA-RAY SAMPLE
In this section we describe the AGN sample used in this work. We also present the procedure for generating the AGN LCs from the data provided by Fermi-LAT.
Source Selection
The Fermi Gamma-ray Space Telescope was launched in June 2008 (Atwood et al. 2009 ). Its main instrument, LAT, is a pair-conversion detector that measures highenergy γ rays with energies ranging from about 20 MeV to more than 300 GeV. LAT features a large field of view (> 2 sr) that allows scanning the entire sky in hours and therefore monitoring thousands of objects unbiased for spatial selections. LAT's all-sky monitoring capabilities provide us with long-coverage observations at different timescales, from seconds to years. Since 2008 almost continuous observations are available for a large number of γ-ray sources.
In this work, we utilize 28-days binned γ-ray light curves, computed at energies above 1 GeV, for more than 2000 Fermi-LAT AGN. The source sample is based on the combination of three Fermi-LAT catalogs: 3FGL (Acero et al. 2015) , 2FHL (Ackermann et al. 2016 ) and 3FHL (Ajello et al. 2017) . 3FGL contains 3030 sources characterized in the 100 MeV-300 GeV range, based on the initial 4 years of the LAT activity. Regarding extragalactic sources, blazars (AGN with their jets aligned towards our line of sight) are the most numerous class, containing more than 1100 sources. 2FHL includes 360 objects detected above 50 GeV and characterized up to 2 TeV in the first 6.7 years of exposure. About 75% of the sources in the catalog (274 sources) are extragalactic, and indeed the great majority are blazars. The 3FHL catalog reports sources detected at energies above 10 GeV, using the first 7 years of Fermi -LAT data. 3FHL contains 1556 sources characterized up to 2 TeV. Most of the 3FHL sources (≥ 79%) are associated with extragalactic counterparts and in particular blazars. Combining the AGN in these catalogs, we obtain an initial sample of 2274 AGN.
Fermi-LAT Data Analysis
The data analysis was performed following the Fermi-LAT collaboration recommendations for point-source analysis 1 , and is briefly outlined in the following. LAT data of the Pass 8 source class were selected spanning the time interval from August 2008 to October 2017 and analysed using the Fermi-LAT ScienceTools package version v11r05p3 available from the Fermi Science Support Center 2 (FSSC) and the P8R2 SOURCE V6 instrument response functions, along with the fermipy software package (Wood et al. 2017) . To minimize the contamination from γ-rays produced in the Earth's upper atmosphere, a zenith angle cut of θ < 90 • was applied. We applied also the standard data quality cuts (DAT A QU AL > 0) and (LAT CON F IG == 1) and removed time periods coinciding with solar flares and γ-ray bursts detected by the LAT. For each source, we selected a 10 • × 10 • region of interest centered at its catalog position (using RA and Dec) and photons with energies >1 GeV. The low-energy threshold of 1 GeV was driven mainly by computational limitation. The γray flux in each time bin was then derived following a binned likelihood analysis (binned in space and energy), by performing a simultaneous fit of the source of interest and other Fermi-LAT sources. These sources, included in a 15 • × 15 • region, were taken from the 3FGL catalog (Acero et al. 2015) , along with the Galactic and isotropic diffuse backgrounds (gll iem ext v06.fits and iso P8R2 SOURCE V6 v06.txt). We checked that the residual maps are well behaved (small fluctuations, < 3σ). For each source of interest, we first performed a likelihood fit over the entire time-interval data. The fit was carried out in an iterative way, in order to derive the best-fit values for the normalisation of all sources (point sources and diffuse components) in the region of interest (ROI). We checked that each ROI was adequately modelled by inspecting the residual map and TSmap of the ROI. For the light curve bins, the diffuse components of the likelihood fit were fixed to the full-time interval average. Sources within 3 degree from the source of interest had their normalization left free to vary. Flux upper limits were computed for all those time bins where the TS of the source of interest was lower than 4 (∼ 2σ).
METHODOLOGY
The solution we propose to manage our sample of almost 2300 AGN is to develop a periodicity-search flow, where each AGN is studied in the same systematic way. This flow is organized in different stages, which include data processing and decision making. In each of the processing stages, a specific set of algorithms for detecting evidence of periodicity is applied. Additionally, some techniques are used to infer the significance levels of the periods reported by such algorithms. These methods are presented in §3.1. Based on the above information, further constraints and selection criteria are defined to categorize an object as periodic-emission candidate. The entire flow is explained in §3.2.
The main limitation in the periodicity search is the time-series noise. The identification of potential oscillations is complex since a large fraction of the variance is due to random fluctuations. These stochastic effects generally show larger amplitudes on longer timescales. In particular, this red noise impacts the lower frequencies since its spectral density is inversely proportional to frequency 2 . Consequently, different methods are included in the periodicity-search flow to cope with this difficulty.
Periodicity detection methods
In order to reduce biases, ten different algorithms are used in our methodology since all of them have drawbacks and advantages (VanderPlas 2018; Goyal et al. 2017b ). To complement these algorithms, we use techniques to infer the significance of the periods provided by the search algorithms. The following subsections introduce briefly such algorithms and techniques.
Lomb-Scargle
The Lomb-Scargle periodogram (LSP) is one of the most employed and best known methods for detection of periodicity in time-series in astronomy, regardless the time-series contains evenly-spaced or unevenly-spaced data (Lomb 1976; Scargle 2018) . LSP has been applied in several scenarios using slightly different methods and techniques (e.g., Zhang et al. 2017a; Ackermann et al. 2015) .
In our flow, three different methods enable obtaining the significance of the peaks generated by LSP: powerlaw fitting, Bootstrap, and simulating LCs.
Power-law fitting -This approach is a fast and simple test to calculate the significance of a LSP superposed on a red noise spectrum (Vaughan 2005) . This method assumes that the underlying noise continuum spectrum follows a power law. In particular, we use the algorithm implemented by Vaughan (2005) , which is also used by Zhang et al. (2017a) and Sandrinelli et al. (2018) .
Bootstrap -A more recent study contains a thorough analysis of the advantages and weakness of LSP, including different variants of this algorithm (VanderPlas 2018). One of them is the LSP with bootstrap, which is the most robust way to estimate the false alarm probability (FAP), which is an additional estimator of the significance of a peak in LSP (Prokhorov and Moraghan 2017) . The FAP measures the probability that a dataset with no signal generates a peak of similar magnitude as a consequence of random fluctuations (VanderPlas 2018). In our flow, the periodogram is obtained with the Generalised Lomb-Scargle periodogram (GLSP, Zechmeister and Krster 2009). We use the algorithm presented by Ivezić et al. (2014) using astroML 3 .
Simulating light curves -Another method to infer the significance of the LSP peaks is based on simulating LCs (Zhang et al. 2017b,c) . In this work, we use the implementation of Emmanoulopoulos (2013) , coded in Python by Conolly (2015) . To obtain the significance, LCs are simulated, based on the best-fitting result of power spectral density and the probability density function of the original LC. For each simulated LC, a LSP is obtained. The confidence levels of the LSP peaks are calculated by using the percentiles of the power for each period bin in the LSPs of the simulated LCs.
REDFIT
REDFIT 4 enables the calculation of the bias-corrected spectrum of a time-series, providing at the same time the significance of the peaks of such spectrum (Schulz and Mudelsee 2002) . This application estimates the rednoise spectrum from the data time-series, fitting a firstorder autoregressive process. An autoregressive process is a mathematical model used to represent random timevarying processes (e.g., Schulz and Mudelsee 2002) .
In addition, REDFIT estimates the significance of the peaks in the spectrum of a time-series against the rednoise background (Gupta et al. 2018; Sandrinelli et al. 2016) . REDFIT also provides the FAP levels of the peaks present in the periodogram (the maximum level it provides for the FAP is 2.5σ).
Phase dispersion minimization
The phase dispersion minimization (PDM) is an algorithm in which the data are placed into phase bins and the overall scatter within each bin is characterized with a parameter θ Stellingwerf (1978) . Lower values of θ imply less scatter and, therefore, a better phasing (Tavani et al. 2018) . We use the implementation provided by PyAstronomy 5 . In order to calculate the significance of the periods obtained by the PDM method, we use the technique presented by Linnell Nemec and Nemec (1985) , which is based on Fisher' method of randomization. The technique is defined as follows: starting from the original time-series, the PDM is calculated and the θ of the lowest peak is determined. After that, the original time-series is randomly permuted and PDM is calculated again. If the lowest peak in the new PDM is lower than the original one, '1' is added to the count. This process is repeated a number of times where finally FAP is the value of the count of '1' divided by the number of times a permutation is performed in the original time-series (Tavani et al. 2018).
Wavelet techniques
The first algorithm based on wavelets used in this work is the continuous wavelet transform (CWT, Torrence and Compo 2018). In the CWT analysis, we use the Morlet mother function. We use the implementation provided in PyCWT 6 , which also provides the significance of the peaks (e.g., Espaillat et al. 2008; Ackermann et al. 2015) .
Some AGN time-series are unevenly-spaced. To cover such scenario, we use the weighted wavelet Z-transform (WWZ, Foster 1996; Zhang et al. 2017c; Gupta et al. 2018) . To calculate the significance, we use the simulated light curves technique described in §3.1.1. For the implementation, we use the Python package Pyleoclim 7 .
Enhanced discrete Fourier transform
An additional algorithm employed for the periodicity detection is Welch's method that is based on the discrete Fourier transform (DFT). Compared to DFT that is sensitive to any noise, Welch's method is more robust to noisy data. This method splits the signal into segments, estimating the power spectral density for each segment, and averaging over these local estimates. The average reduces the variance of the estimated periodogram. This process trades some resolution in the frequency domain for improved robustness. Welch's method is complemented by using the Hanning window to reduce other spurious phenomena that can distort the detection (Goyal et al. 2017b) .
For the implementation of DFT with Welch's method and Hanning window, we use the facilities provided by the Python package SciPy 8 . In order to get the significance of the peaks, we use Fishers method of randomization technique, previously explained in §3.1.3.
Markov Chain Monte Carlo sinusoidal fitting
Another method used for the detection of the periodicity is to fit the LC to a sinusoidal (Foreman-Mackey et al. 2018). By means of Markov Chain Monte Carlo (MCMC), we fit the AGN LC according to the model,
The parameters to be estimated are offset (O), amplitude (A), period (T) and phase (θ). The results used in the periodicity analysis are the posteriors of each parameter. All the priors are constant distributions with values covering the following ranges:
For some sources, several MCMC sine fitting to the LCs are implemented in order to evaluate different potential periods. The comparison between these fittings are in terms of the likelihood ratio test (LRT), a statistic to evaluate which model fits better. Here, the LRT is represented as Test Statistic of Fitting (TS Fitting ). We calculate TS fitting as,
where L represents the likelihood, which is applied to two fitting hypothesis.
In addition to TS Fitting , the difference in the degrees of freedom of the models are required to determine the statistical significance of the difference between the models. Finally, the LRT statistic approximately follows a chisquare distribution. Therefore, using TS Fitting and the degrees of freedom, we obtain the p-value of the model comparison.
Bayesian quasi-periodic oscillation
Another method to study the impact of red noise is to search for periodicity using a Bayesian approach for quasi-periodic oscillation detection (Bayesian QPO, Huppenkothen et al. 2013) . The method basically compares two noise models, a simple model that acts as null hypothesis and a more complex model as alternative hypothesis. The simple model is a power-law since, as explained in §3.1.1, the red noise spectrum has approximately a power-law behavior. The second model is a bent power law (broken power law with smooth transition, Huppenkothen et al. 2013 ). The LC is fitted to both models, obtaining a LRT (specifically known as B-LRT) to quantify how unlikely or likely the LC are generated from the simple model. By means of a large number of simulated periodograms from a MCMC sample, a distribution of LRTs from the simple model is created after fitting these periodograms by both noise models. From here, we obtain the tail-area probability (p-value) of LRT.
Furthermore, using the result from the previous model comparison, this method allows the detection of periodicity by binning the periodogram. The rationale behind this is that the periodic oscillations can be narrow or broad: a single oscillation may be spread out over several frequency bins, or it may be so coherent that it is mostly concentrated in one bin. In this latter case, sampling will usually cause the oscillation to be spread over two adjacent bins. Then, we pick the frequency bins with the largest maximum likelihood from a MCMC sample. For each frequency bin, the method provides the sensitivity, specifically, the fractional root mean square amplitude at periods defined by the user.
Periodicity-search flow
To search for periodicities in our AGN sample, we create a periodicity-search flow. This flow is built using a hierarchical structure, composed by different processing and decision stages. In each processing stage, we apply a set of algorithms previously presented, according to their functional characteristics. The decision stages are defined by a set of constraints and selection criteria, related to the properties of the LC to be processed and how significant the detection of periodic emission is. The structure of the periodicity-search flow is shown in Figure 1 . The specification of the flow shown in this figure is implemented according to the standard Unified Modeling Language (UML), captured in an activity diagram 9 .
Filtering based on upper-limit energy fluxes -The flow starts reading all the relevant information required by the periodicity study (type, date, energy flux, energy flux uncertainty). We do not use the upper limits in the periodicity analysis process.
As starting point of the analysis, the LCs are checked in relation to the fraction of bins with upper-limit energy fluxes, LCs with more than 50% of upper limits are rejected (see Figure 1 and §4.5). After this filtering, the remaining sample contains 351 AGN (15% of the initial sample).
Coarse analysis -Now, we apply the first group of algorithms. The initial group of methods is characterized by requiring less computation time, enabling a fast periodicity characterization. These methods include LSP + power-law fitting ( §3.1.1), REDFIT ( §3.1.2), DFT (with Welch's method, §3.1.5) and PDM ( §3.1.3). In order to obtain the significance of the peaks detected in the periodograms, we use the following parameters:
• REDFIT: 10,000 Monte Carlo simulations.
• DFT (with Welch's Method): 20000 permutations in Fishers method of randomization.
• PDM: 10,000 permutations in Fishers method of randomization.
We have to define some criteria to categorize an object as candidate to emit periodically (see Figure 1 ). The criteria of periodic-emission candidate selection in these stages is a combination of a two-step filter: (i) the corresponding periodogram generated by each algorithm must have a peak above a "loose" significance level L1 (see Figure 2 ); (ii) at least one periodogram must have one peak above a "tight" significance level L2. These L1 and L2 levels are specific for each algorithm. These significance thresholds were selected in order to keep the contamination of spurious periodicity detection (explained in §4.4) under 0.5%. This criteria is captured in Figure 1 by the tag "Selection Candidate Criteria". By being flexible in such decision stage, we want to avoid losing potential periodicity candidates.
For the periodogram generated by each algorithm, the loose level of significance is 1σ. Regarding a tighter level of significance, the chosen value is ≥2σ for LSP + powerlaw fitting ( §3.1.1), DFT with Welch's method ( §3.1.5), PDM ( §3.1.3) and REDFIT ( §3.1.2). After applying this initial and fast search, the remaining sample contains 98 AGN (4% of the initial sample).
Fine Analysis -This subsample of 98 AGN is fed into the next analysis stage, composed of the rest of the methods, those which require more computational power: GLSP + bootstrap ( §3.1.1), LSP + simulated LC ( §3.1.1), and MCMC sine fitting ( §3.1.6).
For the wavelet algorithms, we need to distinguish between the LC type; as a consequence of removing the upper-limits, some of the LCs become uneven time series (irregularly distributed). Therefore, we define two different branches for evenly or unevenly-spaced LCs. For the even LCs, the method considered is the CWT ( §3.1.4). For the uneven LCs, this former method is replaced by the WWZ ( §3.1.4) . In order to compute the significance of the peaks detected, we used the following parameters:
• GLSP + bootstrap: 10,000 resamplings.
• LSP + simulated LC: we simulate 15,000 LCs for each AGN, using 1000 iterations for the fitting of the original LC.
• MCMC sine fitting: to perform the parameter estimation we use 100 walkers, 20,000 iterations and 3000 "burn-in" steps to enable the stabilization of the MCMC.
• WWZ: In this case and due to the long computation time required for each WWZ process iteration, we use 3000 simulated LCs with 1000 iterations for the fitting of the original LC.
With this second group of algorithms, we use the same constraint corresponding to the loose level of significance. The constraint on the tight level of significance of the peak (or peaks) is ≥2σ, due the same reason previously mentioned.
When the period we obtain is incompatible with the period found by a previous work, the LC is plotted along with the sine reconstruction from these two different periods. Then, we use a likelihood ratio test to compare statistically both results.
Complementarily, we also apply the Bayesian QPO method at this second stage, obtaining a probability of the influence of red noise in the LC analysis. In order to perform the Bayesian analysis, we use 10,000 simulated periodograms with 10,000 MCMC iterations and 200 walkers. For B-LRT ≤5%, the red noise hypothesis is rejected. For higher B-LRT, it means that the period detection may be produced by red noise. Additionally, this method provides the residuals for both noise models. Strong peaks in the residuals indicate evidence of periodicity. Furthermore, for the Bayesian QPO detection, we use the same previous MCMC configuration and select the objects with a p-value of ≤5%, in at least two or more bins. Then, we represent the sensitivity of the set of periods (specifically, 100 points in the range 0.5-5.5 yr) in two frequency bins ( §3.1.7), finding the period with the highest sensitivity in each bin. Combining all the aforementioned methods, constraints, and criteria, the number of sources that remains is 65 (3% of the initial sample).
We filter these sources by imposing a new condition: at least, three methods must provide a detection at ≥3σ at the same period (we note that for REDFIT, the significance is ≥ 2.5σ, which is the maximum allowed by the method). This constraint is captured in Figure 1 by the tag "Candidate Constraint". There is, however, an exception to this selection criterion. This exception includes two situations (1) when an algorithm does not find a compatible period and (2) when a compatible period is found with low significance (in terms of the tight level).
Finally, to select the high-significant periodicity candidates we impose a last constraint: at least, four methods must provide ≥4σ at the same period. This condition is captured by the tag "Most Significant Candidate Constraint" in Figure 1 .
RESULTS AND DISCUSSION
From the periodicity-search flow, we identify 11 AGN with evidence of periodic γ-ray emissions. Table 1 lists these 11 periodic-emission candidates and Figure 3 shows their location on the sky. According to their AGN type, most of them (7) are BL Lacs and 4 FSRQs (these source identifications are taken from Abdollahi et al. 2020, i.e., 4FGL) .
Our candidates for having periodic emission are presented in the next subsections. §4.1 includes the candidates whose periodic behaviour were previously reported in the literature (denoted in Tables 1 by a star). New candidates are shown in §4.2. In §4.3, we present sources that have high significance from some of the methods but do not satisfy the last of our conditions ( §3.2) to be considered as highly significant candidate. These other sources are presented in bottom section of Table 1 .
Candidates in the literature
Our 11 periodic-emission candidate sample includes 2 AGN previously reported in the literature as having periodic behavior (see Table 2 ). These are PG 1553+113 and PKS 2155−304.
PG 1553+113 PKS 2155−304: This source has been found to be periodic by Sandrinelli et al. (2018) and Zhang et al. (2017a) , with periods of 1.70 yr and 1.74 yr, respectively. These results are compatible with our period of ∼1.7 yr. Once again, Covino et al. (2018) claim the absence of any periodic γ-ray emission in this object.
New periodic-emission candidates
We find 9 sources not previously identified in the literature for having periodic emissions listed in Table 2 .
The period inferred for the object OJ 014 is ∼4.3 yr, which is close to the limit of the peaks to be detected according with the time interval of the data (∼9 yr). As explained in §3, the red noise has a larger impact in these long period ranges (short frequencies, Vaughan 2016) . Table 3 shows the parameter B-LRT, which is related to the red noise impact (> 5% is interpreted as the source possibly being dominated by red noise, Huppenkothen et al. 2013 ).
Looking at the results provided by the PDM method, we find some cases with large minima in the harmonics. In these cases, when the harmonic is closer to the limit of the period's detection (given by half of the total exposure, thus ∼4.5 yr in our case), the harmonic tends to have larger amplitude than the main, placed on the period. This effect may produce rather different periods from different methods (see Figure 4 ). However, when this harmonic is further from the detection limit, the result tends to be compatible with those from our other methods (see Figure 4 ). The sources with large minima in the harmonics are marked in Table 2 . In general, the periods reported by the Bayesian-QPO method are coherent with the other methods (PKS 2255−282 is the exception). In order to denote the presence of flares, we define a selection criterion to detect these high-activity phenomena in the LCs. We use the results provided by the MCMC sine fitting, this is, the offset and the amplitude parameters (see Equation 1). Then, for each periodicity candidate, we use as reference level ∼3×(offset + amplitude), marked as "Flare" in Table 3 .
BL Lacs FSRQs
We can estimate the necessary exposure to get ≥ 5σ in the detection of periodicity for these 11 sources. The procedure is adding cycles at the end of our observations assuring the continuity of the LCs. These cycles are taken by visual inspection from each LC. For each new LC, we apply the methods presented in §3.2 (except WWZ due to computational limitations and REDFIT because there a confidence limit of 2.5σ). In this way, we estimate the number of cycles necessary for a 5σ detection (see Table 4 ). This table also shows how these cycles translate to years of LAT exposure.
Low significance candidates
During the analysis, several objects present evidence of periodical γ-ray emission near the limit of our criteria. However, we think they may deserve future attention when more data is available. All these sources are filtered at the last decision stage in Figure 1 (see  §3. 2).
This subsample includes 3 AGN previously reported in the literature as having periodic behavior (see bottom section of 9 yr) , however we obtain the most significant period at ∼2.8 yr (nearly a multiple of 0.9 yr). Interestingly, using some of our methods, we find a peak located ∼1 yr, which is compatible with the quoted value of ∼0.9 yr. We evaluate both scenarios by plotting the results from a MCMC sine fitting (as explained in §3.2). Both sine reconstructions are shown in Figure 5 . The value of the TS fitting defined in §3.1.6 is ∼ 5.7 σ, which implies that the ∼2.8 yr fit is better.
Additionally, we perform a MCMC sinusoidal fitting considering two sine components according to the equation,
The periods (i.e., the variables T1 and T2 ) are constrained in the fits using T 1 = 0.9 +0.6 −0.1 yr and T 2 = 2.8 ± 0.1 yr. We compare the best fit of the double-sine scenario against the two single-sine scenarios using the LRT. For both sine models comparisons, the TS fitting is greater than the value of the chi-square distribution for three degrees of freedom (difference between the number of fitting parameters of both tested models) and a p-value of 0.05. The double-sine scenario is thus not statistically preferred.
In general, the periods reported by the Bayesian-QPO method are coherent with the other methods. However, in some of them the results are not compatible (PKS 0454−234, S3 0458−02, S5 0716+71, 3FGL J1649.4+5238).
Recently, Bhatta (2019) claimed that the γ-ray emissions of Mrk 501 presents a periodicity of ∼1 yr with a weekly binning of about ten years of Fermi-LAT data. According to our analysis (with nine years of data and 28-day binning), no evidence of periodic emission was reported by our analysis flow.
OJ 287 was studied by Sandrinelli et al. (2016) , estimating a period of ∼1.1 yr, which is compatible with the period we obtained, ∼1.1 yr, but the significance tends to be lower than 2σ. Considering these results, we agree with Goyal et al. (2017a) , who do not find any periodicity.
For BL Lacertae, Prokhorov and Moraghan (2017) and Sandrinelli et al. (2017) obtain a period of ∼1.9 yr and ∼1.8 yr, respectively. According to our results, the period inferred by our different methods is ∼4.5 yr with low significance (lower than 2σ), thus we do not find any periodicity.
False-positive detection rate
Given the large number of sources in our analysis, we need to calculate the false-positive detection rate (FPDR). This computation tells us about the possible contamination of our results due to stochastic effects. We use the ∼250 LCs that got rejected by the "Coarse analysis" ( §3.2) since they do not show periodic behaviour. We apply the method described in §3.1.1, generating 120 simulated LCs for each source. Therefore, we obtain a new sample of ∼30,000 LCs. Then, our methodology is repeated for all methods except WWZ due to computational limitations. In summary:
• GLSP + Bootstrap: 2000 resamplings.
• LSP + Simulated LC: we simulate 500 LCs for each rejected AGN, using 100 iterations for the fitting of the original LC.
• REDFIT: 2000 MC simulations.
• DFT (with Welch's Method): 5000 permutations for Fishers Method of Randomization.
• PDM: 500 permutations for Fishers Method of Randomization.
Next, we use the same selection criteria defined in §3.2 to identify periodic-emission candidates. As result, we obtained 31 spurious periodicity candidates in 29,000 LCs (from some rejected LCs it was not possible to generate all the simulated LCs; the parameters of the power spectral density and the probability density function were not obtained). The FPDR is the ratio number of candidates/number of LCs simulated obtaining a 0.02%. Applying this FPDR to our original AGN sample of 2274 objects results in 1 periodicity candidate, which may be a spurious detection.
The impact in the results of upper limits in LCs
The first filter that we applied to our original AGN sample was to remove all those with LCs with more than 50% of upper limits. In this section, we use PG 1553+113 to evaluate the impact in the period detection of the existence of upper limits in the LCs. PG 1553+113 is used because it is detected in each time bin and also it features the most significant periodicity. The procedure is the following. First, we use the median of the energy flux as reference level to create fake upper limits under this median. Then, we remove a percentage of them, ranging from 10% to 70% in increments of 10%. This exercise is repeated 100 times for each percentage. The new LCs are analyzed by the methods employed in §4.4 using all same parameters. To calculate the loss of significance, we consider the period of 2.2 yr and the significance level of >4σ as reference values.
Power-Law Fitting -After removing 10% of the data, the loss of significance is ∼20%, being ∼25% after removing 50% of the data. For the period, the value is shifted ±5% from the reference. Removing 60% of data leads to a loss of significance of 40%. In the case of removing 70% of the data, the period is shifted ±10% and the period looses a 50% of significance.
GLSP + Bootstrap -In this case, no significant loss of sensitivity is detected until 50% of the data have been removed. At that point, we register a loss of ∼40% in the significance and the period is shifted by ±5%. Removing 70%, the loss of significance is 60% and the period shift is ±10%.
LSP + Simulated LC -This method presents similar results to the previous one.
DFT (with Welch's Method) -When removing 50% of the data, the significance decreases by 50% and the period is shifted ±40%. By removing 70% of the data, the significance is reduced by 60%.
PDM -Typically, for PDM, the loss of significance is about 20% when removing 50% of the data. This loss increases up to 50% when removing 70% of the data.
REDFIT -This method seems rather stable relative to removing data. For the case of removing 50% of the data, the significance is reduced only by 5%.
SUMMARY
In this work, we have implemented a systematic search for detecting periodical γ-ray emission from 2274 AGN detected with Fermi-LAT over the first 9 years of data. We design and develop a periodicity-search flow composed of ten different period-detection algorithms that are widely employed in the literature. These algorithms are complemented with a set of techniques to obtain the significance level of potential periods. The number of candidates with high-significant evidence of periodic γ-ray emissions is 11 (4 FSRQs and 7 BL Lacs). Out of these 11 sources, there are 9 whose periodic behavior has not been previously identified. Additionally, we find other 13 sources with low-significance periodicity. From these 13 sources, 10 of them have not being previously identify as potential periodicity candidates. This is the first large sample of γ-ray periodic emitters that has been ever found, which will further the study of properties of this type of sources and the understanding of their astrophysical nature. Table 2 . List of periods and their associated confidence level/FAP for the 11 periodic-emission candidates and the 13 low significance candidates in Table 1 . There are some sources with two periods with high significance (organized by amplitude of the peak). Additionally, the average of the periods from different methods and their significance levels are shown. The # denotes that the LC of the object is an evenly-spaced LC, therefore the wavelet period is generated by the CWT method. The symbol † denotes the PDM results that present the effects described in §4.2. Finally, stars denote sources whose LCs were previously studied in a similar context by other authors, the column "Literature" shows the period previously reported. Note that the REDFIT method only gives a maximum of significance of 2.5σ (see text for details). All periods are in years. Table 3 . List of periods provided by the MCMC and Bayesian-QPO methods for the 11 periodicemission candidates and the 13 low significance candidates in Table 1 . Additionally, the sensitivity of the QPO method (see §3.1.7) and B-LTR values are included. An X represents that the algorithm did not converge and thus no value was reported in the frequency range considered ( §3.1.7). The column "Flares" denotes sources that clearly have high activity (flaring states, according to the methodology described in §4.3). All periods are in years. Table 4 . Estimates of the observational requirements to reach 5σ in the period detection for the 24 sources in Table 1 . The estimation is represented by the average of number of cycles and the additional years of the LAT observations associated to such cycles. The LCs employed in this study are 9 year-long, from August 2008 until October 2017. The starting moment for the extra years of the LAT observations is considered October 2017. The X values denotes that it was not possible to obtain the estimation. 
