Abstract This paper investigates the efficacy of automated pattern recognition methods on magnetic resonance data with the objective of assisting radiologists in the clinical diagnosis of brain tissue tumors. In this paper, the sciences of magnetic resonance imaging (MRI) and magnetic resonance spectroscopy (MRS) are combined to improve the accuracy of the classifier, based on the multidimensional co-occurrence matrices to assess the detection of pathological tissues (tumor and edema), normal tissues (white matter -WM and gray matter -GM), and fluid (cerebrospinal fluid -CSF). The results show the ability of the classifier with iterative training to automatically and simultaneously recover tissue-specific spectral and structural patterns and achieve segmentation of tumor and edema and grading of high and low glioma tumor. Here, extreme learning machine -improved particle swarm optimization (ELM-IPSO) neural network classifier is trained with the feature descriptions in brain magnetic resonance (MR) spectra. This has the characteristics of varying the normal spectral pattern associated with tumor patterns along with imaging features. Validation was performed considering 35 clinical studies. The volumetric features extracted from the vectors of this matrix articulate some important elementary structures, which along with spectroscopic metabolite ratios discriminate the tumor grades and tissue classes. The quantitative 3D analysis reveals significant improvement in terms of global accuracy rate for automatic classification in brain tissues and discriminating pathological tumor tissue from structural healthy brain tissue.
Introduction
Brain tumors are complex in nature. A biology-based system research model can deliver more compelling insight. Brain tumors are the leading cause of solid tumor cancer death in children under the age of 20 [1] . Classification by combining multimodal proton MRS and morphological MR images of the brain in anatomic types of tissue from medical images is still a challenging task. Often, both anatomy and pathological diagnosis require intensive manual interaction for segmentation and classification.
Numerous studies in the early literatures have proposed different techniques towards classification of brain tumors based on diverse sources [2, 6, 22] . Amongst the most promising noninvasive methods in radiology towards diagnosis of brain tumors, magnetic resonance imaging (MRI) and magnetic resonance spectroscopy (MRS) are significant. MRI provides detailed soft tissue contrast information about brain tumor anatomy, cellular structure, and vascular supply, making it an important tool for the effective diagnosis, treatment, and monitoring of the disease. Anatomical structures and pathological structures like tumors or lesions have high diversity in sizes, shapes, locations, and intensities. An MRI sequence encloses information relevant to the tissue parameters. All image analysis and recognition models extract patterns with implied information and assist towards tissue characterization. MRS, a functional imaging technique that detects metabolic changes, is mainly used towards the study of tissue metabolism and for differentiating between tumor grades. The most significant biochemical signals provide useful information on brain tumor grades [14] . Leveraging towards other functional imaging techniques, MRS does not utilize high-energy radiation and contrast agents or labeled markers. Discrimination in types of tumor grade requires additional information. In contrast, metabolite spectra from the MRS imaging add new dimension towards discrimination of lesions [5] . Changes in the intensity of individual images are generally not sufficiently specific for diagnostics of tumors from MRI. Hence, different additional patterns across multiple resonances are required.
Need for a Multidimensional Texture Analysis for the Characterization of a Brain Tumor

Context of Contemporary Status
Limited work has been carried out in the area of characterization and analysis of 3D (volumetric) textures using MRI, MRS, and both MRI and MRS [5, 9, 10, 24, 25] . Dou et al. [27] proposed the glial tumor segmentation method using data fusion of MRI and MRS based on fuzzy-based method. A model to create nosologic images of the brain based on MRI and MRS imaging was developed. The abnormality, edema and tumor, was detected based on atlas, outlier detection, intensities, and application of geometric spatial constraints using least squares support vector machine (LS-SVM) [18] . An approach in combining both textural and spectroscopic features have achieved mean classification accuracy of 99 % for discriminating between low and high-grade tumors by Devos et al. [7] . Luts et al. combined four textural features and ten spectroscopic features, with LS-SVM classification algorithm towards discrimination of different tumor types with promising results [19] . A support vector machine (SVM)-based system was investigated on acquired postcontrast MR image and spectroscopic features improving discrimination between meningiomas and metastasis [28] . Georgiadis et al. proposed 3D gray-level co-occurrence matrix-run-length matrix (GLCM-RLM) with MRS features achieving 100 % accuracy using LSFT-SVM model [11] . However, the computational time required for the training and evaluation procedures was very high (approximately 11 h) which attributed to the iterative methods used for the best feature selection (exhaustive search) and for the system's evaluation in the proposed classification system. Although the SVM classifier has been shown to provide a good generalization performance, results are often far from the theoretically expected level, because SVM implementation employs approximation techniques.
Need for a Volumetric Feature Extraction Design Model
Various grades of tumor do suggest primary tumor which involves radiological features and requires macroscopic appearance for further clinical analysis [19] . Earlier, quite a few studies have been proposed combining MR textural and spectroscopic analyses, to provide clinicians' second opinion tools that will assist them in the characterization of brain tumors [28] . On the other hand, studies have relied on the 2D textural feature thus depriving their system from higher-order, information rich, textural features and involve more metabolites that are cumbersome to quantify on MRI in everyday clinical routine [28] .
Similarly in Georgiadis et al. and Wang et al. [11, 28] , a series of 3D textural features were extracted based on the volume-of-interest's (VOI's) histogram, volumetric cooccurrence matrices, and run-length matrices. Since the feature extraction methods cannot generate features that are all discriminative for classification, feature selection techniques have been increasingly used in MRI brain tissue classification. To achieve the best classification performance, the use of subset feature selection methods that generally have better performance is required. However, the rich high computational cost of subset feature selection methods limits their application to problems with high feature dimensionality as in previous studies [11, 29] . To leverage the advantages and overcome the limitations of the abovementioned feature extraction and selection techniques, an integrated feature extraction and selection method for neuroimage classification is proposed. The model for 3D texture analysis is based on extended multidimensional co-occurrence matrices.
Problem Definition
The major challenge towards fusion of MRI and MRS signals is due to (i) the spatial resolution in MRI (high) and MRS (low) and (ii) low computational complexity with best discrimination accuracy. Hence, combination on the features of metabolite distribution from MRS, coherent (here minimal feature rich extraction subset) with the 3D volumetric texture features (MRI), is more important [2, 14, 20, 21] . The proposed methodology utilizes a data fusion model to define anatomical and metabolic aspects in tissues and to classify the brain tissue type from surrounding undesired tissues to recognize. The multispectral information available in a sequence of MRS and the distinct features in MRI are used to create a multifaceted imaging model [10, 23] . In particular, it allows quantification of metabolites from a well-defined volume element (voxel).
The key contribution of this approach constitutes the combination volumetric features extracted from the multidimensional co-occurrence matrices and spectroscopic features as modeled by the ratio between several metabolites. The volumetric and spectroscopic features are presented to the extreme learning machine-improved particle swarm optimization (ELM-IPSO) classifier [2] designed for head MRIs in the characterization of brain tissues along with significant amounts of pathological brain tissue as tumor. It also aids in the investigation on how the postcontrast magnetic resonance image and spectroscopic features might improve discrimination between high-grade and low-grade gliomas. The design model is shown in Fig. 1 .
Materials and Methods
MRI and MRS Clinical Specimens Acquisition
The clinical specimen utilized in the present study consisted of brain MR image series and MR spectra of 35 clinical routine cases with verified and untreated intracranial tumors; namely, 12 meningiomas and 23 gliomas. The MRI volumes acquired on a Siemens 1.5 T were available in two sequences: T1-weighted (T1) and T1 with gadolinium contrast agent (T1c). Each image sequence with a 3 mm brain slice-interval (i.e., the voxel size was 0.4492 mm×0.4492 mm×3 mm) in axial plane was measured. Regarding the acquisition of MR spectra, a single-volume spectroscopy of 1.5 T at short time echo (TE) (TE 10-25 ms/TR 500-1500 ms) proton MRS Imaging (1H-MRSI) sequence was used. To determine cerebral variation in MRS, area, amplitude, and ratios of major metabolites and spectral profiles are considered to detect differences in infiltration (N-acetyl-aspartate (NAA) -2.02 ppm, NAA), proliferation (total creatine (tCr; 3.03 ppm))/choline-containing compounds ((tCho; 3.2 ppm)-Cho/Cr), necrosis (lipids), glycolytic metabolism (lactate), or energetic metabolism (glucose and glutamine) at different tumoral stages and after therapies. Spectroscopic VOIs were obtained from the T1-weighted postcontrast axial images, positioned entirely within the region of the tumor.
Volume of Interest Extraction and Feature Calculation
Second-order statistics tend to achieve higher discrimination indexes. Literature survey on texture analysis (TA) approach for MR images include gray-level co-occurrence matrix proposed by Haralick et al. [12] as most vastly used. Several promising studies have been analyzed with co-occurrence texture analysis in the classification of pathological tissues from normal tissues for example from the liver, breast, brain tumors with variable locations such as lymphomas, spine, and muscles with improvements [3] . Mahmoud et al. [22] have proposed a 3D approach using co-occurrence matrix analysis to increase the sensitivity and specificity of brain tumor characterization with promising results. Kovalev et al. [15] [16] [17] tested 3D co-occurrence matrices in analyzing cerebral tissue and glioma in T1-weighted MR images and analysis in age/ gender related differences.
Failure of deformable models occurs due to presence of abnormal anatomical variability or even in the presence of normal but highly variable structures and accurate initialization [26] . Explicit anatomical templates have been successfully used through nonlinear registration, at high computational cost, and time complexity. Previous studies [2] indicate the use of subset feature selection methods to best describe the optimal features that result in high computational cost and limit in application to problems with high feature dimensionality. Hence, this work is proposed to develop a classification model with multidimensional co-occurrence matrix model that could aid in the automation of medical image analysis tasks by successfully segmenting both normal anatomy and tumor type pathology, with less computational time and complexity. To leverage the advantages and overcome the limitations of feature extraction and selection techniques, an integrated feature extraction and classification method for neuroimage classification is proposed. The model for 3D texture analysis is based on extended multidimensional cooccurrence matrices as in Kovalev et al. [15] .
The 3D co-occurrence matrix describes image spatial structure based explicitly on the intensity information with no respect to other important features. Formulation of multidimensional cooccurrence matrix is a complex problem. The structure of M dimensional matrix is required to satisfy 'the principle of orthogonal sets' of elementary image features associated with different matrix axes. Research on texture dimensions [15] proved inclusion of properties like coarseness, contrast, periodicity, and anisotropy. Considering simultaneously all the features together with their variations in spatial domain, these image features could be accepted as an "orthogonal basis" for M dimensional co-occurrence matrix axes. The co-occurrence matrices are likely to be generalized to D dimensional Euclidean spaces and extract more characteristics from the matrix. Addressing different aspects of analyzing images into physiological and pathological interest requires classification using multiparameter values. Here, multiparameter features refer to the following three specific values for the edges (E), gray values (G), and local contrast (H) of the voxels [16] . The co-occurrence matrix describes local textural properties reasonably well, while the "global" image structure is almost ignored. These descriptors are insensitive to the global (low frequency) shape of a multidirectional 3D image pattern if the range of intervoxel distances is relatively small. Hence, the need for matrices to describe global structure with various other features and orientations is required. The inclusion of feature selection stage in the previous discussion forfeits faster recognition time. Hence, limited optimal feature selection is required for faster recognition rate. This section presents a feature extraction functioning based on multidimensional co-occurrence matrices. The effectiveness of the proposed approach is demonstrated through development of extreme learning machine-improved particle swarm optimization (ELM-IPSO) classifier for the same datasets.
Volumetric MR Imaging Features Using Multidimensional Co-occurrence Matrices
The enhancement of spatial dimensionality on the same set of discrete gray values modifies the relationships between the sets of possible dimensional images and their co-occurrence representations. The need to improve the sensitivity and specificity of co-occurrence features is essential to enable recognition and partition of numerous normal and pathological structures of textural differences in MR brain images. The spatial co-occurrence matrix dimensions (number of axes) in combination with basic image features (e.g., intensity, gradient magnitude, and orientation) result in improved multidimensionality matrix [15] . The image dimensionality corresponds to spatial dimensionality of input data, while the matrix dimensionality reflects the number of image characteristics and intervoxel relations under consideration [15] . The Laplace derivative and global neighborhood statistics add significance to the co-occurrence matrix.
Based on the previous works and literature studies [2] that have been carried out earlier, the feature space is modified as proposed in Kovalev et al.'s studies [15] [16] [17] The co-occurrence matrix illustrates the MRI structure of 3D gray-scale segment. The detailed descriptors of spatial 3D image structure are a modification to the extended multisort cooccurrence matrices proposed by Kovalev et al. [15] . The value m of the matrix is the frequency of certain features of a given voxel pair. Consider a random voxel pair (i, j) defined on a D (i, j) . The Laplace image derivative on these voxels is represented as L(i, j), local gradient magnitudes by ∇(i, j), the angle between their 3D gradient vectors by θ(i, j), slope (i, j), and neighborhood statistics NS(i, j). Then, the general, sixdimensional co-occurrence matrix can be defined as:
Gradient magnitudes (i), δ(j), and angle between gradient vectors θ(i, j) are computed as:
where δ(i)×δ(j) is the dot vector product and δ(i) and δ(j) corresponds to the normalized gradient vectors. Gradient vector components ∇ x , ∇ y , and ∇ z can be calculated by any suitable 3D operator. In place of Zucker-Hummel filter in Kovalev et al.'s studies [15] , a combination of (3×3×3 window) Sobel gradient and Laplace image derivative operator (first-order and second-order derivative) resulted in better performance. Neighborhood statistics, a simple geometric standard deviation of intensity around a voxel's small neighborhood region, uses the logarithm of the intensity in contributing more informative space due to exponential distribution of image intensity. The gradient magnitude at the position of the Laplacian zero crossing combines information from multiple orthogonal operators in a vector space and then projects the results to the edge subspace. The co-occurrence matrix was normalized by the elements proportional to the brain region volume for each distance bin separately [15] . The structure of normalized multidimensional cooccurrence matrix dimensions includes intervoxel distance, intensity neighborhood, gradient magnitude, its relative gradient orientation (angle between gradient vectors), slope, and image derivative to form a set of fundamental image characteristics. The relativity of all features of the multidimensional matrix is invariant to translation, rotation, and reflection of image data. The local gradient magnitude appends information about the homogeneity of the local neighborhood, i.e., whether the region is rather uniform in intensity (e.g., in the white matter) or has high intensity slopes (e.g., at the gray/white matter border). The gradient angle θ(i, j) mostly captures gyral and sulcal shape variability. The image derivatives are converted to polar co-ordinates to retain the information. The texture analysis calculates gray-level cooccurrence matrix, which includes both global feature and local feature space. The gray-level co-occurrence matrix is computed at each phi, theta, and radius level. The sixdimensional co-occurrence matrices were computed for the anatomy structure, to recognize white matter, gray matter, cerebrospinal fluid, tumor, and edema with 45°spatial resolution of directions, i.e., x,y,z directions 3×3×3−1=27−1 neighbors in spatial directions. The co-occurrence matrices are respective of pairs and are irrespective of the actual directedness of the line between the elements of the pair. As a result, the half-size directional space is needed. The combinations of the spatial relationship or the displacement vector d are considered to set as four distances in 1, 2, 4, and 8 voxels and 13 directional spaces. The approach constructs features from the entire VOI. The proposed method results in a simple information fusion strategy which iterates between a 3D gradient feature with co-occurrence matrices, along with image derivatives and neighborhood statistics to identify brain tissues and classification step to identify the tumor pathology tissue.
Here, the following dimensions were binned as follows: four intensity bins (64 units each), six angle bins (45°each), and 20 distance bins (d=20). Co-occurrence matrices are collected within a certain VOI and represented as a point in the six-dimensional feature space. The co-occurrence matrix is a combination of the occurrences of pairs of gray-scale values in the image, as a function of distance and direction. Usually the co-occurrence matrix of the image is tabulated with the number of times of specific voxel values that occur as neighbors in a specific direction. No repetition of voxel pairs is formed by every current image voxel and subsequent ones. , and the following metabolite integral peak-height ratios were observed in the proposed pattern recognition system: Cho/NAA, Cho/Cr, and NAA/Cr [4, 11, 27] . These ratios are used in clinical practice for assessing various chemical properties of brain neoplasms, providing an added value in tumor identification [3, 4] .
Model System Design and Evaluation
Classification was performed by starting with the more discriminative features and gradually adding less discriminative features along with spectroscopic features, until there is no significant improvement. For each dataset, the isolation in feature space (volumetric and spectroscopic) of the tumor classes, healthy brain tissue, and tumor brain tissue was evaluated. The extreme learning machine (ELM) algorithm proposed by Huang et al. [13] is determined. The input weights (v i ) and bias (b i ) are selected using improved PSO variant as in studies [2, 9] which adaptively adjust the corresponding network parameters. The output weights (β i ) are analytically determined based on the Moore-Penrose generalized inverse of the hidden-layer output matrix [2] . This modified ELM implemented the improved PSO and optimizes the input weights and hidden biases, according to both root mean squared error on validation set and the norm of the output weights [7] . The classification is performed for the selected feature sub-region as in Aruna Devi and Deepa's study [2] . Pseudocode of the ELM-IPSO is given in Algorithm 1 [2, 9, 13] .
Algorithm 1 Extreme learning machine-improved particle swarm optimization (ELM-IPSO)
Step 1: Let the training set consist of N vectors, N={(
Step 2: Fix P hidden neurons with sigmoid function g(x)=1/ 1+exp[−(v×x+b)] for N different training samples.
Step 3: Initialize population array of swarm particles with a set of input weights and hidden biases. 
Step 4: Calculate hidden layer output matrix H using Eq. 4.
Step 5: For each swarm particle, compute the fitness as the root mean squared error (RMSE) on the validation set only instead of the whole training set as used in Zhu et al.'s study [30] along with the norm of output weights.
where fitness of best positions and their corresponding weights are considered. η>0 is the tolerance rate.
Step 6: The corresponding output weight matrix β is calculated with least-square Moore-Penrose generalized inverse of H (H †) using Eq. 8.
Step 7: The velocity updation is done as,
c 1 =c 2 =2.05 [8] , which scales cognitive and social components equally. Equation 10 represents β as the constriction coefficient.
where κ ε [0,1] and ψ=c 1 +c 2 . κ is often set to 1 which is successful here.
Step 8: The position of each particle is updated using Eq. 11, and a new population is generated.
Step 9: The algorithm is repeated until the criterion of hard threshold value is reached or maximum number of iterations is met. Once stopped, the algorithm reports values of g best and f(g best ) as its solution. The best parameter values with γ 1, γ 2 =0.5, N=50, and maximum iterations of 200 are computed for selection of input weights and bias.
Statistical Experiments and Results
Due normalization was performed towards segmentation of VOI of the images. The multidimensional cooccurrence matrices represented the most discriminatory features for the segmentation of white matter, gray matter, CSF, and abnormal tissue separation. The MRS spectroscopic features provided additional information on the tumor grade present for the subject-specific abnormal tissue prior the MRSI data. All voxels under abnormal category were classified into the respective tumor grade that was represented in the training and test set for pattern recognition. The detection of white matter (WM), gray matter (GM), cerebrospinal fluid (CSF), tumor, and edema along with the spectroscopic profiles used for the classification of high-grade and low-grade gliomas was proved. Evaluation is done by leave-one-out validation analysis. A test set was used to calculate classification results for each dataset. In particular, the proposed ELM-IPSO classification system was designed and assessed by using solely (a) textural features or (b) spectroscopic features and (c) both textural and spectroscopic features [10] . Finally, mean classification accuracies and variances were evaluated at each number for all features. Table 1 shows the classification accuracy evaluation with various features implemented. To assess the precision of the proposed classification system, the co-occurrence matrices resulted in an overall discrimination accuracy of 86.5 %. Figures 2 and 3 depict MRS signal for normal brain and tumor brain. Together, both volumetric features and spectroscopic features proved the highest discrimination accuracy between low-grade and high-grade gliomas of 99.15 % as in Fig. 6 . Figure 4 portrays the box-plots of resonance spectroscopic features resulted for glioma grade tumor. These multidimensional feature points are invariant to rotation, translation, scale, and viewpoint. The values of the vectors of co-occurrence matrices constructed for describing regional texture features, comprising intensities, their gradients, the angle between gradients, their graylevel neighborhood statistics, surface slope, distance, and Laplace derivative, are proposed. Here, the following dimensions were binned as follows: four intensity bins (64 units each), angle bins (45°each), and four distance bins (d=l-4″). Co-occurrence matrices were collected within a certain VOI and represented as a point in the six-dimensional feature space. The proposed method is compared with 3D GLCM-RLM features requiring additional features and, substantially, a feature selection stage [2, 11] . It has been noticed that the proposed system gives better sensitivity, specificity, and overall accuracy with 99.15 % as in Table 2 when compared with various neural classifiers. Figure 5 shows the volumetric features extracted on cooccurrence matrices. The spectral features enhanced the accuracy up to 90 %. Figure 6 illustrates the accuracy versus number of features. Figure 7 depicts segmented portion of tumor, edema, and brain tissues.
From the receiver operating characteristic (ROC), area under the curve (AUC) and related statistics are obtained and are tabulated as in Table 3 . Apparently, the ELM has the highest AUC value, which indicates that it is the best classifier. The standard errors are reasonably small, resulting in relatively narrow confidence intervals. The lower limits of the confidence intervals of the AUC of the three classifiers exceed the 0.5 value (the AUC of a random classifier), and hence, the three classifiers perform much better than a random classifier. To compare the three classifiers, pairwise statistical t-test is applied based on the differences in the AUC of the three classifiers. The null hypothesis is that the difference in the AUC between two classifiers is equal to zero. The pairwise comparison in Table 3 between the ELM-IPSO versus SVM and IELM-PSO versus back propagation shows that their confidence intervals do not include the 0 value with p<0.001, which means that in both cases the difference in AUC of the ROC is statistically significant. On the other hand, the pairwise comparison between the SVM versus the back propagation shows no significant difference between their AUC values since the confidence interval (CI) contains the 0 value with nonsignificant p value=0.793. Thus, various statistical results significantly prove that the ELM-IPSO classifier has the higher classification accuracy. the measured signal (partial volume effect). The tumor edge voxels are situated in high-gradient regions of the MR image, which has been overcome by the proposed approach against [4] . The elimination of feature selection stage reduces the computational cost. The segmentation method using data fusion of MRI and MRS is only a simple information fusion strategy, but it is effective for tumor classification. Here, they act as image enhancement methods. MRS achieves a high degree of diagnostic specificity, since it is able to detect the biochemical changes that accompany specific diseases.
Comparing with the state-of-the-art techniques, Devos et al. [7] approach employed achieved 97 % discriminatory classification between metastatic and meningiomas using LS-SVM network. Luts [19] modeled LS-SVM classifier with 96 % accuracy towards grading of tumors. Similarly a recent model [11] attained 100 % accuracy with both textural and spectroscopic features using SVM in the discrimination of meningiomas and metastases. To overcome the limitations of the abovementioned 3D feature extraction and selection techniques (which involve more features) and previous findings [2] , an integrated feature extraction and selection model for 3D texture analysis based on extended multidimensional cooccurrence matrices method for neuroimage classification is proposed in this paper. Hence, in comparison to the state-ofthe-art models, studies using ELM-IPSO classifier have been experimented for its speed and simplicity [2] , which produces the best generalization solution in real time domain application. Further computational time is reduced, due to elimination of feature selection stage, modeling a simple computationally efficient automated system design.
The current version of the proposed system could be extended for multifocal tumors. Further investigation on magnetic source imaging (MSI) with magneto encephalography (MEG) and brain mappings will assist in correlating intraoperative cortical simulation. Exploration towards brain mapping techniques will aid in neurooncology management featuring multi faceted purview. The thrust for studies towards stereotaxic space in MR images can be explored with new metabolite components [23] . 
