Abstract A new Swiss TIMES (The Integrated MARKAL-EFOM System) electricity model with an hourly representation of inter-temporal detail and a century-long model horizon has been developed to explore the TIMES framework's suitability as a long-term electricity dispatch model. To understand the incremental insights from this hourly model, it is compared to an aggregated model with only two diurnal timeslices like in most MARKAL/TIMES models. Two scenarios have been analysed with both models to answer the following questions: Are there differences in model solutions? What are the benefits of having a high number of timeslices? Are there any computational limitations? The primary objective of this paper is to understand the differences between the solutions of the two models, rather than Swiss policy implication or potential uncertainties in input parameters and assumptions. The analysis reveals that the hourly model offers powerful insights into the electricity generation schedule. Nevertheless, the TIMES framework cannot substitute for a dispatch model because some features cannot be represented; however, the long model time horizon and integrated system approaches of TIMES provide features not available in conventional dispatch models. The methodology of the model development and insights from the model comparison are described.
Introduction
Numerous energy models covering a wide range of analytical approaches have been developed [14, 25] . Energy modelling frameworks are often developed for specific objectives, with a predefined methodological scope and limited application [28] . For example, in Switzerland, a range of top-down energy-economy models [3, 4, 7, 11, [15] [16] [17] [18] 43] , bottom-up energy systems models [9, 22] and sector-specific energy/electricity models [2, 24, 30, 39, 46, 49, 51] have been developed for analysing energy and climate change mitigation policies. Some of the models are rich in the level of technological detail, while others have a greater focus on the representation of energy-economy linkages. The objectives and scope of these models ( Fig. 1) are diverse, with different strengths and weakness, providing complementary insights on a range of aspects of the energy system.
One of the key attributes that distinguishes different bottom-up energy models is temporal depiction. The temporal representation has three dimensions: (1) the model time horizon; (2) flexibility in period definition (e.g. predefined periods, choice of fixed (equal) period length, options for unequal period length) and (3) flexibility in intra-annual time resolution.
The model time horizon is critical when the research is concerned with long-term energy challenges such as resource depletion, technology spill over effects, climate change mitigation policy, infrastructure evolution and so on. Clearly, uncertainties affecting the energy system increase over longer model time horizons, as we deal with uncertain future parameters, like economic growth, technology development and energy demands. In some modelling frameworks [50] , these long-term uncertainties can be represented while maintaining a greater focus on near-to midterm developments, through the definition of unequal time periods in the model, describing the near term in a higher level of temporal detail. Finally, the intra-annual time resolution (i.e. the level of temporal detail within a year) is important when the energy system needs timely supply of energy commodities, which cannot be easily or cost-effectively stored. For example, electricity is a highly time-dependent energy commodity because both energy and capacity demands must be met at every instant. Therefore, electricity system models require detailed intra-annual time resolution to represent the dynamics of demand and supply.
Energy system models conventionally adopt a long time horizon but have a very limited intra-annual time resolution. In contrast, electricity dispatch models [26] often have high levels of intra-annual time resolution although their time horizon is limited. In an earlier publication [38] , we discussed the importance of these two temporal dimensions. Ideally, models of energy system development should combine a sufficiently long time horizon and an appropriate level of intra-temporal resolution for the given analysis. In practical terms, the trade-offs between these two temporal dimensions are driven by a range of factors including: computational resources, solver algorithm capabilities, data availability and methodological limitations within the modelling framework, which may have a limited set of possible time-dependent variables and be able to deal only with limited types of energy commodity [28, 31, 38] . The review from Boqiang and Chuanwen [10] acknowledges the complexities in modelling the long-term and short-term scheduling of electricity supply. Importantly, these modelling trade-offs could also affect model solutions, and thus it is important to find the right balance given the practical constraints and the specific analytical policy application. Some approaches combine two or more modelling frameworks to integrate the two temporal aspects [13, 31] .
Advances in computational power and solver algorithms have facilitated the emergence of modelling frameworks combining a long time horizon and detailed intra-annual time resolution for representing electricity load curves. As an earlier attempt, a 'flexible timeslicing' feature was introduced in the MARKAL (market allocation) framework [41, 45] , enabling more detailed representation of variations in energy demand and supply, including operating characteristics of specific technologies. This flexible timeslicing was first implemented in the UK MARKAL model [38] and the analyses concluded that the higher number of timeslices alone was not sufficient to represent grid balancing mechanisms because the electricity storage formulation was still only capable of dealing with one diurnal timeslice. This particular limitation is addressed in The Integrated MAR-KAL-EFOM System (TIMES) framework [42] . TIMES builds on the best features of MARKAL [41] and the energy flow optimization model (EFOM) [50] . The TIMES framework has the capacity to represent any number of intra-annual timeslices and unequal time periods. It is also enhanced to depict energy storage for any type of energy commodity (e.g. electricity or gas storage for peak demands). This allows, for example, the representation of pumped hydroelectric storage used to store electricity during one timeslice and release it during another. Notably, this storage feature is often not included in electricity dispatch models.
The TIMES framework has been extensively applied for energy system modelling, and has proven useful for a range of national, regional and global analyses [23] . In this paper, we take the TIMES framework a step further and explore its suitability to represent electricity dispatch and substitute (to some degree) for a dispatch model. We have developed a Swiss TIMES electricity systems model (STEM-E) with an hourly timeslice resolution and a century-long time horizon with unequal time periods [33, 34, 36, 37] . The primary objective of developing STEM-E is to understand the longterm evolution of the Swiss electricity system. At the same time, it is intended to provide insights into electricity Fig. 1 Overview of the existing Swiss modelling tools and framework. 1 CGE [7, 16] , CITE [11] , Geneswis [15] , GEMINI-E3 [4, 40] , GEM-E3 [3] , MultiSWISSEnergy [7] , MERGE [43] , Global Trade Analysis Project (GTAP) [18] , SwissOLG [17] , SwissGem [16] . 2 MARKAL [22, 39] , ETEM [21, 40] , TIMES [9] . 3 MARKAL electricity model [51] , Electricity trade model [2] , System dynamics model [46] Prognos [49] , DIME [24] . 4 Building energy model [30] , SMEDE [39] generation scheduling by accounting for availability and operational constrains of different generation technologies. In this paper, we seek to determine the incremental insights provided by this hourly model by comparing it to a standard TIMES model with eight annual timeslices (i.e. four seasonal and two diurnal). We analyse two scenarios in each model and compare the results to answer the following questions: Are there differences in model solutions? What are the benefits of having a high number timeslices? Are there any computational limitations and complexities? An important caveat in this analysis is that the scenarios presented are examples intended for illustrating and explaining methodological difference between the two modelling approaches, rather than representing specific Swiss electricity polices which are extensively analysed in STEM-E and presented in our other publications [33, 56] . The paper is organised as follows: Section 2 provides an overview of the development, features and key input assumptions of STEM-E; Section 3 describes the aggregation of the hourly timeslices in STEM-E into two diurnal timeslices to create a 'standard' TIMES model for comparison; Section 4 describes the scenario analysis and results; Section 5 compares and discusses the findings in the context of the questions outlined above and suggests an outlook for future analyses; while Section 6 draws key conclusions.
Swiss TIMES Electricity Model

STEM-E Model Definition
TIMES is a bottom-up, dynamic, cost-optimisation modelling framework [42] . TIMES, like its predecessor MAR-KAL [41] , has the capability to portray the entire energy system. TIMES determines the system-wide cost-optimal evolution of the energy system, and thus provides an ideal framework for developing a vertically integrated model of the entire energy system. However, TIMES is also suitable for modelling in detail individual subsectors of the energy system, such as the electricity system.
STEM-E is a single-region model, covering the entire Swiss electricity system from resource supply to end use. A reference energy system connects energy resources, conversion technologies and end-use demand through different energy commodities. Primary energy resources in the model comprise renewable and imported fuels, which are used as inputs to the electricity generation technologies. Electricity outputs from the electricity and combined heat 1 and power (CHP) generation technologies are distributed to end-use sectors. CO 2 emissions from fossil fuels are tracked at the resource consumption level. To understand the role of international electricity trade, STEM-E has four explicit electricity interconnectors representing trade with Austria, Germany, France and Italy (further described in Section 2.2.3).
The model is fully calibrated to historical data [5, 6] between 2000 and 2009 for electricity supply, demand, generation mix and capital stock. The model has a range of user-defined constraints to reflect historical operational characteristics, technical and resources availability, market share and so on. It was not possible to obtain historical data at an hourly level. Therefore, the model is calibrated to annual and seasonal electricity generation data, but availability factors are implemented at the weekly, daily and hourly levels to imitate historical electricity system characteristics. All cost data in the model are reported in 2010 Swiss Francs (CHF 2010 ). 2 The model uses a discount rate of 3 % reflecting the real long-term yield from Swiss confederation bonds plus an additional risk premium for energy sector investments [54] .
Temporal Depiction
The model has a time horizon of 110 years (2000-2110) in 14 unequal time periods. The time periods are specified to a length of 2 years in the short term to enable detailed calibration to the historical data. In the medium and long term, the period is specified to be between 5 and 20 years in length ( Table 1) .
The intra-annual timeslices are depicted at seasonal, daily and hourly levels. The number of timeslices was decided based on analysis of Swiss electricity demand curves. Figure 2 presents Swiss hourly electricity demand [20] for the year 2008 aggregated at four seasonal and three daily levels. There is a considerable difference between the lowest and the highest demands across seasons (peaking around 2 GW higher on winter weekdays than in summer), between days of the week (weekdays vs. weekends), and even within each day. For example, on summer weekdays there is a very steep increase in demand of around 1.5 GW from around 6 am to the peak at close to 12 pm. Across the weekdays there is some variation in load profile (not shown), but the shape of the load curves is more or less similar. On Saturdays and Sundays, the demand pattern is slightly different from the weekdays. For instance, on winter Saturdays the peak load occurs at 1 am and at a lower level than on weekdays. On summer Saturdays, the demand pattern is similar to the summer weekdays except there is no large daytime peak. For STEM-E, 4 seasonal, 3 daily and 24 hourly timeslices have been chosen. Thus the model has 288 annual timeslices as illustrated in Fig. 3 . Table 2 shows the seasonal descriptions and the annual fraction of timeslices (i.e. the QHR(Z)(F) parameter in [41, 42] ).
Reference Energy System
Electricity End-Use Sectors
Electricity demands from five end-use sectors are given exogenously. Future electricity demands during 2011-2035 are assumed based on the growth projections from the Scenario I of the Energy Perspectives [7] . For all the enduse sectors, electricity demand is assumed to follow the Swiss load curve because data on sectoral load curves were not found. Analysis of the historical load curves [20] reveals that the 'load profile' has not changed significantly in the recent past (2000-2009) even though the total 'electricity demand' has changed. Thus, the year 2008 load curve is applied for the entire model horizon, although continuing electrification and demands from emerging technologies (e.g. battery or plug-in hybrid vehicles) could affect this assumption.
Electricity Generation Technologies
Electricity supplied to end-use sectors can be produced with a range of existing and new electricity (and heat 3 ) generation technologies. Operational characterisation of electricity generation technologies in TIMES is same as in the MAR-KAL framework (see [35, 38] ). All existing electricity generation technologies in the Swiss electricity system have been modelled at an individual plant level or as a group aggregated by fuel and technology. Capacity factors for all the existing technologies have been calculated for the past 10 years for individual or aggregated groups of technologies. The statistical average capacity factor is applied as the availability factor (of the existing technology) for the future years. For the existing technologies, operation and maintenance (O&M) costs are accounted using the same values as in the future technology data (see [34] ).
All the existing nuclear reactors are modelled as baseload plants and scheduled to retire 50 years after installation. The federal levies for decommissioning (2 CHF/MWh) and waste disposal (8 CHF/MWh) [8] are applied as a tax to the electricity generated from nuclear plants. Run-of-river hydro plants are characterised as seasonal base-load plants with seasonal availability factors. The model has the flexibility to schedule the run-of-river hydro at varying load at seasonal level while fulfilling the seasonal and annual availability of run-of-river hydro resources. The dam and pumped hydro plants are characterised as flexible (dispatchable) technologies. For the dam hydro plants, availability factors are implemented at the daily level to reflect the historical operational characteristics. Most of the existing thermal power plants (oil-, gas-and biomass-fired CHP plants; and waste incineration plants) and geothermal plants are characterised as a seasonal base-load plants.
Wind turbines are characterised as seasonal base-load plants with different seasonal availability factors (because hourly wind resource data are unavailable). Based on monthly average wind speeds from selected locations [57] the seasonal share of wind energy (i.e. square of the wind speed) is normalised to a 14 % annual capacity factor [53] . The seasonal availability in winter (18 %) is generally higher than in summer (10 %). Hourly wind data from one potential wind site [44] shows some variations in seasonal hourly availability (in the range of 16-20 % in winter and 5-10 % in summer). It is proposed to implement this hourly profile in future versions of the model.
For solar PV, hourly solar irradiation from selected locations [32] is normalised to the annual capacity factor of solar PV. This availability factor is implemented at the hourly timeslice level (Fig. 7) .
For pumped hydro, a dedicated storage process is defined as an inter-timeslice storage technology. With this formulation, electricity can be stored and discharged within any timeslice, overcoming one of the limitations in the MAR-KAL framework (also see [38] ). The output from the storage technology feeds the pumped hydro power plant.
A build hydro plants. Construction and decommissioning times are included for all the large-scale power plants to account for lead times and interest costs incurred during construction. In TIMES, the capital cost is assumed to be paid uniformly over the construction time.
Based on the 2010 technology and fuel costs, long-run, short-run and peak time costs of electricity are shown in Fig. 5 . The long-run cost is typically the levelised cost. The short-run cost is based on variable O&M cost and fuel costs only. The peak electricity cost is calculated to reflect the cost of meeting a 1-h peak time demand. It is calculated by assuming that the plant is used for only 1 kWh over its lifetime. It can be seen that capital-intensive technologies have a low long-run cost and a high peak marginal cost. Although TIMES is a cost-optimisation model, technology choice is determined not only on a single measure of cost, but also according to flexibility that determines the suitability of a technology for supplying dynamic demands. The different cost estimates presented in Fig. 5 help to illustrate how different technologies may be more cost competitive under different patterns of demand, compared to a simple ranking based on levelised cost.
Energy Resources
Energy resource potential and cost assumptions are taken from a range of sources (e.g. [22, 29, 48, 53] ) and given in the model documentation [34] . For renewables, resources potentials are implemented at the level of the conversion technologies.
The Swiss electricity network is connected to the EU network via four bordering countries (Austria, France, Germany and Italy) [19, 20] . Switzerland is self-sufficient in meeting its annual electricity demand, but reliant on Daily ( [52] imported electricity for certain seasons (e.g. winter). It trades large amounts of electricity, particularly importing cheap offpeak electricity and exporting during peak hours using its large dam and pumped hydro facilities. For example, Switzerland imported 66.3 TWh of electricity in 2010 at an average price of 56 CHF/MWh and exported 66.6 TWh at 76.5 CHF/MWh. This trade generated a net revenue of CHF 1.3 billion [5] . The electricity trade volume varies by country and season. About 80 % of the electricity export is to Italy and imports are from Germany (46 %), France (32 %) and Austria (22 %) [20] . Electricity export to Germany and France occurs mainly during peak hours. In STEM-E, four country-specific electric import and export resources are defined to represent these four markets and linked to the Swiss network via dedicated interconnectors. The interconnectors are modelled as flexible 4 technologies so that electricity can be traded at any time. Much of the current international electricity trading is to exploit price differentials at a given time in the countries bordering Switzerland. However, STEM-E is not intended to analyse electricity trading from this arbitrage perspective. Instead the model is intended to account for the effect of trade on the operational schedule of power plants, and the possibilities to import cheap off-peak electricity, store this electricity via pumped storage and export it during periods with higher prices.
There are large uncertainties and volatility in the electricity trade price. We use the electricity demand curves from the four countries to estimate country-specific prices for each timeslice and implement a cost coefficient for all 288 timeslices as a function of an annual electricity import price. 5 These estimates are derived by multiplying the annual electricity price [1] by a timeslice coefficient. This coefficient is a linear function of the capacity demanded, calculated from the fraction of annual demand in a given timeslice divided by the proportion of the year represented by the timeslice. Thus, if the hourly demand fraction is higher than the hourly fraction, the electricity cost at that timeslice is high and vice versa. The rationale for this approach is that electricity price is expected to be higher when demand is higher. For each of the four neighbouring countries, the electricity export price in each timeslice is pegged to the import price.
Interconnector capacity is limited to not more than 150 % of today's level by 2050 and 200 % by 2100. In addition, country-specific market shares are also implemented based on the historical trade volumes [19] . The combined electricity import and export volume is also limited to 250 PJ, which is 20 % more than the historical trade volume. With the limits on interconnector capacity expansion, and regional electricity market share, arbitrage-driven trade effects are curtailed.
Aggregated STEM-E Model
To understand the incremental insights from the hourly STEM-E model, a second version of the model is created in which the 288 timeslices are aggregated to a level similar to most TIMES/MARKAL models. The 24 hourly timeslices are aggregated to two timeslices via day (D01) and night (D02), while the representation of different days of the week is fully removed. The four seasons are retained. Thus the aggregated model has eight annual timeslices (Table 3) . All other inputs, e.g. technology characterisation, demands and cost data remain the same in both models. Nevertheless, the following parameters have to be changed to reflect the intra-annual aggregations:
1. Yearly fraction (QHR(Z)(F)) and demand fractions (FHR(Z)(F)) are aggregated as in Table 3 . Note, day (D01) is assumed to be 17 h (6 am-11 pm), and night (D02) 7 h (11 pm-6 am), in all seasons. 2. Figure 6 shows the load curve from the aggregated and hourly models for winter and summer seasons. The aggregation of hourly timeslices and the removal of the differentiation of weekdays and weekends reduce substantially the variation between the highest and lowest demand seen in the hourly model. This weekly aggregation thus underestimates the operational constraints facing large base-load plants. 3. For solar PV, seasonal solar irradiation is allocated to the daytime (D01). Figure 7 shows the availability factors of solar PV implemented in both models. It can be seen that the hourly model has a higher peak availability factor, though for a shorter duration. Although the seasonal electricity output from a given installed capacity of solar PV is the same in both models, the aggregated model offers a low capacity contribution because the 
Results
A range of Swiss electricity policy scenario analyses have been undertaken with STEM-E [33, 56] . For this paper, however, the objective is to illustrate the differences between the solutions of the two models, rather than Swiss policy implication or potential uncertainties in input parameters and assumptions.
Scenario Description
Base Scenario
The base scenario (Base) represents a least-cost Swiss electricity system based on conventional and historical trends. As mentioned above, this scenario is intended to illustrate the methodology, rather than representing specific Swiss electricity polices. 6 To avoid excessive imports or exports and to reflect self-sufficiency in electricity supply, a constraint is introduced requiring that net electricity trade is roughly in balance over the year. The timing of electricity trade is left unconstrained, but annual exports and imports are required to be roughly in balance.
Hyp Scenario
We also considered a hypothetical scenario (Hyp), constructed to test potential strengths (and shortcomings) of the hourly model over the aggregated model. In this scenario new investment in dam hydro and electricity trade is prohibited, although existing capacities remain available to avoid the need for a recalibration. While large-scale flexible Fig. 7 Availability factor of solar PV in hourly (H) and aggregated (A) models 6 For instance, in May 2011, the Swiss Federal council decided to completely restrict investment in new nuclear power plants. The Base scenario does not include this restriction, which has been analysed in our other publications [33, 56] . Thus, we re-emphasise that the Base scenario is adopted as an illustrative case. dam hydro and electricity trade play a crucial role in Switzerland in balancing demand fluctuations, these options are not available to the same extent in many countries. Thus, the Hyp scenario seeks to address more broadly the research question and the wider applicability of a TIMES model for dispatch modelling, by removing some of the features specific to Switzerland (and which are very important for load balancing). 7 Clearly, Hyp is also not intended to represent a realistic technology scenario for Switzerland.
The Base and Hyp scenarios are analysed in both the models. The scenario from the aggregated model is denoted with suffix A (i.e. Base-A and Hyp-A). Since the primary objective of this paper is to understand the incremental benefit of the hourly model, the results are discussed to reveal the differences. Figure 8 8 shows the electricity generation mix and installed capacity from both models. In the Base scenario, the shortterm (through to 2020) supply gap is met with new investments in gas-based generation capacity. In the medium and long run, the models choose nuclear capacity as the costeffective supply option. By 2050, nuclear generation contributes to 50 % of the total generation while hydro (48 %) and renewables contribute the rest. The hourly and aggregated models choose a similar technology mix in the short and medium term because of large capital stocks (particularly, the long-life (80 year) hydro plants). In the long run, however, the aggregated model chooses a higher share of nuclear generation and a lower share of hydro. In 2080, the hourly model (Base scenario) chooses 58 % nuclear and 19 % dam hydro whereas the shares are 65 % and 14 %, respectively, in the aggregated model (Base-A scenario). Since there is less demand variation in the aggregated model (Fig. 6) , the model installs a larger quantity of base-load (nuclear) capacity and smaller capacity of dispatchable technologies like dam hydro. In particular, the absence of demand variations between weekdays and weekends enables a larger deployment of base-load generation. On the other hand, electricity trade volume in the aggregated model (Base-A scenario) is less than that in the hourly model (Base scenarios) (compare Figs. 9 and 10 ). In 2080, the combination of the large base-load capacity and low trade volume induce some investments in pumped hydro in the Base-A scenario for load management.
Generation Mix
In the Hyp scenarios, the models choose a similar generation mix to some extent, although the choice of technology type differs. The hourly model invests in flexible (dispatchable) gas combined cycle (Gas (F) in Fig. 8 ) and pumped hydro power plants to cope with the dynamic load curve; whereas the aggregated model (Hyp-A scenario) chooses more base-load gas combined cycle plants (Gas (B) in Fig. 8 ). The base-load gas plant is chosen in the aggregated model because there is much less variation in demand across the day (Fig. 6) ; while this technology is assumed to have the flexibility to operate at different 'seasonal' load factors, which enables the model to cope with the seasonal demand variations (whereas nuclear plant is not assumed to have such seasonal operational flexibility). Like in the Base-A scenario, the large capacity of base-load generation (nuclear and gas) in the Hyp-A scenario easily copes with the narrow variation between day and night demands.
In the long term (2080), solar PV technology becomes cost-effective because the cost of this technology is assumed to decline, while the gas price is assumed to increase (and capacity of nuclear plant is capped (7 GW)). In 2080, the installed capacity of solar PV in the hourly model (Hyp scenario) is 7.3 GW compared to 2.8 GW in the aggregated model (Hyp-A scenario). The underlying drivers are further explained in the generation schedule in Section 4.3.2.
Electricity Dispatch Schedule
The advantage of the hourly model is its capability to provide insights on the scheduling of generation capacity. This section explains the underlying drivers of generation scheduling from both models.
Base and Base-A Scenarios
The weekday hourly electricity generation schedule in the Base scenario in each of the four seasons in 2050 is shown in Fig. 9 . Electricity exports and energy used for water pumping (for storage) are shown in separate plots. The demand is represented by the blue line and the red line shows the marginal cost of electricity supply in CHF per megawatt hour on the right-hand axis. In the Base scenario in 2050, the total installed capacity is 18.2 GW (Fig. 8) excluding the interconnectors. Three base-load technologies, namely nuclear, run-of-river hydro and gas combined cycle, have a combined capacity of 10 GW, of which 6.6 GW is used for generation in summer (Fig. 9a) . The lowest and the highest demands during summer weekdays are 5.9 and 8.1 GW, respectively (Fig. 9a) . The supplies 7 From our extensive scenario analyses [33] , we found that the highly fluctuating demands in Switzerland (requiring around 3.5 GW of flexible power plants) are easily managed by the availability of large dam and pumped hydro storage facilities. In addition, the interconnectors also serve as additional sources of supply (import) and most importantly load dumping (export). 8 Years specified in the figures represent the mid-year of periods, i.e. 2020 represents 2018-22; 2048: 2041-55; 2080: 2071-2090. In the legends, Gas (Base) and Gas (Flex) refer to base load and dispatchable gas plants. Electricity consumed by pumped storage plant is shown as Pumps.
from the base-load plants are nearly adequate to meet the demand (blue line) during much of the night time. Nevertheless the model imports cheap night time electricity which is stored via pumped hydro (shown in wavy blue pattern in the export graph). When the demand begins to increases from 7 am, electricity generation from dam hydro and pumped hydro commences. Thus the total supply peaks to about 14 GW (vs. the peak demand of 8.1 GW). The excess generation is exported since the export prices are high during the daytime. Electricity import and export occur at the same time, e.g. 6-10 pm, which is to exploit the price difference across the bordering countries. The hourly marginal cost of electricity during the daytime is about 140 and 100 CHF/MWh during the night time.
On winter weekdays (Fig. 9c ) the availability of run-ofriver hydro declines to 1.26 GW (vs. 2.2 GW in summer). About 400 MW of seasonal base-load gas plant is scheduled to meet high winter demand. It can be seen that this gas plant is not scheduled in other seasons. The total supply from all base-load plants contributes 6.1 GW. However, the lowest demand on the winter weekday is 9.5 GW and demand peaks at 10.5 GW. The gap is filled with imports of cheap electricity during night time and the use of flexible dam hydro for daytime demand. This minimises the import of expensive electricity during the daytime when prices are high. A small quantity of electricity is also exported during morning and evening peaks to profit from the high export price. The marginal cost of electricity varies between 130 and 160 CHF/MWh.
In the other two seasons, spring and fall, the electricity schedule is similar to that of the summer and winter weekdays. In summer and fall, overall availability of hydro is high, allowing a larger quantity of exports. In winter and spring, the output from hydro is lower, particularly dam Hydro (R) Fig. 8 Electricity generation mix and installed capacity hydro, requiring a larger contribution from imports. The electricity trade option (both import and export) and dam hydro enables the model to balance the supply and demand cost-effectively. Although electricity imports are balanced with exports on an annual basis as required by the self-sufficiency constraint (refer to Section 4.1.1), there is a large seasonal and diurnal variation in trade volume. The generation schedules provide powerful insights into the most cost-effective patterns of electricity trade. Generally about 40 % of electricity export activity occurs in summer while 40 % of the import activity occurs in winter. The large volume of exports in summer is driven by high outputs from hydro and a low demand. In contrast, hydro output declines in winter when the demand is high. Thus, the winter supply gap is met with imported electricity. The dam and pumped hydro (and seasonal baseload gas) plants provide an attractive means to manage the seasonal and daily variations in supply and demand. Figure 10 shows the electricity generation schedule of the Base-A scenario from the aggregated model. Similar to the hourly model, the system is optimised to export in summer and import in winter. The dam hydro is scheduled for daytime supply in all seasons. One noticeable difference from the hourly model is the role of pumped hydro storage. Since there is no adequate price incentive to trade, i.e. importing off-peak electricity and exporting during peak, investment in pumped hydro is not cost-effective. Thus, the total electricity trade volume in the aggregated model is about 65 % less than in the hourly model. A combination of low demand fluctuations and a high contribution from base-load plants means that the marginal cost of electricity varies less than in the hourly model.
Another major reason for choosing a high share of baseload plant in the aggregated model is due to absence of any variation between the weekdays and weekends. The variation in demand between weekends and weekdays is significant (Fig. 6) , and larger than the variation within individual days. This imposes limits on the role of large base-load capacity-otherwise a large storage or load dumping option is needed for weekends. Figure 11 shows the electricity generation schedule from the hourly model on winter and summer Sundays. Compared to the weekday generation schedule (Fig. 9) , the weekend schedules vary significantly. While the base-load generation remains the same as on the weekdays, the schedule of non base-load plants and import patterns differ. The demand on Sundays is (relatively) high during evening hours and thus the generation from dam hydro is skewed towards the evening hours. Because of the lower demand on weekends and excess generation from the base-load plants, the marginal cost of electricity is 30-70 CHF/MWh lower than on the weekdays. Figure 12 shows electricity schedule from the Hyp and Hyp-A scenarios in 2050 for summer and winter seasons. Like in the Base scenario, the hourly model deploys a large capacity of flexible gas plant, whereas the aggregated model chooses Hyp-A scenario). The dynamic load curve in the hourly model is managed with some of the existing dam hydro and new investments in dispatchable gas combined cycle plant, whereas the aggregated model can easily supply the smaller variation in demand with base-load gas plant and existing dam hydro plants.
Hyp Scenarios
In winter, the large variation in demands is managed in the hourly model with flexible dam and gas power plants. The flexible gas plants are scheduled only during winter weekdays and therefore have a low utilisation rate. This in turn incurs a high system cost (Fig. 14) .
The hourly model also provides powerful insights in the period 2080 when solar PV is deployed. In 2080, a relatively large capacity of solar PV is chosen in the hourly model (Fig. 8) . Figure 13 shows the generation schedule in 2080 for the Hyp scenario from both models. Electricity generation from solar PV begins at 5 am, coinciding with an increase in demand. The combined supplies from the base-load and solar PV plants exceed the demand and the excess electricity is stored via pumped hydro facilities. The stored electricity is discharged in the evening when the solar PV output begins to decline. Since the supply is more than demand, and there is no option for export, the marginal cost declines drastically during daytime compared to the night time. A similar trend is also seen in winter despite the high demand and relatively low output from solar PV. The large investment in solar PV in the hourly model can be attributed to its bell-shaped daytime output pattern (Fig. 7) , which coincides with daytime demands (and high export prices in the Base scenario).
On weekends, however, the solar PV is not used because outputs from the base-load are fully adequate to meet the demands. As the result, overall capacity factor (utilisation) of solar PV is low. Nonetheless, solar PV is still costeffective because its daytime weekday output in both summer and winter is very valuable. Enabling more pumped hydro potential (or a higher availability assumption for pumped hydro) could enhance the utilisation of solar PV on weekends too. Any short-term intermittency of solar PV could be manageable in the Hyp scenario through shifting the timing of flexible dam hydro or gas generation, assuming the average total output from solar PV over the season is maintained.
System Costs
Annual undiscounted electricity system costs and average electricity costs from both models are shown in Fig. 14 . The trade balance (shown in grey shading) refers to the net cost/ profit from electricity trade. Though the net volume of trade is set to zero through the self-sufficiency constraint, the revenue from trade is attributable to the price difference between imports and exports across trading partners and timeslices. As seen before, the electricity trade volume in the hourly model (Base scenario) is high and therefore there is a large positive trade balance (profits) in the Base scenario. Because of this trade profit, the average cost of electricity is slightly lower in the hourly model compared to the aggregated model (Base-A scenario). The overall difference in annual undiscounted system cost between the two scenarios is less than 5 %.
In the Hyp scenarios, the cost differs significantly between the two models. In 2050, the undiscounted system cost is 8 % higher in the hourly model compared to the aggregated model, and the difference increases to 22 % in 2080. In the Hyp scenario, resource cost is significantly higher than in the Hyp-A scenario because the hourly model chooses flexible gas plant with relatively low efficiency. The aggregated model deploys efficient base-load gas plants, requiring less natural gas. This higher system cost in the hourly model is also attributable to the need for additional installed capacity (see Fig. 8 ) to manage the higher peak compared to the aggregated model. Some of this capacity, particularly solar PV and flexible gas plants, is underutilised during weekends and summers, respectively, leading to the higher electricity cost in the hourly model (Hyp scenario).
Discussion
The results presented above illustrate a number of similarities between the hourly and aggregated modelling approaches, along with some important differences. Even though both the hourly and aggregated models give fairly similar results for the conventional Swiss electricity system (Base scenario), this comparative analysis reveals significant differences between the models for the more generalised Hyp scenarios. The similarity in the Base scenario solutions arises because the Swiss energy system is endowed with plenty of dispatchable dam hydro resources, storage options (pumped hydro) and trade options (in effect amounting to load dumping options) to manage supply and demand. While many other countries possess some flexible dam hydro resources and participate in trading, both are generally on a much smaller scale relative to total demand than in Switzerland. Thus, the insights from the Hyp scenarios may be more relevant when considering different levels of temporal detail for modelling a broader range of countries. Some of the key differences observed between the two modelling approaches in the more generalised Hyp scenario relate to the deployment and utilisation of renewables, flexible gas-fired generation and storage. For instance, intermittent solar PV technology represents an attractive option in the hourly model to supply high daytime peak demand, in conjunction with pumped hydro storage. In the aggregated model, solar PV is much less attractive because the aggregation reduces the overall demand peak and the output peak for solar capacity. Similarly, the large difference between peak and base-load demands (or between weekday and weekend demands) represented in the hourly model supports flexible (dispatchable) gas-fired generation, whereas the aggregated model can rely to a large extent on base-load technologies. In sum, the aggregated model tends to overestimate the potential contribution of large base-load power plants and underestimate the need for supply-demand management and storage. Thus, there appears to be a significant value added by the higher inter-temporal resolution available in the TIMES framework, in providing an enhanced representation of load balancing in the electricity system. This is important for the application of these models in supporting policy and other decision makers explore different strategies for the long-term development of the electricity system.
TIMES Versus Traditional Dispatch Models
It is evident that the hourly model provides powerful insights into the generation schedule. However, the TIMES framework cannot necessarily account for reliability and stochastic characteristics of the electricity system, or probable unserved energy or loads, which are typically represented in electricity dispatch models [26] . For example, in TIMES framework, technology is assumed to be available on average throughout the year up to its availability factor. However, in real-world operation some generation capacity may be completely unavailable during outages. Therefore there are possibilities for unserved loads when the electricity system has a limited number of large base-load plants. This can be partly addressed in the TIMES framework by requiring high reserve margins aimed to cope with such outages.
As an area for future analysis, the generation schedule from the hourly STEM-E can be validated with a dispatch model to assess the divergence from real-world operation. One validation approach would be to implement the technology mix and generation mix as the input to a dispatch model and run the dispatch model in 'operational' mode. Such a validation would provide additional results on power system-specific parameters like demand unserved, loss of load probability and so on. A similar methodology was adopted to test the reliability of the electricity sector from the UK MARKAL model (with six timeslices) by soft linking the UK MARKAL model to the Wien Automatic System Planning (WASP) model-an electricity generation expansion plan model [13] .
System Versus Sectoral Approaches
Although the TIMES framework does not account for some features available in dispatch models, its integrated system approach may be complementary. For example, dispatch models represent the electricity sector only and are generally static in terms of generation stock. Thus, they are less suitable for analysing dynamics and emerging energy system developments in other sectors that affect the electricity sector. For example, electric mobility may provide a decarbonisation pathway for the transport sector. However, the impact of electric and plug-in vehicles on the electric network (demand) cannot be analysed with dispatch models without assumptions on charging behaviour. For such a complex system development, TIMES's energy system approach is powerful because it endogenizes key system characteristics such as the electricity load curve. Although the TIMES models presented here cover only the electricity sector, we are exploring options to include a high level of temporal detail in a TIMES model of the whole energy system [47] . A plug-in modular approach has been envisaged so that the same model can be used as a stand-alone electricity model for power sector analyses and system model for energy policy analysis, if the computational complexity to be addressed.
Demanding Input Data Requirements
Clearly, the high inter-temporal resolution in STEM-E is demanding in terms of data requirements. Such a model requires hourly data for inputs such as the historical performance of existing technologies, the load curve for end-use sectors (and technologies), resource availability and others, which are often not available. There are thus trade-offs between the incremental insights provided by a high level of time resolution and the demanding resources to develop and solve such a model (e.g. input data and computational facilities). Despite the good availability of data for Switzerland, we nonetheless had to make a number of assumptions and approximations where data were not available. For other countries, or for an even higher level of temporal resolution, the number of assumptions or approximation may undermine the reliability of the detailed inter-temporal model. Therefore, the availability of input data is one of the key determinants in choosing the number of timeslices. If the data availability is poor or subject to high future uncertainty, an aggregated model could be a more suitable choice. Again, the choice of timeslices also depends on the energy system in question, and the policy and research applications of interest. For some applications, an aggregated model can still provide some robust insights as seen from the Base scenarios analyses.
Computational Complexity
The large number of timeslices considerably increases computational resource requirements. We compared computational resource usage from both models, solved with the CPLEX solver on a quad processor machine 9 using four threads (Table 4) . Importantly, STEM-E is formulated as a mixed integer model to account for the minimum scale of nuclear generation plant (so-called 'lumpy' investment). Because mixed integer programming (MIP) problems are solved using heuristics, the solution time and resource usage of different model runs is not necessarily comparable. Accordingly, Table 4 also reports linear programming (LP) versions of the Base and Base-A scenario. The LP versions of the Base scenario solved in 506 s compared to less than a second for the Base-A scenario. The MIP solution times were in roughly the same ratio.
The hourly model comprises a much larger number of equations (around 25 times larger), and thus requires extensive resources. The Hyp scenario solved with one fourth of the time used in the Base scenario, indicating that the optimization of hourly electricity trade in the Base scenario is resource intensive. Despite the fact that the Swiss electricity system is small, the size of the hourly model is twice the size of our Global Multi-regional MARKAL (GMM) model [27] . We should also mention that attempts to incorporate lumpy investment in STEM-E for additional technologies (i.e. increasing the number of integer variables in the MIP problem) was computationally challenging. Therefore, introducing high number of timeslices in large energy or electricity system model requires careful choice of timeslices and the use of an appropriate solver algorithm, and involves trade-offs in terms of representing other features such as lumpy investment or endogenous technology learning.
Alternatives
To address the computational and data availability issues, a number of alternatives are possible to approximate some elements of a more detailed load curve in a conventional energy system model to improve electricity sector depiction. Most of these involve diverging from conventional approaches of defining inter-temporal timeslices based on traditional seasonal classification or electricity tariff-based definitions of day and night. Instead, timeslicing should be based on real data on inter-temporal variations in the electricity demand (load) curve; availability of energy resource supply options; and the research question to be answered. There is no rule of thumb in timeslicing, but the following are some guidelines.
& If a specific domestic resource is seen as the key electricity supply option (e.g. hydro, solar and wind), or if there is a strong policy interest on a specific technology or resource (e.g. feed-in tariff), then the choice of timeslices could be based on characteristics of the technology/resource in question so that their operational characteristic can be realistically modelled. & When the number of intra-annual timeslice is small, this leads to an averaging of capacity demands and thus underestimates the real demand peak (e.g. as seen in Fig. 7 ). This can be partly addressed by defining the timeslices in a way that ensures a better representation of the peak, such as with:
& An uneven seasonal time split to capture some of the seasonal variations in demand and/or resource supply. For example, a timeslice could be defined to represent one peak winter 'month' rather than the full winter season of 3 or 4 months. & A non-uniform diurnal time split. For example, a time split that defines 'day' according to the peaking hours in each season could be chosen, or according to daylight hours if solar PV has a significant potential. In this case, annual time fractions and demand fractions need to be disaggregated appropriately.
& An alternative to ensure the impact of large variations in demand is represented in the choice of base-load and dispatchable generation technology, is to introduce a share constraint for base-load and dispatchable technologies. This could be determined from the highest and lowest electricity demand hours in each season. However, any such a constraint could have negative implications for future years, particularly for a full energy system model. & Similarly, a non-conventional electricity reserve margin could be applied based on the differences between the average capacity demand and hourly peak demand (also see [35, 38] ). This reserve margin would need to be larger than prevailing rule of thumb values used by electric utilities to cover the instantaneous peak and spinning reserves. However, while this approach may ensure a more appropriate representation of total capacity requirements, it does not represent generation and dispatch at the peak. & In some countries, weekly (weekdays vs. weekends) demand variations are more significant than seasonal variation (e.g. in tropical countries). Unlike the seasonal demand variations, the weekly variation implies additional limitations on the operation of large base-load plants (operational control in case of nuclear plants and large efficiency penalty for fossil fuel plants). In such cases, a time split can be applied at the weekly level. For example, in many tropical countries lighting and cooling are major energy service demands which do not vary significantly across seasons. In such case, a seasonal split can be replaced with a weekday-weekend split. For example, in the Singapore MARKAL model [12] weekdays, Saturday and Sunday were used instead of a conventional seasonal split.
Conclusions
We used the bottom-up TIMES modelling framework to develop a model of the Swiss electricity system combining detailed technology pathways, an hourly load curve and a long model horizon. The high level of inter-temporal detail in this model provided richer insights into the operational schedule of power plants and marginal electricity production costs at the hourly level. Despite the computational and data intensity of this model, the results of a number of scenario analyses demonstrated that hourly resolution leads to a far better solution than an equivalent aggregated inter-temporal model. Therefore, there are considerable benefits in investing in data collection and exploiting developments in computational and solver power. There is no rule of thumb for inter-temporal timeslicing. The ideal number of timeslices to represent in a model depends on energy system characteristics, the research question to be answered and, most importantly, the availability of data at the timeslice level. Some approaches suggested in the discussion could be considered while developing new modelling tools. Insofar as an hourly TIMES model can represent some of the features of electricity dispatch, it cannot fully replace an electricity dispatch model because the TIMES framework does not account for reliability and stochastic characteristic of technologies. However, the TIMES framework's integrated system approach and long model horizon are complementary to dispatch modelling.
