Abstract-This letter addresses the problem of simultaneous localization of multiple targets in three-dimensional cooperative wireless sensor networks. To this end, integrated received signal strength and angle of arrival measurements are employed. By exploiting the convenient nature of spherical representation of the considered problem, the measurement models are linearized and a sub-optimal estimator is formulated. Unlike the maximum likelihood estimator, which is highly non-convex and difficult to tackle directly, the derived estimator is quadratic and has a closed-form solution. Its computational complexity is linear in the number of connections and its accuracy surpasses the accuracy of existing ones in all considered scenarios.
does not make them very suitable for real-time applications. Two semidefinite programming (SDP) estimators for cooperative, centralized localization were presented in [17] , [18] . These SDPs have very high computational cost that increases significantly with the network size. A linear least squares (LLS) method based on a simple geometrical approach, where anchors are used as reference points and RSS/AOA measurements are employed to estimate the distance/direction towards the target of interest was proposed in [19] . Information from two-hop neighbors was exploited to localize targets without a direct link to anchors.
The RSS-AOA localization algorithms for cooperative networks presented in [15] [16] [17] [18] are based on sophisticated mathematical tools which makes them computationally burdensome. On the other hand, LLS algorithm in [19] has linear computational complexity, but fails to work if a target has no anchor neighbors within two hops. In sharp contrast to these algorithms, we propose here a novel one, with linear computational complexity in the number of edges, that does not require any additional conditions (such as in [19] ) to work. By exploiting the available AOA observations, the proposed algorithm benefits from a natural formulation using spherical coordinates. Not only that it is computationally light, but our numerical results show that it outperforms the existing ones.
II. PROBLEM FORMULATION
Let us consider a connected 3-D network with M targets (sensors we want to localize) and N anchors (sensors whose locations are known a priori, used as reference points) whose true locations are denoted by x i ∈ R 3 for i = 1, . . . , M and a j ∈ R 3 for j = 1, . . . , N, respectively. Owing to the sensors' battery lives, it is assumed that all sensors have limited communication range, R. Hence, some pairwise distance (d ij ) and direction (both azimuth, φ ij , and elevation, α ij , angles) measurements among sensors are obtained through RSS and AOA estimation techniques, as illustrated in Fig. 1 . Our goal is to simultaneously determine the unknown locations of all targets by resorting to these observations and the reference locations of the anchors. In an idealistic noise-free and non-degenerate scenario, a single target can be located unambiguously with: (1) four RSS observations to four different anchors, (2) two AOA observations (both azimuth and elevation) to two different anchors and (3) a single hybrid RSS-AOA observation to an anchor. However, due to limited communication range of the sensors, only some targets can directly communicate with anchors and target cooperation is required, i.e., besides anchors, targets are also allowed to communicate with targets within their communication range. The RSS measurement model can be replaced with the path loss model by using the relationship L ij = 10 log 10
where L ij and P ij are respectively the path loss and received power between two sensors i and j, and P T is the transmission power of a sensor, [1] , [13] , as:
where d ij = x i − s j with s j denoting the j-th neighboring sensor (either an anchor or a target), L 0 denotes the path loss value at a short reference distance
, γ is the path loss exponent (PLE) that indicates the rate at which the path loss increases with distance, and n ij is the log-normal shadowing terms modeled as a zero-mean Gaussian random variable with variance σ The azimuth and the elevation angles can be respectively modeled as [10] , [18] :
whereφ ij = tan −1 (
, m ij and v ij are the measurement errors of the azimuth and the elevation angles respectively, modeled as a zero-mean von Mises random variables with the concentration parameters
Note that this is in sharp contrast to the existing approaches for joint RSS and AOA localization (both non-cooperative [10] [11] [12] [13] [14] and cooperative [17] [18] [19] ), where the measurement errors of angle observations were considered as Gaussian random variables. The von Mises distribution is a circular analogue of the Gaussian one, and since we are dealing here with directional data, it comes more natural to consider this distribution rather than the Gaussian one [20] , [21] . Furthermore, the Gaussian distribution is not generally suitable for AOA estimates, since it has an infinite support instead of a periodic one (2π) over the angular domain [20] . Without loss of generality, we assume that κ m i j = κ v i j = κ ij . It is also worth mentioning that the mean direction and the concentration parameter of the von Mises distribution can be related to the mean and variance in the Gaussian distribution [20] , [21] .
For the sake of simplicity, we stack all unknown vectors into a single matrix, i.e., X = [
the conditional probability density function (PDF) of an RSS observation is given by
Similarly, from (2) we can write the conditional PDF of an azimuth and elevation observations as
where I k (•) is the modified Bessel function of first kind of order k [20] , [21] . By maximizing (3) and (4), a maximum likelihood (ML) estimator of X is obtained. Although the ML solution is asymptotically optimal, it is highly non-convex with no closed-form solution. Therefore, we propose a sub-optimal approach in Section III, whose solution is given in closed-form.
III. THE PROPOSED WLS ESTIMATOR
What has gone unnoticed in [18] , where a heuristic approach was taken, is that from (3), the distance that best estimates x i − s j in the ML sense is
Similarly, from (4), the angles which best estimate φ ij and α ij in the ML sense are respectively
since (4) is maximized when the cosines in the arguments are equal to 1, i.e., when φ ij =φ ij and α ij =α ij . Therefore, from (5), (6a) and (6b) we can respectively write
where λ ij = 10
T and k = [0, 0, 1] T . Applying the least squares approach to (5), (6a) and (6b), result in X = arg min
Notice that (8) is not convex due to the norm terms incorporating targets locations. Hence, instead of tackling (8) directly in the Cartesian space, we apply a simple conversion to the spherical, a more natural space due to acquired AOA observations [22] . To do so, we express x i − s j = r ij u ij , with r ij ≥ 0 and u ij = 1, which allows us to express x i − s j = r ij . In order to define the unit vector, we simply take advantage of the available AOA observations, i.e., we have that
T is the estimated unit direction vector. To revert the process and go back to the Cartesian space, it suffices to multiply the two equations by u T ij u ij = 1. Hence, by applying the described conversions to (7a) and (7c), we get
Note that both RSS and AOA nearby links are trusted more than the remote ones [18] . Thus, in order to assign more confidence to nearby links, we introduce weights, w = [
Then, by following the WLS criterion, an estimate of X can be obtained by solvinĝ
Notice that all three sums are quadratic with respect to X. Hence, (10) can be rewritten in an equivalent vector form as
where
with ⊗ denoting the Kronecker product, and
with E A and E T denoting the tuple sets of all target/anchor and target/target edges, and | • | being the cardinality of a set. (11) is given in closed-form aŝ
In the remaining text, (11) is referred to as 1 "WLS".
IV. COMPLEXITY ANALYSIS
To analyze the worst case computational complexity, a fully connected network is studied and only the dominating terms are considered, expressed as a function of N and M . Complexity of the proposed WLS and LLS in [19] is linear in the number of edges, i.e., it is of order O(MN +
). This is substantially lower than the complexity of the SDP algorithm in [18] which is of order O(M 4.5 
2 ). To better illustrate this result, the reader is referred to Table I , where the average execution time of the algorithms is given.
The considered setting was N = 6, M = 30, R = 5 m, and the remaining parameters were set as described in Section V. The results in Table I show that in fact there is a tremendous difference in terms of the execution time between the two linear algorithms and the SDP one, as expected.
V. NUMERICAL RESULTS
This section validates the performance of the new algorithm through computer simulations. A connected network is considered, where the observations were generated through (1) and (2) with relatively high noise powers. All sensors were deployed randomly inside a box with an edge length B = 10 m in each Monte Carlo (M c ) run. The reference distance is set to d 0 = 1 m, the reference path loss to L 0 = 40 dB, and the PLE was fixed to γ = 2.5. However, to account for a realistic measurement model mismatch and test the robustness of the new algorithms to imperfect knowledge of the PLE, the true PLE was drawn from a uniform distribution on the interval [2.2, 2.8], i.e., γ ij ∼ U [2.2, 2.8] , ∀(i, j) ∈ E. Furthermore, σ n i j = 10 dB and κ ij = 25.9, which corresponds to the circular standard deviation of [21] . The main performance metric is the normalized root mean square error (NRMSE),
, where x ij is the estimate of the true target location, x ij , in the j-th M c run.
The performance of the WLS estimator is compared to the existing SDP in [18] and LLS in [19] for RSS-AOA localization in cooperative WSNs. Furthermore, the results obtained by its counterpart that takes advantage of AOA-only observations, denoted by "LS AOA ", are included also in order to show the benefit of a hybrid approach in comparison to the classical one. that the performance margin between WLS and LLS does not decrease as N increases. This is somewhat surprising, since when N is increased the set E T grows in general, allowing good performance for any algorithm. This means that LLS does not exploit the additional information as well as WLS and SDP do. Figs. 4 and 5 confirm the utility of the cooperative concept, rendering higher accuracy as M and R (m) are increased in general. All three figures show that WLS offers a significant gain over LLS and SDP, especially for low quantities of the respective parameters.
Finally, to validate the cooperative concept, the comparison of the proposed WLS with itself, when no node cooperation is allowed and each target has anchor neighbors exclusively, is presented in Fig. 6 . From it, it is clear that the cooperative concept brings advantage over the non-cooperative one, especially for low N , as expected. This result confirms that the extra information from target/target connections gathered within the network is handled properly.
VI. CONCLUSIONS
In this letter, a novel RSS-AOA-based algorithm for simultaneous localization of multiple targets was presented. Unlike some existing algorithms that resort to sophisticated mathematical tools or do not always provide a feasible solution, a more natural approach was taken here. By exploiting the available AOA measurements, a switch from Cartesian to spherical coordinates was performed, and the originally non-convex measurement models were approximated by linear ones. This allowed us to efficiently exploit the geometry of the problem and solve it in a closed-form. Our solution is not only linear in terms of computational complexity, it also provides higher localization accuracy than the state-of-the-art methods.
