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Resumen. Los sistemas de Co´mputo de Al-
tas Prestaciones se utilizan para desarrollar
software en una gran cantidad de campos. Ac-
tualmente es evidente el creciente predominio
e impacto de las aplicaciones de HPC en la
sociedad moderna. Sin embargo, la presencia
de fallos en el hardware o software de compu-
tadores paralelos genera nuevas necesidades
en el uso de mecanismos tolerantes a fallos
para asegurar que las aplicaciones finalicen
exitosamente. Es por ello que se ha desarro-
llado RADIC, una arquitectura transparente,
descentralizada, flexible y escalable para to-
lerancia a fallos en sistemas de paso de men-
sajes que provee alta disponibilidad. Uno de
las dificultades que sufren los desarrollado-
res de RADIC es realizar pruebas en grandes
clusters y sin verse limitados por una imple-
mentacio´n especı´fica de MPI. Es por ello que
la prensente lı´nea de investigacio´n propone el
desarrollo de un entorno de simulacio´n basa-
do en OMNeT++ para RADIC.
Contexto
El presente proyecto se desarrolla como te-
sis de Maestrı´a en Ingenierı´a de Software de la
Facultad de Ciencias Fı´sico, Matema´ticas y Na-
turales de la Universidad Nacional de San Luis.
Esta lı´nea de investigacio´n esta´ inserta en el pro-
yecto Simulador de un cluster tolerante a fa-
llos basado en OMNeT++ que a su vez forma
parte del proyecto Sistemas de Co´mputo de
Altas Prestaciones con Alta Disponibilidad:
Evaluacio´n de la Performance en Diferentes
Configuraciones que esta´ acreditado y finan-
ciado por la Secretaria de Ciencia y Te´cnica y
Estudios Regionales de la Universidad Nacio-
nal de Jujuy (SECTER-UNJu) e incluido en el
programa de incentivos al docente-investigador
bajo el co´digo 08-D0093.
1. Introduccio´n
Los sistemas de Co´mputo de Altas Prestacio-
nes (High Performance Computing - HPC) se
utilizan para desarrollar software en una gran
cantidad de campos, incluyendo fı´sica nuclear,
simulacio´n de accidentes, procesamiento de da-
tos de sate´lites, dina´mica de fluidos, modelado
del clima, bioinforma´tica y modelado financie-
ro. El TOP500 1 lista los 500 mejores sistemas
de co´mputo de altas prestaciones. La gran va-
riedad de organizaciones cientı´ficas, guberna-
mentales y comerciales presentes en esta lista
ilustra el creciente predominio e impacto de las
aplicaciones de HPC en la sociedad moderna.
[Car07].
La presencia de fallos en el hardware o soft-
ware de computadores paralelos genera nuevas
necesidades en el uso de mecanismos toleran-
tes a fallos para asegurar que las aplicaciones
finalicen exitosamente. Hasta hace poco tiempo
los computadores paralelos en produccio´n no se
veı´an afectados por fallos con la suficiente fre-
cuencia como para justificar el uso sistema´tico
de mecanismos de tolerancia a fallos. Sin em-
bargo, la situacio´n esta´ cambiando y los fallos
se hacen cada vez ma´s frecuentes con cada nue-
va generacio´n de computadores masivamente
paralelos, clusters cada vez ma´s grandes y com-
plejos con necesidades de tiempos de co´mputo
ininterrumpido ma´s largos o requerimientos de
disponibilidad de 24 horas los 7 dı´as de la sema-
na. Hay una clara tendencia hacia una situacio´n
en la que los fallos no sera´n eventos aislados
sino tendera´n a ser eventos ordinarios en dichos
sistemas.
1http://www.top500.org
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Recientemente, algunos centros de super-
computadores han publicado estadı´sticas acer-
ca de fallos [Cap09]. La mayorı´a de estas es-
tadı´sticas esta´n basadas en datos de confiabili-
dad, disponibilidad y servicio (reliability, avai-
lability, serviceability - RAS) provistas por Los
Alamos National Laboratory (LANL), National
Energy Research Scientific Computing Center
(NERSC), Pacific Northwest National Labora-
tory, Sandia National Laboratory (SNL) y Lau-
rence Livermore National Laboratory (LLNL)
en los Estados Unidos de Ame´rica. LANL pro-
veyo´ informacio´n muy detallada con una des-
cripcio´n de 23.000 eventos que causaron para-
das en la aplicacio´n. Los datos de LANL co-
rresponden a 22 clusters con hasta 4.096 CPUs,
durante un perı´odo de 10 an˜os. Esto represen-
ta alrededor de 5.000 nodos de co´mputo y un
total de 24.000 de CPUs (algunos nodos son
multiprocesador). Schroeder y Gibson [SG07]
presentan un ana´lisis estadı´stico del conjunto de
datos del LANL RAS donde se puede observar
que el nu´mero de fallos por an˜o puede ser tan
bajo como 100 pero tambie´n puede exceder los
1000 para algunos sistemas. Para estos u´ltimos,
tres fallos por dı´a implican que las aplicaciones
largas que utilizan todos los nodos de co´mputo
y demoran ma´s de 8 horas tienen pocas posi-
bilidades de finalizar correctamente. El ana´lisis
estadı´stico tambie´n demuestra que el nu´mero de
fallos por procesador en los diferentes sistemas
se mantuvo bastante estable desde 1996 hasta
2004 lo que sugiere que el tiempo medio de
interrupcio´n (Mean Time To Interrupt - MTTI)
del procesador tiene pocas posibilidades de me-
jorar significativamente en un futuro cercano.
Las estadı´sticas anteriores llevan plantear la
necesidad de implementar un sistema toleran-
te a fallos para HPC. En orden a alcanzar alta
disponibilidad, tal sistema de tolerancia a fallos
debe proveer una recuperacio´n y deteccio´n de
fallos automa´tica y transparente. Aun en estos
casos, las interrupciones de servicio (por ejem-
plo, una parada completa del programa en eje-
cucio´n) pueden ocurrir si no existen nodos de
reemplazo o la degradacio´n del sistema gene-
rada por los fallos llega a niveles inaceptables.
Con el fin de asegurar un MTTI mayor, tales so-
luciones tambie´n deben proveer los medios pa-
ra restaurar la configuracio´n original del siste-
ma (nu´mero inicial de nodos de reemplazo, o
la distribucio´n de procesos por nodo), sin dete-
ner la ejecucio´n de la aplicacio´n. Adema´s, para
una tolerancia a fallos reactiva es tambie´n muy
deseable que pueda realizar tareas de manteni-
miento preventivo, como, por ejemplo, reem-
plazar ma´quinas susceptibles a fallos sin inte-
rrupciones al sistema. [SDRL08]
1.1. Arquitectura RADIC
Considerando estos aspectos, Duarte et
al. han propuesto y desarrollado RADIC
(Redundant Array of Distributed Independent
Fault Tolerance Controllers) [DRL06]. RADIC
[DRL07] es una arquitectura transparente, des-
centralizada, flexible y escalable para toleran-
cia a fallos en sistemas de paso de mensajes que
provee alta disponibilidad.
RADIC basa su operacio´n en el mecanismo
de rollback-recovery basado en protocolo log
pesimista. En tal protocolo, se realizan check-
points regularmente y todos los mensajes reci-
bidos por cada proceso de la aplicacio´n deben
ser registrados por el receptor.
Como sistema transparente de tolerancia a fa-
llos, RADIC realiza automa´ticamente una se-
rie de actividades requeridas por el protocolo
de rollback-recovery. Es por ello que cada ac-
tividad de RADIC se encuentra enmarcada en
uno de los cuatro procedimientos generales de
un mecanismo transparente de tolerancia a fa-
llos:
• Proteccio´n: salvar el estado
• Deteccio´n de Fallos
• Recuperacio´n
• Reconfiguracio´n y Enmascaramiento de
Fallos
Para llevar a cabo estas tareas, RADIC tiene
dos entidades que trabajan juntas: observado-
res y protectores . Cada nodo del computador
paralelo tiene un protector dedicado y hay un
observador dedicado asociado a cada proceso
de la aplicacio´n paralela. Estas entidades rea-
lizan log pesimista de mensajes basado en re-
ceptor y checkpointing no coordinado de mane-
ra de recuperar la aplicacio´n paralela de un fa-
llo, y un mecanismo de heartbeat/watchdog pa-
ra detectar fallos. A continuacio´n se describen
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en ma´s detalle los componentes funcionales de
RADIC.
RADIC presenta dos niveles de proteccio´n:
un nivel ba´sico, donde provee sus funcionalida-
des sin la necesidad de recursos pasivos usando
algunos de los nodos activos de la actual con-
figuracio´n para recuperar cualquier proceso fa-
llido que pudiera degradar el rendimiento, ade-
cuado so´lo para aplicaciones de corto tiempo
de ejecucio´n, o bien, aplicaciones que puedan
tolerar pe´rdida de recursos, como aquellas con
balanceo de carga dina´mico y un nivel de pro-
teccio´n destinado a aplicaciones que demandan
un comportamiento non-stop. En este nivel RA-
DIC provee una redundancia dina´mica flexible
a trave´s del manejo transparente de nodos spa-
re.
Con el objetivo de validar las distintas imple-
mentaciones de RADIC se ha realizado mucha
experimentacio´n en distintos sistemas reales,
con distinto hardware y distintas implementa-
ciones de MPI. Si bien estos estudios permi-
tieron obtener informacio´n acerca de varios de
los para´metros de RADIC, estos experimentos
en cluster reales esta´n limitados tanto por el ta-
man˜o del cluster o por las implementaciones
concretas de MPI que se utilizan. Por un lado,
realizar pruebas en diferentes configuraciones y
taman˜os de clusters es un proceso arduo y cos-
toso y por otro lado, desarrollar diferentes im-
plementaciones de RADIC es costoso y consu-
me mucho tiempo. Por este motivo, es funda-
mental encontrar me´todos mas ra´pidos y bara-
tos de ejecutar estas pruebas.
1.2. Simulacio´n en HPC
Una solucio´n a los problemas presentados al
final de la seccio´n anterior serı´a simular las con-
figuraciones y la arquitectura RADIC para ob-
tener aproximaciones sobre el comportamiento
real de RADIC.
Actualmente, es cada vez ma´s frecuente el
uso de modelos de simulacio´n computacional
en HPC, ya sea como ayuda modelado de pres-
taciones, [DLWJ08] como para explorar arqui-
tecturas o aplicaciones [HMS+09] [MR09] o
como una herramienta de prediccio´n de tra´fico
[TLCS09]
En la literatura se encuentra muchos trabajos
centrados en simular grandes redes y aplicacio-
nes de HPC. La mayorı´a de los simuladores de
redes esta´n centrados en arquitecturas especı´fi-
cas. En [MSSD00] se presenta otro simulador
de SANs (Redes de A´rea de Almacenamiento)
que permite trabajar tanto con trazas de tra´fi-
co reales como sinte´ticas, y simula fallos en
enlaces y switches, canales virtuales, diferentes
algoritmos de ruteo, etc. PARSEC [BMT+98]
es un entorno de simulacio´n de eventos discre-
tos, que, mediante un compilador mejorado de
C++ permite simular entidades y constructores
de mensajes de comunicacio´n entre entidades.
SIMCAN [NFG+08] es un entorno de simula-
cio´n para grandes redes complejas de almace-
namiento que permite simular estas redes y sus
subsistemas subyacentes correspondientes (I/O,
Networking, etc.).
Tambie´n es posible encontrar entornos de si-
mulacio´n de redes de propo´sito general que per-
miten crear diferentes configuraciones de redes,
con diferentes tipos de nodos, switches, topo-
logı´as, protocolos, etc. Ejemplos de e´stos son
OPNET Modeler 2 y OMNeT++ 3.
2. Lı´neas de Investigacio´n y desarrollo
En la bu´squeda de una alternativa menos cos-
tosa y ma´s viable de analizar las caracterı´sti-
cas y para´metros de RADIC se plantea el ob-
jetivo principal de este proyecto que consiste en
desarrollar un framework basado en OMNeT++
donde se puedan simular distintos esquemas de
tolerancia a fallos y en particular que permi-
ta implementar los mo´dulos de la arquitectura
de RADIC. Este simulador permitira´ un mejor
ana´lisis y comprensio´n de las funciones de RA-
DIC interactuando con el sistema de co´mputo y
con las aplicaciones. Es decir, el simulador:
• permitira´ el desarrollo y prueba de nue-
vas polı´ticas en sistemas que no esta´n
disponibles fı´sicamente,
• permitira´ el ana´lisis del comportamiento
del sistema (desbalanceo de carga, cue-
llos de botellas causados por fallos) me-
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• ayudara´ en el proceso de toma de de-
cisiones (por ejemplo, si se detecta un
cuello de botella: cua´ntos nodos spare
sera´n necesarios, do´nde ubicarlos, cua´l
es la influencia del mapeo entre protec-
tores y observadores) permitiendo ası´ la
evaluacio´n de diferentes configuracio-
nes de RADIC.
En el a´mbito de este trabajo el simulador se
utilizara´ especı´ficamente para simular y ana-
lizar una de las fases de RADIC: la fase de
deteccio´n. Esta fase involucra el mecanismo
de heartbeat/watchdog realizado los protecto-
res. En este nivel la simulacio´n abarcara´ la co-
municacio´n entre protectores en tiempo real,
la gestio´n de las estructuras de datos de los
mo´dulos de RADIC y el mecanismo de heart-
beat/watchdog. Modelar esta fase especı´fica de
la tolerancia a fallos permitira´ comenzar con
la validacio´n del modelo completo de RADIC,
porque se estara´n utilizando sus estructuras de
datos ba´sicas, la comunicacio´n entre procesos
RADIC, operaciones en tiempo real, etc.
3. Resultados Obtenidos/Esperados
La tesis a la que corresponde esta lı´nea de in-
vestigacio´n tiene planificadas las siguientes ta-
reas: Estudio del entorno de simulacio´n OM-
NeT, Estudio Detallado de RADIC, Disen˜o del
Entorno de Simulacio´n, Implementacio´n y Vali-
dacio´n del Entorno de Simulacio´n para RADIC,
Ana´lisis y Disen˜o de las Funcionalidades RA-
DIC a ser simuladas (correspondientes a la fase
de Deteccio´n) y Simulacio´n y Ana´lisis de Re-
sultados. Actualmente se esta´ disen˜ando el en-
torno de simulacio´n para RADIC, mientras en
paralelo se generan trazas en un cluster real que
servira´n para el disen˜o de las cargas reales para
validar en entorno y sinte´ticas para realizar las
simulaciones. Una vez que el entorno de simu-
lacio´n este´ validado se podra´n ejecutar las si-
mulaciones que se espera permitan determinar
que´ para´metros podrı´an configurarse durante la
experimentacio´n de la siguiente fase, por ejem-
plo variar el para´metro que especifica el nu´mero
de fallos de heartbeats consecutivos necesarios
antes de iniciar el procedimiento de recupera-
cio´n o el para´metro que especifica el tiempo de
espera ma´ximo de watchdog que inicia el pro-
cedimiento de recuperacio´n. Este sera´ el primer
paso en el desarrollo del modelo de overhead
introducido por la arquitectura RADIC (en este
caso el overhead causado por el mecanismo de
heatbeat/watchdog)
4. Formacio´n de Recursos Humanos
Actualmente, dentro de esta lı´nea de in-
vestigacio´n se esta´n realizando una Tesis de
Maestrı´a y una Tesina de Grado de Ingenierı´a
en Informa´tica de la UNJu. Adema´s se prevee
la continuacio´n de esta misma lı´nea de proyecto
como tesis doctoral del tesista y una mayor in-
teraccio´n con la Universidade Federal de Minas
Gerais y la Universidad Auto´noma de Barce-
lona. Adicionalmente, se espera que otras tesis
de Maestrı´a, ası´ como tesinas de grado surjan
a partir de los logros obtenidos en la presente
lı´nea.
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