This article discusses face translation (FT), which replaces the user's face with an expression by a different synthetic face, such as the face of an avatar or a cartoon character, with the same expression. In order to realize FT, we have to establish a criterion to define which expression on the synthetic face is the "same" expression as the user wears on his/her face. Different from previous work, it is proposed in this article to adopt the user's subjective viewpoint for this criterion. T he user's viewpoint is acquired online through the interaction with the user. When the user is not satisfied with the synthetic facial expression given as the result of FT by the system, the user corrects it by a graphical user interface (GUI). The system obtains examples of the FT from the user's subjective viewpoint every time the user corrects the results of translation. With increase of examples, the result of FT by the system gradually comes to reflect the user' s subjective viewpoint, so that the user does not need to correct the result.
INTRODUCTION
When we communicate with others using our own avatars in virtual space, or when we produce animations using computer graphics (CG), it is necessary to control facial expressions of the avatars or CG characters.
Since the control becomes troublesome if we realize it by setting the control parameters of the synthetic faces, it is desirable that the synthetic facial expressions can be specified by the user's facial expressions. We call this process face translation (FT), because it replaces the user's face by a different synthetic face with the same expression whereas language translation replaces a language by a different language with the same meaning. It should be noted that FT is different from facial expression recognition (FER) [1] - [6] . Whereas FER gives classification of human facial expressions into symbols denoting representative expressions, FT gives continuous mapping from expressions on a human face to the same expressions on a different face.
In order to realize FT, we have to establish a criterion to evaluate similarity between the expressions on two different faces . The criterion determines which expression on the synthetic face is the "same" expression as the user wears on his/her face. In the previous work on FT, the criterion was given by the designer or the researcher of the FT system, and the major issue of the work was how to realize FT based on the criterion [7] - [10] . We call this approach designer-oriented because it adopts the viewpoint of the designer of the system for the criterion. However, this criterion is neither obvious nor universal and depends on subjective viewpoints of those who evaluate the expressions. For example, different answers are possible for the question which one in Figure 1 (b) is more appropriate as the result of FT for a user's face shown in (a). Since the user and the designer of a FT system are not the same person, it is not guaranteed for designeroriented FT systems to give the synthetic facial expressions satisfactory for the user as the result of translation of the user's facial expressions. Different from the designer-oriented approach, we give the user the choice of synthetic facial expressions corresponding to the user's facial expressions. We call our approach user-oriented because it adopts the user's subjective viewpoint for the criterion to determine the correspondence between the facial expressions on the user's face and those on the synthetic face. In the useroriented approach, the user can control the expressions of the synthetic face as he/she intends.
In the remainder of this article, we will describe how to realize a user-oriented FT system. In section 2, we will formulate the problem of FT. Based on this formulation, we will propose to obtain examples of FT that reflects user's subjective viewpoint from user interaction and to use those examples for user-oriented FT by the system in section 3. The experimental results of FT by our system will be shown in section 4. Finally, we will discuss our future work in section 5.
FORMULATION OF THE PROBLEM
FT systems obtain an image of the user's face with an expression by a camera, and displays a synthetic face with the same expression. The image of the user's face is represented by feature parameters extracted from the image by image processing. Examples of the feature parameters are the intensity of each pixel, the position and the orientation of each edge, the position and the shape of each facial component, and so on. The synthetic face can wear various expressions by specifying different value for each control parameter of the face. Figure 2 (a) shows an example of the synthetic face. The expressions of this face can be specified by 15 control parameters, which represent the position and the angle of each eyebrow, the width and the height of each eye, the position and the size of each iris, the width and the degree of opening of the mouth, respectively.
When the user's facial image is represented by n feature parameters and the synthetic face has m control parameters, we can represent the facial image and the expression on the synthetic face by the n dimensional vector ] ,...,
, respectively. We call these vectors the Real Facial Vector (RFV) and the Synthetic Facial Vector (SFV) in this article. The components of the RFV correspond to the feature parameters of the user's facial image, and those of the SFV correspond to the control parameters of the synthetic face. For the synthetic face in Figure 2 (a), 15 = m . Since the synthetic facial expression does not need to exceed the user's face in variety, we can assume that n m < . FT can be defined as the process to map each RFV to the SFV with the same expressions. The mapping from RFVs to SFVs does not need to be one-to-one, but can be homomorphic. 
INTERACTING WITH USER
For any man-machine system, it is important that the user is permitted to correct the output of the system if he/she is not satisfied with it. We assume a graphical user interface (GUI) in Figure 2 (b) for this purpose in our FT system. The user can correct the synthetic facial expressions given as the output of the FT system by modifying the control parameters of the synthetic face using slider bars in the GUI.
Every time the user corrects the output of the system, the system can obtain an example of the FT that reflects the user's subjective viewpoint. We realize FT based on the user's subjective viewpoint using those examples as described below.
Face Translation Based on Examples
Let us consider the situation in which a user does not accept the synthetic facial expression given as the result of FT for the user's current facial image represented by the RFV i E ( i : natural number), and the user corrects t he result into another expression represented by SFV i D using the GUI. At that moment, i E is coupled to i D and stored in the system as an example of the FT reflecting the user's viewpoint. This example is used for reference in FT by the system thereafter. For example, when the user's facial image represented by i E is given again, the image is translated into the synthetic facial expression represented by i D .
However, it is quite rare that the facial image with the same RFV is given more than once in the interaction with the user even if the user puts on the same facial expression more than once. When the user's facial image is represented by E that is not included in the examples stored so far, D corresponding to E is estimated by interpolation from the examples. 
where C is the m m× matrix that satisfies the following equation: 
Acquiring Examples
The examples used for the FT is obtained through interaction with the user. The interaction consists of two phases: preliminary phase and working phase. Since at least 1 + m examples are necessary to interpolate the SFV as described in 3.1, those examples are acquired in the preliminary phase. In this phase, the user needs to specify representative expressions that the user wants to put on the synthetic face, using the GUI in Figure 2 (b).
The number of these representative expressions does not need to be 1 + m . When they are less than 1 + m , the system requires the user to wear facial expressions corresponding to them more than once until the system can obtain more than 1 + m examples. Since the user cannot wear exactly the same expression on his/her face more than once, the system can obtain different examples in this process.
After the preliminary phase is completed, the working phase begins, in which the system is ready for FT because it can generate a synthetic facial expression for any given facial image of the user by the interpolation from the examples stored in the preliminary phase. However, the FT based on those minimum examples may not always be satisfactory to the user. When the user is not satisfied with the result of FT for his/her facial expression given by a facial image, the user corrects the result, and the system obtains an additional example by coupling the facial image to the synthetic facial expression corrected by the user. It is also possible to require the user additionally to wear the same expression corresponding to the corrected synthetic expression on his/her face s times. In this case, the system obtains 1 + s examples every time the user corrects the output.
The user may need to correct the results of FT frequently in the early stage of the working phase. However, with increase of the examples through the corrections by the user, the results of FT by the system gradually comes to reflect the user's subjective viewpoint, and as the result, the system becomes to work with low necessity of correction by the user.
EXPERIMENTAL RESULTS
In the user-oriented FT, it is important that the FT system gives synthetic facial expressions satisfactory to the user. We evaluated how much the results of FT by the system are satisfactory for the user and how the results are improved though interactions with the user, by the experiments of FT for three subjects. For the benchmarking task of FT, we focused on the expressions corresponding to four prototypic emotions: joy, anger, sadness and surprise.
Facial images of each subject are obtained by a camera fixed on the subject's head. For the features to represent each facial image, we employed its differential image by Sobel's differential operator. We focused on the region around the eyes and that around the mouth in the differential image to constitute RFV. We set the size of each region 24 × 32 pixels , and the dimension of the RFV is 1536 = 2 × 24 × 32
. We employed the synthetic face shown in Figure 2(a) , and the dimension of the SFV is 15.
In the preliminary phase, at least 16 = 1 + 15 examples have to be obtained. We first asked each subject to compose a synthetic facial expression corresponding to each of these four prototypic emotions using the GUI in Figure 2 (b). Then we asked each subject to wear an expression corresponding to each of the four synthetic expressions on his/her own face three times. In this preliminary phase, the system obtains 16 = 4 × 4 examples for each subject. Some of the examples obtained in this phase for each subject are shown in Figure 4 . The synthetic facial expressions in the figure are composed by subjects using GUI so that those expressions express joy, anger, sadness and surprise. Different synthetic facial expressions are composed by different subjects in spite that those expressions correspond to the same four prototypic emotions. This result shows that the useroriented approach is important in FT. In the working phase, we asked each subject to wear a facial expression corresponding to each prototypic emotion, and to evaluate the synthetic facial expressions given as the result of FT for the subject's facial expressions by the scores from 0 to 4 (0: "completely acceptable", 4: "completely unacceptable"). Each subject is permitted to wear different facial expressions for the same emotion. Since FT realizes continuous mapping from facial expressions of each subject to the synthetic facial expressions, the synthetic facial expressions returned from the system varies with the variations of facial expressions given by the subjects. We asked the subjects to correct the synthetic facial expressions when the score is more than 0. Since 3 = s in this experiment, the subjects need to wear additional three facial expressions when they correct the result of FT. Figure 5 shows the worst score and the best score in the scores given by the three subjects at each interaction. The score is gradually improved with increase of the number of interactions, and reaches within the range less than 1 (almost satisfactory) for all the subject by ten interactions for each prototypic emotion. 
CONCLUSIONS
We proposed user-oriented FT based on examples obtained from user interactions. We confirmed by experiments with three subjects that the system gradually reflects the user's subjective viewpoint with increase of examples and about ten interactions are sufficient to output satisfactory synthetic facial expression for each of the four prototypic emotions. This result does not mean that the number of interactions for satisfactory FT is about ten times as many as the variations of facial expressions. Since the difference between the user's facial expressions becomes smaller with increase of their variations, fewer interactions would be sufficient for the interpolation to output the synthetic facial expressions satisfactory to the user. However, it is important to reduce the number of interactions required for the user before the system adapts the user's subjective viewpoint.
The number of the user interactions depends on the feature parameters to define the RFV and the examples obtained in the user interaction. It is important that the system by itself can acquire appropriate feature parameters and examples, which realize the FT based on the user's viewpoint by fewer interactions with the user. For acquiring appropriate feature parameters, we plan to extract the feature parameters that discriminates the stored examples most clearly and to replace current feature parameters by the newly extracted ones. For acquiring appropriate examples, we plan to realize the planning by the system to determine synthetic facial expressions presented to the user in the preliminary phase. These processes are remained to be our future work.
