Motivated by the great moderation in major U.S. macroeconomic time series, we formulate the regime switching problem through a conditional Markov chain. We model the long-run volatility change as a recurrent structure change, while short-run changes in the mean growth rate as regime switches. Both structure and regime are unobserved.
INTRODUCTION
There has been a substantial decline in the volatility of major macroeconomic variables since early 1980s. 1 The evidence of this decline is so striking that economists have named it the "Great Moderation". This feature should be captured in the calibration and estimation of macroeconomic models that are applied to the entire postwar U.S. data. For example, in a stochastic growth model, when modeling the endowment process, the volatility of the exogenous income should be treated as a random process, as opposed to one parameter to be estimated. 2 Hamilton's (1989) seminal application of a Markov switching model to U.S. GDP growth data successfully captured its cyclical behavior, but at that time, the changing volatility was not a noteworthy feature of the data. The original Hamilton model (constant variance) only weakly identi…es some recessions when using data up to late 1990s, as shown in Figure 3 of McConnell and Perez-Quiros (2000) . In this paper, we explicitely model the changes in shows that this restricted model provides good estimates for the recession probabilities, and the results are robust with respect to the choice of data range.
A number of previous stuides also allow changing volatility. added an unknown change point to the Markov switching model. For the U.S. postwar GDP growth data, they found not only evidence of a structural change toward stabilization around the …rst quarter of 1984, but also a narrowing of the gap between growth rates during recessions and booms. Lettau et al. (2008) applied an independent Markov switching model, developed
by McConnell and Perez-Quiros (2000) , to consumption data, and found evidence of a shift to substantially lower volatility regimes at the beginning of 1990s. One of the objectives of this paper is to establish a simple model that captures various key features of the data, such as the narrowing mean growth rate gap, changing volatilities, and time-varying transition probabilities (or equivalently, changing recession durations).
This paper categorizes the state of the economy into two groups, namely, the exogenous state and the endogenous state. The exogenous state, or structure, is designed to characterize long-run structure changes, while the endogenous state, or regime, is used to describe short-run business cycles. The exogenous state evolves according to a homogeneous Markov chain. Given the exogenous state, the endogenous state also follows a homogeneous Markov chain, whose transition probabilities depend on the exogenous state. The endogenous state thus follows a "conditional Markov chain", where the Markovian property applies only after conditioning on the exogenous state.
This model imposes interpretable restrictions on the conventional Hamilton Markov switching model with properly de…ned state variables (see Section 3 for details). To convey the main idea, we start with the baseline setup. Let structure A t take a value in f1; 2g and regime s t be either 1 or 2: By assumption, A t follows a …rst order stationary Markov chain, with a 2 2 transition matrix P A : Regime s t follows a conditional …rst order Markov chain, where under the structure A = k, the regime is driven by the transition matrix P k ; k = 1; 2:
We assume P k (i; j) Pr(s t = ijA t = k; s t 1 = j); k = 1; 2: 3 The model is characterized by three transition matrices and the joint distribution of initial states (A 0 ; s 0 ); namely,
and Pr(A 0 ; s 0 ); where A t 2 f1; 2g; s t 2 f1; 2g: We assume both states are not observed by the econometrician.
Like the conventional Markov switching model, the econometrician only observes the time
where the data generating process of y t is given by y t = (A t ; s t ) + (A t ) e t ; e t N (0; 1). This implies y t N ( (A t ; s t ); 2 (A t )):
Because both A t and s t are hidden, we treat them as missing data and apply the wellknown expectation-maximization (EM) algorithm to estimate the model. The estimation 3 "Pr" means probability of an event, or probability density of a random variable if no value is assigned.
process is fast because no numerical optimization is required. Robustness of the estimation results is checked by trying various initial values. When autoregressive terms are added as in Hamilton (1989) , an expectation-conditional-maximization (ECM) algorithm 4 is applied to ensure closed-form solutions throughout. By applying this model to U.S. post-war data on GDP and employment, we …nd that there is a volatility change at around the …rst quarter of 1984, consistent with most existing literature, and all NBER recession dates are well identi…ed by looking at smoothed or …ltered recession probabilities. The estimated structure transition probabilities also suggest that the volatility change is highly persistent.
RELATIONS TO OTHER RESTRICTED MARKOV SWITCHING MODELS
The above model admits rich features while keeps a reasonably parsimonious model structure.
It includes the unknown change point Markov switching model ) and the independent Markov switching model (McConnell and Perez-Quiros, 2000, and Lettau et al, 2008) as special cases.
Example 1 (Unknown change point Markov switching model) In the conditional Markov chain model, let 0 < p < 1 and q = 1; then the low variance structure state is an absorbing state. What remains is to estimate the location of the (deterministic) permanent structural change. By further restricting P 1 = P 2 ; the resulting model is equivalent to the unknown change point Markov switching model as in 5 . The transition matrices are given by
We will see in the next example that it is also a special case of the independent Markov switching model.
Example 2 (Independent Markov switching model) If we let p 1 = p 2 and q 1 = q 2 ; then the resulting model is equivalent to the independent Markov switching model, where the dynamics 4 Meng and Rubin (1993) developed a general theory of the ECM algorithm. 5 They considered a general setup with mean gap di¤erence and variance change, i.e., mean growth rate depends on both A t and s t ; while variance only depends on A t : of regime s t no longer depends on the structure state A t : The independent Markov switching model essentially requires the conditional transition matrices of regime s t to be the same across di¤erent structures, i.e., P 1 = P 2 ; with no restrictions imposed on the transition matrix of structure A t :
Recently, Geweke et al. (2007) proposed a Hierarchical Markov Normal Mixture model (HMNM) to study …nancial asset returns. The conditional Markov chain also includes restrictions implied by the HMNM as special cases.
Example 3 (HMNM) If we restrict the conditional transition matrices for regimes such that the diagonal terms add up to one and each row contains the same elements, then the conditional Markov chain model becomes an HMNM model. In particular, the resulting transition matrices take the following forms:
The HMNM restricts the conditional transition kernel such that Pr(s t = ijA t = k; s t 1 = j) = Pr(s t = ijA t = k); for all i; k; j: Conditioning on a speci…c structure A t = k; the observable y t follows a mixture of two normal distributions.
It is worth mentioning that Barro et al.'s (2009) formulation for country disasters is also a special case of the conditional Markov chain framework.
In the next section, the proposed model is cast under the conventional Hamilton Markov regime switching framework, with four regime states, f(
However, the latter setup involves 12 probability parameters concerning the transition matrix of these 4 states, and the number of parameters increases with the same magnitude as the squared number of states, making MLE numerially undesirable. Also in practice, the likelihood function generally has multiple local maxima, and it is di¢ cult to achieve a reasonable local maximum. Instead, by explicitly modeling the long-run and short-run regime changes, the proposed model implies a grand transition matrix with only 6 parameters, which greatly reduces the computational burden. Thus the proposed model can be viewed as a parsimonious way to model the 4-state Hamilton Markov regime switching problem. In the sense of Sims et al. (2008) , the conditional Markov chain can be treated as a way to provide restrictions on the transition probabilities for the Hamilton Markov regime switching model.
Another implication of the conditional Markov chain model is that the "regime state" by itself is generally not Markovian, while a common feature shared by the …rst two examples is that the marginal process of the "regime state"is Markovian.
GENERAL MODEL SETUP
We make the following assumptions throughout. The …rst assumption states that A t forms a su¢ cient statistic for the entire history of (A; s) for predicting A t+1 : The second assumption means conditioning on historical structure states, the regime s is Markovian, whose transition matrix depends on the realization of current structure state.
In general, the model admits M exogenous states and N endogenous states, with A t 2 f1; :::; M g and s t 2 f1; :::; N g: We have an M M probability matrix P A to characterize the evolution of A t : Accordingly, there are altogether M probability matrices, P m (m = 1; :::; M ), characterizing transition probabilities of s t conditional on A t ; each being of dimension N N:
Based on assumptions 1 and 2, we may prove that the joint state, Z t (A t ; s t ), is …rst order Markovian, Pr(A t+1 ; s t+1 jA t ; s t ; A t 1 ; s t 1 ; :::; A 0 ; s 0 ) = Pr(A t+1 ; s t+1 jA t ; s t ):
A typical realization of joint state is given by (A t = m; s t = n); m 2 f1; :::; M g; n 2 f1; :::; N g, and the number of joint states is M N:
The M N M N transition matrix P Z characterizing the Markov process fZ t g can be constructed as follows,
where Pr(s t+1 jA t+1 ; s t ) and Pr(A t+1 jA t ) are given by elements of P m (m = 1; :::; M ) and P A respectively. Z t can be viewed as a Hamilton Markov switching process with M N states and with a restricted transition matrix.
Example 4 Consider the conditional Markov chain setup in Section 1. If we order the joint state Z t (A t ; s t ) as [(1; 1); (1; 2); (2; 1); (2; 2)] 0 ; then the corresponding transition matrix takes the form
Clearly, the conditional Markov chain provides certain restrictions on the transition matrix of a conventional Hamilton Markov switching model. Notice that when we assume independent switching where P 1 = P 2 ; the transition matrix for Z t admits a simple Kronecker tensor product representation P Z = P A P 1 as shown in Sims et al. (2008) . One may also prove that under the conditional Markov chain restriction, the mapping from (P A ; P 1 ; P 2 ) to P Z is a bijection if the structure state A t is nondegenerate.
APPLICATIONS TO ECONOMIC TIME SERIES DATA
Our data sets consist of the GDP growth and the employment growth data, spanning from the second quarter of 1947 to the fourth quarter of 2006. 6 To see how the model works for the simplest setup, we …rst abstract from autoregressive components for economic variables, and concentrate on the basic setup as in sections 1 and 2. The growth rate is measured as the log-di¤erence of the data multiplied by 100, i.e., y t = 100 log(GDP t =GDP t 1 ). We estimate a conditional Markov chain model with two regime states fs H ; s L g, and two variance states fA H ; ; A L g; where "H"means high, and"L"means low. The model is y t = (A t ; s t )+ (A t )e t ; e t N (0; 1) being independent with (A t ; s t ):
The structure state is …rst order Markovian, with transition matrix P A : Given that the structure is A t = 2 H ; the regimes are driven by P H at time t: Accordingly, regimes will be driven by P L under the low volatility structure. With this speci…cation, the business cycles are characterized by switches between high and low mean growth rate of GDP, while the long-run change of the volatility can be viewed as a transition from 
APPLICATIONS TO GDP GROWTH
The estimation procedure features a two-step process. We use the EM algorithm to obtain initial estimates for parameters, and then we directly maximize the likelihood function to re…ne our estimates and to obtain the standard errors. Maximum likelihood estimation yields a log likelihood of 289:3155, and parameter estimates, with standard errors shown in parenthesis, are given by 6 Data source: U.S. Department of Commerce, Bureau of Economic Analysis. All data are measured in 2000 chain-weighted dollars.
7 Long-run change means the probability of staying in the same structure is high, say 0.99. The implied transition matrix for the joint states is 
The order of the four states is "high variance, low mean", "high variance, high mean", "low variance, low mean" and "low variance, high mean". Probabilities for low growth regimes 8 and high variance structures are shown in Figure 1 . The shaded areas are NBER dated recessions. We can see that not only the NBER recessions are very precisely estimated in terms of …ltered and smoothed recession probabilities, but the low frequency movement of the variance is well captured 9 . The parameter estimates also suggest that besides a substantial volatility drop, a changing mean growth gap is also an important feature. Along with the assumption that the recession duration depends on the volatility structure, this model 8 In the model, recession is described as the regime with low mean growth rate. Notice that the NBER recession is de…ned as "a signi…cant decline in economic activity spread across the economy, lasting more than a few months, normally visible in real GDP, real income, employment, industrial production, and wholesale-retail sales." The intriguing feature of Markov switching model is that its estimates for recession probabilities accord with NBER's recession dates very well, by just looking at a single time series. 9 The smoothed probabilities for high variance structures around the turning points are Pr(1984Q1jI T ) = 0:98; Pr(1984Q2jI T ) = 0:81; Pr(1984Q3jI T ) = 0:29; and Pr(tjI T ) > 0:99 for t 1983Q4: is able to provide more precise recession probabilities than the existing literature does. It is natural to ask whether our restrictions on the state transition probabilities are reasonable.
We reestimate a Hamilton Markov switching model using the 4-dimensional joint states (2000), where the regime changes of mean growth rate and variance are independent of each other. Their original model is speci…ed as y t (A t ; s t ) = (y t 1 (A t 1 ; s t 1 )) + (A t )e t : The independent Markov switching model produces the same graph as their Figure 3 if we use the same data as theirs (from 1953Q2 to 1999Q2), while conditional Markov chain model (using y t (A t ; s t ) = (y t 1 (A t 1 ; s t 1 )) + (A t )e t )
generates a much better estimated regime and structure probabilities as shown in our Figure   2 . We also notice that, if we use the data span from 1947Q2 to 2006Q4, the independent Markov switching model produce about the same nice graph as the one using our model.
Moreover, we …nd that if we restrict = 0 and use the speci…cation y t = (A t ; s t ) + (A t )e t ; dlog(G DP) 1955 1960 1965 1970 1975 1980 1985 1990 1995 -4 -2 0 2 4 dlog(G DP) 1955 1960 1965 1970 1975 1980 1985 1990 1995 -4 -2 0 2 4 filtered low-mean probability 1955 1960 1965 1970 1975 1980 1985 1990 1995 
APPLICATIONS TO EMPLOYMENT GROWTH
Again, the growth rate is measured as log di¤erence of employment multiplied by 100.
We apply the conditional Markov chain model to nonfarm employment data spanned from that the employment growth of early 50s appears to be extremely volatile, compared with what we observe since the 60s. The growth rate shoots up to a record high from a negative growth rate within only several quarters. The data around early 50s tend to bring up our estimates for the high variance to a certain level, such that it is hard for the simpli…ed twovariance structure model to identify the high-variance structure unless the actual variance is high enough. To justify our conjecture, we reestimate the model using data from 1950Q4 to 2006Q4. The resulting recession and high variance probabilities are shown in Figure 4 , where all pre-1984 periods are identi…ed as the high-variance structure according to smoothed probabilities. The log(likelihood) = -108.7197, and parameter estimates are given by 
MODEL COMPARISON USING BAYES FACTORS
Because it is easy to evaluate the conditional likelihood for the Markov switching model, we can readily apply Bayes factors to compare various model speci…cations. To …x idea, we focus on comparing the conditional Markov chain (Model 1) and independent Markov switching speci…cation (Model 2) for the basic setup y t = (A t ; s t ) + (A t )u t using GDP growth data, where both models provide nice regime probability estimates. The Bayes factor is de…ned as
where p(yj j ; M j ) is the conditional likelihood for data y given parameter j under model j;
and p( j jM j ) is the prior density for j under model j: The Bayes factor provides evidence for which model is better supported by the data. Using a wide variety of prior speci…cations for the parameters, we did not …nd unanimous support for either model. A general observation is that if we specify prior to be tight around the MLE estimators, the Bayes factors are slightly in favor of model 1 (conditional Markov chain), while if we use less informative priors, Bayes factors indicate that model 2 (independent Markov switching) is slightly preferred.
When specifying priors, we maintain the following identifying restrictions
We use a reparametrization which we also applied in the MLE estimation. Let X be a vector of free parameters, and
2 H = e X(5) + e X(6) : A typical reparametrization for probability parameters is given by p = minf1; (b a) e x 1+e x + ag such that a < p < 1: The …rst set of priors for X is taken as normal, centered around its MLE estimates, with variance being 1:2 times the estimated asymptotic variance, except that we draw q (the probability of staying in the high variance state) from minf1; (1:09 0:9) u + 0:9g where u U nif orm[0; 1]: The simulated prior densities for the original parameters of the conditional Markov chain model take the shape in Figure 5 . The Bayes factor is around 1:41; based on 10 Monte Carlo experiments, each with 6 10 4 draws. When we increase the variance of the prior, the Bayes factor tends to decrease. For example, when the variance for X is taken as 1:6 times the estimated asymptotic variance, and the priors for p and q are When we further increase the variance for X to be 2 times the estimated asymptotic variance, the Bayes factor turns out to be around 0:9; where the resulting prior densities for the original parameters of the conditional Markov chain model take the shape in Figure 6 .
The exercise in this section suggests that there is no signi…cant evidence from the data to choose one speci…cation against the other.
MULTIPLE-EQUATION REGRESSION
Suppose the vector Z t of economic variables follows a structural VAR,
where u t is iid N (0; I) and has the same dimension as Z t : The above equation assumes that structural coe¢ cients ; B; C only depend on A t ; while the mean vector depends on both A t and s t : The corresponding reduced form is represented by
To estimate state probabilities, we may rely on the above reduced form representation instead of the structural one. The estimation approach is a direct extension of the one for single series AR process where time-varying pattern of the parameters are the same, and we may obtain the likelihood function during the …ltering step of the EM algorithm. Closed-form solution is available for the ECM algorithm as in the single series case. It is worth mentioning that A t might represent policy shift, breakthrough technology advance (e.g., better inventory control), which we do not explore here.
Likelihood of the reduced form VAR can be recursively calculated using …ltering technique given in the appendix. Numerical optimization of the likelihood is hard because the number of parameters is large. In the applications, we let Z t be the quarterly growth rate of GDP and nonfarm employment. If we do not impose any restrictions on (A t ) and (A t ); the quasi-Newton numerical algorithm employed by Matlab 7.0 hardly converges for a wide range of starting parameter values. We also tried a block-updating scheme suggested by Sims, Waggoner and Zha (2008) by dividing the parameters into probability and nonprobability parameters. We found that although the …rst order conditions were met fairly fast in the direction of probability parameters, they are rarely convergent in the direction of non-probability parameters such as ; and . In addition, the probability parameters tend to stop updating at unreasonable regions.
If we restrict (A t ) and (A t ) as diagonal matrices, the likelihood function is easily maximized by Matlab 7.0. Such restrictions break the causality link between GDP growth and employment growth in the VAR. Their dynamics are linked together only through the states A t and s t : Unlike in the single series estimation where we allow di¤erent series to have di¤erent states (A; s) ; here in the multiple series setup, we assume that di¤erent series share the same states (A; s) ; i.e., they have common regime switching dynamics. We report parameter estimates, followed by plots of state probabilities. The recession probabilities along with high variance probabilities are shown in Figure 7 .
Although there are some wrong reports of recessions, the duration of the wrong reports is very short. The post-1984 recessions are better estimated compared with estimates from single series information. A natural extension includes developing a multivariate model incorporating monthly data to identify and to forecast the state of an economy.
From now on, we use e X T = fX 1 ; X 2 ; :::; X T g to represent the full history of X up to time T:
Given the time series of observables, the likelihood function is given by
where Z t (A t ; s t ). The model is estimated using the Expectation-Maximization (EM) method. A by-product of the EM procedure is that a recursive representation of the likelihood function is obtained. For a detailed description the EM algorithm, one may refer to , McLachlan and Krishnan (1996) , or Hamilton (1994) . Here we brie ‡y review the algorithm for the particular case in this paper. The EM algorithm will iterate between expectation and maximization steps until some convergence criteria is met.
In the expectation step, we form the following objective function,
where k 1 is the parameter estimates in step k 1; and Pr( e Z T je y T ; k 1 ) can be obtained using a …ltering-smoothing procedure as described in .
In the maximization step, Q is maximized with respect to , resulting in the step-k parameter estimates k :
One favorable property of EM algorithm is that each iteration increases the likelihood value. With arbitrary initial values of the parameters, 0 ; the above two steps are iterated until k converges to a local maximum of the likelihood function.
The …rst term of Q can be written as
where for simplicity we assume log[f (y t jZ
The same EM algorithm can be applied by de…ning a new state variable Z t = (Z t ; Z t 1 ):
Similarly, the second term can be written as 
CLOSED-FORM SOLUTION
The …rst order conditions concerning the structure transition imply
Pr(A t 1 = 2; A t = 2je y T ; k 1 ) P T t=1 Pr(A t 1 = 2; A t = 1je y T ; k 1 ) + P T t=1 Pr(A t 1 = 2; A t = 2je y T ; k 1 )
where p is the probability of staying in high-volatility structure if A t = 1 means volatility is high.
The …rst order conditions regarding the conditional transition matrices imply p j = P T t=2 Pr(A t = j; s t = s L ; s t 1 = s L je y T ; k 1 ) P T t=2 Pr(A t = j; s t = s L ; s t 1 = s L je y T ; k 1 ) + P T t=2 Pr(A t = j; s t = s H ; s t 1 = s L je y T ; k 1 ) q j = P T t=2 Pr(A t = j; s t = s H ; s t 1 = s H je y T ; k 1 ) P T t=2 Pr(A t = j; s t = s H ; s t 1 = s H je y T ; k 1 ) + P T t=2 Pr(A t = j; s t = s L ; s t 1 = s H je y T ; k 1 ) where j = 1; 2 and p j is the probability of staying in "low-mean"regime when A = j:
Under the normality assumption, we also have closed form solutions for mean and variance. For example the low mean under high variance structure is H L = P T t=1 y t Pr(A t = 1; s t = s L je y T ; k 1 ) P T t=1 Pr(A t = 1; s t = s L je y T ; k 1 ) :
After obtaining all mean parameters, the high variance is given by In order to get the above parameter solutions, we need three types of smoothed probabilities: Pr(A t ; s t je y T ; k 1 ); Pr(A t ; A t 1 je y T ; k 1 ) and Pr(A t ; s t ; s t 1 je y T ; k 1 ); which we brie ‡y described as follows.
FILTERING AND SMOOTHING PROCEDURE
Let I t = e y t = fy 0 ; y 1 ; :::; y t g be the information available at time t. It is helpful to work with the Markov joint state Z = (A; s); whose …ltered and smoothed probabilities are calculated following the standard formula (see, e.g., .
Step 1. Given Pr(Z t 1 = ijI t 1 ); i = 1; 2; at the beginning of time t iteration, the one-step-ahead prediction Pr(Z t = jjI t 1 ) is calculated as Pr(Z t jI t 1 ) = X Z t 1 Pr(Z t ; Z t 1 jI t 1 ) = X Z t 1
Pr(Z t jZ t 1 ) Pr(Z t 1 jI t 1 ):
Step 2. Use Bayes rule to obtain the …ltered probabilities Pr(Z t jI t ) = Pr(Z t jI t 1 ; y t ) = Pr(Z t ; y t jI t 1 ) f (y t jI t 1 ) = f (y t jZ t ) Pr(Z t jI t 1 ) P Zt f (y t jZ t ) Pr(Z t jI t 1 )
; where by de…nition I t = fI t 1 ; y t g:
To start the above iteration, we need an initial guess for Pr(Z 0 jI 0 ): A good candidate is the invariant distribution computed from the last step parameter estimates k 1 :
As a by-product, we also obtain the likelihood function as Likelihood = P t P Zt f (y t jZ t ) Pr(Z t jI t 1 ): For any model setup where the conditional density f (y t jZ t ) has closed-form representation, one may directly maximize the likelihood function using numerical optimization methods.
Based on the complete information, the smoothed probabilities can be obtained as follows, Pr(Z t = j; Z t+1 = kjI T ) = Pr(Z t+1 = kjI T ) Pr(Z t+1 = kjZ t = j) Pr(Z t = jjI t ) Pr(Z t+1 = kjI t ) ;
Pr(Z t = j; Z t+1 = kjI T ):
Thus given Pr(Z T jI T ) from the …ltering procedure, one may work backwards to get the smoothed probabilities for t = 1; 2; :::; T . Notice that Pr(Z t ; Z t 1 jI T ) = Pr(A t ; s t ; A t 1 ; s t 1 jI T ):
Integrating out the e¤ect of A t 1 will give us Pr(A t ; s t ; s t 1 jI T ): And Pr(A t ; A t 1 jI T ) is obtained by integrating out s t and s t 1 :
