Abstract. Using a probabilistic interpretation of the Burau representation of the braid group offered by Vaughan Jones, we generalize the Burau representation to a representation of the semigroup of string links. In particular, we get a knot invariant which could be interpreted as the expectation of a random observable related with random walks on knot diagrams. Our computation shows that if we have a 50% chance of falling off the upper segment at a crossing and then walking on the lower segment, the chance of walking through the oriented trefoil knot is about 43%. This is to say that random walks on knots are transient (not recurrent).
§1. Introduction
The Burau matrices β i , 1 ≤ i ≤ n − 1, are n × n matrices given as follows: Let t = 0, 1 be a complex number. If we think of β i as a linear transformation on C n , then Here we uset to denote t −1 for simplicity.
It is easy to check that β i β i+1 β i = β i+1 β i β i+1 , β i β j = β j β i for |i − j| ≥ 2.
Thus, sending the standard generators σ i of the braid group B n to β i defines the (non-reduced) Burau representation of B n . For a given braid, its image under the Burau representation will be called the Burau matrix of that braid.
There is an extensive literature on the Burau representation. Let me just mention an article of John Moody [3] where it was proved (settling a question of long time) probabilistic interpretation of the Burau representation. We quote from [2] (with a small correction): "For positive braids there is also a mechanical interpretation of the Burau matrix: Lay the braid out flat and make it into a bowling alley with n lanes, the lanes going over each other according to the braid. If a ball traveling along a lane has probability 1 − t of falling off the top lane (and continuing in the lane below) at every crossing then the (i, j) entry of the (non-reduced) Burau matrix is the probability that a ball bowled in the ith lane will end up in the jth."
Let us now consider string links. This notion was first introduced in [1] . We will generalize it a little bit here and still call the generalization string links.
Essentially, a string link is an oriented tangle diagram (or simply a tangle) in the strip R × [0, 1] with bottom end {1 × 0, 2 × 0, . . . , n × 0} and top end {1 × 1, 2 × 1, . . . , n × 1}. There are exactly n strands, each of them giving an oriented path from a bottom point i × 0 to a top point j × 1. See Figure 1 . Two such string links are thought to be the same if they differ by a finite sequence of Reidemeister moves. Naturally, the set S n of all string links with n strands has a semigroup structure such that B n ⊂ S n is a subgroup. We now define a representation of the semigroup S n generalizing the Burau representation. We will assign to each element in S n an n × n matrix whose entries are rational functions in t. Such an assignment will be multiplicative on S n so that we get a representation of the semigroup S n into the semigroup of n × n matrices.
Starting at the point i × 0, we will try to walk up along strands of the given string link σ to get to the point j × 1 according the the following rules:
(1) The walking direction should always be in agreement with the orientation of strands of σ. (2) If we come to a crossing on the lower segment, we will keep walking on the lower segment passing through that crossing. (3) If we come to a crossing on the upper segment, we may choose either to jump down walking on the lower segment or keep walking on the upper segment passing through that crossing. Such a way of walking from i × 0 to j × 1 on σ is called a path.
A loop is a part of a path along which we may come back to where we start on a string link. A path is called simple if it contains no loops. Obviously, there are only finitely many simple paths on a string link. A loop is simple if it contains no other loops except itself. There are only finitely many simple loops on a string link. Any path can be reduced down to a simple path by dropping off simple loops it Let us assign a number ρ(P ) to a path P . Along P , there are many places where decisions are made about whether we want to jump down or keep walking. We will have a state at each of these places along P and ρ(P ) is the product of all states on that path. The states are determined as follows:
(1) if we come to a positive crossing on the upper segment, the state is 1 − t if we choose to jump down and t otherwise; and (2) if we come to a negative crossing on the upper segment, the state is 1 −t if we choose to jump down andt otherwise.
With all these said, the (i, j) entry of the n × n matrix assigned to the string link σ ∈ S n is ( * )
summing over all paths on σ from the point i × 0 to the point j × 1. It is zero if there is no such a path.
The following theorems are our main results.
Theorem A. The sum ( * ) converges to a rational function of t.
Theorem B. The matrix assigned to the string link σ ∈ S n is invariant under Reidemeister moves.
We hope that the reader have sensed some flavor of random walks so far. But if this was not the case and the author was blamed of having a misleading title, please be patient and wait till (or jump to) the last section. Fortunately, this is not a long article. §2. The proof of Theorem A To illustrate the argument, we first prove a weaker version of Theorem A. Proposition 2.1. The sum ( * ) converges to a formal power series of 1 − t.
Proof. As formal power series of 1 − t, we havē
We define the multiplicity of a path to be the number of simple loops it contains. There are only finitely many paths with a given multiplicity.
Claim. If P is a path with multiplicity k, then
Since a string link contains no closed components, the state of any simple loop contains a factor of 1 − t or 1 −t. This proves the lemma. Now Proposition 2.1 follows easily from the above claim and the fact that there are only finitely many paths with a given multiplicity.
Let F + = F + m be the free semigroup generated by x 1 , . . . , x m . Let ρ be a multiplicative function on F + such that ρ(x i ) is a rational function of t for every i = 1, . . . , m. Moreover, assume that when t = 1, ρ(x i ) = 0.
Proposition 2.2. The sum
converges to a rational function of t.
Proof. We prove inductively a stronger statement: The sum
converges to a rational function of t such that Φ m (1) = 1. Actually,
This statement is certainly true when m = 1: Since ρ(x 1 ) = 0 when t = 1, for |1 − t| small enough, |ρ(x 1 )| < 1 and therefore
.
Obviously, Φ 1 (t) is a rational function of t such that Φ 1 (1) = 1.
We list elements in F + m not equal to 1 as follows:
where l = 1, 2, . . . , k j 's are positive integers and G j ' are elements in F + m−1 not equal to 1.
Inductively, we have
The last sum is convergent since Φ m−1 (1) − 1 = 0 and it is convergent to a rational function of t. Moreover, the sum is zero when t = 1. The same conclusions hold for other kinds of terms in the above list of elements in F + m . Therefore, our inductive statement holds and this finishes the proof of Proposition 2.2. Moreover, a straightforward calculation will establish ( * * ).
Proof of Theorem A. Multiple loops can be thought of as elements in the free semigroup generated by simple loops. We already observed that the multiplicative function ρ on each simple loop is zero when t = 1. Since there are only finitely many simple loops and finitely many simple path, Theorem A follows immediately from Proposition 2.2. §3. The proof of Theorem B
There are three types of Reidemeister moves. We check the invariance one by one. Notice that in Figure 3 , 4 and 5, the orientation of strands are determined by that of paths.
Type I: See Figure 2 . For a positive kink, there are two paths (both simple) from the bottom end to the top end with ρ = t and ρ = 1 − t respectively. So total value is the same as no kink. For a negative kink, there is one simple path from the bottom end to the top end with ρ =t. There is also a simple loop with ρ = 1 −t. Therefore, the total value is
Again, it is the same as no kink.
Type II: See Figure 3 . On the diagram on the left side of Figure 3 , there are two paths going from the point a to the point b with ρ = 1 −t and ρ =t(1 − t) respectively. Their sum is 0, the same as no path from a to b on the diagram on the right side of Figure 3 . Other situations can be checked similarly.
Type III: See Figure 4 . On the diagram on the left side of Figure 4 , there are two paths from a to b with ρ = 1 −t and ρ =t(1 − t) 2 =t − 2 + t respectively. The total value is t − 1, the same as the state t(1 −t) of the only path from a to b on the diagram on the right side. Other situations can be checked similarly. This finishes the proof of Theorem B. §4. Examples
On the string link T in Figure 1 , there is only one simple loop with ρ = t(1 −t). There is one simple path for the entry (1,1) with ρ = 1, one simple path for the entry (1,2) with ρ = 1 − t, and one simple path for the entry (2,1) with ρ =t(1 − t). All of them can be combined with multiple copies of the simple loop to form new paths. For the entry (2,2), there are two simple paths with ρ = t and ρ = (1 − t) 2 (1 −t) respectively. Only the second simple path can be combined with multiple copies of the simple loop to form new paths. The sum of ρ-values of all loops is convergent:
Therefor the Burau matrix of T is
Notice that the semigroup S 1 is isomorphic with the semigroup of oriented knots under connected sum. Thus, our generalization of the Burau representation gives rise to a knot invariant multiplicative under connected sum. It is independent of the knot orientation but will change by t →t under mirror reflection. At this moment the nature of this knot invariant is not clear to us and we don't have an effective way of calculating our knot invariant. Is our knot invariant related with quantum knot invariants?
Consider the right-handed trefoil knot in Figure 5 . There are two simple paths P and Q and three simple loops x, y and z on that diagram. Their ρ-values are We need to list all possible paths on the trefoil. First, denote by F + the free semigroup generated by x, y, z. We will think of an element in F + as a loop starting at the checked point on the diagram on the left side of Figure 5 .
On the simple path P , there are two places where we are at the upper segment of a crossing. We will abuse the notation to denote parts of paths by their states. For example, we will simply denote P = (1 − t)t. Here is a list of paths built upon P by adding loops: By ( * * ), we have
Now the calculation of our knot invariant for the trefoil is simple. To get the total value of all possible paths, we simply replace G ∈ F + in the previous lists by Φ 3 and G = 1 by Φ 3 − 1 and replace x, y, z by their states. Using Mathematica, we calculated the value of our knot invariant on the trefoil to be 1 − t + 2t 2 − t §5. Random walks on knot diagrams
We recall briefly some basic notions of the theory of random walks on integer lattices. See [4] .
Let R be the d-dimensional integer lattice. A random walk on R is given by a transition function P (x, y), x, y ∈ R such that 0 ≤ P (x, y) = P (0, y − x); y∈R P (x, y) = 1, ∀x ∈ R.
The first property is called spatial homogeneity.
Let P 0 (x, y) = 1 if x = y and 0 otherwise, P 1 (x, y) = P (x, y) and
So, P n (x, y) is the probability that a "particle", executing the random walk, and starting at point x at time 0, will be at the point y at time n.
More precisely, let F 0 (x, y) = 0, F 1 (x, y) = P (x, y) and
We have F k (x, y) represents the probability of starting at the point x and arriving at the point y before or at time n. Notice that both P n (x, x) and F n (x, x) are independent of the starting point x.
If we denote G = G(x, x) and
A random walk is called recurrent if F = 1, or equivalently G = ∞, and transient if F < 1, or equivalently G < ∞. So, being recurrent means that a particle, executing the random walk, will come bake to its starting with probability 1.
For a oriented knot diagram (or tangle diagram), let R be the set of oriented edges on the knot projection thought of as a planar graph. For 0 < p, q < 1 given, define P (x, y), where x, y ∈ R, as follows (1) P (x, y) = 0 only when the head of the oriented edge x meets the tail of the (We will assume from now on that the head of x and the tail of y meet on the knot projection.) (2) P (x, y) = 1 if the head of x and the tail of y are parts of the lower segment of a crossing; (3) P (x, y) = 0 if the head of x is on the lower segment of a crossing whereas the tail of y is on the upper segment of that crossing; (4) P (x, y) = 1 − p (or 1 − q) if the head of x is on the upper segment of a positive (negative) crossing whereas the tail of y is on the lower segment of that crossing; (5) P (x, y) = p (or q) if the head of x and the tail of y are both on the upper segment of a positive (negative) crossing. We will think of the pair {R, P } as a random walk on the given knot diagram. We certainly have y∈R P (x, y) = 1.
But we could not even talk about spatial homogeneity anymore. Now consider the trefoil knot diagram by taking the closure of the trefoil string link in Figure 5 . We start at the edge connecting the top and the bottom of the string link. Then for the random walk on the trefoil knot diagram defined above, use the calculation of §4, we write
Then F p could be thought of as the probability of not being able to walk through the trefoil knot (see below). We have
For example, F 0 = 1 and F 1 = 0 as expected. The table at the end shows some values of F p for different p's.
In general, for a string link diagram σ ∈ S 1 , let x 0 to be the bottom edge and x 1 to be the to edge. Then define G p,q = G(x 0 , x 1 ) of the random walk on σ.
Proof. For simplicity, we assume p = q. We will prove a statement stronger than Proposition 5.1 inductively.
For every x, y ∈ R, there is a unique subarc γ on σ which runs from x to y. It is obvious that we can generalize the definition of G(x, y) to defineḠ(x, y) which take into account only paths from x to y on γ. Of course, at a crossing when γ runs over the segment not on γ, the probability will be 1 in calculatingḠ(x, y).
Claim.Ḡ(x, y) ≥ 1.
Notice thatḠ(x, y) depends only on γ. Moreover, for x ′ , y ′ on γ, no matter how we defineḠ(x ′ , y ′ ), either using σ or γ, the result is the same. So we will forget
We prove this claim inductively on the number of edges on γ. Let x 1 , x 2 , . . . , x k ∈ R such that (1) x 1 = x, x n = y; (2) the union of x 1 , x 2 , . . . , x k is γ; and (3) the order of the subscriptions of x i agree with the order they are passed along γ. Case 1. This is the case when P (x k−1 , x k ) = 1. There are obviously more path from x 1 to x k than from x 1 to x k−1 , and each path from x 1 to x k−1 determines a unique path from x 1 to x k with the same probability. Therefore, inductively, we have
Case 2. This is the case when P (x k−1 , x k ) = p. Let x i be the edge such that
But there may be edges x r 1 , . . . , x r l between x i and x k−1 and edges x s 1 . . . , x s l not between x i and x k−1 such that P (x r 1 , x s 1 ) = · · · = P (x r l , x s l ) = 1 − p. Let us assume now thatḠ(x s j , x k−1 ) = G(x s j , x k−1 ) for all j = 1, . . . , l. Then
So we still have G(x, y) ≥ 1.
Notice when the above process is repeated n times, all the correction terms will have a factor of p n (1 − p) n . Therefore, the claim holds since G(x, y) is convergent for generic p, q.
This establishes the proposition.
Thus, we can write
and define F p,q to be the probability of not being able to walk randomly through the string link diagram σ ∈ S 1 from its bottom to its top. Or, equivalently, F p,q is the probability of not being able to walk randomly on the knot diagram cls(σ) and come back to the starting edge. Apparently, on knot diagrams, F p,q depends on the starting edge. We will abbreviate G p = G p,p and F p = F p,p .
We may now interpret our knot invariant A(t) following principles of quantum mechanics. Let α be the angle between state vectors t and 1−t. Then 1−p = cos 2 α can be thought of the probability of the state t being in the state 1 − t and we interpret it as the probability of falling off the upper segment at a positive crossing. Similarly, 1 − q = cos 2ᾱ is the probability of falling off the the upper crossing at a negative crossing withᾱ the angle betweent and 1 −t. We may then think of ρ(t) as a random observable and A(t) its expectation.
For example, let t = √ −1. Then cos 2 α = cos 2ᾱ = 1/2 and A = −1. On the other hand, F 1/2 = 4/7. Thus, if we have a 50% chance of falling off the upper segment at a crossing, we will only have a 43% chance of walking through the trefoil string link. So the random walk on the trefoil knot is transient. We see here that if there is an effective method of computing our knot invariant A(t), it will be much simpler to calculate the probability F of not being able to walk through knot diagrams.
Finally, notice that the probability F is certainly not a knot invariant. Therefore, we may ask whether there is a knot diagram which makes the average of F over all starting edges maximal/minimal among all equivalent knot diagrams.
