We present a system for finding and tracking a face and extract global and local animation parameters from a video sequence. The system uses an initial colour processing step for finding a rough estimate of the position, size, and inplane rotation of the face, followed by a refinement step driven by an Active Model. The latter step refines the previous estimate, and also extracts local animation parameters. The system is able to track the face and some facial features in near real-time, and can compress the result to a bitstream compliant to MPEG-4 Face & Body Animation.
INTRODUCTION
The goal of this work is to extract parameters describing the adaptation of a face model to the frames of a video sequence. Since the target applications are video-phones and man-machine interaction, we assume a "video phonelike" input, that is, we assume that there is a face in the image, looking approximately into the camera. We use the face model CANDIDE-3 [1] , and the adaptation parameters are global (rotation, translation, scale) as well as local (Action Units [1] [2] controlling the mouth and the eyebrows).
Initially, a colour based algorithm (described in Section 2), assuming that skin colour is recognizable, is used to give a rough estimate of the size and position of the face. Those parameters are then refined by an Active Model (described in Section 3). The two algorithms are presented in the subsequent sections, followed by the results, and a description of our ongoing work.
THE INITIAL STEP: THE COLOUR BASED ALGORITHM
To quickly find the approximate location of the face in the input image, the pixels are traversed and each given a likelihood value of been a skin colour pixel. This likelihood value is based on à priori collected statistics, to which a mixture of Gaussian distributions has been adapted using the Expectation-Maximization (EM) algorithm. The resulting image of likelihood values is blurred and then thresholded, and of the remaining objects in the image, the largest one is selected as the most probable face candidate. The position, size, and orientation of this "blob" is used as the initial estimate handed over to the refinement step. Examples of resulting estimates are shown in Figure 1 . This kind of algorithm has been chosen because it is fast and simple. The obvious drawback is that it need re-calibration for each camera.
THE ACTIVE MODEL
Our Active Model is a simplification of the Active Appearance Models invented by Cootes et al. [4] [4], and we will here describe the model and how it is parameterized.
First, the CANDIDE model has been adapted to a set of images using 12 parameters: 3D-rotation, 2D-translation, scale, and 6 Action Units controlling the lips and eyebrows. We collect those parameters in a 12-D vector p, which thus parameterizes the geometry of the model.
The image under the wireframe model has, for each image in the training set, been mapped to the model, and the model has then been normalized to a standard shape, size, and position, in order to collect a geometrically normalized set of textures. On this set of textures, a PCA has been performed and the eigentextures (geometrically normalized eigenfaces [5] ) have been computed.
We can now describe the complete appearance of the model by the geometry parameters p and an N-dimensional texture parameter vector, where N is the number of eigentextures we want to use for synthesizing the model texture. Given an input image and a p, the texture parameters are given by projecting the normalized input image on the eigentextures, and thus, p is the only necessary parameters in our case.
We can compare this to the parameterization used by the Appearance Models. For the Appearance Models, a PCA is performed to find the suitable subspace of appearance modes combining deformation modes and texture modes (eigentextures). In our application, we only parameterize the model in terms of deformation (including global motion) since we know in advance what kind of parameters we are interested in extracting. If we want to extract Action Units (the parameters typically used for CANDIDE) we simply parameterize and train our model on those parameters (or deformations spanning the same subspace).
Active Model Training
It is possible to compute, for each set of parameters controlling the wireframe model, a match between an input image under the wireframe model and the reconstructed image using those eigentextures. We could then try all possible values of the model parameters, and regard the best ones as the optimal adaptation of the model to the input image. This would however be too time consuming for most applications.
One solution is to use the Active Appearance algorithm [3] used for adapting Appearance Models to images. As mentioned above, our model is not an Appearance Model, but even so we can use the principle of the Active Appearance algorithm.
The training procedure is as follows: For each of the training images, we change, one by one, the model parameters slightly and map the image to the model. We then try to reconstruct the new texture with our eigentextures, and compute the residual r between the reconstructed texture x and the mapped texture j. We choose as the error measure, and try to optimize it over the model parameter vector p. The procedure is illustrated in Figure 2 . Analysis of the residual image will give us information on how to update the parameter vector, as explained below.
If we Taylor-expand r around we get ,
where (2) We approximate r(p) with the first terms and regard it as a linear function.
Given an initially suggested p, we want to minimize (3) of which the least square solution is .
From a set of training data (models adapted to images) we can estimate R, and from the estimated R compute the update matrix U.
Active Model Search
Assuming a rough estimate of the model parameters (in this case given by the colour based algorithm), we can reconstruct the texture using the eigentextures, compute the residual image r(p) and use the à priori computed update matrix U to find out how we should change the parameter vector p to get a better model adaptation. That is, we update according to (5) and compute the new error measure .
If this is not an improvement, we try smaller update steps (0.5, 0.25). If there is still no improvement, we declare convergence. If the maximum absolute value of is smaller than a certain threshold (that should be smaller than an easily perceptible change in the model geometry), we declare convergence without computing the new error measure. Figure 1 . Examples of the colour-based algorithm giving a rough initial estimate of the location, size, and in-plane rotation of the face.
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For the following frame, the initial estimate is given by the refined estimate in the previous frame, and the colour based algorithm is thus used for the first frame only.
IMPLEMENTATION
We have implemented a C++ library with routines for handling face models and training them as to be Active Models. The shape of the (normalized) eigentextures is determined by the standard shape of the CANDIDE model (with the upper part of the head removed) scaled so that the size is 40x42 pixels (see Figure 2 c-d) . The eigentextures have been computed in RGB as well as in grayscale for comparison, as have the update matrix U.
The implementation uses OpenGL for the texture mapping in the Active Model Search, utilizing the fact that modern graphics cards have specialized hardware for such tasks. The geometrical normalization of the input image (see Figure 2 c) is thus performed in a very short time (less than 2 ms), and the speed of the algorithm is dependent more on the graphics card than of the CPU.
MPEG-4 encoding
The animation of the face model can be encoded using the MPEG-4 standard for face animation. Since the vertices of the CANDIDE-3 model corresponds quite well to the facial feature points defined in MPEG-4, the coding is easily done.
The Facial Animation Parameters (FAPs) used to represent movements of the facial feature points in MPEG-4 are measured in face dependent scales, using different FAP Units (FAPUs). The FAPs are also measured relative to the neutral face, and thus a neutral face model is kept in memory. Using this neutral face model, the FAPUs and the FAPs are computed, and then compressed using the MPEG-4 reference software. The entire process takes only a few milliseconds and does not influence the real-time performance. The output is an MPEG-4 Face & Body Animation (FBA) compliant bitstream, that can be played in an FBA player, for example FAE [6] . The bitstream can be stored on a file or streamed over the network.
RESULTS
The experiments presented here are performed on a PC with a 500 MHz Intel Pentium III processor and an ASUS V3800 graphics card with video input. The colour based (e) i j x r algorithm runs on approximately 0.1 seconds, and the Active Model search needs about 15 ms per iteration. Typically, less than 10 iterations are needed each frame, and fewer iterations are needed the closer the initial estimate is to the optimum. Thus, if a video sequence is recorded at a high framerate (with small motion between each frame), the tracking will also run on a higher speed. Visual results are shown in Figure 3 .
Using grayscale eigentextures and update data, it turned out that the computation in the graphics card (which internally uses RGB) became almost 20% slower. However, the computations performed in the CPU became (as expected) about 3 times faster, and then only 20% of the total computing time is due to the CPU (the rest being computations in the graphics card).
Testing on a video sequence of a few hundred frames gave results according to Table 1 below. It is clear that the grayscale computations are preferable, since the visual results are equivalent.
CURRENT WORK AND FUTURE IMPROVEMENTS
There are several ways this system can be improved, and they are currently under investigation. Four things to be considered are mentioned here: First, the colour based algorithm is not robust enough, and it should be complemented with some more simple & fast technique. For example, we could require that an area could be regarded as a face only if there is with some difference (due to motion) between the first and second frame.
Second, U is a somewhat sparse matrix. By utilizing this fact, the computation time could be improved.
Third, as all tracking systems, this system can lose track, and therefore, some kind of re-initialization scheme is needed. On possible procedure is that when the Active Model does not converge to a small error measure, the colour-based algorithm is invoked, handing a new initial estimate to the Active Model.
Fourth, our currently used set of Action Units is not complete. For example, we do not analyse the motion of the eyelids at all, and the shape of the head is assumed to be known à priori.
CONCLUSION
We have presented a system that tracks a face and facial features in a video sequence. The resulting animation data is encoded using MPEG-4 Face Animation. The system works in near real-time, and the experimental results are promising. With some further development and optimization, a real-time 3D face and facial feature tracker should be possible to implement on consumer hardware.
