Abstract-Hybrid cloud bursting (i.e., leasing temporary off-premise cloud resources to boost the overall capacity during peak utilization) can be a cost-effective way to deal with the increasing complexity of big data analytics, especially for iterative applications. However, the low throughput, high latency network link between the on-premise and off-premise resources ("weak link") makes maintaining scalability difficult. While several data locality techniques have been designed for big data bursting on hybrid clouds, their effectiveness is difficult to estimate in advance. Yet such estimations are critical, because they help users decide whether the extra pay-as-you-go cost incurred by using the off-premise resources justifies the runtime speed-up. To this end, the current paper presents a performance model and methodology to estimate the runtime of iterative MapReduce applications in a hybrid cloud-bursting scenario. The paper focuses on the overhead incurred by the weak link at fine granularity, for both the map and the reduce phases. This approach enables high estimation accuracy, as demonstrated by extensive experiments at scale using a mix of real-world iterative MapReduce applications from standard big data benchmarking suites that cover a broad spectrum of data patterns. Not only are the produced estimations accurate in absolute terms compared with experimental results, but they are also up to an order of magnitude more accurate than applying state-of-art estimation approaches originally designed for single-site MapReduce deployments.
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INTRODUCTION
A N important class of problems running on private clouds is big data analytics. However, with data sizes exploding (zettabytes predicted by 2020 [1] ) and applications becoming increasingly complex, private clouds struggle to accommodate the required scale and scope. Often there is simply not enough capacity to run the desired analytics, or it is difficult to obtain the desired results within a given deadline. In addition, the rich, shared big data ecosystem facilitated by public cloud computing (large amounts of data exploitable from multiple data sources and users) opens many new opportunities for combined analytics that potentially enable new insight beyond what is possible within the scope of a private cloud alone. In this context, cloud bursting [2] has seen a rapid increase in popularity among big data analytics users. It is a form of hybrid cloud computing that enables temporary boosting of on-premise resources managed by a private cloud with additional offpremise resources from a public cloud provider, for the purpose of overcoming the limitations of private data centers only when necessary (e.g., during peak utilization) in a flexible, cost-efficient pay-as-you-go fashion.
Enabling cloud bursting for big data analytics at large scale poses a major challenge: unlike conventional datacenters where big data analytics applications and middleware run on top of physically colocated IT resources with highspeed interconnections, the use of both on-premise and offpremise resources is bottlenecked by a "weak link" between them that is often orders of magnitude slower (e.g., 1 Gbps links between on-premise virtual machines but a shared 100 Mbps link to access off-premise VMs from a public cloud). This effect has multiple implications at the level of the runtime and storage layer, prompting the need for new "hybrid cloud big data analytics" approaches.
In our previous work [3] , [4] , we showed that iterative applications are particularly well positioned to take advantage of hybrid clouds. This class of applications typically reuses a large amount of invariant input data. Hence, the runtime overhead introduced by shipping data off-premise over the weak link can be offset by leveraging locality awareness to reuse it at each iteration. Thus, by taking advantage of these properties, we introduced two complementary techniques to accelerate iterative big data applications on hybrid clouds, which we illustrated based on Hadoop MapReduce [5] : (1) extended off-premise HDFS storage layer using asynchronous rack-aware replica rebalancing and (2) locality-enforced scheduling that avoids redundant data transfers over the weak link. Thanks to these techniques, we have shown significant speed-up compared with the default Hadoop implementation designed for a single data-center [6] . In addition, we showed that such techniques can perform close to the lower bound; that is, the performance is close to the case when more on-premise resources are added to match the capacity of the hybrid setup.
Despite the potential to achieve a significant speed-up, however, the extra pay-as-you-go cost for the temporary provisioning of the off-premise virtual machines (VMs) can be significant. Thus, from a business perspective, the ability to estimate the speed-up in advance for a given hybrid configuration is critical, in order to be able to decide whether the return of the investment is justified before committing to any extra pay-as-you-go costs.
We focus here on this challenge. Specifically, we extend our previous work with a generic performance model that can be used to estimate the runtime of iterative MapReduce applications in a hybrid cloud. A key advantage of the model is that it offers both a pessimistic (upper) and optimistic (lower) runtime estimation, which enable more informed decision-making that is adapted to the inherent performance fluctuations exhibited by the off-premise VMs due to multitenancy on the public clouds. We summarize our contributions as follows.
We elaborate on the fundamental issues in operating iterative MapReduce applications over hybrid cloud setups comprising both on-and off-premise VMs. In particular, we further develop the main issue VMs. In particular, we further develop the main issue discussed in our previous work (lacking data locality on the off-premise part and associated consequences) from multiple angles: I/O interactions with the underlying storage layer, task scheduling, and data shuffling (Section 3). We propose a methodology that combines analytical modeling with synthetic benchmarking to estimate the time to solution in a hybrid setup, including all fine-grained overhead associated with the map phase and the reduce phase (shuffle, sort, reduce). This model extends our preliminary efforts in this direction [4] that addressed the map phase only (Section 4). We evaluate our approach in a series of experiments that involve four representative real-life iterative MapReduce applications from standardized big data benchmarks that cover a broad range of use cases. Our experiments demonstrate small errors between the runtime estimations and the actual measured values, which are up to an order of magnitude smaller than using state-of-art MapReduce runtime estimation approaches designed for single-site setups (Section 5).
RELATED WORK
MapReduce applications have been studied extensively on single-cloud computing platforms [7] , [8] . Storage elasticity [9] , [10] is a particularly interesting aspect for iterative applications, as it is an important component of the overall pay-as-you-go cost. Data shuffling is another difficult problem even in a single data center [11] .
Iterative MapReduce applications have been emphasized in [12] , [13] . The proposed optimizations included making the task scheduler loop-aware and adding various caching mechanisms. Although designed for single-site deployment, such techniques can be adapted for hybrid cloud bursting to complement our own techniques. In this context, the core ideas of the performance model proposed in this paper are generic enough to enable an extension that takes such additional optimizations into consideration.
Performance and cost prediction in a single data center have been studied from multiple angles. A storage performance and cost model for iterative applications was introduced in [14] . Given the data-intensive nature of MapReduce applications and the need to persist data between jobs, such a direction is an important complement to our own work. MapReduce performance modeling in particular has focused on various aspects: scheduling, resource provisioning, performance, and cost estimation.
Tian and Chen [15] proposed a cost model that estimates the performance of a job from a set of test runs on a small input datasets and small number of nodes. The authors provisioned the resources for the job using a simple regression technique. Chen et al. [16] further improved the cost model and proposed CRESP, which employs a brute-force search technique for provisioning the optimal cluster resources in term of map slots and reduce slots for Hadoop jobs. In the two models, however, the number of reduce tasks have to be equal to the number of reduce slots; hence, these models consider only a single wave of the reduce phase.
Many tuning frameworks for Hadoop MapReduce have been proposed. Lama and Zhou [17] proposed AROMA, a machine learning optimization framework that automatically selects the cloud resources and tunes the configuration parameters of a Hadoop MapReduce job to achieve quality of service (QoS) goals with as little cost as possible. Similarly, Starfish [18] relies on dynamic Java instrumentation to collect profile information about executed jobs at a fine granularity for job estimation and automatic optimization. Such approaches complement our proposal in that they can act as a tool to find the optimal application-level parameters needed to obtain the performance prediction model.
ARIA [19] and its extension [20] introduce a MapReduce analytical performance model based on the makespan theorem for homogeneous compute clusters. Using this approach, one can reason about performance prediction in terms of upper and lower bounds. Herodotou [21] refined a more detailed mathematical model of each phase of MapReduce, where the map phase is divided into five subphases and the reduce phase is divided into four subphases. As a follow-up, the work presented in [22] estimated the duration of these phases by using regression techniques. The estimated values were then used in the analytical model presented in [19] to estimate the overall job execution time. The same bound-based approach [19] was applied by Zhang et al. [23] to heterogeneous Hadoop cluster environments. Different from our work, heterogeneity is understood as compute nodes with different processing power located in the same cluster (which raises an entirely different set of problems other than network partitioning due to a weak link). Several other works show interest [24] , [25] , [26] in heterogeneous MapReduce environments.
Because of the specific nature of hybrid clouds that introduce a weak link and iterative MapReduce applications that reuse input data, none of the previous models is accurate enough or easy to adapt in this context. Therefore, to our best knowledge, we are the first to reveal and solve the challenges associated with performance modeling when both iterative MapReduce applications and hybrid cloud bursting are considered simultaneously.
DATA LOCALITY CHALLENGES AND SOLUTIONS FOR HYBRID CLOUD BURSTING
The MapReduce paradigm is specifically designed to facilitate a high degree of data parallelism. In the first stage (map phase), massive amounts of input data are read from a storage layer (typically a distributed file system such as HDFS [27] ) and transformed in an embarrassingly parallel fashion by mapper processes such that an intermediate output (consisting of key-value pairs) is obtained that is sorted by key. Then, in a second stage (shuffle phase), a separate set of reducer processes fetches (in parallel) the data corresponding to individual keys from all mappers and merges it. In a third stage (reduce phase), the reducers apply an aggregation over the values merged under the same key to obtain the final result (one value per key), which is typically persisted in the storage layer. Both the mappers and reducers are distributed processes that exhibit highly concurrent I/O-intensive data access patterns, which can overwhelm the networking infrastructure with internode data transfers. In order to address this issue, data locality awareness is a key feature of MapReduce. The storage layer is colocated with the runtime on the same nodes and is designed to expose the location of the data blocks, effectively enabling the scheduler to bring the computation close to the data and to avoid a majority of the storage-related network traffic.
Impact of the Weak Link
A hybrid cloud-bursting scenario adds a new level of complexity to data locality, as illustrated in Fig. 1a . In this context, the on-premise VMs and off-premise VMs compete for the same wide area link when cross-site communication is necessary. In addition, this link is often of lower throughput and higher latency that the direct inter-VM links. As a consequence, highly concurrent cross-site data transfers are likely to saturate the wide area link and cause an I/O bottleneck. For this reason, we refer to the wide area link as the weak link. Specifically, the weak link affects MapReduce applications in the following fashion.
Map Phase. Since the input data is present initially only on the on-premise VMs, any map task that is scheduled offpremise needs to access the on-premise data, thus involving a data transfer over the weak link. Furthermore, all off-premise mappers are running in parallel and thus compete for the weak link, thereby introducing high I/O pressure on it.
Shuffle Phase. Each reduce task needs to collect the intermediate data generated by the map tasks: if r reduce tasks collect the intermediate data from m map tasks, an m-to-r concurrent communication is required during this phase. Therefore, the weak link will be stressed by all communication required between the on-premise maps and the offpremises reduces, and between the off-premise maps and the on-premise reduces, as can be seen in Fig. 1b .
Reduce Phase. Once the reduce tasks have finished pulling the intermediate data and have performed the aggregation, they typically need to persist the results on-premise. Again, this process involves data transfers from the off-premise VMs to the on-premise VMs over the weak link, which put I/O pressure on it.
In the context of iterative MapReduce applications, the impact of the weak link accumulates as each iteration needs to go through all three phases. However, the iterations are not independent MapReduce jobs since they share a large part of the initial input data. Thus, one can to leverage this particular aspect in order to reduce the pressure on the weak link. To this end, we introduced in our previous work [3] , [4] two complementary techniques to improve data locality for hybrid cloud bursting. For completeness, we present these techniques below.
Off-Premise Replication Using Site-Aware Rebalancing
A naive approach that is oblivious to data locality is to simply leave the input data on-premise and pull it on-demand from the off-premise map tasks. While straightforward, this approach has a major disadvantage: the input data needs to be transferred over the weak link unnecessarily for each iteration, leading to performance degradation. A better choice is to ship the input data off-premise before running the iterative MapReduce application. Such an approach avoids putting I/O pressure on the weak link during the runtime of the application. But the initial data transfer is a time-consuming process that leads to extra runtime overhead, while generating extra cost due to additional offpremise storage space utilization. Therefore, a much better choice is to ship the input data to the off-premise VMs asynchronously during runtime. Such an approach hides the data transfer overhead in the background, but it may interfere with the application communication patterns (the VMs act as both data store and compute elements that share the same communication channels). We have shown that input data can be efficiently shipped offpremise by using rack awareness. This was initially implemented as a resilience mechanism in HDFS [27] , the default storage layer of Hadoop. Specifically, data blocks are replicated in HDFS (three times by default) for resilience purposes, with at least one replica in a different rack from the one where the write originated. Furthermore, HDFS also can rebalance the replicas across the storage elements to distribute the load evenly while preserving rack awareness. Thus, by deploying new HDFS storage elements on the off-premise VMs as a separate rack, a rebalancing operation will migrate one replica for each data block to the off-premise VMs asynchronously, effectively achieving a site-aware rebalancing.
The main advantage of this approach is that it minimizes the amount of data transferred off-premise (a single replica) to achieve full potential of exploiting the data locality, while maintaining the resilience properties. Furthermore, although illustrated on HDFS, the core idea (asynchronous migration of a single replica) can be implemented also for in-memory frameworks (e.g., Spark [28] , Pregel [29] ) that aim to minimize the interaction with the storage layer.
Scheduling Based on Enforced Multilevel Locality
The default Hadoop scheduler uses data locality only as a preferential matching mechanism between map tasks and free slots. If asynchronous HDFS rebalancing is employed, however, a map task may be scheduled off-premise before a replica of its corresponding data block was migrated, thus triggering a pull and leading to a double data transfer of the same block. In this case, delaying the scheduling of such off-premise map tasks is beneficial, under the assumption that avoiding stress on the weak link leads to a smaller overall overhead. To this end, we propose an enforced multilevel locality scheduling policy. Specifically, a map task will be preferentially scheduled on the same VM that holds its data dependencies. If all VMs that satisfy its data dependencies are busy, then the map task will be scheduled to another off-premise VM with a free compute slot only if the data was already migrated off-premise. Otherwise, it will be scheduled on an on-premise VM even if all on-premise VMs are busy. With this approach, off-premise map tasks will never pull data remotely over the weak link, and thus interferences with the asynchronous background data migration will be avoided. We implemented this policy in Hadoop by modifying the resource manager to make use of the relaxLocality flag. As in the previous case, the core idea of enforced multilocality can be extended beyond Hadoop MapReduce to in-memory processing frameworks as well.
PERFORMANCE MODELING PROPOSAL
In this section, we introduce the broad principles and methodology behind our performance modeling proposal. Our goal is to estimate the completion time of a given iterative MapReduce application for hybrid cloud bursting based on a series of system-level and application-level parameters that are extracted in advance.
Given the locality challenges of hybrid cloud bursting, our proposal assumes that the underlying big data analytics framework for which the user needs to estimate the completion time is optimized by using the principles discussed in Section 3. Specifically, we make two assumptions: (1) there is a data rebalancing that migrates one replica of the input data asynchronously off-premise while the application is running; and (2) the scheduling policy for the map tasks obeys the enforced multilevel locality condition. These assumptions influence the mathematical expressions we introduce in Section 4.4.
For simplification, we assume that the setup consists of a fixed set of on-premise VMs and off-premise VMs of similar capability, which gives us a fixed set of system-level parameters. Users interested in estimating the runtime for various setups (e.g., finding the optimal number of off-premise VMs to achieve the desired runtime) can apply our approach for each configuration individually.
Our approach consists of three steps. First, we run a synthetic benchmark to extract the fixed system-level parameters corresponding to the on-premise and off-premise VMs. These parameters are independent of the application and can be reused for a different application or user (e.g., they can be cached on-premise). We refer to this step as calibration.
Second, we extract the application-level parameters. These parameters are independent of the hybrid setup and can be either known in advance or obtained by running the application at smaller scale on-premise only. In this way, users can estimate the benefits of hybrid cloud bursting without actually ever trying it, as long as the calibration step was already performed for the desired configuration. We refer to this step as characterization.
Third, once both the calibration and the characterization is complete, we apply a mathematical expression to estimate the completion time. Note that the approximations introduced above have an inherent variability due to the complexity of MapReduce applications in general and the additional complexity introduced by the weak link. Therefore, it is important to be able to present both the optimistic (lower bound) and pessimistic (upper bound) runtime estimation to the user. To derive the mathematical expressions for both cases, we use the makespan theory as applied in the context of MapReduce.
To aid the extraction of both system-level and application-level parameters, we have developed a tool that can analyze a job in terms of map/shuffle/reduce times; HDFS data distribution; task distribution between on-premise and off-premise; and node statistics such as CPU, I/O network, I/O disk, and memory utilization. Our tool extracts information from a combination of Hadoop counters, Hadoop logs, Hadoop Rumen tool [30] , and Systat [31] to generate profiling information.
Note that while we illustrated the core idea of our proposal in the context of Hadoop MapReduce, its applicability can be extended to other big data analytics frameworks that are based on the same fundamentals [28] , [29] , [32] (colocate data storage with computations, split a computations into subtasks, schedule subtasks close to the data). Also, the generic aspect of the additional assumptions specific to hybrid cloud bursting that our proposal is based on were explained in Section 3.
In the rest of this section, we detail the three-step proposal summarized above.
Theoretical Makespan Bounds for MapReduce
For completeness, we briefly introduce the theoretical makespan bounds as applied in the context of MapReduce. This presentation provides preliminary background needed in order to understand the reasoning behind the parameters extracted from the calibration and characterization steps.
Each of the map and reduce phases can be abstracted as a series of n tasks of duration t i (where i refers to each task) that need to be processed by k slots. The assignment of tasks to slots is done dynamically by the MapReduce runtime according to a simple greedy policy that assigns each task to the slot with the earliest finishing time.
The best case is obtained when all slots are evenly loaded, in which case each slot is busy for at least ð P n i¼1 t i Þ= k ¼ ðt avg Â nÞ=k. Therefore, this is the lower bound of the makespan.
The worst case is obtained when the longest task t max is scheduled last. This means that the k slots are busy with the other tasks and take at most ðt avg Â ðn À 1ÞÞ=k to process them. Once they finish with these tasks, one of them needs to process t max . Therefore, the upper bound of the makespan is ðt avg Â ðn À 1ÞÞ=k þ t max .
We note that the lower bound can be expressed more precisely as a function of the average task duration (rather than the minimum). Consequently, several of the parameters we extract from the calibration and characterization steps are averages and maximum values.
Calibration Using Synthetic Benchmarking
We develop a synthetic benchmark that focuses on the extraction of the I/O and communication overheads in a hybrid setup. Specifically, the goal is to extract these overheads for each phase (map, shuffle, reduce) based on the quantity of data involved: (1) the amount of data read from HDFS; (2) the amount of data written to HDFS; and (3) the amount of network traffic between map and reduce tasks. Using this approach, we can cover all possible combinations of data sizes in each phase.
To achieve this goal, we implement a collection of map, combiner, and reduce functions that generate a synthetic workload based on a series of configurable input parameters used to specify the amounts of data. Both the map phase and the reduce phase of the synthetic workload deliberately avoid computational overhead (minimal load on the CPU) in order to isolate the I/O and communication overheads. The map phase is structured in two parts: it reads the input chunk in the map function and writes a specified amount of intermediate data in the combiner function. The output of the combiner is grouped by key, with each group collected by the corresponding reducer. The reducer simply writes a predefined amount of data as output in HDFS.
This synthetic benchmark is then executed for a variable quantity of data in a hybrid setup comprising a fixed number of on-premise and off-premise VMs. To illustrate how this calibration process works, we present an experimental example based on a typical hybrid cloud setup (described in more detail in Section 5.1), where we use two representative configurations for the weak link: 100 Mbps and 1 Gbps.
Then, based on the profiling information, we define a series of system-level parameters that quantify the hybridspecific overheads.
Hybrid Map Overhead Stretch Coefficient. Although the scheduler forces the execution of mappers on the nodes where the input data from HDFS is present, there are some extra reads when the logical end of data does not exactly match the HDFS end of a split (i.e., the input of the mapper is covered by two different HDFS chunks). Therefore, mappers will sometimes read remote data over the weak link, creating extra overhead compared with the on-premiseonly case. We measure this overhead using the synthetic benchmark and express it as a stretch coefficient denoted a.
Hybrid Approximation of Shuffle Overhead per Reducer. Once a sufficient number of mappers have finished producing the intermediate data, reduce tasks are launched and begin collecting the data. However, a reduce task cannot start the aggregation at the same time as the intermediate data is collected because it needs to sort the data first (which cannot happen before all mappers have finished and their intermediate data was collected). Therefore, each reducer experiences a shuffle overhead that is proportional to the amount shuffle data it needs to pull. Since the amount of shuffle data per reducer (denoted d Sh ) is application dependent, we express the shuffle overhead as an approximation function (denoted f Sh ). To this end, we choose a set of representative shuffle sizes, measure the shuffle overhead per reducer using the synthetic benchmark, and then apply linear regression to obtain two approximation functions: one for the average (using all reducers) and one for the maximum (using only the slowest reducer for each shuffle size). Note that we have chosen linear regression because it was confirmed by previous work as a good approximation for shuffle behavior [22] , [33] , [34] for a variety of network topologies with different performance characteristics. In our case, we assume that the weak link will slow data transfers uniformly, thus preserving the linear behavior. Nevertheless, our proposal is general enough to work with any approximation function other than linear regression, should the need arise (e.g., limited weak link or low QoS with performance fluctuations). This aspect is also subject to a trade-off: the more complex the approximation function and the number of points needed to obtain it, the longer the calibration will take. Fig. 2 illustrates this for a hybrid scenario with three onpremise VMs and three off-premise VMs using 24 mappers and 12 reducer slots. The actual runtimes of the reducer tasks are illustrated as clusters of points, while the approximation function (average and maximum) is illustrated as a line.
Hybrid Approximation of Write Overhead per Reducer. In the reduce phase, the computational overhead of each reducer does not depend on the weak link and represents a significant part of the runtime of the reduce phase. Once the reducer has finished the computation, however, it needs to write the output to the storage layer, thereby stressing the weak link. Again, the amount of output per reducer (denoted d R ) is application dependent. Thus, we need to express it as an approximation function (denoted f Rd ) in a manner similar to the shuffle overhead. Using linear regression, we obtain the corresponding approximation function. Fig. 3 illustrates this for the same hybrid scenario used above (both average and maximum). Again, linear regression can be replaced with another approximation function if necessary.
Rebalancing Bandwidth. In addition to the overheads related strictly to the MapReduce runtime, estimating how long the off-premise rebalancing of the input data will last is important because the process runs asynchronously in the background while the iterative MapReduce application is progressing, thereby creating interference and potentially visible slowdown. To this end, we run a HDFS rebalancing using a large HDFS input data size (e.g., 10 GB) and measure its completion time. Then, we compute an average bandwidth, denoted b, that is used in our performance model to account for the effect of the rebalancing. Table 1 summarizes all system-level parameters extracted by using the calibration step.
Application Characterization
In this section we show how to extract the necessary information to characterize the iterative MapReduce application. Note that this step is necessary only when the applicationlevel parameters introduced below (needed by the mathematical expression) are not known in advance or cannot be directly computed based on some existing knowledge about the application.
Specifically, the user needs to run the actual application on-premise only at reduced scale (both number of nodes and number of iterations) and extract the following information Note that the MapReduce framework incurs a scheduling overhead, which is observable as a gap between the tasks assigned to the mapper and reducer slots. For simplification, we assume that t Mp and t Rc already include the average gap duration, while t max Mp and t max Rc already include the maximum gap duration. Table 1 summarizes these application-level parameters.
Performance Model
In this section, we introduce a performance model that enables users to estimate the runtime of iterative MapReduce applications in hybrid cloud-bursting scenarios. The performance model is a mathematical expression that uses the application-level and system-level parameters described in Table 1 as input and produces an estimation of the total runtime as output. The lower bound of the completion time Total of an iterative map-reduce job with n iterations, can be expressed as
T ðiÞ is the lower bound of the ith iteration and can be decomposed as
where T Mp is the lower bound for the map phase, T Sh for the shuffle phase, and T Rd for the reduce phase. Similarly, for the upper bound we obtain 
For the rest of this section, we detail how to obtain each of T Mp , T Sh , and T Rd .
Completion Time of Map Phase
To obtain a mathematical expression to estimate the completion time of the map phase, one must understand how Amount of output data per reducer this phase evolves during the successive iterations of the MapReduce job. We force the execution of any map task on a node where there is a copy of its input data, so for the first iteration all the map tasks will be scheduled on-premise only. In parallel with the execution of the first iteration, the rebalancing of the input data to the off-premise infrastructure proceeds in the background. Thus, at the beginning of the second iteration, some replicas of the input chunks have already been migrated on the off-premise nodes, and the scheduler will launch off-premise mappers to handle them. As the rebalancing progresses, the number of map tasks that will be executed off-premise will increase at each iteration until it stabilizes (which is not necessarily the moment when the rebalancing has finished, because the off-premise map slots can be saturated even before a replica of each chunk was transferred off-premise).
We express this intuition mathematically as follows: for the first iteration, all map tasks (M) will be executed onpremise. To simplify our equations, we use t Mp and t max Mp as a shortcut to denote t Mp Â a and t max Mp Â a, respectively. Since there are S M on map slots on the on-premise nodes, the lower bound of the map phase for the first iteration is
For the second iteration, M off 1 input chunks will be present off-premise, having been transferred during the previous iteration. Therefore, M off 1 map tasks can be executed off-premise. This number can be approximated by using the rebalancing bandwidth (b), the size of the HDFS chunk s and the runtime of the first iteration T ð1Þ as follows:
If M off 1 map tasks are scheduled off-premise, the rest of map tasks, M À M off 1 (which we assume is greater than M off 1 ), will be scheduled on-premise. Thus, the lower bound of the map phase runtime of the second iteration is
Using the same reasoning for the third iteration, we obtain for the lower bound of the map phase
By generalization, for the i iteration we obtain the following:
This formula is true as long as all on-premise map slots are filled and there are off-premise idle map slots that cannot be used because the rebalancing did not ship enough chunk replicas off-premise. The moment when stabilization happens can be expressed mathematically as follows:
From this moment on, the time to process on-premise scheduled maps is almost the same as the time to process off-premise maps. In this situation, the number of map tasks scheduled off-premise will be M off and the number of map tasks scheduled on-premise M À M off . These numbers will remain constant for the rest of the iterations, leading to the following expressions for the remaining runtime
The expressions in Equations (9) and (11) can be joined into a single expression that estimates the lower bound of the map phase for any iteration
Upper Bound for the Map Phase. By applying the theoretical makespan results detailed in Section 4.1 to the lower bound described in Equation (12), we obtain the following expression for the upper bound
Completion Time of the Shuffle Phase
The shuffle phase is entirely managed by the MapReduce runtime and has no application-specific overhead. Therefore, to estimate the lower bound of the shuffle phase we simply need to apply the shuffle phase approximation function f Sh (obtained from the calibration step) to the shuffle size per reducer d Sh (obtained from the application characterization). We obtain the following:
Similarly, for the upper bound we apply the makespan results to obtain 
Completion Time of the Reduce Phase
The reduce phase consists of a number of reducers R that compete for a number of parallel reducer slots S R . In this case, the average completion time of a reducer t Rd depends on both the application-level parameters and the systemlevel parameters. Specifically
The explanation is the following. There is an applicationdependent computational (t Rc ) overhead (obtained through characterization), in addition to the HDFS write overhead (obtained by applying the application agnostic approximation function f Rd to the application-specific output size per reducer d Rd ).
Thus, the lower bound of the reduce phase can be estimated as follows:
Similarly, for the maximum, the following applies:
By applying the makespan results, we obtain the following upper bound:
Complex Iterations
So far we have made an important assumption about the applications: each iteration involves a single MapReduce job that is computationally similar to the previous iterations. In practice, however, iterations can be complex and involve a series of steps expressed as separate MapReduce jobs (e.g., PageRank, as described in Section 5.4).
In this section we briefly show how to generalize our approach to address such complex iterations. Let m be the number of MapReduce jobs in a complex iteration i and T j ðiÞ the runtime of the jth MapReduce job in the sequence of m jobs. Then, the runtime of each complex iteration i is the sum of the durations of the m MapReduce jobs
For n iterations, the following holds:
Total j : (21) In other words, we can see an application with complex iterations as the equivalent serialization of m subapplications with simple iterations. In this case, we can simply characterize each of the m subapplications, apply our mathematical expressions to estimate their individual completion time, and sum up the estimations to obtain the final estimation for the original application with complex iterations. Since the system-level parameters are application agnostic, the calibration needs to be performed only once regardless of m.
As an example, we illustrate this process for an application with four complex iterations, each of which is composed of three MapReduce jobs Then, the equivalent serialization yields three subapplications with four simple iterations (single-MapReduce jobs), for which our approach can be individually applied 
EVALUATION
In this section we evaluate the effectiveness of our approach experimentally, using a variety of scenarios and comparisons that involve multiple real-life iterative MapReduce applications.
Experimental Setup
The experiments for this work were performed on the Kinton testbed of the HPC&A group based at Universitat Jaume I. It consists of eight nodes, all of which are interconnected with 1 Gbps network links and split into two groups: four nodes feature an Intel Xeon X3430 CPU (4 cores), HDD local storage of 500 GB, and 4 GB of RAM. These less powerful nodes (henceforth called thin) are used for management tasks. The other four nodes feature two Intel Xeon E5-2630v3 (2 x 8 Cores), HDD local storage of 1 TB, and 64 GB of RAM. These more powerful nodes (henceforth called fat) are used to host the VMs.
We configure two separate IaaS clouds: on-premise and offpremise, each running its separate OpenStack Icehouse instance (QEMU/KVM as the hypervisor). The VM instances of the same cloud are configured to directly communicate with each other via the links of their compute node hosts. However, all communication outside of the same cloud is passing through a dedicated network node (Neutron) that acts as a proxy and is part of the default OpenStack distribution. Thus, in a hybrid OpenStack setup the weak link is defined by the end-to-end bandwidth between the two proxies. We control the available bandwidth to cover two representative settings: 1 Gbps and 100 Mbps. These correspond to the case when the user decides to buy premium access to the cloud (i.e., dedicated fast link) versus regular access.
Approaches
We compare four approaches throughout our evaluation.
On-Premise Actual. Corresponds to the case when all VMs are on-premise and no weak link can cause an I/O bottleneck. In this case, a standard Hadoop deployment is used. We use it as a lower bound for comparison, showcasing what would happen in an ideal scenario where the user has no cost constraints and can afford to invest in additional onpremise resources to achieve the highest performance rather than adopt a hybrid solution.
Automatic Resource Inference and Allocation (ARIA). Is a state-of-the-art framework that estimates the runtime of a single-site MapReduce application based on its profile (application-level parameters) and then optimally schedules it to meet a given soft deadline [19] . To our best knowledge, no performance prediction approach specific for hybrid cloud bursting is available, so ARIA would be the closest estimation users can achieve with state of the art. Therefore, a comparison with ARIA is highly relevant to show that single-site techniques for estimating the runtime of iterative MapReduce applications are not accurate enough for use in a hybrid cloud-bursting scenario, thus justifying the need for specialized models like our proposal.
Hybrid Actual Runtime. Corresponds to the real measured runtime of an iterative MapReduce application using a given on-premise and off-premise configuration of VMs. The Hadoop deployment used to run application is optimized for hybrid cloud bursting using the rack-local scheduling and asynchronous rebalance techniques described in Section 3.1. We use this approach for comparison in order to showcase the accuracy of the estimations provided by our approach.
Hybrid Estimated Runtime. Corresponds to the estimated runtime of an iterative MapReduce job using our proposal (Section 4), which is optimized for a hybrid cloud-bursting scenario where the Hadoop deployment employs rack-local scheduling and asynchronous rebalance (Section 3.1).
Methodology
For our experiments, we created a new VM flavor with 4 vCPUs, HDD local storage of 100 GB, and 16 GB of RAM. Thus, each compute node has the capacity to host 4 VMs simultaneously. Since some VMs are colocated on the same node, the virtual network interface of all VMs is limited to 1 Gbps, in order to avoid differences between VMs hosted on the same node versus remote nodes. We use one fat node to provision up to 4 VMs on the on-premise part and three nodes to provision up to 12 VMs on the off-premise part. We deploy Hadoop 2.6.0 initially on-premise only: one VM is used as the Hadoop master (both MapReduce and HDFS), the rest of the VMs are used as Hadoop slaves (both MapReduce and HDFS). Each Hadoop slave is configured with enough capacity to run four mappers and four reducers simultaneously. Any initial input data is stored onpremise only in the initial HDFS deployment.
First, we run the application on-premise only and record the runtime, for the smallest case (3 VMs). We call this the baseline case. An important premise for any other setup (whether on-premise or hybrid) is to show speed-up with respect to the baseline (otherwise it does not make sense to commit more VMs).
Then, using the profiling information, we extract the application-level parameters described in the characterization step (Section 4.3). For completeness, we also run strong scalability experiment (constant problem size) by increasing number of VMs from 6 up to 15 in steps of 3. This experiment is not involved in the extraction of the applicationlevel parameters but facilitates the study of the results and corresponds to the on-premise actual case.
Second, we use the application-level parameters in order to estimate the runtime with ARIA. Again, we apply ARIA for an increasing number of VMs to show how the runtime scales in comparison with the baseline.
Third, we run another strong-scalability experiment where we keep the number of on-premise VMs fixed at three, while adding an increasing number of off-premise VMs: from 3 up to 12 in steps of 3. For each resulting hybrid bursting scenario, we run (1) the calibration (using the generic benchmark introduced in Section 4.2) to extract the system-level parameters and (2) each application to obtain the hybrid actual runtime.
We then use both the application-level and system-level parameters to estimate the runtime using our proposal for each hybrid cloud-bursting scenario, which yields the hybrid estimated runtime. Note that many applications we study exhibit complex iterations composed of multiple MapReduce jobs. In this case, we apply the observations from Section 4.5 to compute the hybrid estimated runtime.
Applications
For this work, we use four representative iterative MapReduce applications selected from industry-standard big data benchmarks. We selected these applications to cover as much diversity as possible, in terms of both application domain and MapReduce behavior (map-intensive, reduceintensive, or both).
Iterative Grep (I-GREP). Is a popular analytics tool for large unstructured text, where at each iteration a new set of keywords is used to narrow the search in relevant text obtained from previous iterations. For example, one may want to count how many times a certain concept is present in the Wikipedia articles and, depending on the result, prepare the next regular expression in order to find correlations with another concept. Since the regular expression is typically an exact pattern, the output of the mappers simply consists of a small number of key-value pairs that are reduced to a single key-value pair. Thus, it can be classified as a typical map-intensive job. The implementation is based on grep, which is included with the Hadoop distribution.
KMeans. Is a widely used application for vector quantization in signal processing, cluster analysis in data mining, pattern classification, and feature extraction for machine learning [35] . It is based on iterative refinement: each iteration aims to improve the partitioning of a multidimensional vector into k clusters such that sum of squares of distances between all vectors of the same cluster and their mean is minimized. This process repeats until the improvement obtained during an iteration is smaller than a predefined epsilon. K-Means was shown to be efficiently parallelizable and scales well using MapReduce [36] . From a data-management perspective, it is a good example of a map-intensive application that reuses the initial input data at each iteration. The implementation we use is part of the Intel's HiBench [37] big data benchmark.
PageRank. Is a link analysis algorithm [38] that assigns a numerical weight to each element of a hyperlinked set of documents, (e.g., WWW) with the purpose of quantifying its relative importance within the set. It is widely used in web search engines to calculate the ranks of web pages in function of the number of reference links. Its iterative nature is more complex and involves two successive MapReduce jobs: (1) an output-intensive phase where the reduce phase generates twice as much data as the input data read by the map phase and (2) a shuffle-intensive phase where the output of the mappers is equal in size to the input. Thus, PageRank is a good example of a balanced application with complex iterations that is both map intensive and reduce intensive, while generating a lot of intermediate data that is not reused. Again, the implementation we use is part of the Intel's HiBench big data benchmark.
Connected Components. Is a well-known graph problem arising in a large number of applications including data mining, analysis of social networks, image analysis, and related problems. It aims at identifying groups of connected vertices in a graph by iteratively assigning each vertex to its smallest neighbor to form starlike subgraphs [39] . Connected Components is a good example of a reduce-intensive application. The implementation we use is part of Intel's BigBench [40] benchmark, which also includes a data generator.
Results
Using the methodology presented in Section 5.3, we perform an experimental study for each of the real-world applications described in Section 5.4. For all runtime estimations, we compute both the lower and upper bound and derive the average from these bounds. In addition, we study the accuracy of all average estimations (versus the actual runtime) at fine grain for both the map phase and the reduce phase separately, which provides additional insight into the overall accuracy. For the rest of this section, we discuss the results for each application individually.
The first application we study is I-GREP. We use as input data 20 GB worth of Wikipedia articles, which are queried successively in 50 iterations using 50 different keywords. Each iteration is complex and is composed of two jobs per iteration (search and sort stages). The shuffle data for each iteration is less than 1 MB, which means the map phase dominates the runtime. The baseline case (3 VMs on-premise) has a runtime of 6,483 s. Doubling the amount of onpremise VMs leads to 60 percent less actual runtime, which shows I-GREP has a good scalability potential. Table 2a shows the actual runtimes and the estimations for the upper and lower bounds. Because of high variability between the map tasks, ARIA shows large differences: for 15 VMs it overestimates the upper bound by 30 percent and underestimates the lower bound by 50 percent with respect to on-premise actual. Despite this variability, our approach has better accuracy: for 15 VMs and 100 Mbps weak link, it overestimates the upper bound by 20 percent and underestimates the lower bound by 10 percent. For 1 Gbps, it overestimates the upper bound by 30 percent and underestimates the lower bound by 13 percent.
In Fig. 4 we depict the average estimations. As can be observed, despite large difference between the ARIA upper and lower bound, the average estimation is much closer to the on-premise actual values. However, the average ARIA estimation produces large errors against the hybrid scenarios: up to 18.5 percent for 1 Gbps and up to 46.7 percent for 100 Mbps. These contrast with the errors produced by our approach: up to 10.1 percent for 1 Gbps and 5.6 percent for 100 Mbps. We note the increasing accuracy of our approach when the weak link is of low capacity, whereas the opposite holds for ARIA. Table 2b shows finer-grained accuracy details about the map and reduce phases. As can be observed, in the 100 Mbps weak link case, the ARIA average estimation has a large error for both phases, which explains the overall error. For the 1 Gbps weak link case, the map phase has a small error, but the reduce phase exhibits a large error.
Second, we study the K-Means application. We generate 20 GB of input using the included data generator, which is processed by K-Means in 30 simple iterations. The baseline in this case (3 VMs on-premise) has a runtime of 6471 s. Doubling the number of on-premise VMs leads to 70 percent less actual runtime, which shows excellent scalability potential. Table 3a shows the runtime estimations for the upper and lower bound. Unlike the I-GREP case, K-Means exhibits less variability between the map tasks, which improves the accuracy of the ARIA upper and lower bound estimations with respect to actual on-premise. By comparison, our approach has much closer upper and lower bound estimations with respect to hybrid actual. case, the error is smaller but still significant at 16 percent. Our approach reduces the error by an order of magnitude: 5 percent for the 100 Mbps case and less than 1 percent for the 1 Gbps case. Table 3b shows finer-grained details about the accuracy of the map and reduce phases. As can be observed, ARIA has low accuracy in the 100 Mbps case for both phases. In the 1 Gbps case, ARIA has low accuracy for the reduce phase. By contrast, our approach has good accuracy for both phases regardless of the weak link capacity.
Third, we study the PageRank application. We generate 2.8 GB of web data hyperlinks that is processed in 5 complex iterations (2 jobs per iteration). Again, we can see a good scalability potential: the baseline runtime of 3,145 s (3 VMs on-premise) is reduced by 51 percent when doubling the number of on-premise VMs.
The runtime results are listed in Table 4a . In this case, the accuracy of the ARIA estimations for the largest scenario (15 VMs) are as follows: the upper bound is overestimated by 16 percent, and the lower bound is underestimated by 34 percent. Our approach, on the other hand, has the following accuracy with respect to hybrid actual: for 15 VMs and 100 Mbps weak link, the upper bound is overestimated by 22 percent, and the lower bound is underestimated by 7 percent. For the 1 Gbps case, the upper bound is overestimated by 12 percent, and the lower bound is underestimated by 16 percent.
The average estimations are depicted in Fig. 6 . As can be observed, when the application is balanced and exhibits both map-intensive and reduce-intensive behavior, the weak link is under I/O pressure, especially in the 100 Mbps case. Therefore, the average ARIA estimation has an error of almost 80 percent with respect to hybrid actual. In the 1 Gbps case, the error is smaller, at 18 percent. Nevertheless, our approach exhibits again an error that is an order of magnitude smaller: less than 8 percent for the 100 Mbps case and less than 1 percent for the 1 Gbps case. Table 4b shows finer-grained details about the accuracy of the map and reduce phases. For PageRank, the main source of the overall error seems to the reduce phase estimation, which clearly overshadows the map phase error. This holds for both 100 Mbps and 1 Gbps. Our approach has a The final application we study is Connected Components, which emphasizes the reduce phase. For the scale of our experiments, we generated 300 MB of input data (representing interactions in a social network). The application runs for 9 complex iterations, each of which is composed by 3 MapReduce jobs and includes additionally one final job. Connected Components runs in the baseline case (3 onpremise VMs) for 1,621 s. Doubling the number of on-premise VMs leads to an actual runtime that is 42 percent smaller, thereby showing good scalability potential. Table 5a shows the upper and lower bounds of the estimations. As can be observed, there is a large error for ARIA versus on-premise actual, especially for the lower bound (more than 300 percent). In this case, our approach has almost an order of magnitude better approximation (35 percent) than does hybrid actual.
The average estimations depicted in Fig. 7 exhibit a similar trend: in the 100 Mbps case, ARIA has an error of 64 percent compared with hybrid actual where our approach reduces this to 11 percent. In the 1 Gbps case, ARIA has a 21 percent error that our approach reduces to less than 2 percent. Table 5b shows finer-grained details about the accuracy of the map and reduce phases. Since the reduce phase dominates, large errors in the reduce phase translate to low overall accuracy. ARIA exhibits these large errors in the reduce phase whereas our approach does not, thereby explaining the better overall accuracy.
CONCLUSIONS
This paper addresses the problem of how to estimate the runtime of iterative MapReduce applications in hybrid cloud-bursting scenarios where on-premise and off-premise VMs that host a MapReduce environment need to communicate over a weak link. Such runtime estimations are a critical tool in deciding whether the pay-as-you-go cost of cloud bursting justifies the expected speed-up.
To address this problem, we proposed a methodology that combines analytical modeling with synthetic benchmarking to estimate the time to solution specifically for a hybrid setup, where the weak link has a decisive impact on both the map and reduce phases. We illustrated our proposal for the MapReduce runtime; however, the principles are generic and can be applied to other big data analytics runtimes (e.g., Spark [28] ) that support iterative computations.
We have demonstrated the benefits for our proposal from multiple angles using a mix of map-intensive, reduceintensive, and balanced real-world iterative applications from standardized big data benchmarks that cover a broad spectrum of use cases. Specifically, we have shown that (1) the upper and lower estimation bounds of our approach against the hybrid baseline are significantly more accurate than the single-site counterparts against the on-premise baseline; (2) the average estimation of our approach is always within 1-10 percent error regardless of scale and up to one order of magnitude more accurate than single-site state-of-art against the hybrid baseline; (3) our approach shows consistent behavior and accurately estimates both the map and the reduce phases, indicating that the overall estimation was not obtained by accident through the accumulation of large errors during the map and reduce phases that cancel each other out. The trade-off for using our approach is the need for a one-time calibration phase; however, the results can cached and reused for all subsequent applications, even by different users. Such an overhead is small considering that accurate estimations can bring such large benefits.
Encouraged by these results, we plan to explore an elastic approach where the number of off-premise VMs is not fixed but fluctuates to accommodate changing goals (e.g., results needed faster). Elastic performance is not yet well understood but is of critical practical importance for hybrid clouds. Furthermore, we plan to extend our proposal beyond MapReduce to predict performance for iterative computations using other big data analytics frameworks.
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