Abstract -Communication over unknown Binary S y m m e t r i c Channels w i t h instantaneous and perfect feedback is considered. We describe a universal scheme based on a decision feedback strategy.
I. INTRODUCTION
By means of variable length channel codes, a transmitter and a receiver communicate over a BSC with unknown crossover probability E with instantaneous and perfect feedback. At each time the transmitter sends a symbol according to the message he wants to send and the feedback it has received until that time. Based on a common stopping rule involving only the received sequence, the receiver and the transmitter decide when to decode. Since the decoding time is not fixed in advance, the rate of communication is a random variable which may depend on the channel. We wish to have a system whose long term rate comes close to the capacity of the channel over which it is used. The case of non-universal schemes is considered in [l] ; in [2] feedback schemes are studied in general, here we describe a particularly simple scheme.
One possible strategy is to use a training sequence to measure the channel parameter and then to use a code designed for that parameter. However, the error probability of such a strategy is controlled by the length of the training sequence. Since this length needs to be negligible compared to the length of the information carrying sequence so that no rate is lost, the error exponent of such a scheme will be poor. Here we consider a strategy that does not use training sequences. Note that as Q is increased, the stopping criteria becomes harder to satisfy, and thus the rate of the code and the probability of error are decreased. Thus, CY is the parameter that controls the tradeoff between reliability and rate. The performance of this encoding and decoding scheme is given in the following theorem:
ENCODING AND DECODING SCHEME
Theorem. By using the above algorithm as the decoding rule for a BSC channel with parameter E # !j, any rate below capacity as achievable. Furthermore, the average probability of error of the ensemble of codes satisfies
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where n is the average decoding tame, C ( E ) the capacity of the effective channel and R = n-l In M is the long term rate of the code.
