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Abstract 
This thesis begins by applying Lagrange interpolation to linear systems theory. 
More specifically, a stable, discrete time linear system, with transfer function 
G(z), is interpolated with an FIR transfer function at n equally spaced points 
around the unit circle. The L00 error between the original system and the inter-
polation is bounded, the bound going to zero exponentially fast as n -+ oo. A 
similar result applies to unstable systems except that the interpolating function 
is a non-causal FIR transfer function . 
The thesis then considers Hilbert transforms from interpolation data. Given 
the real part of a stable transfer function evaluated at n equally spaced points 
around the unit circle, the Hilbert transform from interpolation data recon-
structs the complete frequency response , real and imaginary parts , at all fre-
quencies , to within a bounded L00 error . The error bound goes to zero exponen-
tially fast as n -+ oo. Also considered is the gain-phase problem from interpo-
lation data. This is the same as the Hilbert transform from interpolation data, 
except that magnitude interpolation data instead of real part interpolation data 
is given . Two constructions for the gain phase problem from interpolation data 
are given , and L00 error bounds derived . In both cases, the error bounds go to 
zero exponentially fast as n -+ oo. 
Application of Kalman filters to short-time Fourier analysis then follows . 
This contains a new method in Kalman filtering called covariance setting. The 
filters derived from covariance setting generalize the discrete Fourier transform. 
They offer a design trade-off between noise smoothing and transient response 
time, are recursive , and are of similar computational complexity to the discrete 
Fourier transform. 
Combining the Kalman filters for short-time Fourier analysis and Lagrange 
interpolation gives a new method of adaptive frequency response identification. 
A feature of this method is the £00 error bound between the original system and 
the identified model. Using recent analysis on the inherent frequency weight-
iv 
ing in identification algorithms shows the superiority of this new method over 
previous adaptive frequency response identification schemes. 
Finally, model reduction for unstable systems is considered . Given an un-
stable rational function of high McMillan degree, an approximation of lower 
McMillan degree , but with the same number of unstable poles , is constructed . 
An £ 00 error bound between the original transfer function and approximation 
is derived. Such an approximation has application to control systems. 
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Definitions 
FIR finite impulse response 
C complex plane 
lR real part 
~ imaginary part 
i or x• complex conjugate of x 
z- 1 delay operator 
Loo If G(z) : C -t C then GE L00 if 3M< oo such that 
G(ei"') :S M ,'r/w E (-1r,1r). 
If G(s) : C-. C then GE L00 if 3M< oo such that 
G(jw) :SM, Vw ER. 
IIGll00 If G = G(z) E Loo then IIGll00 = SUPwe(- .-,.-J IG(e1"')1 
If G = G(s) E Loo then IIGll00 = SUPweR IG(jw)I 
L2 {u(t) : t = ... , -1 , 0, 1, .. . } E L2 if E~-oo lu(t)1 2 < oo 
llull2 If u(t) E L2 then llulb = [E~-oo lu(t)l2] 112 
u;(G) The i th Hankel singular value , in descending order of magnitude, 
of the stable part of G(s) . 
6(G) McMillan degree of G(s) if G(s) is a rational function ; 
degree of G(s) if G(s) is a polynomial. 
G+ The strictly proper stable projection of G(s) , that is , the stable 
part of a partial fraction expansion of G( s) . 
G_ G - G+ , the unstable projection of G(s) . 
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Chapter 1 
Introduction 
Electrical engineering systems are often best considered in the frequency do-
main . For linear systems, the frequency domain offers a different intuition to 
the time domain and is an often used conceptual tool. In the synthesis of filters , 
and analysis of systems when transfer functions are known , frequency domain 
techniques are mature and widely used . This thesis takes a different perspec-
tive. Given some incomplete knowledge of a system, determine the frequency 
response to within a certain bounded error . 
The incomplete knowledge of the system may take many forms. In this the-
sis, we consider , first, knowledge of the system 's frequency response at just n 
frequencies, and then attempt to reconstruct the complete frequency response 
at all frequencies . We also consider reconstructing the frequency response from 
knowledge of only the real part of the frequency response at n frequencies. A 
related problem, also addressed , is to reconstruct the frequency response from 
the magnitude frequency response at only n frequencies . A further problem we 
consider is measuring a system's input and output signals in the time domain 
and from these finding the system 's frequency response . Lastly, given an unsta-
ble rational function of high McMillan degree , we consider how to find a lower 
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McMillan degree approximation with frequency response close to the original 
and of a form suitable for use in control systems design. 
Control systems is one area where many of these frequency domain descrip-
tions have application . Often one must control an unknown plant. From input 
output measurements , using the methods of this thesis , one could find the fre-
quency response of the plant to within a small bounded error. Then a controller 
with adequate closed loop performance could be designed. Since control sys-
tems engineers often think in terms of such frequency response concepts as gain 
margin and phase margin, it is appropriate to use a frequency domain model of 
the plant. 
For control systems, it is natural to express errors between a system G and 
a model of this system Gin the Leo norm , IIG - Glleo, defined in the Table of 
Definitions. This is because the properties of a control system are robust to 
errors when those errors are sufficiently small in Leo norm. That is , suppose we 
have an unknown stable plant G and a known stable model G. Then a controller 
designed for G will give similar closed loop performance when applied to G if 
IIG - Glleo is sufficiently small (Vid . 2]. 
A further reason for applying the Leo norm is its equivalence to the L2 
operator norm . (The L2 norm is also defined in the Table of Definitions .) This 
equivalence states that if the input to a system has unit L2 norm , then the 
maximum L2 norm of the output equals the Leo norm of the system (Des. l] . 
Thus if two systems have small Leo error , their two output signals will have 
a small L2 error , or equivalently the energy of the output error signal will be 
small. It is for these two reasons , control systems robustness and £2 operator 
norm equivalence, that we bound errors in the Leo norm throughout this thesis. 
With these general comments upon the nature of frequency domain approx-
imations , we now consider in more detail the content of this thesis . 
3 
1. 1 Approach and Contribution of This Thesis 
This thesis will cover only discrete time (sampled data) systems and signals , 
except for one diversion into continuous time. However , there will be, at in-
tervals , comments on the results ' application to continuous time. Likewise the 
thesis confines itself to scalar systems and signals. This is merely a notational 
convenience: almost all the results carry over to multi-input , multi-output sys-
tems when the definitions of norms are suitably expanded. The linear discrete 
time systems will often be denoted by their transfer functions , functions of the 
complex variable z mapping the extended complex plane C into itself. 
Chapter 2 applies Lagrange interpolation [Wal. 2] to approximating the fre-
quency response of a linear system. Specifically, we assume, for a given linear 
system G , only knowledge of that system's frequency response at n equally 
spaced frequencies, and a knowledge that G is stable. Then we find the unique 
FIR transfer function (polynomial in z- 1 ), of degree n - 1, that interpolates the 
frequency response at those n known values. This is a specific form of Lagrange 
interpolation in z - 1 . 
Forming the Lagrange interpolation is almost trivially easy . In this case, 
its polynomial coefficients are the inverse discrete Fourier transform (DFT) of 
the interpolation data. Indeed , it is a common thread throughout this thesis 
that solutions of problems should be computationally easy. The solutions are 
intended for engineering application. 
Given one can calculate the Lagrange interpolation easily from the data, the 
next task is to show that the Lagrange interpolation and the original system 
have close frequency response over all frequencies , not just at the interpolation 
frequencies , where , of course, the two frequency responses coincide. The re-
quired result is a classical result in complex function theory [Wal. 2] and shows 
the £ 00 error between G and the Lagrange interpolant Pn decreases exponen-
tially as the number of interpolation points increases , going to zero as n - oo. 
This result is refined further in this thesis , giving a more specific error bound . 
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For unstable systems , the picture is slightly different. We must first assume 
the system's transfer function is analytic in an annulus containing the unit 
circle. Again we assume that interpolation data is given for n equally spaced 
frequencies , but in this case the Lagrange interpolating polynomial formed has 
terms in both z and z- 1 . In fact , the degrees in z and z- 1 are equal or differ 
by one. Again, a classical result bounds the L00 error between the Lagrange 
interpolation and the system; again, this thesis refines the error bound. As for 
the stable case, the error bound goes to zero exponentially fast as n -+ oo. We 
extend the result to the case when the degrees in z and z- 1 increase at different 
rates as n increases , showing the error still goes to zero as n -+ oo. 
Since the delay operator is z- 1 , the Lagrange interpolation of an unstable 
system, a polynomial in z and z- 1 , corresponds to a non-causal FIR filter . 
Some discussion of the utility of non-causal FIR approximations appears in 
Chapters 2, 3, and, 5. The uses are twofold : as an approximation to an 
unstable system with added delays, and as an intermediate step in constructing 
the Hilbert transform from interpolation data. 
Lagrange interpolation is an elegant mathematical construction, but intro-
ducing it to engineering applications demands that some safeguards be built 
in. In the real world, one never has completely accurate data, so we must be 
certain that a small perturbation in the interpolation data does not cause a 
wild change in the Lagrange interpolation 's frequency response. The analy-
sis in Chapter 2 shows that the additional error incurred from perturbing the 
data has interesting properties. The additional error is linear in the size of the 
perturbation-the smaller the perturbation, the smaller the error. This offers 
a comforting robustness . The additional error term is also dependent upon the 
number of interpolation points n , being multiplied by a factor slowly increasing 
with n . The increase with n is logarithmic, and very slow; but it does serve to 
warn against using an excessively large number of data points , especially when 
the interpolation data is noisy. It acts, like the Akaike information criterion of 
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identification theory, as a deterrent for using overly high model orders . 
In summary, Lagrange interpolation is an easy method of getting L00 close 
approximations to stable and unstable systems, with a pleasing robustness to 
errors. 
Chapter 3 applies Lagrange interpolation to the Hilbert transform and gain-
phase problems. Hilbert transforms from interpolation data assume knowledge 
of the real part of a stable transfer function at n equally spaced frequencies . One 
must reconstruct the transfer function's frequency response , real and imaginary 
parts , at all frequencies. The gain-phase problem is almost the same, except 
that magnitude data is given instead of real part data, and the system that 
generated the data must have been stable and minimum phase as opposed to 
being merely stable. The approximations we seek must be £ 00 close to the 
original system. 
If, instead of having real part frequency response data at n frequencies , we 
had the real part at all frequencies w E (-71', 71'], then recovering the imaginary 
part is the standard Hilbert transform problem [Bod. 1, Zad. l] . However , even 
in this case, recovering the imaginary part to within a small L00 error is fraught 
with difficulty. Because of discontinuity in the Hilbert transform , a small L00 
perturbation in the real part data can cause an infinite perturbation in the 
imaginary part [And. 3]. Similar difficulties apply to gain-phase relationships . 
It is with this warning of discontinuity in mind that we construct the Hilbert 
transform from interpolation data and the gain-phase relationships from inter-
polation data. The constructions give FIR systems whose frequency responses 
are approximations to the frequency response of the system generating the data. 
By restricting the system generating the data to be stable (in a certain sense) 
for the Hilbert transform problem, and stable and minimum phase for the gain-
phase problem, we can bound the L00 error between the construction and the 
original system. Furthermore, the error bound goes to zero exponentially fast 
as n goes to infinity. That is , we have solved the problem of Hilbert transforms 
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and gain-phase relations from interpolation data. 
As with Lagrange interpolation, it is important to consider how perturba-
tions in the data affect the construction of a Hilbert transform from interpo-
lation data. Here , the aforementioned discontinuity in the Hilbert transform 
may cause difficulties . In fact , this is not the case; the Hilbert transform from 
interpolation data is robust to perturbations in the data. For one perturbation 
error model considered , the additional error caused by perturbing the data is 
independent of n ; for the other model , the additional error increases at a rate 
no faster than n 112 . In both cases , the error is linearly dependent on the size 
of the perturbations. From this robustness we conclude that the constructions 
are suitable for engineering applications. 
Engineering applications may be scant for the Hilbert t ransform from inter-
polation data, but for the closely related gain-phase relations from interpolation 
data, ample application exists . Given some spectral data, commonly one must 
find the stable, minimum phase system that could have generated the data. 
This is the spectral factorization problem. A typical approach generates a para-
metric model for the spectrum, then performs a spectral factorization on the 
model. The disadvantage of such an approach is a possibly high sensitivity to 
parameter errors . Given the inherent discontinuity in spectral factorization , the 
effect of parameter errors could be disastrous , yielding a spectral factor with 
frequency response diverging wildly from the desired response . 
By contrast , if one has estimates of a signal 's spectrum at n frequencies , 
then the methods propounded in Chapter 3 will recover the desired frequency 
response to within a bounded L00 error . Furthermore, the result is robust 
to errors in the spectral data. This method is , in essence , non-parametric , 
working in the frequency domain rather than some parameter space, bypassing 
the difficulties with parameter sensitivity. Thus the gain-phase problem from 
interpolation data has a place in the toolkit of spectral factorization algorithms. 
Chapter 4 diverges from discrete time systems to consider discrete time sig-
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nals. The problem considered is short-time Fourier analysis. That is , given a 
quasi-periodic signal, with known "period," measured in the presence of addi-
tive noise , determine the Fourier components of the signal. Since the signal is 
only quasi-periodic , the Fourier components will change with time, hence the 
term, "short-time Fourier analysis" [All. 1, Lim. 1, Sch. 1] . The discrete Fourier 
transform (DFT), combined with some data windowing, is the time honored so-
lution to this problem. Yet the DFT has its drawbacks . Although it converges 
quickly to its estimate--an n-point DFT converges after n data samples-the 
DFT smooths measurement noise abominably. Improving the noise smoothing 
by averaging over several periods or, equivalently taking a longer length D FT, 
causes the storage and computing requirements to rise dramatically. A need 
exists , therefore, for a new method which trades off noise smoothing versus con-
vergence rate , which has computational requirements invariant of this trade-off, 
and which is easy to implement. 
The solution contained in Chapter 4 recasts the problem, changing it from 
Fourier analysis to state estimation. The states are those of a state-space model 
for the quasi-periodic signal , each state being equivalent to a Fourier component 
of the signal. Estimating the states is then equivalent to estimating the Fourier 
components . 
Among state estimators are observers , an idea familiar from control theory, 
and also optimal (in an LQG sense) state estimators or Kalman filters . Bitmead 
[Bit. 1] showed that the DFT is equivalent to a deadbeat observer; in Chapter 4 
we apply Kalman filtering theory to short-time Fourier analysis . Because of 
certain inadequacies in the signal model , it proves impossible to apply Kalman 
filtering directly to the signal model used in (Bit. 1]. We consider a number of 
modifications to the signal model and to the Kalman filter. The most promising 
of these, a new method termed covariance setting, is a modification to the 
Kalman filter. 
Covariance setting obviates the need to solve a IUccati equation, thus making 
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the Kalman filters very easy to derive . Applied to short-time Fourier analysis , 
the Kalman filters from covariance setting are parametrized by a single real 
positive number E. Selecting E is a design choice: a small e: gives slow transient 
response but very good noise smoothing; a large! gives a fast transient response 
with poor noise smoothing. As ! -+ oo, the Kalman filters become the DFT, 
demonstrating that the DFT is at one extreme of the trade-off between noise 
smoothing and transient response. Thus, in this application, Kalman filters 
derived by covariance setting generalize the DFT. 
Numerous comparisons between the new class of Kalman filters and the DFT 
appear in Chapter 4. In general, the asymptotic performance of the DFT and 
Kalman filters are equal when there is no measurement noise ; when measure-
ment noise exists, the Kalman filters give more accurate state estimates , at 
the price of slower transient response. The Kalman filters yield a sliding, or 
running estimate of the Fourier components: a new estimate appears at each 
time instant . To a first approximation , the Kalman filters and recursive forms 
of the DFT have the same computational requirements , and this is less com-
putationally demanding than the fast Fourier transform (FFT) computed at 
every time instant . Essentially, the FFT does not re-use intermediate results 
as the recursive DFT and the Kalman filters do . In summary, the Kalman fil-
ters are equivalent to the DFT in computing burden , but give superior Fourier 
component estimates. 
Chapter 5 combines the Kalman filters for short-time Fourier analysis with 
Lagrange interpolation to give an adaptive scheme for identifying a system 's 
frequency response. The problem is to measure the input and noise corrupted 
output signals of a stable system , and from these measurements adaptively 
model the frequency response of the system. The model and the system should 
be close in an £ 00 sense. 
Other authors have sought to identify frequency responses adaptively : the 
so-called "adaptive frequency sampling filters" (AFSF) method , (Bit. 2, Ber . l], 
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(Man. 1, Den. 1], and , more recently, LaMaire 's method (LaM. 1, LaM. 2] . Both 
of these methods , and the method of Chapter 5, first estimate the frequency 
response of the system at n equally spaced frequencies , then fit a model to 
this frequency response data. In the AFSF method, and in the method in this 
thesis , the model fitting is via Lagrange interpolation; LaMaire's method fits a 
parametric model to the data. 
Where the method proposed here differs from and improves upon the other 
methods is in estimating the frequency response interpolation data. While other 
methods use the DFT for processing input and output signals , the method in 
this thesis uses the Kalman filters for short time Fourier analysis developed 
in Chapter 4. The outputs of the DFT or the Kalman filters are then passed 
through a bank of adaptive algorithms to give estimates of the system 's transfer 
function at n frequencies. 
To prove the superiority of the Kalman filters over the DFT, we follow the 
recent work of Ljung [Lju. 1] on the inherent frequency weighting in adaptive 
algorithms. We show that using either the DFT or the Kalman filters gives 
a weighted frequency response estimate of the system. However , the Kalman 
filters weight the frequency of interest more heavily than the DFT, causing less 
bias in the estimate of the frequency response at that frequency. The results 
are asymptotic and are verified by simulations. More accurate estimates of 
interpolation data mean a more accurate model can be built , with lower £00 
error. Hence the advantage of our method . 
Among different frequency response identification schemes, our method per-
forms well , but we must also compare the collective advantages and disad-
vantages of frequency domain identification versus the more usual time do-
main adaptive identification schemes. A major advantage of frequency domain 
schemes is that they reduce a many parameter identification problem into a 
number of smaller , independent problems. Typically the smaller , independent 
problems identify the gain of a transfer function at a particular frequency. That 
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is, a single complex parameter, or two real parameter identification problem. A 
small number of parameters carries some advantages . There is less sensitivity to 
parameter error. The regression vector in an adaptive algorithm has smaller di-
mension. This means inverting a smaller matrix in the least squares algorithm, 
while in the least mean squares algorithm, the regression vector's covariance 
probably does not have eigenvalues of such disparate size with the attendant 
problem of balancing the adaptive gain between the demands of fast convergence 
and stability. Thus identifying in the frequency domain has its advantages. 
A disadvantage of frequency domain identification is the filtering of input 
and output signals by the DFT or Kalman filters. This adds complexity to 
the algorithm, increases the computing burden, magnifies the effects of finite 
word lengths and numerical error , and makes analyzing the algorithm more 
difficult. A further disadvantage of the AFSF method and the method presented 
in Chapter 5 is that they only fit an FIR model to the data. In time domain 
adaptive algorithms the model may be IIR if desired. An IIR model may offer 
a better frequency response fit for a lesser number of parameters. Certainly 
LaMaire 's method fits a parametric, possibly IIR model to frequency response 
data, but he does not support this method with any results equivalent to those in 
Chapter 2 on the error bounds between the system and its approximation . The 
IIR model may also have a frequency response extremely sensitive to parameter 
variations. 
Whether to identify in the frequency domain or the time domain is , there-
fore , a balance of issues. Issues such as model order and parametrization , fre-
quency response sensitivity to parameters , and error bounds all play their part. 
Among frequency domain identification schemes, the scheme presented in this 
thesis offers the advantages of smaller L00 error . The method uses three concep-
tual advances : the idea that interpolation data should be accurate , the use of 
Kalman filters designed for short-time Fourier analysis , and the work of Ljung 
on frequency weighting in adaptive schemes. 
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One final extension to adaptive identification in the frequency domain comes 
from the work in Chapter 2 on approximating unstable systems by Lagrange 
interpolation . As already noted , unstable systems must be approximated with 
delays , the more delays and the greater the number of interpolation points, the 
better the approximation. We will argue that this may not be a useful method 
in identifying the unstable plant in a control system, but show it is of use in 
adaptively inverting nonminimum phase systems. In such a case, the number 
of delays is a design choice: tolerating more delays allows better inversion . 
By contrast , Chapter 6 approximates unstable rational functions,with the 
form of approximation being suitable for control systems. That is , a controller 
designed for the approximation should give similar closed loop response when 
applied to the original system. The form of the approximation differs from the 
methods in the rest of this thesis . We assume knowledge of the original system 's 
rational , unstable transfer function of high McMillan degree . We seek a lower 
McMillan degree approximation which has the same number of unstable poles 
as the original system and which is L00 close to the original. These constraints 
upon the approximation-maintaining the same number of unstable poles and 
being L00 close to the original system-ensure robustness of control systems 
(Yid. 2) . 
Our approach applies optimal Hankel norm approximation and balanced 
realization truncation (Glo. l], methods of model reduction for stable systems. 
Thus we seek to extend these methods to unstable systems. To do this , we 
propose a method based upon factorizing an unstable rational function into 
the quotient of two stable rational functions , then perform model reduction 
simultaneously upon the two stable factors . We derive L00 bounds for the 
method, and compare these with exist ing methods. From examples, the method 
presented here sometimes gives better L00 error than existing methods and , at 
other times , gives worse L00 error . 
In summary, throughout this thesis, the concern is with approximating linear 
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systems and bounding the L00 error of the approximation. Chapter 7 concludes 
this thesis , summarizing and commenting upon the major results, and presenting 
extensions for future research. 
1.2 Point Summary of Contributions 
• Refinement of the error bounds for Lagrange interpolation of stable sys-
tems and unstable systems. 
• Convergence of Lagrange interpolation to an unstable system when num-
ber of delays is other than half the number of interpolation points . 
• Analysis of how perturbations in interpolation data affect Lagrange inter-
polation . 
• Solving the Hilbert transform from interpolation data. 
• Evaluation of L00 error bounds for Hilbert transform from interpolation 
data. 
• Development of two methods for the gain-phase relations from interpola-
tion data. 
• Evaluation of L00 error bounds for the two solutions for gain-phase rela-
tions from interpolation data. 
• Analysis of how perturbations in the real part data affect the Hilbert 
transform from interpolation data. 
• Application of Kalman filtering to short-time Fourier analysis and devel-
opment of a method in Kalman filtering called covariance setting. 
• Derivation of pole locations for Kalman filter for short-time Fourier anal-
ysis . 
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• Performance comparison of Kalman fil ter and DFT applied to short-time 
Fourier analysis . 
• A new scheme for adaptive frequency response identification. 
• Application of adaptive frequency response identification to inverting non-
minimum channels with delay. 
• Analysis , using the inherent frequency weighting in adaptive systems, to 
show that the new method of adaptive frequency response identification 
gives more accurate frequency response estimates. 
• A new method of unstable rational function approximation suitable for 
model reduction in control systems. 
• Derivation of £ 00 error bounds for the unstable rational function approx-
imation method . 
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Chapter 2 
Lagrange Interpolation and 
Linear Systems 
2.1 Introduction 
In this section , we broadly outline a number of results-results that subsequent 
sections treat in greater detail. We will use the complex plane C, with z a 
complex variable . At times, we will interpret a function in z as a t ransfer fun c-
tion of a dynamical system with z- 1 the delay operator . Given this conceptual 
scaffolding , our concern is with Lagrange interpolation [Wal. 2] 
Defini tion 2.1 (Lagrange interpolat ion .) Given pairs of points 
zk , GkEC k = 0, 1, 2, ... , n - 1 
the Lagrange interpo lating polynomial is the unique (n - l)"t order polynomial 
in z- 1 
P. ( ) -1 + + - n+l n z = ao + a1 z · · · an-1 Z , a, E C (2.1) 
with the property 
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This and subsequent chapters apply Lagrange interpolation to systems the-
ory, and with that aim in mind, we restrict the problem to be more specific than 
in Definition 2.1. (Actually, Lagrange interpolation is usually defined for poly-
nomials in z rather than z- 1 ; because our concern is ultimately with dynamical 
systems, where polynomials in z- 1 are FIR filters , we have chosen to work in 
z- 1 . ) We will restrict 
Gk = G(zk) k = 0, 1, 2, . .. , n - 1 (2.2) 
where G(z) : C--+ C is the transfer function of a linear system. Also , we will 
consider only the case of interpolation points at the n th roots of unity 
= 
= 
That is, 
0 = 2d/n k = 0, 1, 2, . .. ,n- 1 
k = 0, 1,2, ... ,n - 1 
(2.3) 
(2.4) 
(2 .5) 
Thus, from knowledge of the function G(z) at the n th roots of unity, we 
construct Pn(z), the Lagrange interpolating polynomial in z- 1 . Alternatively, 
considering G( z) as a transfer function , we say that knowledge of the transfer 
function at n equally spaced frequencies gives an (n - l )st order FIR transfer 
function , Pn(z), coincident with G(z) at those frequencies . This chapter will 
show the conditions under which Pn(z) is a good approximation to G(z). 
Previewing the sections that follow , Section 2.2 covers interpolation when 
G( z) corresponds to a stable dynamical system ( the definition of stability will be 
given) . Although the section begins with known results-results on possibility of 
approximation and convergence as the number of data points n goes to infinity-
the section extends the results by giving specific error bounds. These errors take 
form IIG - Pnlloo, the £ 00 frequency response error between G(z) and Pn(z) . 
Since the bounds go to zero as n --+ oo, interpolation recovers the frequency 
response of G(z) to within an arbitrarily small error as n --+ oo. 
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Amongst all possible norms, using the L00 norm for the error G - Pn with 
stable G was a deliberate choice. Suppose one must design a controller for the 
plant G(z), but the only information about G(z) comes from the interpolating 
function Pn(z). Then , according to [Vid. 2], a controller designed for Pn(z) 
will give similar closed loop performance when applied to G(z) if IIG - Pn ll oo 
is sufficiently small. Therefore, bounding IIG - Pn lloo ensures robustness of 
control systems. A second , different justification of the L00 norm comes from 
considering signals. Elaborated upon in Chapter 5, this relies upon the equality 
of the L00 norm and the L2 operator norm: briefly, bounding the L00 norm 
bounds in mean square (L2) norm the output signal of G - Pn , given the input 
signal had unit L2 norm . Thus , for robust control systems and mean square 
errors in signals , the L00 norm is the obvious choice. 
Whereas Section 2.2 looks at stable systems, Section 2.3 extends this work 
to unstable systems G(z) . Getting an interpolation error that goes to zero 
as n ---+ oo by interpolating unstable systems in the same way as we interpo-
lated stable systems is impossible: for an unstable G( z) , adding delays before 
interpolating is necessary, thus interpolating z- vc(z). Equivalently, one may 
interpolate the undelayed G(z) in the nth roots of unity by Q0 (z), a polynomial 
with terms in both z and z- 1 . For a decreasing L00 approximation error , not 
only must the number of interpolation points n increase, but also the number 
of delays v must increase. The penalties for better approximation are , there-
fore , more delays v , and higher degree n - 1. As for the stable case, we draw 
upon [Wal. 2], expanding the results to specific forms of the error bound , and 
demonstrating that , for convergence, the delays may increase at other than half 
the rate that n increases. Section 2.3 , therefore , covers unstable systems. 
For stable systems, we used the ideas of robust control systems to justify 
choosing the L00 norm; for unstable systems, this argument will not hold . Ap-
proximately unstable systems with delay is not a useful concept for control 
systems. The resulting approximation and the ( delayed) original system are 
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not close in factorized space (Vid. 2] . Furthermore, delays can make a system 
harder to stabilize. From a first appraisai , Lagrange interpolation in the nth 
roots of unity for unstable systems has no application in control systems design . 
However , this thesis does draw upon interpolating unstable systems in two 
places. Chapter 3 applies the idea to the gain-phase and Hilbert transform 
problems; Chapter 5 applies it to equalizing nonminimum phase communication 
channels. The problems in Chapter 3 are potentially useful in control systems, 
so for the sake of robustness , the L00 norm is appropriate , whereas Chapter 5 
uses the previously mentioned L2 signal norms. In both cases , bounding the 
L00 error between G(z) and its interpolant is important. 
Following our treatment of unstable systems, Section 2.4 takes a closer look 
at the interpolation data G( ei kB) k = 0, 1, 2, .. . , n - 1. In the real world , one 
never knows any quantity exactly, so we must consider the effect of uncertainty 
in the interpolation data. We evaluate the additional approximation error-
additional to the error incurred when interpolating exact data-and observe 
that this additional error is proportional to both the uncertainty in the data 
and Inn . The Inn factor increases with n , but it increases very slowly: the 
effect is not great , even for moderately large n. All the same, one should not 
choose an excessively large n because of the increase in approximation error . 
In summary, this chapter examines Lagrange interpolation from a theoreti-
cal point of view. Later chapters apply the results to more practical problems. 
Chapter 3 as already mentioned, exercises the results on the Hilbert transform 
and gain-phase problems. Chapter 5 builds the results into a frequency response 
identification scheme. These later chapters warrant the present chapter 's theo-
retical detail. 
2.2 Stable Systems 
We first define stable and unstable systems in a slightly non-standard manner. 
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Definition 2.2 If G(z) : C-+ C is analytic in lzl > p- 1, some p > 1, and 
limz-oo G( z) exists, then G( z) is a stable transfer function. 
In later sections, the following two definitions are necessary. 
Definition 2.3 G(z) : C-+ C is an unstable transfer function if it is not stable. 
Definition 2.4 G(z) : C-+ C is purely unstable if it is analytic in lzl < p, some 
p > 1, and limz-o G(z) = 0. 
When G(z) is rational and stable by Definition 2.2, then all its poles lie inside 
the unit circle. Therefore, the preceding definition of stability corresponds to the 
usual definition for rational transfer functions . Definition 2.2 , while notionally 
a definition of stability, actually defines a class of functions in the complex 
plane , functions that need not be interpreted as transfer functions of dynamical 
systems. Thus, these results have wider application in analytic function theory. 
We wish to interpolate G(z) in the n th roots of uni ty. With Definition 2.1 
for the interpolation Pn(z) , we may make some observations about Pn( z). 
Lemma 2.1 Suppose G(z) is a real rational function , then the coefficients of 
Pn(z) 1 {ao,a1 1 • • ,,an} are real. 
Proof: Because G(z) is real rational , 
(2.6) 
If 
P. ( ) -l - (n-1 ) n z = ao + a1z + .. . + On-!Z (2.7) 
let 
T. ( ) - + - -l + + - - (n-l ) n Z = ao a1z . . . On-1Z (2 .8) 
Then 
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Tn(e-jk8) = Pn (eik8) 
= G(eik8) 
= G(e-ike) 
therefore, Tn(z) interpolates G(z) in the nth roots of unity and , by uniqueness 
of interpolants , Tn(z) = Pn(z). Accordingly, 
a; = ii; i = 0, 1, ... , n - 1 (2.9) 
"il"il"il 
We seek the coefficients of Pn(z). Substituting (2.1) into (2.5) gives n equa-
tions in then unknowns ao , a1 , ... , an -1: 
1 1 1 1 
1 w-1 w-2 w-(n-1) 
1 w-2 w-4 w-2(n-l) 
1 w-(n-1) w-2(n-l) . . . w-(n-1)' 
solving for the a:s gives the unique solution 
n-1 
a; = ¾ L ei2.-kfnG(Wk) 
k=O 
ao 
a1 
a2 = 
G(W0 ) 
G(W1) 
G(W2 ) 
G(W" - 1) 
(2.10) 
(2.11) 
That is , {a; : i = 0, 1 . .. , n-1} is the inverse DFT of {G(Wk) : k = 0, 1 . .. , n-
1} . Computing the coefficients of Pn(z) is , therefore, a simple task, and is one 
attraction of approximating by Lagrange interpolation. 
An equivalent , alternative way of writing Pn(z) comes from Lagrange's in-
terpolation formula [Wal. 2, page 50) : 
n-1 k h(z-1) 
Pn(z) = L G(W ) (z-1 _ w-k)h'(W-k) 
k=O 
where 
h(z- 1) (z-1 - l)(z -1 - w-1) . . . (z-1 - w - {n -1 )) 
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(2.12) 
(2.13) 
(2.14) 
Immediately, one notes that 
1
. h(z- 1) 
1m 
z-w• z- 1 - w-k 
and thus Pn(Wk) = G(Wk) , k = 0, 1, 2, .. . , n - 1, which is the interpolating 
condition. There are two further points to note from Lagrange's interpolation 
formula. First, h'(W-k) = nWk , giving 
Pn(z) = ~ G(W") h(z-l) ~ z- 1 - W - "nW" 
k:O 
(2.15) 
Second , the filter 
(z- 1 - W-k)nWk (2.16) 
is a frequency sampling filter (FSF) , centred on the frequency 21rk/n , and well 
known from FIR filter design (Go!. 1, Rab . 1). The FSF is a finite impulse 
response filter , has unity gain at the centre frequency, and zeros at z = W1, 1 -:/; k. 
See Figure 2.1, a frequency response plot fork= 0. In equation (2.15), the gain 
G(Wk) multiplies the ph frequency response filter, then the outputs of each 
filter are summed . In other words , the interpolant Pn(z) is equivalent to a 
bank of frequency sampling filters , each multiplied by a gain , with the outputs 
summed. This view of P0 (z) will become useful in Chapter 5 and is the basis 
of FIR filter design in (Go!. 1, Rab. 1) . 
The frequency response of G(z), namely G(eiw), w E (-1r , 1r) is defined on 
an infinite point set ; the interpolant Pn(z) is defined by G(eiw) at only n values 
of w. Can Pn(eiw) approximate G(eiw)? The following theorem addresses this 
question . 
Theorem 2.2 Let G(z) be stable, analytic on jzj > p- 1, for some p > 1, and 
let Pn( z) defined by {2.1} interpolate G(z) in the n t h roots of unity. Then , for 
any R , 1 < R < p 
21 
1.0-.-------------,,,...-----------~ 
0 . 8 
w 
0 o . 6 
:J 
1-
H 
z 
(!) 
<!O. 4 
:E 
0 . 2 
0 -l---.--,....lL.~~~--.----,....1....,--,--+---,--,-.......,.-r---t--r--r........,r--r-1 
-1.0 
-0. 5 0 0 . 5 
NORMALIZED FREQUE NCY 1. 0 
Figure 2.1: Frequency sampling filter : magnitude frequency response , k = 0, 
n= 8. 
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(i) {Slightly modified from {Wal. 2].} 
(2.17) 
(ii) where 
M = 
2 
max IG(z)I (1 - R- 1 )2 l•l=R- 1 (2.18) 
(iii) {Slightly modified from {Wal. 2}.) As n-+ oo, Pn --+ G uniformly on lzl 2: 
Proof: The Lagrange-Hermite interpolation formula [Wal. 2], modified be-
cause Pn(z) is a polynomial in z- 1 rather than z, is 
G( ) p ( ) 1 / (z -n - l)G(t) d 
z - n z = 21rj Jr (t-n - l )(t-1 - z-l)(-t2) t (2. 19) 
where the integration path r is the circle it I = R- 1 , taken clockwise. When 
lzl = 1, 
IG(z) - Pn(z)I :::; 
= 
= 
< 
1 I z-n - 1 I 
- max -:----,-,---,--__,,.~ max I G( z) I 21r l•l=l ,ltl=R- 1 (t-n - l)(t-l - Z- 1 )t 2 l•l=R- 1 
2R- 1 
(R" - l)(R-· l)R-2 1,\;!~1 IG(z)I 
2R-n 
(1- R-")(1- R- 1) 1,\;!~1 IG(z)I 
2R-n 
max IG(z)I (1 - R- 1)2 l•l=R- 1 
and the result is evident. 
Other methods of designing FIR filters approximating a specified frequency 
response G(eiw) appear in [Rab. 1, Chapter 3) . These methods rely upon being 
given the complete frequency response G(eiw) , w E (-1r , 1r), obviously more than 
the interpolation data we allow ourselves. Given this extra data, one may find , 
for example, the L 00 optimal FIR filter approximating G( eiw). This uses the 
Remez exchange algorithm (Rab . 1, pp. 136- 140) . Alternatively, [Rab. 1, pp. 
105ff], we may use Lagrange interpolation at equally spaced frequencies in the 
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pass band and stop band of G(ei"' ) while in the t ransition band , where closely 
matching G(ei"') is not necessary, one may optimize the FIR filter 's frequency 
response to give minimum L00 error in either the stop band or pass band or both . 
However , these methods do require a knowledge of G(ei"') at all frequencies w; 
knowing G(ei"') at only w = 21rk/n , k = 0, 1, 2, ... , n - 1, it is hard to see a 
better method of approximation than the Lagrange interpolation we propound 
in this section. 
Returning to Theorem 2.2 let us examine more closely the error bound . The 
error bound (2 .17) is only a bound ; the actual error may not attain this bound ; 
furthermore, the error bound may be quite difficult to compute. The bound 
depends upon R, a constant chosen somewhere in the interval (1, p). But even 
determining p is not possible from interpolation data alone , as p depends upon 
where the poles of G lie. The bound also depends upon M, a quanti ty even 
harder than R to evaluate, since we have no knowledge of G(z) for lzl = R- 1 . 
However , this theorem does show that interpolating in the n t h roots of unity 
gives an L00 error bound exponentially decreasing as the number of interpola-
tion points increases. Thus, the cost of a lower error bound-that is , better 
approximation-is to increase n , thereby increasing the degree and complexity 
of Pn , and increasing the amount of interpolation data to collect . 
It is not surprising that interpolating G(z) gives a potentially good FIR 
approximation, because other methods of approximating G(z) with an FIR filter 
exist . Consider the impulse response of a stable, rational G(z ). The impulse 
response will decay exponentially, so building an FIR filter Fn ( z ) with coincident 
impulse response from time O to n - I and zero impulse response thereafter will 
approximate G(z) well in some sense. Moreover , Fn(z ) will approximate G(z) 
better as n increases. Fn(z) and Pn(z), despite having the same degree , and 
both approximating G(z), are not the same filter . To build Fn (z ) one needs 
impulse response data; to build Pn(z) , frequency response data. 
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Given that Mis linear in Gin equation (2.18), one may think that the error 
bound of (2 .17) may yield a bound on the multiplicative error: 
Ill - Pn/Glloo (2.20) 
But if G has a zero on the unit circle not cancelled by Pn-something certainly 
possible given our problem statement-then (1 - Pn/G) </:. L00 • What we do 
have, however , is 
IIG - Pnlloo 2R-n 
maJCJ•l=R-• IG(z)j '.:: (1 - R-1 )2 (2 .21) 
a kind of normalized L00 error bound. 
With these drawbacks-uncertainty of M , difficulty in choosing R-one may 
question the use of Theorem 2.2. The theorem is useful for two reasons. First , it 
provides a heuristic knowledge of the errors: we know the errors will decrease-
in fact , decrease exponentially-as the number of interpolation points goes up ; 
therefore , if an insufficiently good approximation occurs for a given n , try again 
with a larger n. Second, in a given situation, one may be able to ascertain or 
estimate M by some other measurement on the system G . 
We conclude this section with an illustrative example. Let 
z2 
G(z) = (z - 0.5)(z - 0.8) (2 .22) 
a stable transfer function , analytic in lzl > 0.8. Figure 2.2 shows the frequency 
response G( ei"') together with the frequency response of the interpolant Pn ( eiw) 
for n = 4 and n = 8. Inspecting the figure shows, naturally, that G and Pn 
coincide at interpolation points . Furthermore, as n changes from 4 to 8, the 
magnitude and phase of Pn track those of G more closely, giving lower L00 error, 
in agreement with Theorem 2.2. 
Having established the use of Lagrange interpolation by theory and example 
for stable systems, we now move on to consider unstable systems. 
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2.3 Unstable Systems 
In subsequent chapters , we shall consider applying Lagrange interpolation of 
unstable systems in the nth roots of unity. Building upon the resul ts of the 
previous section on stable systems, this section extends the work to include 
unstable systems. First, we indicate that one cannot directly apply the previous 
section 's method to unstable systems. Then, we modify the method to give good 
approximation of unstable systems. 
Theorem 2.3 {Slightly modified from {Wal. 1, page 7).) Let G(z) : C---. C have 
a singularity on or outside the unit circle, that is G( z) is unstable. Then it is not 
possible to approximate G(z) with arb itrarily small L00 error by a polynomial in 
z-1 . 
This theorem shows the impossibility of approximating an unstable system 
by any polynomial in z- 1 , including the Lagrange interpolating polynomial. It 
is a known result : the modification from [Wal. 1] merely exchanges a polynomial 
in z for one in z- 1 , and the inside of the unit circle for the outside. However , 
we present a proof, for G(z) rational , because of the insight it offers . 
Proof: of Theorem 2.3. Let G(z) be unstable and rational , and let Pn(z) be 
any (n - l )"t order polynomial in z- 1 . If G(z) has a pole on the unit circle , 
then G ¢ £ 00 and the theorem is proved. 
Assume now that G(z) has no pole on the unit circle, but does have a pole 
outside the unit circle; therefore, since it is rational , G( z) is analytic in an 
annulus p- 1 < lzl < p, p > 1. Thus, it has a power series expansion, containing 
non-zero terms in z and non-zero terms in z- 1 , and the expansion is convergent 
on p- 1 < lzl < p. Pn(z), being a polynomial in z- 1 , is convergent everywhere 
except z = 0. Therefore, if Pn -+ G as n -+ oo on the unit circle , by analytic 
continuation, Pn -+Gin the annulus . But this is impossible because the power 
series expansion of G(z) has non-zero terms in z while Pn(z) has no term in z. 
Thus the theorem is proved. 'v'v'v 
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This proof does suggest how to approximate an unstable G(z) by an FIR 
filter . Given that G(z) has a power series expansion in z and z- 1 convergent 
in an annulus containing the unit circle , truncating the power series expansion 
leaving v terms in z and v terms in z- 1 would give a polynomial approximation 
to G( z). Unlike the polynomial truncation of a stable transfer function 's impulse 
response , which is a polynomial in z- 1 , this polynomial approximation is a 
polynomial in both z and z- 1 . Interpreting this as a linear system, it is a 
non-causal FIR filter. It suggests that approximating an unstable G( z) by 
interpolating with a non-causal FIR filter may also be possible. 
Theorem 2.4 Suppose G(z) is analytic in an annulus p- 1 < lzl < p, p > 1 and 
for 
(a) n odd, n = 2v + 1, let 
(2.23} 
(b} n even, n = 2v, let 
(2.24} 
If Qn ( z) interpolates G( z} in the nth roots of unity, then for any R , 1 < R < p 
(i) Then [Wal. 2] 
(2 .25) 
(ii) where for n odd 
M = ( 2R )2 (max IG(z)I + max IG(z)I) R - 1 JzJ=R JzJ =R- 1 (2 .26) 
and for n even 
M = ( 2R )2 (R max IG(z)I + max IG(z)I) R - 1 l•l=R l•l =R- 1 (2 .27) 
(iii) {Wal. 2] As n---+ oo, Qn(z)---+ G uniformly on R- 1 :S lzl :SR. 
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Proof: of (ii), n odd. Note that z-"Qn(z) is the Lagrange interpolating poly-
nomial in z- 1 of z" G( z). Hence, we may use the Lagrange-Hermite interpolation 
theorem in the same way as in the proof of Theorem 2.2 
-u _., 1 / r"(z-n - l)G(t) 
z G(z) - z Qn(z) = 21rj Jr (t-n - l )(t-1 - z-l)(-t2)dt (2.28) 
where r is the sum of the two paths f' and f" : f' is the circle !ti = R, taken 
anticlockwise; f" , the circle it I = R- 1, taken clockwise. 
I t-"(z-n - 1) I < R max -,---~--,.--..,..,...-:c max IG(z)I + i•J=l ,l tl=R (t-n - l )(t -l - z- 1)t2 l•l=R 
= 
< 
whence the result . 
R- 1 max -,---~-,--.,.---~ max JG( z) I I t-"(z-n - 1) I i•l=l ,Jti=R- 1 (t-n - l )(t-l - z- 1)t 2 l•l=R- 1 
2R-u+i 
:---:::-~::---=-~= max IG(z) I + (1- R-")(1- R- 1)R2 l•l=R 
2R"- 1 
(R" - l)(R - l )R- 2 I•~~. IG(z)I 
2R-u+i ( ) 
(R- l )2 I~~ IG(z)I + I•~~. JG(z)I 
For n even the proof is essentially the same. 
Theorem 2.4 admits two interpretations. At a first appraisal , it says that 
Lagrange interpolation of unstable systems can achieve arbitrarily small L
00 
error bounds if the interpolating polynomial Qn(z) has terms in z as well as 
z-
1
. However , regarding z- 1 as the delay operator , Qn(z) is a non-causal FIR 
filter . In the real world , one cannot implement a non-causal filter ; therefore , we 
interpret Theorem 2.4 in an alternative manner . For this interpretation , regard 
z -"Qn(z) as the approximation to z -"G(z)-the transfer func tion G(z) with v 
delays . Now z-" Qn(z ), being a polynomial in z- 1 , corresponds to a causal FIR 
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filter; furthermore, it is the Lagrange interpolant of z-vc(z) in the nth roots of 
unity. Therefore , the cost of approximating an unstable system by this method 
with small L00 error is to approximate that system with delays , and the more 
delays, the better the approximation. 
This is illustrated in Figure 2.3. The left hand side of the figure shows the 
frequency response of the unstable transfer function 
z 
G(z) = (z - 2) (2. 29) 
and its Lagrange interpolant ?4(z). Although the interpolant approximates 
the magnitude of G(z) quite well , its attempt to approximate the phase is 
abominable: the phase of P,. - G goes through 271' between each pair of adjacent 
interpolation points . But adding two delays to G(z) , giving a new transfer 
function 
1 
G(z) = z(z - 2) (2 .30) 
then interpolating gives the frequency response at the right of Figure 2.3 Now 
the interpolation tracks closely both the gain and phase of G(z): the L00 error 
is small. 
In Theorem 2.4, we showed convergence was possible when Qn(z) has either 
equal degree in z and z- 1 , or , when n is even, one different degree . In fact , 
the result still holds if the degree in z is always a fixed integer greater than the 
degree in z- 1 . That is , for n odd, 
(2 .31) 
One need only consider interpolating z-dG(z): then z-dQn(z) takes the form of 
Qn(z) in Theorem 2.4 with equal degree in z and z- 1 . This example is almost 
trivial ; however , the polynomial Q,.(z) in (2 .31) still has degrees in z and z- 1 
that increase to infinity as n -+ oo. Furthermore, the degree in z and the degree 
in z- 1 increase at the same rate . For convergence, it is necessary that both 
degrees go to infinity as the following corollary shows. 
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Corollary 2.5 Suppose G(z) is unstable, analytic in p- 1 < lzl < p, p > 1, and 
suppose Qn(z) is a polynomial in z and z- 1 of the form 
(2.32) 
where w # w(n) . Then as n-+ oo, in general IIG - Qn lloo -f+ 0. 
Proof: 
(2 .33) 
While z-wQn(z) is a polynomial in z- 1 , z-wa(z) is , in general , unstable. In-
voking Theorem 2.3 gives the result. 
In Theorem 2.4 , the degrees in z and z- 1 increase to infinity at the same 
rate as n -+ oo ; in the following corollary, they increase at different rates . 
Corollary 2.6 Suppose G(z) is analytic in p- 1 < lzl < p, suppose c is a posi-
tive integer, n = cv + 1, and suppose 1 < R < p. 
(a) If 
Qn(z) = bvzv + · · · + bo + · · · + LcvZ-cv (2.34) 
interpolates G(z) in the n th roots of unity, then Qn converges to G uni-
formly on 
and 
where 
R-l/c :5 lzl :5 R as v -+ oo 
M1 = M1(R, G) 
# M1(v) 
N1 = N1(R ,G) 
# N1(v) 
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(2.35) 
(2.36) 
(2 .37) 
(2 .38) 
(b) Similarly, if 
interpolates G(z) in the n th roots of unity, then Qn converges to G uni-
formly on 
and 
where 
R- 1 :5 lzl :5 R 1I• as v -+ oo 
M2 = M2(R,G) 
:f. M2(v) 
N2 N2(R,G) 
,f. N2(v) 
(2.40) 
(2.41) 
(2.42) 
(2.43) 
Proof: (a) Following the proof of Theorem 2.4, using the same integration 
path r, and restricting z to lie in R- 1 < lzl < R 
-v -v 1 / rv(z-n - l)G(t) 
z G(z) - z Qn(z) = 21rj Jr (t -n - l)(t-1 - z-1 )(-t2) dt 
For lzl = A, 
IG(z) - Qn(z)I 
Av R-v(A-n + 1) 
-
< -,-------'-:-:-=---'--c max IG(t)I + (1- R-n)IRA- lj JtJ=R 
(2.44) 
Av+l R-•v+l(A-n + 1) 
(1 - R-n)IRA - 11 11~~. IG(t)I (2.45) 
The first term of (2.45) converges as v -+ oo if Av R-v (A-n + 1) converges; that 
is, if Av R-v converges and A-•v+l R-v converges. Thus, we require 
(2.46) 
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or 
A<R (2.47) 
and 
(2.48) 
or 
A> R-1/c (2.49) 
For the second term of (2.45) to converge, 
(2.50) 
and 
A> R- 1 (2.51 ) 
which are looser conditions than (2.47) and (2.49). Therefore, convergence 
occurs if 
R-l/e < lzl < R (2.52) 
Actually, since R lies in the open interval (l,p) , we may always find R1, R < 
R1 < p to replace R in (2.52). Thus we can replace the strict inequality with 
(2.53) 
Furthermore, the convergence is uniform . 
To find the L00 error bound in (2 .36) , set lzl = A = 1 in (2.45) and the 
result is apparent . 
The proof of (b) is exactly analogous to (a) . 
While this corollary is not of great importance, it does demonstrate that 
convergence still occurs if the degree in z and the degree in z- 1 of Qn ( z) increase 
at different rates , thus trading off the relative magnitudes of M 1 Rv and N 1 R-cv 
in (2 .36) . Our results on convergence, therefore , have a certain robustness . 
For a given n and G(z), choosing degrees in z and z- 1 (given that they 
must sum to n - 1) so as to minimize IIG - Qnll oo is difficult. If all stable 
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poles were distant from the unit circle , but an unst able pole was near the unit 
circle , the power series expansion of G(z) in z and z- 1 would have the terms in 
z-
1 decaying much faster then the terms in z . Presumably, a better L
00 
error 
between Qn and G would then result if Qn had a degree in z significantly larger 
than its degree in z- 1 . However , this is a heuristic argument . 
In summary, this section has shown how to apply Lagrange interpolation in 
the n t h roots of unity to unstable systems. Convergence occurs if interpolating 
by a polynomial in both z and z- 1 where the degree in both z and z- 1 increases 
to infinity. This convergence is exponentially fast; it is very similar to the 
convergence for the stable case of the previous section, but is more subtle because 
of the possibly different degrees in z and z- 1 . 
2.4 Errors in the Data 
The preceding parts of this chapter have assumed knowledge of a transfer func-
tion at n equally spaced frequencies . From that knowledge , we approximated 
the transfer function by interpolation. How does one know the transfer function 
at these n discrete frequencies? In part , the answer lies in Chapter 5 where 
measurements of input-output signals yield such frequency response data. For 
the present , suffice it to say that errors corrupt all measurements: our interpo-
lation data is no exception. We now consider how these errors in interpolation 
data affect the earlier derived L00 error bounds for interpolation . 
For the sake of simplicity, the analysis of this section will only ~e for stable 
transfer functions . However , this restriction is merely a notational convenience. 
All results carry over to the unstable case. 
Theorem 2. 7 Suppose Pn ( z) is the Lagrange interpolating polynomial in z- 1 
interpolating G (Wk), k = 0, 1, 2, ... , n - 1, and suppose Pn ( z) is the Lagrange 
interpolant in z - 1 of G(Wk), k = 0, 1, 2, ... , n - 1. Let 
(2 .54) 
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Then, for n = 2m, some integer m 
. 2 IIPn - Pnlloo $ ~(1 + -Inn) 
7r (2 .55) 
Proof: See Chapter Appendix. 
Note : Although the theorem is stated for n = 2m , it appears true-by 
numerical calculation-for all positive integers n ; but the proof is only known 
for n = 2m. 
Corollary 2.8 Suppose G(z) is analytic in lzl > p- 1 , p > 1, and we have 
available measurements G(Wk) of G(Wk). Let 
~ = max IG(Wk) - G(Wk)I 
k=O ,l , ... ,n-1 (2.56) 
and let Fn(z) be the unique polynomial in z- 1 interpolating the points G(Wk), 
k = 0, 1, 2, ... , n - 1. Then 
. 2 IIG - Pnlloo < M R-n + ~(1 + - Inn) 
- 7r (2.57) 
where M = M(G, R) , M ::fi M(n) . 
Proof: Combine Theorems 2.7 and 2.2 via the triangle inequality. 
The result (2.57) needs interpreting, but first consider the definition of~ in 
(2 .56). ~ measures the error in the frequency response estimates G(Wk) . The 
definition ~ was a somewhat arbitrary measure of the error , but it is consistent 
with our efforts to bound maximum deviations via L00 errors. A non-zero ~ 
could arise from the intrusion of noise or from systematic errors in measuring 
the interpolation data. More upon this in Chapter 5. 
The bound on IIG - Fnlloo in (2 .57) contains two terms. The first term, al-
ready familiar , exponentially decreasing with increasing n , is the approximation 
error inherent in Lagrange interpolation. In contrast , the second term accounts 
for errors in the interpolation data. This term is linear in ~ as expected, since 
the coefficient vector of Pn is linear in the vector of interpolation data. Like the 
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first term, it also depends upon n. Unlike the first term, it slowly increases with 
n (but the increase is slow: at n = 4096 , 1 + 2/1r ln n = 9.82). Combined , these 
two terms-the one exponentially decreasing with n , the other logarithmically, 
slowly increasing with n-these two terms say there is an n where the error 
bound is least . 
Although such an n exists for which the error bound (2.57) is least , this n 
may be hard to determine. The constant M , for example, as stated in Section 2.2 
is often not known; similarly I:::.. may not be known exactly. However , even if 
these constants are not known , the error bound contains a message: do not 
select the degree of Pn(z), (n - 1), to be an excessively large number because 
the resulting filter Pn(z) will certainly be more complex and will possibly be a 
less accurate approximation to G. This point will arise again in Chapter 5. 
Despite arising from a very different philosophy, and being applicable under 
different circumstances-namely to parametric identification-the Akaike Infor-
mation Criterion and its various modifications [Kas. 1) gives a similar message 
about model order selection. That is , the best model order will be some finite , 
possibly small number n . Coincidentally, the Akaike Information Criterion also 
contains a term logarithmic in the model order. 
In summary, this chapter has investigated Lagrange interpolation for ap-
proximating dynamic systems. The approximating transfer functions are FIR, 
and in the case of unstable systems, non-causal. The error involved in approx-
imation, bounded in L00 norm , decreases exponentially with increasing model 
order ; however , with measurement noise present on the interpolation data, the 
error can increase slowly with the model order so the model order should not 
be chosen too large. With all these results as a foundation , we construct new 
results in the next chapter on interpolation and the Hilbert transform , then in 
the following chapter develop an identification scheme where the plant and its 
model are close in L00 norm. 
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2.5 Chapter Appendix: Proof of Theorem 2. 7 
Let B = 21r/n, t..(k) = G(eik 8 ) - G(eik8) . From the definitions of Pn(z) and 
Pn(z) in the theorem statement, and from equation (2.15) , we see that 
(2.58) 
We first establish the frequency where the maximum error occurs 
(2 .59) 
subject to lt..(k)I 5 t.. Vk . Where t.. is now any positive real number . Without 
loss of generality, let 
lt..(k)I = t.. Vk 
Also without loss of generality, 0 5 Wm < B. 
Suppose Wm = 0. Now 
(2.60) 
(2.61) 
Now suppose 0 < Wm < B. Rewriting the sum in equation (2.58) with the 
condition (2.60) included, gives for n even 
!sin~ I "12 [ 1 1 ] t.. 2 ~ -~~ + ~---~ 
n ~ jsin ~ I j · (1 -k)O-w I k=l 2 Sill 2 
(2 .62) 
Let 
(2.63) 
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We seek Wm E (0, 0) for which Hk(w) is a maximum. Noting that Hk (w) = 
Hk(O-w), it suffices to search for Wm E (0,0/2] . Now 
d 
dw IHk(w)I = 
n nw ( . nw) [ 1 1 ] I nw I 
- cos - sgn Sill - .,----,-,,--...,. + .,-------, + sin - x 
2 2 2 lsin k82w I I sin (1-l:r-w I 2 
[ 
1 k8-w 1 (1-k)B-w l 2 cos -2 - 2 cos 2 
sin2 (kB-w) sgn (sin~) + · 2 ((1-k)B-w) ( · (1 -k )B - w) 2 2 Sill 2 sgn Sill 2 
Therefore 
d l,. nwl dw IH1,;(w)I = 2 Sill 2 x 
cot - -,-----,-,,---, + .,..----....,. + 2 + 2 [ 
nw ( 1 1 ) cot lcB-w cot (l -k )B-w ] 
2 lsin k82w I I sin (1-kr-w I Jsin k82w I lsin (1 -kr-w I 
(2.64) 
By inspection 
d 
d)H1c(w)I = 0 at w = 0/2 (2.65) 
Thel'efore , for Wm = 0 /2, it is sufficient to show 
d 
dw IH1,;(w)I > 0 \:/w E (0 , 0/2) , k = 1, 2, ... , n/2 (2 .66) 
To simplify equation (2 .64), note 
(1-k)0-w k0-w 
cos 2 > cos -2- > 0 
kO-w 
sin-2- > 0 
. (1-k)0-w 
Sill 2 < Q 
I 
. k0 _ w I 
1
. (1 _ k)0 - w I 
Slll-2- > Sill 2 
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w E (0,0/2) 
w E (0 , 0/2) 
w E (0,0/2) 
w E (0 , 0/2) 
Therefore , 
cot~ cot (l -k )B-w 
I . (l-k)8 -w I + I sin k8-w I sm 2 2 
= 
COS k8-w (l -k )8-w 
---.--2=:---:--, + cos 2 
· k8-w I · (l-k)8-w I sin (l -k )8 - w I · k8-w I sm 2 sm 2 2 sm 2 
> 0 't:/w E (0, 0 /2) (2.67) 
Now substituting (2.67) into (2.64) gives 
d~ IH,(w)I > Hin n; I [noot n; (r,in ~ I + 1,in ('~•r--1) + 
cot k8-w t (l - k)8 - w 
-,--,-,:-=2~ + co 2 + 
lsin k8:;w I Jsin (1-.1:;9 - w I 
k8-w (l-k)8-w l cos - 2 - cos 2 
· k8-w I , (l - k)8 -w I + sin (l-k)8 - w I · k8 - w I sm - 2 - sm 2 2 sm 2 
That is, 
- sm -- .,------,-;;----, + .,...---------. x 11 . nwl( 1 1 ) 
2 2 lsin k8:;w I Jsin (1 - kr-w I 
{ 
nw k0 - w (1 - k )0 - w} 
ncot 2 + cot - 2- + cot 2 (2.68) 
Let 
nw k0-w (1-k)0-w An,k(w) = n cot 2 + cot - 2- + cot 2 (2.69) 
Thus , if An ,k(w) > 0, 't:/w E (0 , 0/2) , then from (2 .68) 
d 
d)Hk(w)I > 0 'r/w E (0,0/2) (2.70) 
Now 
n cos!!..!!!. sin kB-w sin (l- k)B-w +sin!!..!!!. cos kB-w sin (1 -k )B-w 
2 2 2 2 2 2 
· n w · k8-w · ( l-k)8-w + sm 2 sm - 2 - sm 2 
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sin !!!!c sin kB-w cos (l-k)B-w 
2 2 2 
sin !!!!c sin kB-w sin (l -k)B-w 
2 2 2 
(2.71) 
Now for w E (0,0/2) , k = 1, 2 ... ,n/2 
. nw O . k0 - w d . (1- k)0 - w sm 2 > , sm --2- > 0, an sm 2 < 0 
Therefore , the denominator in (2.71) is negative , and it suffices to show that 
the numerator is also negative. The numerator reduces to 
nw . k0 - w . (1 - k)0 - w . nw . 0 - 2w 
n cos 2 sm --2-sm 2 + sm 2 sm --2- (2.72) 
= 
n nw [ (2k -1)0 0-2w] . nw . 0-2w 
- cos - cos..;._ _ __,;__ - cos -- + sm - sm ---
2 2 2 2 2 2 
(2.73) 
In seeking to prove Bn ,k < 0 \:/w E (0, 0 /2) , k = 1, 2, ... , n/2 , we need only 
choose the worst case k. That is, ko such that 
Bn ,k(w) :S B,, _1; 0 (w) \:/w E (0 , 0/2) , k = 1, 2, ... , n/2 (2.74) 
Since there is only one term in ('2 .73) dependent upon k, this is an easy task. 
Now 
nw 
cos 2 > 0 \:/w E (0,0/2) (2.75) 
so we seek a ko such that 
(2k - 1)0 (2ko - 1)0 
cos 
2 
:s;cos 
2 
k=l , 2, ... , n/2 (2. 76) 
and this gives ko = 1. Therefore, we need only show that 
n nw [ 0 0 - 2w] . nw . 0 - 2w Bn ,1(w) = 2 cos 2 cos 2 - cos - 2- + sm 2 sm - 2- (2.77) 
< 0 \:/w E (0,0/2) (2.78) 
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We can only show this for n == 2m , m an integer . T he proof is inductive. First , 
consider n == 4. Then 
0 == 21r/n == 1r/2 
and 
B4,1(w) 
== 2 cos 2w(cos 1r/4 - cos(1r /4 - w)] + sin 2w sin (1r /4 - w) 
== 2 cos 2w(l/V2 - cos i cos w - sin i sinw) 
' 2( ' 7r 'Ir) + sm w sm 4 cos w - cos 4 cos w 
== V2(( cos2 w - sin2 w )(1 - cos w - sinw) + sin w cos w( cos w - sin w )] 
== V2(cosw - sinw)((cosw + sinw)(l - cosw - sinw) + sinw cosw] 
== V2(cosw - sinw)(cosw + sinw - 1- sinw cosw) 
== -V2(cosw - sinw)(l - sinw)(l - cosw) 
< 0 
since w E (0, 1r/4) gives cosw - sinw > 0. 
ow consider the more general n == 2m. Substituting k == 1, 0 == 21r /n and 
w == u/n in equation (2 .72) gives 
B ( I ) (j • 21r - (j • (j • (j • 7r - (j n , l u n == -n cos 2 sm ~ sm 2n + sm 2 sm - n- u E (0, 1r) (2.79) 
And similarly 
( I ) (j • 21r - (j . (j . (j • 7r - (j B2n 1 u 2n == -2n cos - sm --- sm - + sm -
2 
sm -
2
-
, 2 4n 4n n 
Expanding (2 .79) gives 
Bn ,1(u/n) 
uE(0, 1r) 
(2.80) 
== 
u . 21r - u 21r - u . u u . u . 1r - u 1r - u 
-4n cos - sm --- cos --- sm - cos - + 2 sm - sm -- cos --
2 4n 4n 4n 4n 2 2n 2n 
21r - (j (1' 
2B2n 1(u/2n) cos --- cos -
4 ' 4n n 
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+2sm- sm-- cos---cos-- cos-• (J' • 7r - (J' ( 7r - (J' 21r - (J' (J' ) 
2 2n 2n 4n 4n 
21r - (J' (J' (J' 7r - (J' 7r - (J' (J' 
= 2B2n ,1(u/2n)cos-4-cos-4 +2sin-2 sin--sin--sin-n n 2n 4n 4n 
= aB2n ,1(u/2n) + c 
where u E (0, 1r) implies a > 0 and c > 0. Therefore, if 
Bn ,1(u/n) < 0 'r/u E (0, 1r) 
then 
B2n ,1(u/2n) < 0 'r/u E (0 , 1r) 
and the inductive step is proved. Hence, by induction , 
Bn ,1(w) < 0 n = 2m , n ~ 4, w E (0 , 0/2) 
Therefore Bn ,k(w) < 0 and An ,k(w) > 0 and 
d 
dwlHk(w)I > 0 Vw E (0,0/2), k = 1, 2, ... , n/2, n = 2m 
(2.81) 
(2.82) 
(2.83) 
(2.84) 
Therefore, IHk(w)I has a unique maximum for w E (0 , 1r) and this maximum 
occurs at w = 0 /2 . Evaluating the summation in (2.62) for w = 0 /2 gives 
ti,lsin1r/21~[ 1 1 ] 
n L; I . 8(k-l/2) I + I . 8(1/ 2- k) I k=l sm 2 sm 2 
2 n/2 1 
(2.85) ti.- E n . (k -1/2).-
k=l sm n 
< ti. ( 1 + ¾ In n) (2.86) 
where the last inequality comes from approximating the sum in (2.85) by an 
integral. 
The theorem is thus proved . 
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Chapter 3 
Hilbert Transforms from 
Interpolation Data 
3.1· Introduction 
From knowledge of a transfer function's frequency response at n equally spaced 
frequencies , the previous chapter showed how to recover the frequency response 
at all frequencies . Reconstructing the frequency response was not unique-an 
infinite number of transfer functions are consistent with the interpolation data. 
However , with the reconstructed transfer function an FIR transfer function , we 
showed how to bound the £ 00 error between the reconstructed transfer function 
and all transfer functions analytic in a certain region of the complex plane that 
could have generated the data. This chapter extends frequency response inter-
polation to two new problems, the Hilbert transform and gain-phase problem. 
The first of these problems, Hilbert transforms from interpolation data, fol-
lows . Given only the real part of a stable transfer function G(z ), at only n 
equally spaced frequencies , {~G(eik8) : k=O,l,2, .. . ,n -1 ; 0=211'/n} , re-
cover the transfer function 's entire frequency response-real and imaginary 
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parts-at all frequencies w E (-1r, 1r) . This resembles the previous chapter 's 
problem, but with only half the data: where we knew the real and imaginary 
part at interpolation points , we now know only the real part . Little doubt that 
no unique transfer function exists that fits the real part data. We will again 
construct an FIR transfer function interpolating the data, then bound the error 
between our construction and any transfer function consistent with the data. 
The first problem, in summary, is to find the frequency response from real part 
interpolation data with bounded error. 
The second problem is to reconstruct a frequency response given only mag-
nitude interpolation data. More precisely, assume G(z) is a stable, minimum 
phase transfer function-that is, G(z) and 1/G(z) are stable in the sense of 
Definition 2.2. Then, given only the transfer function 's magnitude at n equally 
spaced frequencies, {IG(eik8)1 : k=0,1 , 2, ... ,n-l ; B=21r/n}, find G(eiw) , 
the frequency response--gain and phase--at all frequencies w E (-1r , 1r] . Like 
the Hilbert transform problem, this construction is non-unique , so we must 
again settle for a particular transfer function P(z) that interpolates the data: 
IP(eik 8)i = IG(eik 8)1 k = 0, 1, 2, ... , n - 1 (3 .1) 
We will bound the error IIP - Gll00 and show that this bound decreases as n 
increases. Section 3.3 presents two different constructions for P(z): one 1s a 
polynomial in z- 1 ; the other , the exponential of a polynomial in z - 1 . 
Hilbert transforms from interpolation data, beside having a theoretical in-
terest , provide a stepping stone to gain-phase relations; gain-phase relations 
from interpolation data have a practical as well as theoretical import . Suppose 
white noise feeds into a stable minimum phase system G(z), and an experi-
menter measures the power spectral density of the output. With infinite time, 
the experimenter could evaluate the power spectral density of the output sig-
nal at every frequency. But. in a finite time, he could only measure the power 
spectral density at n frequencies , each of these measurements having some er-
ror. Suppose these frequencies are equally spaced , that is , he has estimates of 
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IG(eik 9)1 2 , k=0, 1, 2, ... ,n-1, 0=21r/n . Then recovering the frequency re-
sponse G( eiw), w E (-1r, 1r] is exactly the gain-phase relation from interpolation 
data. Thus the gain-phase relations from interpolation data have practical uses. 
The problems defined and motivated , consider now some background mate-
rial. 
Given the real part of a stable transfer function at all frequencies , !RG(eiw) , 
w E (-1r, 1r], recovering the imaginary part by the Hilbert transform is a stan-
dard problem: see [Bod. 1, p. 312] and [Zad. 1, p. 433] for continuous time 
transfer functions . For discrete time transfer functions , see [Opp. 1] : 
. j.. qi-w . .,_ 
~G(e'"') = cot --!RG(e'.,, )dfi 
-.- 2 
(3.2) 
Since the kernel cot <f>~w goes to infinity as w ---+ qi , the integral must be evaluated 
by the Cauchy principal value. This transformation gives ~G(ei"') unique to 
within an additive constant . If G(z) corresponds to a system with real impulse 
response , then !RG(ei"' ) is even in w , ~G(ei"') is odd in w , and the transformation 
(3 .2) recovers ~G(ei"' ) uniquely. The reverse transform, taking ~G(ei"') and 
giving !RG(ei"') , also exists: it too is often called the Hilbert transform. Provided 
G( z) corresponds to a real impulse response , this reverse transform is unique to 
within the additive constant G(l). Thus the Hilbert t ransform takes us from 
the real part of the frequency response to the imaginary part , and vice versa. 
On the other hand , given the magnitude IG(ei"')I of a stable minimum phase 
transfer function at all frequencies w E (-1r, 1r], gain-phase relations recover the 
phase of the transfer function. In this case, stable means G(z) is stable in the 
sense of Definition 2.2, while minimum phase means 1/G(z) is stable in the 
sense of Definition 2.2 . There exist two ways of recovering the phase, and hence 
the complete frequency response: (1) spect ral factorization [And. 1], and (2) 
taking the logarithm of the magnitude, then applying the Hilbert transform 
(3 .2) . Each of these methods yields identical results , and the result is unique 
provided G(z ) corresponds to a system with real impulse response. 
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How errors in the data, lRG(eiw) or IG(eiw)\, translate into errors in the 
result , ~G( eiw) or arg G( eiw) is an important question. The result , although 
extant in the literature [And. 3] is not widely known . The following example is 
from [And. 3]. Consider the Hilbert transform where the real part is perturbed 
by an amount€ over the interval (-wo,w 0 ) . This perturbation will cause a 
change in the imaginary part of 
6.~G(eiw) = - cot _::_&p € j wo </> W 
271' -wo 2 
(3.3) 
At w = w0 , the integral diverges . Therefore , a finite perturbation in the real part 
gives an infinite perturbation in the imaginary part at the particular frequency 
w = w0 . In other words , the Hilbert transform is discontinuous in L00 norm. 
(In L2 norm, the Hilbert transform is continuous; that is , in equation (3.3) , 
ll6.~G(eiw)ll 2 exists. However , the concern in this chapter is with bounding 
with the L00 norm.) 
Both [Bod. 1] and [Zad. 1] give an inkling of how to get continuity of the 
Hilbert transform. In addition to giving the transform from the real part to the 
imaginary part (the Hilbert transform) , [Bod. 1, p. 307, p. 312], [Zad. 1, p . 
430 , p. 433] , these two books also give transformations from the derivative of 
the real part with respect to frequency, yielding the imaginary part [Bod. 1, p. 
313], [Zad. 1, p. 433] . A careful appraisal of these latter transforms shows that 
the kernel of the integral is in L1 and , therefore, the transform is a continuous 
mapping from L 00 to L 00 • They give the transform for continuous time systems. 
Anderson [And. 3] looks at discrete time systems , and states explicitly the result 
on continuity of passing from the derivative of real part to the imaginary part. 
He also states a similar result for gain-phase relations. Note that in the preceding 
example of equation (3 .3), the real part had step discontinuities . The derivative 
of the real part was , therefore, not in L00 • In summary, continuity in the Hilbert 
transform , as an operator from L 00 to L 00 , occurs when the derivative of the 
real part is in Loo. 
These difficulties with discontinuity also bear upon Hilbert transforms from 
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interpolation data and gain-phase problems from interpolation data, the sub-
ject of this chapter. Given real part data at only interpolation points , we have 
no knowledge of how the real part behaves between the interpolation points. 
If the real part were perturbed by small step function somewhere between in-
terpolation points, then the imaginary part we reconstruct and the imaginary 
part of the original transfer function would not be close in L00 • We overcome 
this problem by restricting the class of transfer functions that we consider. It 
is surprising how broad the class of allowable transfer functions is: any stable 
transfer function (stable in the sense of Definition 2.2) is acceptable . For the 
gain-phase problem, any stable minimum phase transfer function is acceptable . 
However , this discontinuity could still be troublesome if there exist errors 
in the data. Suppose we have real part interpolation data, but the data comes 
from measurements , and the measurements are inexact. Then this inexactness 
in the measurements could give a wildly inaccurate imaginary part. Of especial 
concern is whether the problem worsens as the number of interpolation points 
n increases. For example, suppose the real part suffered a measurement error of 
+~ at one interpolation point , and an error of-~ at an adjacent interpolation 
point. For larger n , two interpolation points would be closer and thus the slope 
of the error, ~n/21r , would be greater . In Section 3.5 we approach this difficulty, 
and show that while the error in the imaginary part can increase with n , the 
increase is very slow. 
Previous work upon the problems of this chapter has not been extensive. 
In contrast to the more general class of stable transfer functions we consider , 
Oppenheim and Schafer [Opp . 1] consider the case of FIR transfer functions 
generating the interpolation data. That is, they assume knowledge of the real 
part of an FIR transfer function at n equally spaced points around the unit circle , 
and recover the whole transfer function rather than just the frequency response 
we recover. They term this the "Hilbert transform for Fourier transform" or 
the "discrete Hilbert transform ." Essentially this is a result on the uniqueness 
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of FIR transfer functions that could have generated the data: for n even, there 
is a unique FIR filter of degree n/2 or less; for n odd, there is a unique FIR 
filter of degree (n - 1)/2 or less . 
It is hardly surprising that the degree of the resulting FIR filter is only half 
the number of data points, because a transfer function G(z) with real impulse 
response has a real part frequency response !RG( eiw) an even function of w. 
Knowing the real part at z = ei 21rk/n, k = 0, 1, 2, .. . , n - 1 really only gives 
n/2+ 1 pieces of data for n even, or (n+ 1)/2 for n odd . Later in this chapter , we 
show that this construction of (Opp. 1] is coincident to our construction arrived 
at via Lagrange interpolation. However , our work extends that of [Opp. 1] by 
showing the construction recovers , to within a bounded error , the imaginary 
part of any stable transfer function consistent with the data. 
With the ideas of (Opp . 1] on FIR realizations , with the work of the Chap-
ter 2 on Lagrange interpolation and error bounds, and with the warnings of 
[And . 3] on discontinuity of the Hilbert transform and spectral factorization , 
we can now proceed to the problems at hand . Section 3.2 examines the Hilbert 
transform from interpolation data; Section 3.3, the gain-phase problem given 
interpolation data. Then illustrative examples form Section 3.4 , and Section 3.5 
examines the effects of errors in the interpolation data. Section 3.6 concludes 
this chapter. 
3.2 Reconstructing a Function from Real Part 
Interpolation Data 
Given the descriptive nature of the previous section, we now define the problem 
more precisely. 
3.2.1 Problem Statement 
For an unknown transfer function G(z), we have the following information: 
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(i) G(z) is analytic in lzl > p- 1 some known p > l ; G(z ) is stable according to 
Definition 2.2. 
(ii) G( z) corresponds to a real impulse response , so that !RG( efw) is even in w 
and ~G(efw) is odd in w. 
From this data, we find 
V 
P(z) = I: ai z -i , ai E R 
i=O 
with n = 2v or n = 2v + 1 and 
!RP(efk 9) = !RG(eik 9) k = 0, 1, 2, ... , n - 1 
and we seek a bound J( such that 
IIG - P lloo S J( 
(3.4) 
(3.5) 
(3 .6) 
where we can demonstrate that I< ---+ 0 as n ---+ oo. Note the difference between 
Pn(z) of the preceding chapter and P(z) of this chapter: Pn (z) interpolated 
G(z) in the previous chapter; in this chapter !RP(z) interpolates !RG(z) . 
3 .2.2 Constructing the Interpolating Function P(z) 
We construct P(z) via two intermediate functions H(z) and Qn(z) . The process, 
summarized in Figure 3 .1, and stated in detail below, differs slightly for the cases 
of n odd and n even, 
(a) n odd , n = 2v + 1 
(i) Let H( z) = [G(z) + G(z- 1)]/2. Then H(eik9) = !RG(eik9) because 
G(e-ik9) = G(efk9) 
(ii) Find 
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Given G(z) stable and 
!RG(ei 21rk /n) : k = 0, 1, 2, ... , n - 1 
Let H(z) = [G(z) + G(z- 1)]/2 
H( ei"") = !RG( ei"") 
P(z) polynomial in z- 1 with 
!RP(ei21rk/n) = !RG(ei21rkfn) 
Form Qn(z) polynomial in z and z- 1 
Qn(ei2irk/n) = H(ei2irk/n) 
Figure 3.1: Recovering transfer function from real part interpolation data 
such that 
Qn(eik9) = H(eik 9) k = 0, 1, 2, ... , n - 1 (3.8) 
This is straightforward, and , as noted in Chapter 2, the coefficients 
{bi, i = -v, . . . , v} are unique and are the inverse DFT of { e-i v9 H(eik9) : 
k = 0, 1, 2, . .. , n - 1} Also , from Chapter 2, each coefficient bi is real: 
this results because H(ei"") is real and even in w. Furthermore, since 
H(ei"") is even in w , 
Qn(e-ik9) = H(e-ik9) 
= H(eiu) 
(3 .9) 
(3.10) 
Therefore, Qn(z- 1 ) also interpolates the data, and , by uniqueness 
Qn(z) = Qn(z- 1 ) . Therefore, bi= b_; Vi. 
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(iii) From Qn(z), define P(z) as 
Examining (3 .11) and (3 .8) shows the interpolating condition is sat-
isfied. 
(b) n even, n = 2v 
(i) Let H(z) = [G(z) + G(z- 1)]/2. Then 
(3 .12) 
(ii) Find Qn(z) 
(3 .13) 
such that 
Qn(eik 8 ) = H(eik 8 ) k = 0, 1, 2, . . . , n - 1 (3 .14) 
As in the case of n odd, the coefficients b; are uniquely determined , 
and are the inverse DFT of the interpolation data. Furthermore, each 
b; is real , by arguments from Chapter 2. Because H(ei w) is even in 
w, Qn(z- 1 ) also interpolates the data. Additionally, at interpolation 
points z" = 1, and thus z-" = z" . Therefore, the following function 
also interpolates the data: 
(3.15) 
(3 .16) 
But Qn(z) is of the same form as Qn(z ); therefore , by uniqueness , 
they are identical. Accordingly 
bi= b_i i = 0, 1 .. 'l v - 1 (3.17) 
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(iii) From Qn(z), define P(z) as 
(3.18) 
To verify that the interpolating condition (3.5) holds is easy. Com-
paring the odd case in equation (3.11) with the even case in equa-
tion (3 .18) shows that the z-v coefficients differ by a factor of two. 
Since, for the n even case, ~P(eiw) # Qn(eiw) Vw , it is not true 
that P(z) is the solution of a Hilbert transform problem with data 
Qn(eiw) in contrast to then odd case. It is true , however , that for n 
even 
(3.19) 
making P(eiw) the solution of a different Hilbert transform problem 
to the n odd case. 
On the road to finding P(z), we can bypass H(z) and Qn (z). True, the 
constructions H(z) and Qn(z) are useful in bounding the error IIG - Pl l
00
, as we 
shall show in the sequel. But if finding the coefficients of P(z) is the goal , a short 
cut exists . Consider n odd. With the usual definitions of W = ei 9 , 0 = 21r /n , 
the interpolating condition relates the coefficients of Qn(z) to the interpolation 
data as follows 
~G(eiO) 
!RG(ei@) 
~G(ei2@) 
~G(ei (n-1 )9) 
1 1 1 
w-v w-v+l w-v+2 
w-2v w2(-v+l ) w2(-v+2) 
w (n-1 )(-v) wcn-1)(-v+l) w(n-1)(-v+2) 
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1 b_ ,, 
W" L v+1 
w2v L ,,+2 
wcn-l )v b,, 
or 
L v 
L v+i 
b-v+2 = 
bv 
1 wv w2v w <n-l )v lRG(ei 0 ) 
1 wv-1 w2(v - l ) w<n-l )(v-1) lRG(ei 8) 1 
1 wv-2 w 2cv-2 ) wcn-l )(v-1 ) lRG(ei28) n 
1 w -v w-2v w - (n-l )v lRG(ei (n-1 )8) 
Now because lRG(eiw) is even in w 
(3.20) 
Also, the coefficient vector of P(z) is (b0 2b_ 1 2L2 ... 2L11]' . Rearranging 
(3 .20) gives 
1 
= 
n 
1 2 2 
2 4 cos 0 4 cos 28 
2 4 cos 20 4 cos 40 
2 
4 cos v0 
4 cos 2v0 
2 4cosv0 4cos2v0 ... 4cosv 2 0 
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lRG(ei 0 ) 
lRG(ei 8) 
lRG( ei28) 
lRG( eiv8) 
(3 .21) 
For the case of n even, the interpolation data determines the coefficients of 
P(z) as follows 
1 
2 
= 
2 
1 2 
2 
4cos0 
4 cos 20 
4 cos 20 
4 cos40 
n 
X 
2 4cos(v-1)0 4cos2(v-l)B 
1 -2 2 
~G(eiO) 
lRG(ei 9) 
~G(ei29) 
~G(ei(v-1)9) 
~G(eiv9) 
2 1 
4cos(v-1)0 -2 
4cos2(v - l )B 2 
4cos(v -1)2 0 2(-1r-1 
2(-1r-1 (-l)v 
(3 .22) 
Finding P( z) is simple: a single matrix multiplication involving only cosines 
yields the result . The matrices , for a given n , are constant . Since it involves the 
DFT, one could imagine finding a fast algorithm analogous to the Fast Fourier 
Transform. One should note that the transforms of (3.21) and (3.22) differ from 
other known transforms such as the discrete Hartley transform [Bra. l] and the 
discrete cosine transform [Ahm. 1) . 
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3.2.3 Real Part Error 
In this subsection, we will bound the error ll~G(eiw) - ~P(eiw)ll
00
, This is the 
first stage in bounding IIG - P \\ 00 • We proceed by considering IIH - Qn llOO' 
Lemma 3.1 If G(z) is stable in the sense of Definition 2.2 and if H(z) and 
Qn(z) are constructed according to the method of Subsection 3.2.2, then for any 
R , 1 < R < p 
(a) forn odd, n=2v+l , 
4Rv+1 
IIH - Qnlloo :5 (R2v+i _ l)(R- 1) 1rn~ IH(z)I (3 .23) 
(b) for n even, n = 2v, 
2RV(R+ 1) 
IIH - Qnlloo :5 (R2v _ l)(R- 1) 1rn~ IH(z)I (3 .24) 
Proof: Since H(z) = [G(z) + G(z- 1)]/2 , and G(z) is stable, H( z) is analytic 
in an annulus p- 1 < \zl < p, p > 1. Therefore H(z) satisfies the conditions of 
Theorem 2.4 . We apply that theorem , noting that the definition of H(z) implies 
H(z) = H(z- 1 ) (3.25) 
and therefore , 
max \H(z)I = max \H(z)I 
l•l =R i•l=R- 1 (3.26) 
A careful comparison of the error bounds in this lemma and the error bounds 
in Theorem 2.4 will reveal that the R dependence is slightly different. In fact , 
the error bounds in this lemma are tighter than those in Theorem 2.4 : the main 
concern in Theorem 2.4 being to get the error bounds in a form consistent with 
[Wal. 2) . However , in the proof of Theorem 2.4, equation (2.29) , the tighter error 
bound used in this lemma appears , which is why the algebra is not repeated 
here. Note that in both this lemma and Theorem 2.4, the error bound has 
effectively an R-v dependence. 
For n = 2v , we need consider the coefficient of z - v namely L v 
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Lemma 3.2 With the same conditions on H(z) as in the preceding paragraph, 
and with n = 2v, then 
(3 .27) 
Proof: From equation (3.20), we obtain the following expression for L u 
n-l 
Lv = ¾ L wkv H(Wk) 
k:O 
n-l 
= ¾ L w-kv H(Wk) 
k:O 
(3.28) 
(3.29) 
where the final inequality arises because wv = w-v = -1 . Therefore, applying 
Cauchy's integral formula 
1 i t- 11 H(t )t" - 1 b_" = -. ---'-'---dt 27rJ r tn - 1 (3 .30) 
where r is the same integration path as in the proof of Theorem 2.4: namely 
the sum off' and f" , where f' in the circle Jti = R taken anticlockwise, and r" 
is the circle Jtl = R- 1 taken clockwise. From this integral, 
~ -21 R~v-l I / maxlH(t)Jdtl + 21 R-:=~) I f maxJH(t)Jdtl 
1r v - 1 lr1 1r 1 - v Jr,, 
2RV 
= R2v l max IH(z)I 
- l•l=R (3.31) 
",rv'v 
We may now bound the error lllRG(eiw) - lRP(eiw)ll
00
• At interpolation 
points , this error is zero; at other frequencies it is , in general, non-zero. 
Theorem 3.3 Assume G(z) satisfies the assumptions of the problem statement 
in Subsection 3. 2.1. Let P( z ) be as defined in Subsection 3. 2. 2. 
(a) If n = 2v + 1, for any RE (1, p) , then 
ll!RG(ei"') - !RP(ei"')lloo 
2Rv+1 ( ) ~ (R2v+l _ l)(R _ 1) ,~~ IG(z)I + ,.~~. IG(z)I 
57 
(b) If n = 2v, for any RE (1, p), then 
\\!RG(ei"') - !RP (ei"')lloo 
2R"+l ( ) 
< (R2v _ l)(R _ l ) 11;j~ IG(z)I + lz~~ 1 IG(z) I 
Proof: (a) n odd. !RP(ei"') = Q,. (ei"') and !RG(ei"') = H(ei"' ), so the theorem 
is a direct consequence of Lemma 3.1. 
(b) n even. !RG(ei"') = H(ei"') , but 
l"RP(ei"') = Q,. (ei"') -1b_.e-jvw + ib_uef vw (3.32) 
Therefore, applying the triangle inequality, 
Combining Lemmas 3.1 and 3.2 gives the result "v"v"v 
Remark: The error bounds in Theorem 3.3 are effectively of the form I< R- 11 12 . 
Given the discontinuity argument of Section 3.1 , a bound upon 
\l!RG( ei"') - !RP ( ei"') II 
00 
does not necessarily give a bound upon the quanti-
tiy 118-G(ei"') - 8-P(ei"')jj
00
• Such a bound relies in turn upon bounding, in L00 
norm 
(3.34) 
3.2.4 Error in the Derivative of the Real Part 
We now bound the error 
(3 .35) 
Probably of little interest in itself, this error bound is a stepping stone to a 
bound upon IIG - Pi100 • 
Theorem 3.4 Assume G(z) satisfies the assumptions of Subsection 3.2.1 . Let 
P(z) be defined as in Subsection 3.2.2. Then for any R , 1 < R < P, 
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(a) n odd, n = 2v + 1 
IIL~[G(eiw)- P(eiw)Jlloo 
2Rv+ 1[v(R- l) + R] [ ] 
S (R2v+l _ l)(R _ l)2 I~~ IG(z)I + lz~~. IG(z)I 
(b) n even, n = 2v 
II L~[G(eiw) - P(eiw)Jll
00 
Rv+1[2v(R-l ) +R+l) [ G G ] 
S (R2v _ l)(R _ 1)2 m~ I (z)I +,.~~.I (z)I 
Remark: The error is effectively of the form (K1n/2+ K2)R-n/ 2 . 
Proof: of (b). n even , n = 2v. With H( z) and Qn(z) as defined earlier , with 
the Lagrange- Hermite interpolation formula and the integration path r as used 
in the proof of Theorem 2.4, we get 
Hz - z - - dt 1 1 rv+i H(t)( z-n - 1) ( ) Qn( ) - 21r r z-v+l(t-n - l)(t- 1 - z- 1)(-t2 ) 
Noting that for z = eiw, 
which has unit magnitude, 
dz . 1· w 
- =Je dw 
+ Rv-2 (2v + 2)(R - 1) + 2 max IH( z)I 
(R2v - l)R- 2 (R - 1)2 lzl=R- 1 
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(3 .36) 
= 
2W(R + l)[(v + l)(R- 1) + l] max IH(z)I 
(R2v - l)(R- 1)2 lzl=R 
= 
2W(R + l)[v(R - 1) + R] max IH(z)I 
(R2v - l)(R - 1)2 lzl =R 
Furthermore, for n = 2v, 
< 
2vRv 
R2v - 11~~ IH(z)I 
Combining (3 .37) and (3.40) gives 
(3 .37) 
(3.38) 
(3 .39) 
(3.40) 
II dlR[G(eiw)-P(eiw)JII < 2Rv+1[2v(R-l)+R+l] maxlH(z)I (3.41) dw oo - (R2v - l)(R - 1)2 l• l=R 
Then the result comes from H(z) = [G(z) + G(z- 1)]/2. 
The result for n odd comes from similar arguments, but is simpler because 
Since the error bounds of this theorem decay exponentially as n -+ oo, for 
sufficiently large n, the derivative of lRP( ei'~) approximates well the derivative 
of lRG(eiw) . In the introduction to this chapter , we stated that the Hilbert 
transform is a continuous operator in L00 norm acting upon the derivative of 
the real part. Having shown, for our problem, that the error in the derivatives 
is bounded , we now proceed to show the error IIG - Plloo is bounded. 
3.2.5 The Error in Approximating G 
We now show that P(eiw) is a good approximation to G(eiw) , the approximation 
error decreasing as n increases. The knowledge at our disposal is a bound upon 
lliRG(eiw) - lRP(eiw)ll 00 and a bound upon II L [lRG(eiw) - lRP(eiw)] lloo where 
both bounds go to zero exponentially fast as n increases . We begin with a 
lemma. 
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Lemma 3.5 Let M(eiw) = MR(ei w) + jM1(eiw), with M R(eiw) real and even 
in w , M1(eiw) real and odd in w , and M(eiw) the Fourier transform of a real, 
causal impulse response such that jjMR(eiw)jj
00 
and jj dMR(eiw)/dwjj
00 
both ex-
ist . Then 
. -1 1 .. { d ¢, } I ¢ - w \ M1(e'w) = -;- -.- d<p MR(e ) ln sin - 2- drp (3 .42) 
and 
(3.43) 
Proof: We start by repeating the formula (3.2): 
Using integration by parts for each integral , 
Similarly 
1
.. '¢, ¢-w 
MR(e' ) cot --d<p 
w+< 2 
= [ . {Jw-6 ~ _ w 1¢, ~ - w }] .-MR(e1¢>) lim cot --d~ + cot - 2-d~ 6-0 _,.. 2 w+6 
,f,= w +< 
1.- [ d . ] {Jw-
6 ~ - w 1¢, ~ - W } 
- -MR(el 'P ) lim cot-2-d~ + cot - 2-d~ drp w +< drp 6-0 -.- w+6 
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= 2Mn( ei(w+, )) { In Jsin -,r 
2
- w I- In I sin~ I} 
(3 .46) 
Combining (3.45) and (3.46), and substituting in (3.44) , gives (3.42) . Now (3.42) 
yields , for any w , 
(3.47) 
Furthermore, for all ¢, it is easy to show that 
1-: I (1n Jsin ¢ ; w I) Id¢ = ,r In 2 (3.48) 
Combining this with (3.47) gives (3.43). 
This lemma shows continuity of the Hilbert transform. As an operator taking 
the derivative of the real part with respect to frequency, and producing as output 
the imaginary part, the Hilbert transform is continuous with respect to the L
00 
norm . Identifying M(z) in this lemma with G(z) - P (z) and combining with 
Theorems 3.3 and 3.4 gives the main result of this section : 
Theorem 3.6 Suppose 
1. G(z) is stable in the sense of Theorem 2.2, and is analytic in lzl > p- 1 , 
some p > 1 
2. the values 1RG(eik8 ) , k = 0, 1, 2, . .. , n - 1, 0 = 2,r/n are known 
3. G( z) corresponds to a real impulse response. 
Then there exists P( z ), a unique polynomial in z- 1 of degree less than or equal 
to v = n/2 or v = (n - 1)/2 such that 
(a) 1RP(eik8 ) = 1RG(eik8 ) k = 0, 1, 2, ... , n - 1 
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(b) for any R, 1 < R < p, 
IIG - Pll 00 :S [K1(R)v + K2(R))[max IG(z)I + max IG(z)I] (3.49) 
izl=R lzl=R- 1 
with K1 (R) and K2 (R) going to zero as R-v . 
Proof: A straightforward application of Theorem 3.3, Lemma 3.5, Theorem 3.4 
and the triangle inequality. "v"v"v 
Although we do not give the specific form of I< 1 (R) and I<z(R) in Theo-
rem 3.6, this is not a serious drawback. In fact, each of these functions is rather 
involved in R, and would only be of use if computing the actual error for a given 
G , Rand n. More importantly, both J<1 (R) and J<2 (R) decay as R-v , dispelling 
previous worries about continuity problems. In summary, P ( eiw) approximates 
G(eiw) in L00 norm, and the approximation error decays to zero exponentially 
fast as n ( or v) increases to infinity. 
Two extensions to this result are immediate. Passing from values of ~G( ei k9) , 
k = 0, 1, 2, . .. , n - l plus knowledge of ~G(eiw) at one frequency, to a polyno-
mial estimate of G(eiw) would give a similar error bound . When G(z) and P(z) 
are matrix transfer functions , the theorem extends simply by treating each ele-
ment of the matrix transfer function as a scalar transfer function , then applying 
a matrix definition of IIG - Plloo · 
From extensions of the theorem , we now look back to a special case: the 
discrete Hilbert transform (DHT) of (Opp. l] . The DHT arises in two different 
ways. Assuming n even, let d(i), i = 0, 1 ... , n/2 be a finite impulse response of 
length n/2 + 1, and D(eik 8 ) denote D(z) = I:d(i)z-i evaluated at z = eik 8 . 
Then the DHT of [Opp . 1] constructs ~D(eik8) from knowledge of ~D(eik8), 
k = 0, l, 2, . .. , n-1. Second, let d( i) be a sequence of period n , equal to zero for 
n/2 < i :Sn. Let D(k) denote the coefficients of a Fourier series for d(i). Then 
the DHT takes ~D(k) and gives ~D(k). Comparing the DHT of [Opp . 1] with 
Subsection 3.2 .2 shows that P(z) is exactly the z-domain FIR transfer function 
computed by the DHT. 
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Frequently, it is suggested that if one knows !RG(ei k8 ) for a stable transfer 
function G(z), one should compute ~G(eik8) as if G(z) were an FIR transfer 
function. One merely uses the DHT. In this section, we have not only justified 
this approach by showing that ~P(eik8) will be close to ~G(eik 8 ) for large 
enough n, but we have extended the results: we have shown that !RP(eiw) 
is close to !RG(eiw) at all frequencies w, and we have shown that ~P(eiw) is 
close to ~G(eiw) not only at interpolation frequencies , but at all frequencies 
w. In short , we have shown that the DHT is a way of reconstructing frequency 
response given only real part interpolation data. 
3.3 Function Reconstruction from Magnitude 
Data 
Given a minimum phase transfer function 's magnitude at equally spaced fre-
quencies, we show , in this section , how to reconstruct, with error , the entire fre-
quency response--gain and phase--at all frequencies . Furthermore, we bound 
the error in the construction. For the one problem, we have two approaches , 
summarized in Figures 3.2 and 3.3. Each yields a different solution. 
3.3.1 Problem Statement 
Suppose, for an unknown transfer function G(z) we have the following informa-
tion: 
(i) G(z) and 1/G(z) are stable and analytic in lzl > p- 1 some p > 1. 
(ii) Magnitude interpolation values IG(eik 9)1 , k = 0, 1, 2, . . . , n - 1 
(iii) G(z) corresponds to a real impulse response , so that IG(eiw)I is even and 
arg G(eiw) is odd in w. 
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G(z) stable minimum phase 
IG(ej 2irk/n)I : k = 0, 1, 2, ... , n - 1 
Form 
Let H( z) = G(z)G(z- 1) 
H(eiw) = IG(eiw)I 
Interpolate 
P(z) polynomial in z- 1 with 
IP(ej2irk/n)I = IG(ei2.-k/n)I 
Compare: Il l - P/Glloo ~ ? 
Factorize 
Qn(z) polynomial in z and z - 1 
Qn(ej2.-k/n) = H(ei2.-k /n) 
Figure 3.2: Factorization approach to gain interpolation problem. 
From this information we seek a P(z) such that 
IP(eiki)I = IG(e;u)I k = 0, 1, 2, ... , n - 1 (3.50) 
Moreover , we seek a bound of the form 
(3.51) 
where /( --+ 0 as n --+ oo. 
This error criterion, Ill - P/Gll00 = 11(0 - P)/01100 , called the multiplica-
tive error, is obviously the additive error, 0 - P , normalized by the transfer 
function G. Gain-phase problems frequently yield multiplicative error rather 
than additive error: it is a natural consequence of the algebra. We have two 
different constructions for P : one from interpolating 101 2; the other, from in-
terpolating In JOI. 
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G(z) stable, minimum phase 
IG(ei 2fl'k/n)I : k = 0, 1, 2, ... , n - 1 
Take logarithm 
Interpolate 
Qn(z) polynomial in z and z- 1 
Qn(ei27rkfn) = In IG(ei2d/n)I 
Take causal part 
Ill - P/Glloo :5? 
Compare 
P(z) = exp T(z) 
Exponentiate 
T(z) polynomial in z- 1 
Qn(z) = [T( z ) + T( z- 1 )]/2 
Figure 3.3: Logarithmic approach to gain interpolation problem. 
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3.3.2 First Approach: Interpolation of IGl2 
This first approach uses spectral factorization . Summarized in Figure 3.2, 
we present the method in more detail here . For n = 2v + 1 we find Qn (z) , a 
polynomial in z and z- 1 of the form 
V 
Qn(z) = L biz; (3 .52) 
i=-v 
such that 
Qn(eil:9) = JG(eik 8)12 k = 0, 1, 2, .. . , n - 1 (3.53) 
Now JG(ei"')l2 is even in w, and so, by the same arguments as in Subsection 3.2 .2, 
bi= b_i , each bi is real , and each is uniquely determined. 
Having found Qn(z), we can now construct P(z). Later we will show that 
Qn(ei"') > 0 rlw when n is sufficiently large. Therefore, one can factor Qn(z) as 
Qn(z) = P(z) P(z- 1 ) (3 .54) 
where 
(3.55) 
and all zeros of P(z) lie within the unit circle. It is obvious that 
(3 .56) 
and so P(z ) solves the gain-phase interpolation problem. 
As in the Hilbert transform problem, the case of n even is slightly more 
complicated. When n = 2v, define 
v-1 
<.Jn(z) = L bizi (3 .57) 
i=-v 
such that 
(3.58) 
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This determines uniquely b; , i = -v, ... , 0, ... , v - 1. Furthermore, by the 
reasoning of Subsection 3.2.2, each b; is real and b; = b_; , i = 0, 1, ... , v - 1. 
From Qn ( z) construct 
Qn(z) = Qn(z) - b;., z-" + b;., z" (3.59) 
At the interpolating points , Qn and Qn are coincident . As we will later show, for 
large enough n, Qn(eiw) > 0 Vw . Thus, defining P(z) by spectral factorization 
is possible using equations (3 .54) and (3.55), where all zeros of P(z) lie inside 
the unit circle. Again P(z) obviously solves the interpolation problem. 
In both cases, n even and n odd , determining P(z) from Qn(z) is not easy, 
requiring spectral factorization. To find P(z) it is not necessary, however , to 
determine all the zeros of Qn(z). More efficient algorithms exist: see (And. 1, 
Bau. l] for a linearly convergent algorithm . But it is true that we cannot write 
down a simple constructive equation for the coefficients of P(z), unlike the DHT 
construction. 
Having constructed P(z) , the solution to our interpolation problem, it is 
now necessary to show that P(eiw) closely approximates G(eiw) in £
00 
norm. 
3.3.3 Error Bounds 
The goal of this section is to bound 
(3 .60) 
Determining a bound will have much in common with the procedure of Sec-
tion 3.2. Accordingly, less detail is included here. 
Lemma 3.1 Assume G(z) satisfies the assumptions of Subsection 3.3.1. Let 
H( z) = G(z)G(z- 1 ) (3.61) 
and let Qn(z) be formed as in Subsection 3.3.2. Then for any R , with l < R < p, 
and M = maxl•l=R JH(z)J 
(3 .62) 
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and 
Where o:(R), /3(R), and "f(R) are Junctions of R, and are independent of v , but 
will vary depending upon whether n is even or odd. 
Proof: H(z) is analytic in p- 1 < lzl < p; Qn(z) interpolates H(z) in the nth 
roots of unity. Lemma 3.2, Theorem 3.3, and Theorem 3.4 give the result. 
We earlier claimed that Qn(eiw) > 0 'vw when n is large enough. We can 
now prove this claim. Since G(z) has all of its zeros in lz l :5 p- 1 , it is bounded 
away from zero on the unit circle. Likewise, H(z) is bounded away from zero 
on the unit circle. From (3 .62), for a sufficiently large n , 
IIH - Qnlloo < min IH( z)I 
l•l=l (3 .64) 
Then Qn(eiw) > 0 Vw. 
Applying the preceding lemma to our goal of bounding II 1 - P / Gll
00
, we first 
bound 
11 1-li:IL (3.65) 
in the following corollary. 
Corollary 3.8 With the same hypotheses as for Lemma 3. 7, and with P(z ) as 
defined in Subsection 3.3.2, suppose 
and let 
Then 
M = max IH(z)I 
lzl=R 
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(3 .66) 
(3 .67) 
(3 .68) 
Proof: Observe that 
Giving 
~ IIH - Qnll 00 c- 2 
< c- 2 R-v cx(R)M 
(1- c-2R-vcx(R)M)l/2 < IP(ei"') I Vw 
- G(e1"') 
and for v sufficiently large, using the binomial expansion , 
whence the result. 
(3.70) 
(3 .71) 
(3 .72) 
(3.73) 
The bound obtained in this corollary says, for a sufficiently large v, the 
magnitude of P tracks the magnitude of G closely-closely in the sense of mul-
tiplicative £ 00 error. If we could show also that the phase of P/G were close to 
zero at all frequencies, then it would be possible to say that P tracks G closely. 
Bounding the phase of P/G requires the following corollary. 
Corollary 3.9 With the same hypotheses as Lemma 3. 7, assume P(z ) is de-
fined as in Subsection 3.3.2. Let c, M be as in Corollary 3.8, and let 
(3.74) 
Then 
Proof: Since 
.:!___ (1~1 2) = _.:!___ (1Gl 2 - IPl 2 ) 
dw G dw IGl 2 (3 .76) 
then 
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and 
II fw 1511100 
$ c; 2 JJfw (/0/ 2 - /P/ 2)LJJ5;1L + 111 01 2 - /P/ 2 1/ 00 /l~IL c- 3 JJ 5;L 
½c- 2 R-v[,B(R)v + ,(R)]M + R-vac(R)M JI ~ L c- 3 
1- c- 2R-vac(R)M (3 .77) 
where the last inequality uses Lemma 3.7 and the reciprocal of (3.73) which 
yields 
(3.78) 
'il'iJ'iJ 
With Corollaries 3.8 and 3.9, we now bound arg(P/0) . In Section 3.2, 
bounds upon the real part and the derivative of the real part yielded a bound 
upon the imaginary part; here , bounds upon the magnitude and the derivative 
of the magnitude yield a bound upon the phase. 
Lemma 3.10 Assume the same hypotheses as Lemma 3. 7, and suppose P(z) 
is determined as in Subsection 3.3.2. Then for all n exceeding some N , there 
exist constants I< and L depending on 
inf/O(eiw)I , JJ~JJ , Rand max /H(z)I 
w oo lzl:=R (3 . 79) 
such that 
iiarg(P/O)ll00 $ (I<v + L)R_., (3 .80) 
Proof: Since O and Pare both stable and minimum phase, P/0 is stable and 
minimum phase. Accordingly, arg(P/0) is the Hilbert transform of In /P/0/ . 
Using Lemma 3.5, gives 
llarg(P/G)lloo < (ln2)JJ~ lnJfJJJ 00 
c1n2)/JljJ £, If 11100 
< (ln2)JJjJJ 00 J/a~ /fJJJ 00 
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(3 .81) 
(3.82) 
(3.83) 
From (3.78) , we have a bound on IIG/Pll00 , while a bound for JJ,! Jf JJJ
00 
ap-
pears in Corollary 3.9. Combined, they give the result . 'iJ'iJ'iJ 
With bounds upon the magnitude and phase of P/G we now give the main 
result of this subsection. 
Theorem 3.11 Let G(z) be an unknown transfer function with G(z) and 1/G(z) 
stable and analytic in lzl > p- 1 for some p > I , and with values IG(ei kB)I 
prescribed fork = 0, I , 2, ... , n - I , 0 = 21r /n. Suppose G(z ) corresponds to a 
system with real impulse response, so that IG(ei"')I is even in wand argG(ei"') 
is odd in w. Let P(z ) be a polynomial in z- 1 of degree v, where n = 2v or 
n = 2v+I with all zeros (regarded as a funct ion of z) in lzl < 1, such that P (z) 
interpolates the data as follows: 
IP(eik 8)1 = IG(ei k8)1 k = 0, I , 2, . .. , n - I (3.84) 
where P(z ) comes from the constructive procedures of Subsection 3.3.2. Then 
for any R , 1 < R < p, 
where I<1, L1 are constants depending on 
inflG(ei "' ) I, ,,~ ,, , Rand max IH l(z)I 
w oo l• l=R 
where H( z ) = G(z)G(z - 1) . 
Proof: Let <P = arg(P/G) , -1r < <P $ 1r . Then 
Ill - P/Gll00 JJl - ei<I> + (1- Jf I) ei<l> JJ
00 
< 21lsin t l1
00 
+ JJ l- JfllJ 00 
< 2ll ½arg(P/G) ll 00 + JJ 1- Jf llJ 00 
Then Corollary 3.8 and Lemma 3.10 yield the result . 
(3.85) 
(3.86) 
(3 .87) 
(3.88) 
(3.89) 
Compare the error bound of this theorem, a bound for interpolat ing mag-
nitude data, with the error bound of Theorem 3.6, a bound for interpolating 
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real part data. Both cases express the error in the £ 00 norm. Interpolating 
magnitude data gives a bound upon Ill - P/Gll
00
, the multiplicative error; in-
terpolating real part data gives a bound upon IIG - Pll
00
, the additive error. 
The bound for each error has exactly the same form : (Av + B)R-v . The con-
stants A and B differ for the two cases, but they are both independent of v and 
dependent upon R. In other words, the error bounds decay exponentially as the 
number of interpolation points goes to infinity. In both cases P -+ G on the 
unit circle as v -+ oo. 
3.3.4 Second Approach: Interpolating In IGI 
In the first approach , we interpolated IG(eik8)12 with a polynomial in z and 
z-
1
, derived P(z) a polynomial in z- 1 such that IP(eik8)1 = IG(eik 8 )1, and 
bounded Ill - P/Gll00 • In the second approach, we will likewise find P(z) such 
that IP(eik 8 )1 = IG(eik 8 )1, k = 0, l, 2, . . . , n - land we will bound Ill - P/Gll
00
, 
but P(z) will be the exponential of a polynomial in z- 1 . Figure 3.3 summarizes 
this approach. 
Assuming that both G(z) and 1/G(z) are stable and analytic in lzl > p- 1 , 
some p > l, ln G(z) = ln JG(z)I + j arg G(z) is analytic in lzl > p- 1 . We 
have magnitude interpolation data available IG(eik 8)1, k = 0, l , 2, . .. , n - l or , 
equivalently, log magnitude data In IG(eik 8 )1 . Since the logarithm of the magni-
tude is the real part of In G( ei"'), our problem is one of reconstructing In G( ei"') 
from real part interpolation data. Were it not for the logarithms, this would 
be precisely the DHT problem solved in Section 3.2. Here we make the few 
changes necessary to apply the results of Section 3.2 to the gain-phase interpo-
lation problem. In detail , the approach is as follows . 
(a) Let 
'°'v . L-i=-v b;z' 
" v-1 b· j l...Ji=-v ,z 
73 
n = 2v + 1 
(3 .90) 
n = 2v 
and let Qn(z) interpolate ln IG(eik 8)1, that is 
Qn(eik8) = ln IG(eik 8)1 k = 0, 1, 2, . . . , n - 1 (3.91) 
(b) Let 
then 
{ 
bo + 2 ~ 1;_v b,i 
T(z) = 
bo + 2 ~i;_v+l b; z' + Lvzv 
n = 2v + 1 
(3.92) 
n = 2v 
!RT(eik8 ) = ln IG(eik9)1 k = 0, 1, 2, .. . , n - 1 (3 .93) 
(c) Let 
P(z) = exp T(z) (3.94) 
Now all of the arguments of Section 3.2 apply here. Specifically, for any 
R, l < R < p, and with 
M = max ln IG(z) I + max ln IG(z)I 
izl=R izl=R- 1 
(3.95) 
we get 
and 
Using Lemma 3.5 for the bound 
we get, finally 
Equivalently 
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That is , 
P(ej"")/G(ej"") < exp{(K3(R) + vK4(R)]R-v M} 
P(eiw)/G(eiw) > exp{-(K3(R) + vK4 (R)JR-v M} 
(3.101) 
(3.102) 
and a Taylor series expansion gives a decay rate of R-v for Ill - P/Gl loo· 
The above procedure generated T(z) a polynomial approximating lnG; a 
minor variation gives a polynomial approximating G. Let 
n-1 
.P(z) = Lfi;z- 1 (3 .103) 
i:0 
such that .P(z) interpolates P(z) = expT(z) at z = eik9 _ Thus I.P(z)I also 
interpolates IG(z)I at these points. The results of Chapter 2 on interpolation 
ensure that 
where L depends on R and upon 
Since 
max I exp T( z) I 
lzl=R 
1- .P/G = 1- P/G + (P - P)/G 
(3.104) 
(3.105) 
(3.106) 
(3 .107) 
one could combine the bound on Ill - P/Gll
00 
with the bound (3 .105) and the 
knowledge that G(eiw) is bounded away from zero for all w to get 
(3.108) 
This last extension, finding .P(z) warrants one further comment. In contrast 
to the polynomial P(z) found in Subsection 3.3.2 by spectral factorization , the 
polynomial P(z) does not necessarily have all its zeros inside the unit circle , the 
zeros considered as a function of z. Therefore , it is not , in general , minimum 
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phase. This is not surprising. The results of Chapter 3 on interpolation did 
not prescribe where the zeros of the interpolating polynomial lay. However , 
it is true, for rational G(z) , using the principle of the argument , that as the 
number of interpolation points increases and the approximation error decreases , 
all zeros of P(z) lie inside the unit circle. This is because both G(z) and 1/G(z) 
are stable, and, therefore , have all poles and zeros inside the unit circle, with 
no poles and no zeros at infinity. Thus G(z) has an equal number of poles and 
zeros inside the unit circle. Its net phase change as one goes from frequency -1r 
to 1r is zero. Since, for sufficiently large v, the polynomial P(z) approximates 
the phase of G(z) closely, ?(z) must also have the same number of poles and 
zeros inside the unit circle. Being FIR, all its poles are at the origin, so all zeros 
are inside the unit circle, making it minimum phase. 
Leaving aside the final extension to P(z) , let us compare P(z) produced by 
the first method from spectral factorization and P(z) produced by the second 
from the logarithm and the exponential. Call these the spectral P(z) and the 
exponential P(z) . Because we did not compute the constants in the error bounds 
explicitly, it is impossible to say which of the two methods performs better; 
however , for each method, the error bounds have the same exponential decay as 
v increases. The exponential P(z) has a constructive formula ; the spectral P(z), 
by contrast , requires a recursive spectral factorization to give its coefficients. To 
its disadvantage, the exponential P(z) is not FIR-in fact , not even rational ; 
the spectral P( z) is rational. Therefore, in form, construction procedure, and 
error bounds, the two methods differ. 
Which P(z), spectral or exponential , is better will depend upon the example 
at hand. It is examples that we will turn to next. 
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3.4 Examples 
In this section , we present two examples of generating an approximate frequency 
response from interpolation data: the first example uses real part data; the 
second example operates on magnitude data. With frequency response plots , 
we illustrate the salient features of each method, including the reduction in 
approximation error as the number of interpolation points increases. 
The first example uses the stable transfer function 
1 1 
G(z) = z2 + 0.64 + z - 0.5 (3 .109) 
(poles are at z = ±j0.8, 0.5) and we evaluate for (a) n = 8 and (b) n = 16 
1RG(eike) k=0 , 1,2 , . . . ,n-l (3.110) 
From this real part data, we construct P(z), causal and FIR according to 
equation (3.21) or equation (3.22). Figure 3.4 charts the frequency responses 
1RG(eiw) and 1RP(eiw) ; ~G(eiw) and ~P(eiw) ; IG(eiw) - P(eiw)j . Comparison 
of Figure 3.4 (a) n = 8 and (b) n = 16 shows the effect of increasing the num-
ber of interpolation points. For n = 8 the error IIG - P i1
00 
= 1.6; for n = 16, 
IIG - Pll00 = 0.6. 
These plots illustrate other points of interest . Note that the real parts of 
G(eiw) and P(eiw) coincide at the equispaced interpolation points , but , as ex-
pected, the imaginary parts do not act likewise. Observe carefully the fre-
quencies where the error IG( eiw) - P( eiw) I is large. These are not coincident 
with frequencies where 1RG(eiw) is large, but rather at those frequencies where 
d/dwl1RG(eiw)I is large , consistent with the importance we placed on the deriva-
tive of 1RG(eiw) in the error bounds of Section 3.2. 
The second example illustrates the gain phase relationships. For this we need 
a stable , minimum phase transfer function G(z). Note that any strictly proper, 
rational transfer function G(z) has one or more zeros at infinity ; therefore , it is 
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Figure 3.4: Frequency responses for real part data example. For the real and 
imaginary part plots , solid line is G, broken line is P 
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nonminimum phase. For this example we use the stable minimum phase 
G(z) = (z + 0.6)(z - 0.8) 
(z - 0.4 + j0.4)(z - 0.4 - j0.4) (3.111) 
and evaluate 
IG(eik9)1 k = 0, 1, 2, . . . , n - 1 (3 .112) 
From this magnitude data, we construct P(z) according to either "method l " 
or "method 2" outlined in Figures 3.2 and 3.3 respectively. Figure 3.5 plots 
the results for n = 8; Figure 3.6, for n = 10. 
Similar observations to the real-imaginary case apply here: the regularly 
spaced interpolation of magnitude plots; decreasing error IIG - Plloo as n in-
creases from 8 to 10; the error IG(eiw) - P(eiw)I being large at frequencies 
where the magnitude has large derivat ive. Contrasting method 1, which relies 
on spectral factorization , and method 2, based on the logarithm, shows that the 
former gives a smaller error. Whether this is true for general G(z) is not appar-
ent from the error bound calculations of Subsections 3.3 .3 and 3 .3 .4. Moreover , 
Figures 3.5 and 3.6 show the additive error IG - Pl ; for multiplicative error 
11 - P/GI , the two methods may rank in the reverse order. 
The two examples of this section are in qualitative agreement with the theo-
retical calculations of preceding sections. (Very lengthy calculations are required 
to check quantitative agreement and hardly seem justified.) The examples il-
lustrate that a good approximation to a frequency response given only real part 
interpolation data or magnitude interpolation data is indeed possible , provided 
the underlying transfer function is stable, or stable and minimum phase, and 
sufficient interpolation points are taken. 
3.5 Errors in the Data 
So far in this chapter , we have assumed that the interpolation data is known 
precisely. Errors in the data have not entered our analysis . Yet no data is ever 
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known exactly. Like the analysis in Section 2.4 for errors in the dat a when 
performing Lagrange interpolation , this section considers the additional error 
incurred-additional to the already established error bounds of this chapter-
arising from errors in the real part or magnitude part interpolation data. In fact , 
we will only consider the case for real part interpolat ion data; for magnitude 
interpolation data we merely point to the similarity between the two problems 
and assert that errors in the data will affect each problem in a similar manner . 
Compared to standard Lagrange interpolation of Chapter 2, errors in real 
part interpolation data carry an additional problem. Consider a perturbation 
in one piece of interpolation data of +.6. and a perturbation in the adjacent 
data point of -.6. . As the number of data points n increased , the two adjacent 
interpolation points would grow closer (the frequency separating them becomes 
less), and the derivative of the real part data with respect to frequency would 
increase. Given the discontinuity of the Hilbert transform when the real part 
has unbounded derivative , errors in the data, particularly as n _. oo need close 
examination. 
Our analysis contains two different error models . The first is the same as 
the error model of Section 2.4: it allows variations in each interpolation value of 
up to ±.6. and gives a bound upon IIP - Gllcx, . The bound does indeed increase 
slowly with n, but the increase is slow. For moderate sized n , its effect upon 
the error bound is not great . 
The second error model allows gaussian perturbat ions in the interpolation 
data. In this case, the additional error caused by deviations in the data does 
not increase with n . In fact , it is invariant of n . Averaging seems to smooth 
out any errors as n _. oo. 
We consider this gaussian error model first. 
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3.5.I Gaussian Approach to Errors 
We consider only the case of n even, n = 2v. The case n odd essentially gives 
the same result . 
Suppose the exact real part data is fRG(eii:8) , k = 0, 1, 2, . .. , n - 1, and this 
is perturbed to give noisy real part data fRG(eik 8 ) , k = 0, 1, 2, ... , n - 1. Fur-
thermore , suppose P( z) is the discrete Hilbert transform constructed from the 
exact data according to equation (3.22), and suppose ?(z) the corresponding 
transfer function constructed from the noise corrupted data. Now we are inter-
ested in 
/IG - ? /loo _::; /IG - P/1 00 + /I P - F/loo (3.113) 
We have already bounded IIG - Pll 00 ; in this section /IP - ?ll
00 
interests us. 
Let 
P(z) = P(z) - ?(z) 
v-1 
= bo + 2 L 6-;z-i + b_,,z-" 
i=l 
(3 .114) 
(3.115) 
Then ?(z) is the discrete Hilbert transform of the noise on the interpolation 
data rRG(eikB), where 
(3 .116) 
For this subsection , we assume that the l'RG(eik8) have zero mean and are gaus-
sian distributed , independently for each k . Suppose l'RG(ei 0 ) has standard de-
viation u . Then, since !RG(ei"') is even in w, we would expect !RG(eik 8 ), 0 < 
k < n/2 to have standard deviation u /2 (because we may average the values 
at positive and negative frequencies) . Lastly, l'RG(ei"8 ) = !RG(ei .. ) \yill have 
standard deviation u . 
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Modifying equation (3 .22) for the coefficients of ?(z) gives 
= 
v'2Lv+1 
Lv 
1 v'2 v'2 
v'2 2cos8 2 cos 28 
1 v'2 2 cos 28 2 cos48 
n 
v'2 1 
2 cos(v - 1)8 
-2 
2 cos 2(v - 1)8 2 
v'2 2 cos(v - 1)8 2 cos 2(v - 1)8 
1 
-v'2 v'2 
iRG( ei 0 ) 
2 cos(v - 1)28 2(-l)V-l 
v'2(-l)v-l (-I)V 
v'2 iRG( ei 8) 
X 
v'2iRG(ei28) 
(3.117) 
y'2 iRG( ei(v-1 )8) 
iRG( eiv8) 
Let the square matrix on the right hand side of equation (3 .117), including the 
1/n multiplier, be V,. It is easy to show that 
v.v: = .!.1 
n (3 .118) 
The vector of values of 1RG on the right hand side of (3.117) has variance u 2 I . 
Therefore, vector of coefficients /3 = [bo v'2L1 v'2b_2 ... v'2b_v+i 6-v]' 
has variance (u 2 /n) . Since 
(3.119) 
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we get 
= 
= (72 
1 
-.,/2 e-iw 
-.f2e-i2w 
-.,/2 e-i(v-l )w 
Therefore, at any frequency, /G-PI differs from IC-P l by a random variable 
of variance u
2
• We can only talk of variances and not put a deterministic bound 
upon IIG - ?/loo. But it is encouraging that the variance does not increase 
with n. 
3.5.2 Deterministic Approach to Error 
Using the same notation as in the previous subsection, but a different error 
model , we may now put a deterministic bound upon the error IIG - ?ll
00
• The 
error model we use is the same as that of Section 2.4, where !RC( ei k@) is allowed 
to lie anywhere in the interval [-~, +~] . We shall present an example showing 
the error /IP - ?ll00 can grow as fast as Inn ; then we present a bound , showing 
that the error IIP - ?ll 00 can grow no faster than n 112 . 
First, the example. Let n be a multiple of four , n = 2v = 4u. Let 
k = 0, I ... , u - I 
k=u 
k=u+I , ... , v -1 ,v 
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(3.120) 
Then , from equation (3.22) 
Notice that 
bo 
26-1 
26-2 
26-a 
26-4 = 
= 
n 
4A 
n 
0 
4 + 8 L~:l cos lcB 
0 
4 + 8 L~:l cos 3/cO 
0 
4 + 8 I:~=l cos(v - 1)/c/1 
0 
0 
cot! 2 
0 
-cot;!! 
2 
0 
(-1) 0 - 1 cot (u - ½) 11 
0 
cot 2, cot 2 , ... , cot u - 2 11 
11 311 ( 1) 
are all positive since 11 = 21r /n . Then it is easy to see that 
rnax.F(eiw) = max(l e-iw .. . e-jvw][bo 26-1 . .. L vJ' 
w w 
is attained when w = 1r/2. Further 
11.Plloo = IIP- Flloo 
4A u ( 1) 
= -;;- L cot m- 2 11 m=l 
It is not hard to show that 
A - Inn - - In 2 + 2 ~ //Pll00 ~ A - Inn - - In 7r [ 2 2 ] - [2 2 ] 7r 7r 7r 7r 
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(3.121) 
(3.122) 
(3.123) 
(3 .124) 
(3.125) 
(3.126) 
(3.127) 
Therefore //Fl/ 00 grows as Inn. This growth is slow: n = 4096 yields I/Fl/
00 
= 
5.38A. 
The error can diverge as fast as Inn ; the following construction shows it can 
diverge no faster than n 112. Whether an example exists that does diverge as 
n
1
/
2 
or whether the error never diverges faster than Inn is an open problem. 
For the n 112 bound, we consider only n even. Let 
~G(eil:9) = ot, k = 0, 1, ... , v 
Our error model demands 
/0.1: / < A, k = 0, 1, ... , V 
(3.128) 
(3.129) 
Let the matrix on the right hand side of the discrete Hilbert transform con-
struction of equation (3.22), including its n- 1 multiplier be called U. We note 
Also 
P(ei"') 
= 
(1 
= zUo 
Where 
Then 
U'U < !1 
-n 
e-iw e-i2w 
... e-ivw] U 
max/;r;Ua/ 
w 
< (xx•)I/2(0:"U'Uo:)1/2 
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o, 
02 
Ov 
(3.130) 
(3 .131) 
(3.132) 
. (3 .133) 
(3.134) 
(3. 135) 
< 
= 
n 1/2( 40:• o: / n )1/2 
n1/2(4n~2 /n)l/2 
2~nl/2 
(3.136) 
(3.137) 
(3.138) 
where we have used the Cauchy-Schwarz inequality to get (3.135), and (3.1 30) 
gives (3.136). The rate of increase is thus n 112 . For n odd, an analogous n 112 
rate of increase occurs. 
3.6 Conclusion 
The Hilbert transform and gain-phase problems have an inherent difficul ty be-
cause of discontinuity. Despite this, we have shown how to recover a frequency 
response from real part or magnitude interpolation data at equally spaced fre-
quencies . (Reconstruction from phase data or imaginary part data is almost as 
simple but was not covered here because it would be an unnecessary duplica-
tion.) 
Without excessively restricting the class of transfer functions that could have 
generated the interpolation data-for example, to be FIR-it is impossible to 
recover the transfer function exactly. However , we have shown that given only 
interpolation data, and given mild restrictions on the class of transfer functions 
that could have generated the data, one can recover the transfer function to 
within a specified error. Furthermore, the error goes to zero as the number of 
interpolation points goes to infinity. 
A limit to this result comes from errors in the interpolation data. The effect 
of errors in the data increases with the number of data points , at least for some 
error models . The increase is slow, and for a moderate number of interpolation 
points should not affect the result unduly. It does serve as a warning, however, 
not to collect too much data and make an excessively complicated approxima-
tion : the result may be worse than a simpler approximation. 
Although the construction P( z) is not a Lagrange interpolant of the given 
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real part or magnitude data, it came from an intermediate stage involving La-
grange interpolation. It is not surprising, therefore, that the error bounds de-
rived in this chapter are very similar to the error bounds of the previous chapter 
on Lagrange interpolation. In both cases the error bounds decay exponentially 
with increasing number of interpolation points: for Lagrange interpolation , the 
decay rate was R-n; for the Hilbert transform and gain-phase problems, the 
decay rate was R-n/ 2 . Heuristically, the different decay rates arise because real 
part data (or magnitude data) is an even function of frequency : when the data 
is specified at n equally spaced points around the unit circle, we really only have 
n/2 + 1--or (n + 1)/2 if n is odd-pieces of data. Similarly, the constructed 
P(z) has only degree n/2 + 1, or (n + 1)/2 . 
A number of extensions to this chapter and the previous chapter exist . We 
have, throughout these two chapters assumed that data is provided at equally 
spaced points around the unit circle , or , equivalently, equally spaced frequencies . 
Suppose the measurements were incomplete, say only low frequency data was 
available--whether this be interpolation data of the whole transfer function or 
magnitude data or real part data. One could reasonably expect to reconstruct 
the transfer function with good accuracy in the frequency band where the data 
existed , and with poor accuracy outside this band. Despite some attempts , this 
problem remains unsolved . 
Another problem comes from [Bod. l] who considers how to reconstruct the 
transfer function given the magnitude in one frequency band and the phase for 
all other frequencies . Applying this problem to interpolation data has , as yet , 
not been considered. 
This chapter and the preceding chapter have considered only discrete time 
systems. What of continuous time systems? One possible approach would 
use the bilinear transform, but this may not give interpolation data at equally 
spaced z domain frequencies . More likely, in the s domain , one would have an 
s = 0 interpolation value, some interpolation data at logarithmically spaced 
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I 
I 
I 
I 
I 
I 
frequencies, and possibly a value at s = oo. Using a bilinear transform , these s 
domain frequencies would become unevenly spaced points upon the unit circle 
in the z plane, and , as stated earlier , the theory at this stage only copes with 
equally spaced points around the unit circle. 
One final extension immediately obvious from this chapter is the form that 
P(z) takes. When reconstructing the frequency response from magnitude inter-
polation data, we gave two different forms of P(z) , namely a polynomial in z- 1 
and the exponential of such a polynomial . Both interpolated the data. Both 
had exponentially decreasing error bounds. Are there other forms of P (z) with 
similar properties? For example, P(z) a rational , stable transfer function in z 
with poles at prescribed points. Presumably this would be applicable not just 
for the gain-phase problem , but also for the discrete Hilbert transform problem 
and for pure interpolation. 
This chapter completes the theoretical aspects of interpolation in this the-
sis. However , Chapter 5 will return to interpolation, applying the results on 
Lagrange interpolation from Chapter 2 to identification. 
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Chapter 4 
Kalman Filtering for 
Short-Time Fourier 
Analysis 
4.1 Introduction 
This chapter departs from interpolation , but the departure is temporary: the 
next chapter uses both interpolation and the ideas of this chapter on short-time 
Fourier Analysis. 
Short-time Fourier analysis has been a topic of considerable interest in sig-
nal processing (Ail. 1, Sch. l]. For a quasi-periodic signal , short-time Fourier 
analysis estimates the slowly time varying Fourier components. In many areas 
of signal processing applications arise. For example, in a power system one 
may want to estimate the "harmonic pollution" of the fundamental mains fre-
quency. In variable speed thryistor controlled motor drives , efficiency may be 
best monitored by measuring the harmonics . In sonar , the harmonic content of 
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engine noise can identify the class of vessel. In speech processing, [Lim. 1] uses 
short-time Fourier analysis for speeding up and slowing down speech without 
apparent distortion. 
For short-time Fourier analysis , we assume a sampled signal-1iampled at 
regular intervals-is available: {z(t) : t = 0, 1, ... }. Furthermore, we assume 
z(t) is a periodic or a quasi-periodic signal corrupted by measurement noise. 
By quasi-periodic, we mean the Fourier components vary slowly compared to 
the period. We also assume the period is a known multiple n of the sampling 
interval. The signal model for z(t) is, therefore, 
n/2-1 t 
a-1(t) ~ . (-1) Ckn (t) 
z(t) = ;;; + L..J [a-2,(t) cos kBt + a-2,+ 1(t) sm kBt] + v'2 + v(t) 
v2 •=l 2 
( 4.1) 
where we have assumed n is even, v(t) is a stationary zero- mean white noise 
process, and the coefficients a,(t) : s = 1, 2, ... , n all vary slowly with t so there 
is little change over the period n. As in previous chapters, B = 21r/n. (While 
we will consider only n even in this chapter, it is trivially easy to modify the 
signal model for n odd: eliminate the second last term in (4.1) and make the 
summation from 1 to [n - 1)/2.) 
Short-time Fourier analysis estimates { a-,(t) : s = 1, 2, . . . , n}, updating the 
estimate as the a-,(t) change with time. Conventionally this is done by passing 
the last n samples of z(t) through a data window , then block processing with the 
discrete Fourier transform (DFT) . Operating, as it does , on only a finite amount 
of data, in this case n samples, the DFT converges quickly to its estimate of 
a,(t). This quick convergence allows one to track changes in a-,(t) as t changes. 
However, quick convergence to an estimate of a-,(t) may not be. useful. 
Longer convergence may average out the measurement noise v(t). For example, 
suppose a,(t) = a, Vs, constant in time. Then z(t) would be periodic except 
for the noise component v(t). Averaging z(t) over p periods would tend to av-
erage out v(t) and give better estimates of a-, . Equivalently, one could take a 
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pn point DFT, and keep estimates of only every pt h harmonic component. As 
p increased, the accuracy of estimating c:r, would increase; but the number of 
data samples would also increase from n to pn , and thus the transient response 
becomes slower. A trade-off exists between estimation accuracy and transient 
response. Using an exponential data window in this case would weight the most 
recent data more strongly, somewhat improving the transient response time. 
A further aspect is the computing burden. While one can get improved 
accuracy of estimates by averaging over several periods p , complexity of the 
DFT increases, demanding more storage and more computing effort . We would 
like to achieve this improved accuracy without greater computing burden . Our 
objective is , therefore , to devise a new method of short-time Fourier analysis 
which trades off transient response against estimation accuracy, which indicates 
the optimal choice of this trade-off, and which has a computational burden that 
does not increase with the transient response time. 
We achieve these objectives by considering [Hos. 1] and [Bit . l ]. The paper 
[Hos. l] propounded a recursive form of the DFT. This recursive form gives 
an estimate of c:r,(t) : s = 1, 2, . . . , n at each time instant t ; that is , a sliding 
or running estimate. The recursive DFT uses a state-space signal model , link-
ing the DFT with the control systems concept of state observers. In [Bit . 1), 
Bitmead showed that the recursive DFT is the deadbeat observer for the given 
state-space signal model. A deadbeat observer has all poles at the origin and 
is therefore FIR, with impulse response of length n , exactly as expected since 
the DFT uses only the last n samples in computing its harmonic estimates. In 
Section 4.2 we review this work on the recursive DFT. Its import is to shift our 
view of the problem from harmonic estimation to state estimation . 
The literature is full of not only state estimators , but optimal state ·estima-
tors, namely Kalman filters [And. 2] . Provided we can reformulate the problem 
so that Kalman filtering is applicable , a considerable body of theory on stability, 
convergence rates , and optimality comes to our aid. But applying a Kalman 
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filter directly to the signal model of [Hos. l ] does not work as we show in Sec-
tion 4.3: filter divergence occurs , the filter ceasing to use new measurements 
of the signal z(t) . Filter divergence arises , essent ially, from inadequacy in the 
signal model. We examine several ways to overcome the problem: state noise 
insertion , exponential data weighting, and covariance setting. The last of these , 
covariance setting, offers the most promise because there is no need to solve a 
Riccati equation. 
In Section 4.4 we proceed to highlight the differences between the DFT and 
the Kalman filters derived from covariance setting. We compare pole locations , 
transient response, noise suppression and frequency response . A key issue in the 
Kalman filter 's design is a single parameter , c, giving a trade-off between tran-
sient response and noise smoothing. Furthermore, as c ....... oo, the Kalman fil ter 
becomes the DFT, demonstrating that the DFT is indeed an optimal Fourier 
component estimator but only for the special case when the measurement noise 
v(t) = 0. 
4.2 The DFT as a State Observer 
This section reviews the work of [Hos. 1, Bit . l ] in showing that the DFT is 
really equivalent to a deadbeat observer. Central to the development is an 
appropriate state space signal model for z(t) . Examining equation (4.1) for z(t ) 
shows this could be difficult because we have not specified how a, (t) : s = 
1 ... , n vary with time. In fact , this was deliberately left vague because we will 
use different methods throughout this chapter of modelling the time variation 
in a,(t). 
Hostetter 's solution [Hos. 1) was to assume a, (t) had no time variation , the 
coefficients remaining constant: a,(t) :::: a, . With this assumption , his state 
space signal model is 
x(t + 1) :::: Fx(t) (4.2) 
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Where 
x(t) 
z(t) = H'x(t) + v(t) 
Cl1 
Cl2 cos (Jt + Cl3 sin (Jt 
-Cl2 sin (Jt + Cl3 cos (Jt 
Cln-2 cos(n/2 - 1)0t + Cln-1 sin(n/2 - 1)0t 
-Cln-2 cos(n/2 - 1)0t + Cln-1 sin(n/2 - 1)0t 
(-1)1Cln 
(4 .3) 
( 4.4) 
F = { 
block diag 
1 EB s = 1, 2, . . . , n/2 - 1 [ 
cos afJ 
-sins(} 
sins0 
cosa0 
l} EB (-1 ) (4.5) 
H' = [ 1/../2 1 0 1 0 .. . 1 0 1/../2] (4.6) 
thus, the state-space model of equations ( 4.2)-( 4.6) is merely a particular real-
ization of the signal model (4.1) . Note, the states in equation (4.4) are not the 
Fourier components Cl,, but rather these components modulated by sine and 
cosine functions, then added. The magnitude of the st h harmonic component is 
m, = v'(Cl2,) 2 + (Cl2,+1) 2 
= v' ( Cl2, cos a0t + Cl2s+1 sin a0t) 2 + ( -Cl2, sin a0t + Cl2s+1 cos s0t )2 
( 4.7) 
where x;(t) is the ith component of x(t). Similarly, the phase of the sth harmonic 
component is 
for p an integer 
= arctan Cl 2•+ 1 
Cl2, 
[arctan x
2
•+i(t)] 
X2,(t) t=pn 
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( 4.8) 
(4.9) 
Now the DFT ( or at least a real arithmetic version thereof) is the following 
state observer , slightly modified from (Bit. l] : 
x(t + 1) = (F - M H')x(t) + M z(t) ( 4.10) 
where x(t) is an estimate of x(t) and M takes the particular form 
1/,/2 
cos8 
-sin(} 
cos 28 
2 ( 4.11) M=- -sin 28 
n 
cos(n/2 - 1)8 
-sin(n/2 -1)8 
-1/,/2 
and with this form, all eigenvalues of F - M H' are at the origin, that is , (4.10) 
is the deadbeat observer. Actually, this is a one step ahead prediction of the 
Fourier components: x(t + 1) comes from measurements of z(t) up to time t . In 
its more usual definition , the DFT gives estimates of the Fourier components 
without this one step delay. Such an estimator is easily derived from the above 
definitions. Its equation is 
x(t + 1) = (F - F- 1 M H' F)x(t) + F- 1 M z(t + 1) (4 .12) 
Because of the greater simplicity of the one step ahead predictor, we will use 
it throughout the remainder of this chapter. However, all the results of this 
chapter can be modified to remove this one step delay. 
Recasting the problem in terms of state observers offers new insight. Be-
cause [F, HJ is a completely observable pair, the eigenvalues of F - M H' could 
have been positioned anywhere in the complex plane. The DFT places all of 
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these eigenvalues at the origin, but this may not be the best location for trad-
ing off noise suppression versus transient response. Furthermore, the state ob-
server (4.10) is very similar in form to the Kalman filter , which gives estimates 
x(t) having minimum mean square error E{[x(t) - x(t)]'[x(t) - x(t)]}. It is to 
the Kalman filter we turn next. 
4.3 Kalman Filters and Fourier Analysis 
Consider the following problem. We have available measurements of the signal 
z(t), generated by the signal model 
x(t + 1) = Fx(t) + w(t) 
z(t) = H'x(t) + v(t) 
( 4.13) 
( 4.14) 
where w(t) and v(t) are zero mean gaussian white noise processes satisfying 
E ( [ w(t) l 
v(t) 
[ w(I)' v( I)' ] ) = [ Qc5t1 0 l 
0 R6t1 
( 4.15) 
where Q 2:: 0, R > 0, and 6t1 is the Kronecker delta. The initial state x(O) 
is a gaussian random variable with mean :i: 0 and variance P0 ;:;:_ 0. Then we 
seek an estimate x(t) of x(t) where x(t) is derived from the data {z(i) : i = 
0, 1, ... , t -1}, such that E{[x(t) - x(t)]'[x(t) - x(t)]} is a minimum. This is a 
particular form of the optimal filtering problem [And. 2, J az. l] ; the solution is 
the Kalman filter : 
x(t + 1) (F - I<,H')x(t) + I<,z(t) x(0) = x(0) (4.16) 
I<1 = FI:1H(H'I:1H + R)- 1 (4.17) 
I:,+1 F[I:1 - E1H(H'I: 1H + R)- 1 H'I:r]F' + Q (4 .18) 
I:o Po ( 4.19) 
Comparing the more general signal model for Kalman filtering, equations 
(4.13)-(4.15) , with the specific signal model we have for short-time Fourier 
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analysis, equations ( 4.2)-( 4.6), shows a similarity of form. In the short-time 
Fourier analysis signal model , there is no state noise w(t), or equivalently, Q = 0. 
Likewise, we have scalar processes z(t) and v(t), and, therefore , cov[v(t)] = R = 
r, a scalar. With these specific definitions , one would hope to apply the Kalman 
filter to short-time Fourier analysis . 
Comparing the Kalman filter, equation (4 .16) , with the state observer , equa-
tion (4.10) , shows the only difference is in replacing the observer gain M with 
the time-varying Kalman gain K 1 . Although it is possible to compute K 1 from 
equations (4.17) and (4 .18), for simplicity we desire a time invariant gain . A 
standard method for achieving a time invariant gain is to replace Kt by 
K= lim Kt 
t-+ 00 
( 4.20) 
Such a time invariant, steady state, Kalman filter will be sub-optimal with 
respect to state error covariance, but under the correct conditions will give the 
same state estimate as the time-varying Kalman filter , asymptotically as t -+ oo. 
Unfortunately, as we will show , these conditions on asymptotic convergence do 
not apply here . 
To see why convergence to the optimal state estimate does not occur , con-
sider again the definition of Kin equation ( 4.20) . Substituting in equation ( 4.17) 
gives 
where 
K = lim F'E. 1H(H''f:.,H + r )- 1 
t-+ 00 
= F'E.H(H''f:.H + r)- 1 
'f:.= Jim r:,, 
t-+ 00 
(4.21) 
( 4.22) 
( 4.23) 
As the next theorem shows, this limit exists and equals zero , thus making K = O. 
First , note that r:, will be a particular solution of the algebraic Riccati equation 
(ARE) 
r:, = F['E.- 'f:.H(H''f:.H + R)- 1 H''f:.]F' + Q ( 4.24) 
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With the ARE defined, we may now state our result on the limiting solution E 
to the Riccati difference equation . 
Theorem 4.1 With F and H defined in equations (4.5)-(4.6), with the Riccati 
difference equation defined in equation (4.18) with R = r > 0, a scalar, with 
Q = 0, and the initial condition Eo = Po > 0, then a limiting solution to the 
Riccati difference equation exists and 
lim E1 = 0 
t-+ 00 
( 4.25) 
Proof: Since Q = 0 and r > 0, we can see, by inspection, that E = 0 is 
one solution to the ARE. Now E = 0 implies I< = O in equation ( 4.22) , and 
F - I< H' = F has all eigenvalues on the unit circle. (In the nomenclature of 
[Cha. 1, Definition 3.1] E = 0 is thus a strong solution of the ARE.) Since 
[F, H] is completely detectable , by [Cha. 1, Theorem 3.1 (i)], E = 0 is the 
unique solution of the ARE such that the eigenvalues of F - J( H' lie on or in 
the unit circle: E = 0 is the unique strong solution. Since Eo > E = 0, by 
[Cha. 1, Theorem 4.3], 
lim E1 = E = 0 
t-+ 00 
(4.26) 
Note : It is known that E, -+ 0 at a rate of 1/t. See, for example, [Cha. 1, 
equation (5.8)] for the scalar case. 
Now E = 0 implies the state is known exactly; it also implies J( = 0 in the 
steady state Kalman filter . If we were to use the steady state Kalman filter with 
zero gain K , incoming measurements z(t) would have no effect upon the state 
estimate x(t) . Furthermore, the filter would have state matrix F , a matrix with 
all eigenvalues on the unit circle, making the filter stable, but not exponentially 
asymptotically stable. Obviously this is unacceptable. 
Examining our signal model shows where the problem lies . Since our signal 
model has no state noise w (t) , an optimal filter would , as time goes to infinity, 
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learn exactly the state of the model. In rough terms, the effect of the mea-
surement noise on state estimates would slowly be averaged out . As the state 
becomes perfectly known, no heed need be taken of new measurements , so the 
Kalman gain goes to zero. 
This is a fault of the signal model , not the Kalman filter. We are quite 
aware that the Fourier components of the signal z(t) may change with time, 
and we would like to upgrade our estimate of the Fourier components as they 
change. However, in our signal model , the Fourier components are unchanging. 
By using an inadequate signal model , we have designed a Kalman filter for the 
wrong problem. 
Although we have designed an inadequate signal model , making adjustments 
is not an insuperable problem. We will consider three such adjustments: state 
noise insertion, exponential data weighting , and covariance setting . For each 
method we consider only the steady state (time invariant) Kalman filter . 
1. State noise insertion 
Instead of designing the Kalman filter with zero state noise, we assume the state 
noise w(t) has a non-zero covariance Q. The choice of Q is somewhat arbitrary. 
However , we do know [Kuc. 1, Cha. 1] that if [F, Q 1l 2] is completely control-
lable , E must be positive definite and F - I< H' has all its eigenvalues inside the 
unit circle , making the steady state Kalman filter exponentially asymptotically 
stable. 
Apart from the arbitrariness in choosing Q, a further difficulty with this 
method is establishing the exact effect of Q upon F - I( H' . Certainly we know 
that the eigenvalues of F - I( H' will be inside the unit circle. But Fecisely 
where they will lie for a general Q is hard to compute. It leaves us feeling there 
must be a simpler way. 
Including state noise in the signal model has an interesting side-effect. Since 
F has all eigenvalues on the unit circle , the signal model's states become mod-
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ulated random walk processes. Accordingly, the variance of the st ates increases 
linearly with time. While we do not for one moment assume that our process 
z(t) will exhibit such behaviour , it is interesting that introducing undesirable 
characteristics in the signal model produces the desirable characteristic of ex-
ponential stability in the accompanying steady-state Kalman filter . 
We now turn to a second technique for guaranteeing the stability of the filter . 
2. Exponential data weighting [And. 2, Jaz. 1] 
If, instead of achieving optimal state error covariance at all times , we modified 
our cost criterion for the Kalman filter , weighting the cost of errors at time t 
by a factor -\1 , we would get a new Riccati difference equation with solution 
E; and a new Kalman gain of Kt It is known that exactly the same Kalman 
filtering equations would have arisen by adding a specific state noise . That is , 
exponential data weighting is a particular case of state noise insertion . Given 
the more specific nature of exponential data weighting-we only have a single 
parameter ,\ to choose instead of a covariance matrix Q-a more informative 
result exists. 
This result [And. 2) says the degree of stability of the filter designed with 
exponential data weighting is at least ,\ times that of one designed wi thout 
exponential data weighting. For our problem , this means the steady state filter 
has all poles inside the circle radius ,\ - 1 
Although this stability result is an improvement upon that for state noise 
insertion , one problem still remains. We must still solve an algebraic Riccati 
equation to determine the filter gain. It is unlikely the user of a short-time 
Fourier analysis scheme would be willing to use such a method when. simpler 
methods like the DFT exist . With this in mind , we now progress beyond the 
established methods of exponential data weighting and state noise insertion to 
a new method more suited to the problem at hand. 
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3. Covariance setting 
This technique, alluded to by [Goo. 1], first propounded in [Bit . 4], and refined 
here, is the simplest of the three techniques for improving filter stability. Given 
the results it provides , it is also the most powerful for the short-time Fourier 
analysis problem. 
The method is simply to assume that E takes a particular value , provided 
E > 0. In the remainder of this paper we will assume E = £I,£ > 0. Then 
there is no need to solve the algebraic Riccati equation for E. The steady state 
Kalman gain , previously defined as 
K = FEH(H'EH + R)- 1 ( 4.27) 
becomes , substituting E = £l and the particular F , H and R = r for our signal 
model , 
I< tFH(t:H'H+r)- 1 
= 
= 
£ 
rn/2 + r 
~M 
rn+2r 
1/v2 
cos(} 
-sin8 
cos(n/2 - 1)0 
- sin(n/2 - 1)0 
-1/v2 
( 4.28) 
where M is the observer gain for the deadbeat observer or DFT, defined in 
equation ( 4.11) . And the steady-state Kalman filter is 
x(t + 1) = (F - KH')x(t) + K z(t) ( 4.29) 
Later , we will show this filter is stable , and , indeed , the optimal filter for a 
particular problem. 
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Consider first, though, the result (4.28) , defining I< in terms of M and f. 
If f = 0 then E = 0, I< = 0, and this corresponds to the degenerate steady 
state Kalman filter we derived earlier . On the other hand, as f-+ oo, or if 
r = 0, then I< = M, and the Kalman filter becomes the same as the DFT. 
Now r = 0 corresponds to having no measurement noise , so the DFT, being 
the Kalman filter for this case, is optimal when there is no measurement noise . 
Also, f-+ oo, the other case when the DFT is optimal, corresponds to infinite 
state error covariance. Infinite state error covariance means one has no chance 
of securing good state estimates. So the DFT is only optimal when there is no 
measurement noise or when there is no chance of good estimates of the state. 
In all other cruses , it is better to use the gain I< with a finite f and non-zero r . 
Actually, in the formula ( 4.28) we can, without loss of generality, set r = 1. 
Then , by choosing some! E (0, oo ), we can achieve K any multiple of M between 
zero and unity. Thus, we have defined a family of "Kalman" gains, parametrized 
by a single non-negative number f. At one extreme of this set, as ! -+ oo, we 
have the DFT; at the other extreme, ! = 0 is the degenerate Kalman filter 
with gain I< = 0. Inbetween should be filters more suited to short-time Fourier 
analysis, exponentially stable, exhibiting good noise rejection. The remainder of 
this chapter shows just how suited this family of filters is to short time Fourier 
analysis. 
First we show that this family of filters is indeed optimal for a given problem. 
Lemma 4.2 With E = d and with F and H defined by (4-5) and (4.6) , then 
E is the solution of the algebraic Riccati equation (4-24) with 
Q=~FHH'F' 
rn + 2r ( 4.30) 
Furthermore, the resulting steady state Ka/man filter is exponentially asymptot-
ically stable. 
Proof: From ( 4.24) 
Q = E - F(I: - EH(H'I:H + r )- 1 H'I:]F' (4 .31) 
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Noting that FF'= I gives 
Q 
= 
Now Q 1l2 = 0tF H where 
£ 2FHH'F' d-d+----fI + r 
2
€
2 
FHH'F' 
rn+2r 
fv2 Cit=-,---,-..,...,..= (rn + 2r)1/ 2 ( 4.32) 
And [F, HJ is completely detectable so [F, 0tF H] is completely stabilizable, and 
the resulting steady state Kalman filter is exponentially asymptotically stable. 
"il"il"il 
Since, from this lemma, Q = a 2 F H H' F'exists , covariance setting is equiv-
alent to state noise insertion . Furthermore, E = El being the solution to the 
algebraic Riccati equation for this Q, shows that the corresponding steady-state 
Kalman filter is indeed optimal for a particular problem. However , we can go 
further , and specify the location of the eigenvalues of F - I< H' , as the following 
theorem shows. 
Theorem 4.3 With K specified as in {4.28} , F and H as in (4.5) and (4 .6), 
the eigenvalues of F - K H' arc the n th roots of 
2r 
rn + 2r 
Proof: We first prove the following result : 
n jk 
otherwise 
( 4.33) 
( 4.34) 
We know F" = I . Therefore , in ( 4.34) , only the cases k = 0, 1, 2, . .. , n ,- lneed 
be considered. Now 
[ 1/0, 1 0 1/0,] X 
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Thus 
H'FkH = 
= 
= 
= 
= 
1 0 0 
0 cos k0 sin k0 
0 - sin k0 cos k0 
0 0 0 
1 n/2-1 k 
-+ I: cosik0 + (-l) 2 i:1 2 
l n-1 
2 I: cosik0 i:0 
~!R I: ei ik8 c-1 ) 
2 i:O 
0 
0 
0 
1/-/2 
1 
0 
1/-/2 
-!R --1 [ z" - 1] 
2 Z - 1 z :eiU 
k=l , 2, . . . , n-1 
0 k = 1, 2 .. . ,n-1 
( 4.35) 
( 4.36) 
( 4.37) 
( 4.38) 
( 4.39) 
where the last line comes from 0 = 21r / n. Also, for k = 0, we need only check 
that H' H = n/2. This proves (4.34) 
Now , to prove the main result , we note the eigenvalues of 
F-KH' = F- (FH)-2-£ -H' 
rn+ 2r 
are the zeros of the system 
x(t + 1) = Fx(t) + F Hu(t) 
y(t) H'x(t) + du(t) 
where d = (rn + 2r)/2£. Now this system has transfer function 
so using equation ( 4.34) gives 
I d n -n n - 2n d + H'( zl - F) - F H = + 2z + 2z + ... 
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( 4.40) 
(4.41) 
( 4.42) 
( 4.44) 
= 
= 
rn/2 + r n/2 
----+---
t zn - 1 
zn(rn + 2r) - 2r 
2c(zn - 1) 
Therefore, the eigenvalues of F - I( H' are the zeros of 
or the n th roots of 
which completes the proof. 
n 2r 
z ----
m+2r 
2r 
rn+ 2r 
( 4.45) 
( 4.46) 
(4.47) 
( 4.48) 
This theorem reveals a further detail about the family of filters derived by 
covariance setting. When c = 0, all eigenvalues lie on the limit circle , but as c 
increases they move monotonically, along straight lines toward the origin. Thus , 
the degree of stability increases as c increases. Given that we can now specify the 
eigenvalues of F- I( H' exactly, we could have derived the gain K independently 
by pole placement of the state observer in equation (4.10). However , to do this 
would have lost the theoretical power of Kalman filtering with its implications 
of optimality and robustness. 
Having defined and characterized filters from covariance setting, we now 
proceed to consider their performance in noise and their frequency response . 
4.4 Kalman Filter and DFT Performance 
Having defined a family of Kalman filters by covariance setting, and character-
ized where the poles of such filters lie, we now compare the filters ' performance 
with that of the DFT. We compare them in several ways . First, we ,consider 
estimating the Fourier components of a periodic signal corrupted by gaussian 
white noise . The performance measure is the error covariance of the estimates . 
Second, we compare the frequency responses . Third, we simulate the transient 
response to a periodic signal with additive measurement noise , starting from 
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zero initial estimate. These three points of comparison illustrate clearly the 
differences between the Kalman filters and the DFT. 
We now present two theorems, one regarding performance of the DFT ap-
plied to a periodic signal corrupted by noise ; the other , the equivalent theorem 
for the Kalman filters derived by covariance setting. 
Theorem 4.4 DFT performance: Let y(t) be periodic of period n , v(t) be a 
stationary white gaussian process with zero mean and covariance u , and let 
z(t) = y(t) + v(t). Also, let x(t) and x(t) be defined by (.f.2)-(4-6} and (.f. 10) . 
That is , x(t) is the recursive DPT of z(t) . Then, asymptotically as t -+ oo, 
(i) E{x(t) - x(t)} - 0 
(ii) E{[x(t) - x(t)][x(t) - x(t)]'} - (2u/n)I 
Proof: Let f-+ oo in the proof of Theorem 4.5. 
Theorem 4.5 Kalman filter performance: With the same conditions as Theo-
rem 4.4, but with x(t) generated by the Kalman filter defined by (4 .28)- {4-29), 
then, asymptotically as t -+ oo, 
(i) E{x(t) - x(t )} - 0 
(ii) E{[x(t)- x(t)][x(t) - x(t)]'} - (2u£/[rn + 4r])J 
Proof: Define 
x(t) = x(t) - x(t) ( 4.49) 
Then x(t) evolves according to 
x(t + 1) = (F - KH')x(t) - Kv(t) ( 4.50) 
Thus 
E[x(t + 1)] = (F - KH')E[x(t)] (4.51) 
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and 
E[i(t + l)i(t + l)'] = (F - I<H')E[i(t)i(t)'](F - KH')' + uI<I<' (4.52) 
The stability of F - K H' ensures that E[x(t)] tends to zero as t-+ oo and that 
E[x(t)x(t)'] tends to 
00 
P = L)F - KH')1uKK'((F - KH')')1 
i=O 
We know , writing,= 2c/(rn + 2r), that 
K=,FH 
so 
00 
P = , 2u L)F(I- , HH')]'FHH'F' [(I - ,HH')Ft 
i=O 
Using equation (4.34) and the identities 
H'H = n/2 and F" = I, 
direct computation yieids 
n-1 00 
p = ,2u L F' H H'(Fi)' L)l - 1n/2)2k 
i=O k=O 
= "'(2uiI ( "'(n - , 24n2)-1 
= 
2uc I 
rn+ 4r 
(4.53) 
( 4.54) 
( 4.55) 
( 4.56) 
( 4.57) 
( 4.58) 
which proves part (ii) of the Theorem. To prove Theorem 4.4, let ! ..... oo in this 
proof. 
In each of Theorem 4.4 and Theorem 4.5, part (i) shows, as expected, that 
the estimates are unbiased. Given the filters are linear , and the measurement 
noise has zero mean , one could hardly expect otherwise. However , these results 
are asymptotic , and the rate at which the expectation values converge to zero 
will differ for the DFT and the Kalman filter : the convergence rates depend on 
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the filters' transient response. Since the DFT is an FIR filter, it will give an 
unbiased estimate x(t) after n samples. The Kalman filter, having poles at the 
n th roots of 2r / ( rn + 2r) will have a transient response decaying exponentially, 
the decay rate depending upon E, n and r. In transient response , the DFT is 
faster than the Kalman filter ; both give unbiased estimates as t -+ oo. 
The Kalman filter trades off transient response for estimation accuracy as 
part (ii) of Theorems 4.4 and 4.5 shows. As E-+ oo , of course, the state estimate 
covariance is the same for both the Kalman filter and the DFT. But for any 
finite E, (with r :/; 0) the state estimation covariance from the Kalman filter is 
less than that of the DFT. Again the results are asymptotic, and the transient 
response of the Kalman filter is slower. However , once the transient response 
has decayed, the Kalman filter more effectively rejects the measurement noise . 
The Kalman filters derived by covariance setting E = d are optimal filters , 
according to Lemma 4.2, when Q = E2 FH/(rn + 2r) ; in Theorem 4.4 and 
Theorem 4.5, Q = 0 since there was no state noise , but the Kalman filter 
still performed better than the DFT. This shows a comforting robustness of 
the Kalman filter . It gives confidence when applying the Kalman filter to real 
world problems because, in practice, one will never know precisely the state 
noise covariance or the measurement noise covariance of a model generating the 
signal z(t) . What is appealing about the Kalman filters designed by covariance 
setting is they are robust to such uncertainties. One need only pick the single 
parameter E, matched to the desired transient response time, and apply the 
resulting Kalman filter. 
Turning now from the stochastic performance to the deterministic , we ana-
lyze frequency responses of the DFT and the Kalman filter. Each of the DFT 
and Kalman filter is a linear filter with single input z(t) and with n outputs , 
namely the state x(t) . Consider the response from the input z(t) to the first 
state x1(t). For n = 16, r = 1 and E = 0.2. Figure 4.1 plots the magnitude 
frequency response of the Kalman filter and the DFT; Figure 4.2 is the same 
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Figure 4.1: Magnitude frequency response of n = 16 filter . Solid line: Kalman 
filter , € = 0.2, r = 1. Broken line: DFT. Abscissa is normalized frequency: 
radians/ 1r . 
except < = 0.05. The plots illustrate many features about the two filters. 
Both the DFT and Kalman filter have frequency responses with a main 
lobe and sidelobes separated by nulls. The main lobes have centre frequency 
of zero radians. If we had taken as the output of the filters a component of 
i:(t) other than the first component, the only effect would have been to locate 
the main lobe at another frequency. The nulls in the frequency response mean 
that other Fourier components of the signal do not leak into the output of 
the first component. Accordingly, these nulls are at frequencies 21rk/n radians , 
k=l , 2 ... , n-1. 
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Figure 4.2: Magnitude frequency response of n = 16 filter . Solid line: Kalman 
filter £ = 0.05 , r = 1. Broken line: DFT. Abscissa is normalized frequency: 
radians/ 1r. 
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Comparing the frequency response for the DFT with that of the Kalman 
filter in Figure 4.1 shows a greater suppression of the sidelobes in the Kalman 
filter . Since the measurement noise v(t) was assumed white, and , therefore , has 
a power spectral density invariant of the frequency, this sidelobe suppression 
filters out the measurement noise. Comparing the frequency responses of Fig-
ures 4.1 and 4.2 shows, of course, that the DFT response is unchanged , but 
the Kalman filter response changes with E. As E decreases from 0.2 to 0.05 , the 
frequency response becomes sharper , the sidelobes are suppressed further . This 
is not surprising. As E decreases, the size of Q decreases relative to r , so the 
measurement noise becomes larger relative to the state noise in the associated 
optimal filtering problem. We have already stated that sidelobe suppression fil-
ters out measurement noise; for greater measurement noise smoothing, greater 
sidelobe suppression is necessary. Thus the frequency responses illustrate clearly 
the properties of the Kalman filter and the DFT. 
Finally, we compare the transient response for short-time Fourier analysis. 
Applying a periodic signal with added measurement noise , Figure 4.3 shows 
how estimates of a Fourier component evolve from a zero initial value. The 
input signal was a square wave with additive Gaussian white noise , and the 
displayed plots are the estimates of the third harmonic component ( the sixth 
component of :r(t)). For this simulation, n = 32 , and on the graph 's abscissa, 
time is calibrated in multiples of n . 
The plots demonstrate clearly several aspects of the DFT and Kalman filters. 
The DFT converges in one period of n samples, but then exhibits poor noise 
rejection in accordance with Theorem 4.4. The Kalman filters converge more 
slowly, but then show good noise smoothing. As E decreases from 0.1 to 0.02 , the 
convergence rate slows, but the noise smoothing improves. This is consistent 
with Theorem 4.3 and Theorem 4.5. We have in the Kalman filters a single 
family of filters , parametrized by E, this parameter giving a tunable degree of 
noise smoothing balanced against speed of transient response. 
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Figure 4.3: Transient response of Fourier component estimates. Curve number: 
1. Reference value, DFT of signal without noise; 2. Estimate from signal with 
noise, using DFT; 3. Estimate from signal with noise, using Kalman filter, 
t = 0.01, r = l ; 4. Estimate from signal with noise using Kalman filter, t = 
0.1, r = 1. 
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4.5 Conclusion 
Short-time Fourier analysis aims to estimate the slowly time-varying Fourier 
components of a quasi-periodic signal when the signal is measured in the pres-
ence of noise. This chapter has propounded an approach based on state estima-
tors and Kalman filtering theory. 
The resultant class of filters is optimal for a signal model with unbounded 
state covariances, and, as such , differs from the actual signal. However, the fil-
ters contain many desirable properties. They are exponentially stable. They ex-
hibit complete harmonic isolation by nulling other harmonic frequencies. They 
are simple to design: no Riccati equation need be solved. They are parametrized 
by a single variable c, a non-negative real number, which tunes the noise smooth-
ing versus the speed of response. 
At one extreme of this class of filters , as!-;. oo, is the DFT. While the DFT 
has a faster response time than other filters in the class, the DFT smooths the 
noise least . In other words, the DFT is at one extreme of the trade-off between 
response time and noise smoothing. The number of computing operations for 
all filters in the class, including the DFT, is the same: order n at each time 
instant. In fact, this is less operations than the FFT, which requires order 
n log2 n operations. The saving we incur is through performing the calculations 
recursively, so the calculation at one instant uses the state at the previous 
instant. Compare this with the overlap add and overlap save DFT methods 
of [Rab. l], which are similarly order n algorithms. Within the class of filters , 
those with greater noise smoothing ability (small!) have coefficients requiring 
greater precision, and, therefore, possibly greater word length in any digital 
implementation. Because word lengths of microprocessors have increased m 
recent years , this may not pose any restriction . 
The class of filters we have derived are an artefact of the assumed signal 
model. Specifically, we have assumed the fundamental frequency of the signal 
is known precisely, and this knowledge helps in filtering out measurement noise . 
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The sharp peak in the frequency response shows the difficulty in using the filters 
when the fundamental frequency is not precisely known. 
In (Goo. 1] the authors propose a similar method to the work of this chap-
ter for eliminating the periodic effects of rotor disturbance in helicopter flight 
data. In a more complicated method, (Kit. 1] proposes Kalman filtering for 
estimating time-varying spectra. He fits autoregressive models to signal data, 
getting estimates of frequency components at possibly non-harmonically related 
frequencies . The resultant filters have both time-varying coefficients and time-
varying model order , the model order coming from an Akaike information cri-
terion. Evidently such a method does not assume, as we do, a quasi-periodic 
signal with known period, but it still applies Kalman filtering techniques to give 
an estimate of the spectrum. 
The theoretical advance, or perhaps more aptly, theoretical inversion, of this 
chapter is to assume a solution E of the algebraic Riccati equation, then show 
that this is indeed the solution for a particular signal model. Other authors 
have taken up this idea, (Pou. 1, Bit. 3, Gev. 1, Pou. 2] developing the concept 
of ''fake algebraic Riccati techniques". Although a somewhat long winded term, 
the research has produced some Burprisingly solid results , showing conditions 
for the stability of a time-varying Kalman filter if the gain stops evolving at any 
time instant . 
In the next chapter , we use the class of filters derived here for short-time 
Fourier analysis , combined with the ideas of Chapter 2 on interpolation, to give 
on-line identification with L00 error bounds. 
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Chapter 5 
Adaptive Frequency 
Response Identification 
5.1 Introduction 
Usually, adaptive identification of a system occurs in the time domain. One 
measures input and output signals of the system, then identifies certain pa-
rameters and constructs an approximate model of the system in question . The 
model performs well if it adequately describes the input-output behaviour of 
the signals in the time domain. But how the approximate model and the true 
system compare in the frequency domain is another matter: a small error in the 
parameters may cause a large error in the frequency response. 
We seek a scheme that identifies a system's frequency response. Figure 5.1 
illustrates the problem. Here, u(t) is the input to the scalar time i_nvariant 
plant with transfer function G(z). A gaussian white noise v(t) of variance u2 
corrupts the output signal y(t), giving a measured output z(t) = y(t) + v(t). 
From measurements of u(t) and z(t), we seek a G(z) such that 
//G- Gl/oo (5. 1) 
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Figure 5.1: Identification Problem 
is small. That is , G(z) and G(z) must have close frequency responses-close in 
L00 norm. 
A model G close to G in L00 norm has a number of applications. As already 
stated in Chapter 2, and more fully investigated in [Vid. 2, Fra. l], a control 
system designed for a stable G will give similar performance when applied to 
stable G if Gand G are close in L00 norm. Although we do not proceed to design 
such a control system here, one may use a member of methods, for example 
LQG/LTR [Ath. 1] . For robustness of control systems, then , one needs a good 
L00 norm frequency domain fit. 
A further application of a model close in L00 norm comes from the equiv-
alence between the L00 norm for systems and the induced L 2 operator norm, 
[Des. 1]. For our problem statement, this translates to 
IIG-Glloo = 
= 
max IIGu(t) - Gu(t)ll2 llu(t)ll,9 
llum~~l liy(t) - !i(t)ll2 
(5.2) 
(5.3) 
That is , over all signals u(t) with L2 norm less than or equal to one, the worst 
L2 deviation in the two output signals y(t) and y(t) is the error II G - Gi1 00 • If 
one needs to keep the energy of the output error signal y(t) - y(t) small , then 
bounding the L00 error between G( z) and G(z) is necessary. 
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Given the need for an identification scheme in the frequency domain , let us 
now briefly preview the method of this chapter; complete details of the adaptive 
algorithm appear in Section 5.2. Suppose u(t) has a z-transform U(z); y(t), 
a z-transform Y(z). Then we use the Kalman filters for short time Fourier 
analysis, derived in the previous chapter to estimate U(eik8) from u(t) and to 
estimate Y(eikB) from z(t) where O = 2Tr/n and k = 0, 1, 2, ... , n - 1. Now we 
know 
Y(eikB) = G(eikB)U(eikB) k = 0, 1, 2, ... , n - 1 (5.4) 
so from U(eikB,t), our estimate of U(eikB) at time t, and from Y(eikB ,t) , our 
estimate of Y( ei kB), we can find G(eJkB, t), an estimate of G(ei kB) . Possibly this 
could occur by direct calculation : 
(5.5) 
But this may give divide by zero problems. We use, instead, an adaptive algo-
rithm for finding G(eikB, t) . 
With these estimates of frequency response G( ei k8, t), we now need to build 
a model G(z), close in L00 norm to G(z). The results of Chapter 2 on Lagrange 
interpolation come to our aid. At every instant t , we construct the Lagrange 
interpolant to G(eikB ,t): k=0,1,2, .. . ,n-1. Call this interpolant G(z ,t) , 
explicitly representing its time variation. At every instant t , G(z , t ) is an FIR 
filter . We hope that IIG(z) - G(z, t)lloo is small at every instant t. 
In summary, this chaper 's algorithm has four steps: 
1. Measure the input u(t) and noise corrupted output z(t). 
2. Using "Kalman filters for short time Fourier analysis," estimate U(eikB) 
from u(t) and Y(eik8) from z(t). Call these estimates U(eikB·, t) and 
Y(eikB , t) . 
3. Adaptively estimate G(eikB) from U(eikB,t) and Y(eikB,t). Denote the 
estimates G(eikB ,t) . 
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4. From G(eik8 , t), at every time instant t form the Lagrange interpolant 
G(z, t). 
Before listing the advantages and disadvantages of this scheme, we consider 
other previously propounded frequency response identification methods. At 
occasional intervals , different authors [Bit. 2, Ber. 1, Man. 1, Den. 1) have pro-
posed a method differing from the method of this chapter in only one detail. But 
it is an important detail. Where, in step 2 above, we use Kalman filters for short 
time Fourier analysis , these authors use the DFT. Following the nomenclature 
of [Bit. 2), we will call such a method "adaptive frequency sampling filters ," or 
"AFSF." The analysis of Section 5.3 using the work of Ljung [Lju. 1) on fre-
quency weighting in system identification , shows the clear advantage of using 
Kalman filtering over the DFT. The advantage is driven home by simulations 
in Section 5.4 . The method given here performs better than the AFSF method 
in terms of L00 error. 
A recent, innovative frequency domain identification method appears in 
[LaM. 1, LaM. 2] , denoted here as "LaMaire 's method" . As in the AFSF meth-
ods, LaMaire uses the DFT in step 2 above. However , where LaMaire 's method 
diverges from others , including this chapter , is in step 4: instead of construct-
ing the FIR interpolant to the frequency response data, he fits a parametric IIR 
model to the data. Since the number of parameters can be considerably less 
than the number of frequency response data points n , the parametric model 
may not interpolate all the data. Therefore, LaMaire fits his model to the data 
by least squares. 
Further innovations in LaMaire 's method are his "cumulative error bounding 
function" and "cumulative frequency domain estimate." The cumulatiye error 
bounding function , calculated on-line, is an attempt to bound the error 
jG(eiH) - G(eikS , t ) j k = 0, l, 2, .. . , n - l (5.6) 
at every instant t. vVhen , for a particular k and t , this error bound reaches a 
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lower value than it has reached in the past , this new minimum bound becomes 
the cumulative error bounding function for that particular k and the estimate 
G(eik 9 , t) becomes the cumulative frequency domain estimate. Since LaMaire 
uses a direct division rather than an adaptive algorithm to produce G( eikB , t ), 
this cumulative update probably helps in eliminating any divide by zero prob-
lems: a wild piece of data will not become the cumulative frequency domain 
estimate and is thus ignored. 
A closer examination of the cumulative error bounding function in [LaM. 2] 
shows it to rely upon assumed maximum values of the impulse response of G(z) 
and upon decay rates of this impulse response. It also depends upon an assumed 
maximum value of the input signal 
tlmax = sup iu(t)I 
t 
(5 .7) 
Such values may or may not be available in practice. Moreover , the bounds, 
coming as they do from input and output signal measurements , are far from 
tight: indeed, it is possible to imagine a situation where the approximation 
was much better than the bounds suggested . Furthermore, LaMaire is the first 
to acknowledge that calculating these bounds requires considerable computing 
effort. 
But finding L00 error bounds on the model, is , as already stated , a laudable 
aim. It tells one when a controller designed for the model will be robust upon 
application to the original system. However , in practice, if the bounds are 
too loose , one may have to abandon the idea. A strategy in that case may 
use a controller known to work on the plant , but with less than the desired 
performance. Then one could switch in the controller designed for the adaptive 
frequency response model, hopefully giving better performance. If the better 
performance did not occur , one could revert to the original controller , and try 
to improve the frequency response model. These closed loop considerations are 
not pursued further here , but they do point to the need for finding an accurate 
frequency response model. 
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All the frequency response identification schemes mentioned so far have some 
common advantages and disadvantages when compared to time domain schemes. 
As noted earlier, time domain schemes often have models with frequency re-
sponse extremely sensitive to small parameter variations. Time domain schemes 
are often not robust to over parametrization, or to disturbances upon the out-
put. 
Adaptive schemes in the time domain with a large number of parameters 
can also suffer from slow convergence: if the ratio of the maximum eigenvalue 
to minimum eigenvalue for the regression vector's covariance matrix is large, 
then slow convergence will occur-at least for the least mean square adaptive 
algorithm. Frequency domain methods sidestep this problem. By decoupling 
an identification problem into many smaller problems, each estimating a single 
complex gain at a particular frequency, we have in effect many small, indepen-
dent identification procedures . Each of these smaller procedures identifies just 
two real parameters--equivalent to one complex gain. As we will see, the covari-
ance matrix of the regression vector in each of these two parameter problems 
is a scalar multiple of the 2 x 2 identity matrix; therefore, the ratio of the two 
eigenvalues is unity, ideal for fast convergence. 
On the negative side, identification procedures in the frequency domain usu-
ally need more parameters than a time domain method. The number of param-
eters in a frequency domain method is the number of frequencies n at which one 
identifies the frequency response. To see why this number should be grater than 
that for a time domain algorithms, consider again the final step-step 4-of our 
earlier mentioned algorithm. Here we fit an FIR model G(z , t) to the frequency 
response data-data generated by a possibly IIR system G(z). It is well known 
that for a good approximation n may have to be much greater than the de~ree 
of G(z), especially if G(z) has poles close to the unit circle. The error bounds in 
Chapter 2 bear this out. If G(z) has poles near the unit circle, these bounds are 
large, decaying very slowly with increasing n . Models in time domain methods , 
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on the other hand, can be either IIR or FIR. For IIR models , more particularly 
ARMA models , the number of parameters is at most twice the degree of the 
model G( z) , which in turn should be equal to or less than the degree of G( z) . In 
summary, frequency domain identification methods are more complicated than 
time domain methods. 
LaMaire 's method may cope with identifying less frequencies than both the 
method propounded here and the AFSF method. This is because LaMaire fits 
a parametric model to the frequency response data. Possibly, one would need 
only as many frequency response values as there are parameters in the model. 
However, this presumes the model and the original system G(z) have exactly the 
same form . One advantage LaMaire claims for his method is its capacity to cope 
with unmodelled dynamics in G(z) . His method handles this by estimating an 
excess number of frequency response values , then fitting a lower order parametric 
model by least squares fitting . Thus , even LaMaire 's method requires n , the 
number of frequency response values estimated, to be large , but maybe not as 
large as for our method or the AFSF method. 
The fact that n is large also places constraints on the input signal u(t) . To 
identify the frequency response at a given frequency, the signal u(t) must have 
some component at , or around , that frequency. For n large , this means u(t) 
must be very rich in frequencies . The corresponding concept in t ime domain 
identification methods is persistency of excitation (And. 5] . Essentially, this 
says the signal must have a basis in some vector space with the number of basis 
vectors equal to or greater than the number of parameters being identified . Al-
though this is a crude definition , its import is that the necessary signal richness , 
being determined by the number of parameters , is much less for time domain 
identification methods than frequency domain identification methods. If the 
input signal is insufficiently rich , extra frequencies may have to be added to it. 
Whether one identifies in the frequency domain or the time domain is , there-
fore , a balance of considerations: model order , robustness of control systems , 
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convergence rates, computational complexity. Before continuing with the de-
tails of our identification method, we consider one further extension: unstable 
systems G(z) . 
Suppose G(z) were unstable . (For bounded signals, we must assume it is 
in a stable closed loop .) Then the theory of Chapter 2 says it is impossible 
to approximate G(z) with a causal FIR G(z); instead we must form z-ea(z), 
a causal FIR approximating z-ea(z). This involves only minor modification 
to the algorithm. The number of delays c and the number of interpolating 
frequencies n determine the quality of approximation. We ask whether a control 
system designed for z-ea(z) will be adequate for controlling z-ea(z). There 
are two reasons why it may not be adequate. First, introducing c delays into 
the control loop makes the system harder to control: it would be far better to 
have a model for G(z), rather than for z-ea(z). Second, although z- ea(z) and 
z-ea( z) are close in L00 norm, this is inadequate for robust control systems 
because z-ea(z) is unstable. In this case, for robustness to occur, z-ea(z) and 
z-
0 G( z) must be close in a factored space (Vid. 2] . Specifically, if 
• n(z) 
z-ea(z) = -. -
d(z) (5.8) 
with n(z), d(z), n(z), d(z) stable transfer functions , then z-ea(z) and z-cG(z) 
are close in factored space when 
lln - nlloo and lid - dlloo (5.9) 
are both small. This is demonstrably not true when G(z) is unstable and 
z-ca(z) is an FIR filter. Therefore, when G(z) is unstable , our identification 
method is unsuitable for building a controller. 
However, there is an application where identifying an unstable system ,,,.ith 
our algorithm is possible. The problem comes in equalizing nonminimum phase 
channels. Suppose H(z) is a communication channel with nonminimum phase 
zeros-zeros outside the unit circle-and we wish to construct an approximate 
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Figure 5.2: Equalizing a nonminimum phase channel H(z) 
inverse G(z) to this channel , thereby approximately recovering the input signal 
to the channel. Figure 5.2(a) depicts the problem. Now let G(z) = 1/ H(z), 
so we hope G(z) and G(z) are close in L00 norm. Since H(z) is non-minimum 
phase, G(z) is unstable , and thus we can only seek to approximate z-<G(z) 
with an FIR filter z-<G(z), as shown in Figure 5.2(b). Given that z-<G(z) and 
z-•a(z) are close in L00 norm, y(t+c) and y(t+c) will be close in L2 . Therefore, 
we have recovered the input to within a small L 2 error. Note, however, that 
the cost of good approximation is the number of delays c. There is a design 
trade-off between the number of delays and the quality of approximation. 
With preliminary discussion of our frequency domain identification method 
now complete, we next present the algorithm in detail. Then in Section 5.3, we 
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give a detailed theoretical discussion , where we draw upon the work of [Lju. 1] 
to justify using Kalman filters for short time Fourier analysis in processing 
both the input and output signals. Two simulations follow in Section 5.4. One 
simulation identifies a stable system; the other equalizes a non-minimum phase 
system, adding delays . Finally, in Section 5.5 , this chapter concludes with some 
ideas for future research. 
5.2 The Adaptive Algorithm 
In this section, we restate the four steps of the algorithm, giving full details , 
and expanding the discussion. 
Step 1: Measure input u(t) and output z(t). Gather this data at every 
time instant t. The output z(t) is the system output y(t) corrupted by additive 
zero mean white noise v(t). 
Step 2: From u(t) estimate U(eik 9); from z(t) estimate Y(eiu). As-
sume, first, that u(t) is periodic of period n-we consider more general signals 
in the next section. Then, after transient effects have died away, y(t) will be pe-
riodic , and z(t) periodic corrupted by noise. In this case neither u(t) nor y(t) is 
in L2 , so the equivalence between L00 norm for systems and L 2 operator norms 
of (5.3) will not exist . Furthermore, the z- transforms of u(t), y(t) and z(t) will 
not exist, so it is meaningless to talk of estimating U(eik9) and Y(eik9) . 
However , we can talk of the Fourier components of u(t) , y(t) and z(t). Let 
Ui(k) be the kth complex valued , Fourier component of u(t) . That is , we define 
n-1 
u,(k) = I: u(t)e-;u, k = o, 1, 2, ... , n - 1 
t:O 
Similarly, 
n-1 
Y1(k) = LY(t)e-ik91 k = 0, 1, 2, .. . , n - 1 (5. 11 ) 
t:0 
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Also, we know 
(5 .12) 
Estimating the Fourier components of y(t) and u(t) is sufficient for estimating 
G( eiw) at the interpolating frequencies . 
Given measurements of u(t) and z(t) , we thus want to estimate U1(k) and 
Y1(k), the Fourier components of u(t) and y(t) . Call these estimates (r1 (k) and 
Y1(k) . This is almost the same problem as we addressed in Chapter 4, but there 
we estimated sine and cosine components of the signals , rather than complex 
valued Fourier components. Unifying these two is a matter of simple algebra. 
In unifying the algebra, assume as in Chapter 4, that the following signal 
model generates y(t ) and z(t) 
x(t + 1) = Fx(t ) 
y(t) = H'x(t) 
z(t) = y(t) + v(t) 
and the corresponding signal model for u(t) is 
p(t + 1) = Fp(t) 
u(t) = H'p(t) 
(5.13) 
(5.14) 
(5 .15) 
(5 .16) 
(5.17) 
(5.18) 
Here, F and H are as in ( 4.5) and ( 4.6) . The Fourier components of u(t) and of 
y(t) will be determined by the initial conditions of the state vectors x(t) and p(t ). 
Remaining consistent with the notation of Chapter 4, let the Ph component of 
x(O) be 
x1;(0) = 0-1; (5.19) 
Then, 
(5.20) 
n- 21; cos k0t + n-21:+1 sin k0t k = 1, 2, ... , n/2 - 1 (5.21 ) 
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X2.1i+1(t) = -a2k sink0t + a2k+1 cos k0t k = 1, 2, ... , n/2 - 1 (5.22) 
And a little algebra shows 
v'2Y1(0) n 
~Y,(k)e-ik8t k= l , 2, ... ,n/2-1 
n 
Xn(t) = (-l)1v'2Y,(n/2) 
n 
Similarly, for the signal u(t) and state vector p(t) 
P1(t) = 
P2k(t) + iP2k+1(t) 
Pn(t) 
v'2 u,(o) 
n 
~U,(k)e-ikBt k=l , 2, ... , n/2-1 
n 
(-l)1v'2U,(n/2) 
n 
(5.23) 
(5 .24) 
(5.25) 
(5.26) 
(5.27) 
(5.28) 
(5.29) 
thus showing how to derive the complex Fourier components from the states 
x(t) and p(t) . 
Now estimating the state x(t) from the signal z(t) and the state p(t) from the 
signal u(t) is precisely the problem encountered in Chapter 4, solved by using 
Kalman filters for short time Fourier analysis . We therefore apply these filters 
to both the input signal u(t) and the noise corrupted output z(t) as shown in 
Figure 5.3. The outputs of the two filter banks will be the state estimates x(t) 
and p(t) . Recalling that each filter bank is parametrized by a real number ! , 
we set this parameter to the same value for each filter bank, even thought he 
measurement noise for u(t) and for z(t) is different-for u(t) there is no assumed 
measurement noise . The reason for setting ! the same in both cases will later 
become apparent. 
To this point , we have shown that estimating the complex valued Fourier 
components of signals is easily accomplished by applying the real arithmetic 
Kalman filters for short time Fourier analysis , giving as an intermediate quan-
tity the state estimates x(t) and p(t) . The next step shows that these state 
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Figure 5.3: Filter bank structure 
estimates are sufficient in themselves for estimating G(eiw) at the interpolation 
frequencies : we need not estimate U1(k) and Y1(k). 
Step 3: Adaptively estimate G(eiU), Examining equations (5.24)-(5.26) 
and equations (5.27)-(5.29) and using equation (5.12) shows 
and 
that is , 
Also, 
G(do) = Y1(0) = x1(t) 
U1(0) P1(t) (5.30) 
k=l , 2, . . . , n/2-1 
(5.31) 
(5 .32) 
G(d") = Xn(O) 
Pn(O) 
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P2t+1(t) ] [ xa(t) ·] 
P2t(t) Xzt+i(t) 
(5 .33) 
(5.34) 
I 
: 
Now, we only have estimates xk (t) and Pk (t ) although under the assumed 
conditions h(t) ---+ Pk(t) and xk(t) ---+ xk(t) asymptotically. So the following 
normalized least mean square (LMS) algorithm [Wid . 1] yields adaptive est i-
mates of G(eik8 ) , k = 0, 1, 2, . .. , n - 1. Let these estimates be G(eik8 , t). 
(5 .35) 
[
!RG(eik8,t+l)l [!RG(eik8 1t)l µ 
~G(eikB ,t+l) = ~G(eik8
1
t) +r+P2k (t)2 + P2.1:+1 (t)2 x 
[ _P2k(t) l {[ x2k(t) - [~G(eiu , t) ~G(eike ,t )] [ _P2k(t) l} 
P2k+1 (t) Pu+1 (t) 
(5.36) 
G(ei" , t + 1) = G(ei" , t) + ~ ( )2 fJ" (t ){xn(t ) - G(ei" , t )fin(t)} (5 .37) r + Pn t 
Here , µ is the adaptive gain, and lies between O and 2; r is a small positive 
constant preventing division by zero. 
The adaptive algorithm is relatively simple. It uses real arithmetic through-
out compared to the complex arithmetic in other frequency domain algorithms 
[Bit. 2, Ber. 1, Man. l]. It decouples an n parameter identification problem 
into two single pa~ameter algorithms and n/ 2 - 1, two parameter algori thms . 
By having the number of parameters in each part of the algorithm small , it 
should exhibit good numerical properties. 
The adaptive gain µ warrants closer inspection . It is easily shown that for 
either the periodic input u(t) assumed here , or for a white noise input u(t) , the 
regression vector [p2k(t) p2k+i(t)]' has a covariance that is a multiple of the 
identity matrix. Therefore, any value ofµ between O and 2 will give a stable 
adaptive algorithm [Wid. 1] . A small value ofµ will give slow convergence hut 
good noise smoothing. The choice ofµ will depend on the signal to noise ratio. 
If the signal to noise ratio depends upon the frequency band , using different 
values ofµ in different frequency bands may be worthwhile . 
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Step 4: Construct the model G(z ,t). With the estimates G(eik8 ,t ), k = 
0, 1, 2, ... , n - I , Vt , used as interpolation data, it is almost a trivial matter 
to construct the interpolating FIR transfer function G( z , t) at any instant t . 
The details are in Chapter 2 and need not be repeated here, except to note 
that there exist two methods. The first method computes the coefficients of 
G(z , t) by the inverse DFT. The second method constructs the transfer function 
directly from the estimates G( ei kB , t), without finding the filter coefficients, by 
using the Lagrange interpolation formula (2 .12) . Both methods give the same 
filter G(z ,t) . 
Even though both the inverse DFT and the Lagrange interpolation formula 
give the same filter , the Lagrange interpolation formula is a more parallel st ruc-
ture. In fact , it allows all multiplications to take place in parallel , whereas for 
the inverse DFT (or inverse FFT) this is not the case. However , the Lagrange 
interpolation formula does require a summation of n numbers at the output of 
the filter , and this may be the main bottleneck in a parallel implementation. 
In fact , all stages of this algorithm admit parallel implementation. In Step 2, 
the Kalman filtering stage, the F matrix , being block diagonal allows one to 
implement it as a number of 2 x 2 blocks multiplying in parallel. The adaptive 
step, Step 3, is inherently parallel , and , as just noted , Step 4 can also be imple-
mented in parallel. Therefore, even for a large n , this algorithm need not take 
an excessive computation time. 
This section has presented the identification algorithm in some detail. The 
algorithm uses real arithmetic , exhibits good numerical properties and allows 
parallel implementation. Where this algorithm differs markedly from other fre-
quency domain identification schemes is in Step 2 where we used Kalman filters 
on the input and output signals rather than the DFT. To motivate such a use,, we 
considered only a periodic input u(t) . The next section analyses the algorithm 
for a more general input signal. 
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5.3 Analysis and Theoretical Issues 
Although the previous section details the adaptive algorithm, we have not yet 
shown whether the algorithm gives an approximation G(z , t ) close to G(z) in 
Loo norm. This section aims to show that IIG(z) - G(z, t) ll oo is small for suffi-
ciently large t and n. The arguments derive from recent work upon the inherent 
frequency weighting in identification (Lju. 1] . The work on interpolation in 
Chapter 2 also plays its part . We will assume no particular form of u(t) except 
that its spectrum <l>u ( eiw) exists . Chapter 2 contained the following bound in 
Corollary 2.8 
IIG(z) - G(z , t )lloo :5 M R-n + ~(t)(l + (2/-rr) Inn ) (5. 38) 
Here we assumed G(z) is stable in the sense of Definition 2.2 with all poles in 
lzl < p and 1 < R < p. Also, 
(5.39) 
Inspecting equation (5.38) shows the £ 00 error bound between G(z) and G(z , t) 
is small if both n is sufficiently large and ~ is sufficiently small. Since n is a 
design parameter , we can, within reason , make it as large as necessary. This 
section will show that using the Kalman filters for short time Fourier analysis 
on the input and output signals as in Figure 5.3 gives a smaller .6. than if the 
DFT were used. 
Now consider for one particular k, the outputs U(eikB ,t) and Y(eikB ,t) 
of the two filter banks. Actually, these are complex valued signals while the 
filter banks, as derived, give real valued signals. However , as shown in the 
previous section, it is easy to derive the complex valued U(ei l.:8 , t)e-~k8t and 
Y( ei kB , t)e-i kBt from the real signals. Let the transfer function from u(t) to 
U(eikB, t)e-;w be Lk(z) . Similarly, the transfer function from z(t) to 
Y(eik 9 , t)e-ik 9t will be Lk(z) because the two filter banks had the same de-
sign parameter l . 
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Figure 5.4: Rearrangement of identification scheme 
Now Lk(z) is a time invariant linear filter . Ignoring transient effects , we 
can commute it with G(z) , which is also a time invariant linear system. The 
result is Figure 5.4 where we have absorbed the e-il:8t factor of U( ei k8 , t)e-ik8t 
and Y(eil:8, t)e-il:8t into u(t) and v(t), again assuming transient effects are 
not important. Figure 5.4 not only rearranges the blocks of the identification 
system, it also gives a new conceptual viewpoint. We have available (J ( ei k8 , t) 
and Y(eil:8, t). Between these two signals lies a system G(z) and an additive 
noise Lk(z)v(t). Our objective is to fit a single complex gain G(eik8 , t) that 
closely approximates G(eikl) , and to discover a relationship between the quality 
of fit and the transfer function L1:(z) . 
We can express the identification problem of fitting the complex gain 
G(eil:8, t) more succinctly in equations. The system in Figure 5.4 is 
Y(eil:8 , t) = G(z)U(eil:8 , t) + L1:(z)v(t) (5.40) 
Fitting a single gain G(eik8 , t) corresponds to a model 
Y( eiU , t) = G( eik8 , t)U(ei u , t) + (L1:(z) - l )v(t) (5.41) 
Here , Y( eik8, t) is the output of the model , and v(t) is the prediction error 
iJ(t) = Y(eikS , t) - Y(eikS , t) (5.42) 
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Also, in equation (5.41), 
(5.43) 
is a model of L1c(z). More upon L1c(z) later, but for the present , suffice it to say 
that 
(5.44) 
has no term in z 0 and hence equation (5.41) is causal. 
The prediction error v(t) interests us ; substituting (5 .40) and (5 .41) in equa-
tion (5.42) gives 
v(t) = G(z)U(eik9 , t) +L1c(z)v(t)-G(eilc9 , t)U(eilc9 , t)- (L1c(z)- l )v(t) (5.45) 
or 
v(t) = L1c -\z)[G(z) - G(eik9 , t)]U(eilc9 , t) + L1c -i L1c(z)v(t) (5.46) 
A least squares algorithm, with G(eilc9 , t) as a parameter and v(t) as the 
error , will , asymptotically as t -+ oo, minimize the cost function 
J[G(eik9, t)] = covv(t) (5.47) 
To be sure, we are not using a least squares (LS) algorithm, but rather a least 
mean squares algorithm, (LMS). We could adopt LS in our adaptive scheme; 
however, since the two algorithms asymptotically give the same result as t - oo 
and as the LMS gain µ gets vanishingly small, we may justifiably apply the 
analysis of LS to LMS. We can thus follow the path of [Lju. 1), taking heed the 
asymptotic nature of the results . 
This warning taken , Parseval's theorem applied to (5.46) yields [Lju. l] 
(5.48) 
Here u
2 
= covv(t), and <I>o(ei"') is the spectrum of U(eilc8 , t), that is, 
(5.49) 
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where <I>u(eiw) is the spectrum of u(t) . Thus 
where the cost function is now expressed in the frequency domain. 
At this point, we can return to the noise model Lk ( z). Any choice for l.,k ( z) 
is possible: the resulting algorithm will always exist . But here we consider just 
two choices 
l. Lk(z) = 1 This is the noise model we implicitly used in the algorithm of 
Section 5.2. Then equation (5 .50) becomes 
2. Lk(z) = Lk(z) We may model the noise exactly since the transfer function 
Lk(z) is known. Now equation (5.50) becomes 
(5.52) 
Which is the better cost criterion, (5.51) or (5 .52)? The least squares al-
gorithm will find G(eik8 ,t) that minimizes J[G(eik9 ,t)] . In the case of equa-
tion (5.51), Lk(z) is a narrow band pass filter centered upon the frequency 
w = kB , and so the cost criterion strongly weights this frequency. Therefore, in 
minimizing J[G(eik8 , t)], G(eik8 , t) will closely match G(eiw) at w = k0 , exactly 
the desired result. On the other hand, in equation (5.52), there is no frequency 
weighting by Lk(eiw) . Accordingly, G(eiU , t) becomes the gain that best fits 
G(eiw) over all frequencies , weighted only by <I>u(eiw) , not necessarily giving 
any extra weight tow = k0 . Clearly choosing Lk(z) = 1 is the correct noise 
model for our problem. 
Having resolved the choice of noise model Lk(z) , we now turn to the filter 
banks Lk(z). Suppose, instead of using Kalman filters for short time Fourier 
analysis , we used the DFT. Then , comparing the frequency response of the DFT 
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and the Kalman filters in Figure 4.1 shows that the DFT gives less weight to the 
centre frequency w = k0 and more weight to other frequencies . Comparing the 
Kalman filters designed with different£ of Figures 4.1- 4.2 shows that a smaller 
( gives a sharper frequency weighting and a more accurate fit. The price of such 
a good fit is , of course, slow transient response. 
The parameter £ in the Kalman filters for short time Fourier analysis is thus 
a design parameter. As,-+ oo, the filters become the DFT, giving fast transient 
response, but a poor frequency response fit . As £ decreases , the quality of fit 
improves but the transient response slows. A trade-off between asymptotic and 
transient properties thus exists . 
In place of the Kalman filter banks, it is now apparent that any bank of 
narrow band pass filters would suffice. The attraction of the Kalman filters is, 
however , twofold. First , within the set of possible filters is the DFT; therefore , 
the method presented here generalizes the earlier AFSF schemes. Second , the 
Kalman filters are easy to design, possessing just one parameter l , which allows 
a well understood trade-off between transient and asymptotic performance. For 
these reasons, the Kalman filters for short time Fourier analysis seem particu-
larly well suited to the task. 
This section has shown that the identification method of this chapter gives 
accurate estimates of the values G(eik8) ; k = 0, 1, 2, ... , n - 1, and with these 
estimates gives a model close in 1 00 norm to the original system G(z) . The 
accuracy and the transient response time are conflicting design requirements. 
At one extreme, with fast transient response , but poor accuracy is the AFSF 
method. The next section compares, by simulation , the AFSF method and the 
adaptive Kalman filtering method of this chapter , reinforcing the theory of this 
section. 
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5.4 Simulations 
This section presents two examples. The first identifies the frequency response 
of a stable system; the second equalizes a non-minimum phase system with 
delays . While these are not exhaustive simulations, they allow comparison of 
the adaptive algorithm of Section 5.2 with the AFSF algorithm [Bit. 2] and a 
standard, time domain , normalized LMS algorithm with FIR model (Wid. l]. 
The strengths and weaknesses of ea.ch method become apparent. 
For the first example, the plant G(z) we attempted to identify was a 5th 
order low pass Butterworth filter with cut-off frequency at 1r/4 radians and 
unity gain in the pass band: 
G(z) = 0_00161 z
4 + 16.56z3 + 27 .26z2 - 7.llz + 0.184 
z5 - 2.56z4 + 2.95z3 - l.81z2 - 0.59z - 0.079 
The input u(t) was white noise passed through a high pass filter : 
1.7 
1 + 0.7z- 1 
(5.53) 
(5.54) 
If u(t) were white noise, the time domain normalized LMS algorithm would 
have a regressor with covariance a multiple of the identity matrix, thus giving 
the covariance matrix equal eigenvalues. It is in such a case that time domain 
normalized LMS excels, as all modes decay on average at the same rate. By 
contrast, in this example, the different modes in time domain normalized LMS 
decay at different rates , and one may not set the adaptive gain µ too high or 
the algorithm will become unstable. But the adaptive Kalman filtering method , 
and the AFSF method, by decoupling each frequency bin, ensure the same rate 
of convergence in each of the decoupled normalized LMS algorithms. 
In the example, the following signal levels existed: 
E[u(t) 2] = 4.75 
E[y(t)2] = 0.302 
E[v(t)2] = 0.060 
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where the disturbance v(t) was a gaussian, white random process. The trials 
occurred with n = 8, 16, 32 , 64 and with€ = 0.0015 , µ = 0.00015. All trials were 
over 20, 000 samples. In each of the three algorithms-adaptive Kalman filters , 
AFSF , and time domain normalized LMS-the same number of parameters n 
and the same adaptive gainµ were used. 
Figure 5.5 shows the frequency response from sample averages of the last 
two hundred iterations. Figure 5.5(a) gives the case of n = 8,€ = 0.0015 ,µ = 
0.00015; Figure 5.5(b) is the same, except that n = 16. In each case, the 
frequency response of the magnitude error IG(ei"' ) - G(ei"')I is plotted, where 
G(ei"') comes from (1) true Lagrange interpolation, according to the methods 
of Chapter 2, that is , not an adaptive algorithm; (2) the adaptive Kalman 
filtering algorithm detailed in Section 5.2; (3) the AFSF method , equivalently 
the adaptive Kalman filtering method as €-+ oo ; ( 4) time domain normalized 
LMS. 
The true Lagrange interpolation is a best possible performance for the AFSF 
and adaptive KF algorithms. However , it is possible, by some malfunction , that 
these algorithms could perform better than the true interpolation . The time 
domain LMS , on the other hand , could conceivably perform better than the true 
interpolation, since the interpolation is not the L00 optimal FIR approximation. 
But in each of the plots in Figure 5.5 , the true interpolation achieves lower error 
than any of the adaptive algorithms. 
Comparing the different adaptive methods graphed in Figure 5.5(a) shows 
the time domain LMS to perform best , followed closely by the adaptive Kalman 
filters , with the AFSF method, as expected, being considerably worse. Com-
paring Figures 5.5( a) and 5.5(b) shows the effect of increasing n from 8 to 16. 
For all schemes, the error decreases . For n = 16, the adaptive Kalman filters 
perform best . Presumably, for larger n , the time domain LMS has a frequency 
response particularly sensitive to errors in the parameters. This is not so for 
either of the frequency domain identification schemes. 
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Figure 5.5: First example: error frequency response IG(ei"') - G(ei"')I 
Table 5.1: IIG - Gi100 for f = 0.0015, µ = 0.00015 
n=8 n = 16 n = 32 n = 64 
Adaptive KF 0.42 0.18 0.17 0.23 
Adaptive FSF 0.85 0.52 0.36 0.23 
Time domain NLMS 0.39 0.32 0.36 0.38 
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For all the trials , Table 5.1 presents the £ 00 errors \I G - G\\00 , where G is 
again the sample average over the last two hundred iterations. The table bears 
out the trends observed in Figure 5.5: the decreasing approximation error as n 
increases, and the ranking of the different methods. An interesting aberration 
is the increasing error for the adaptive Kalman filter as n goes from 32 to 64 . 
This is probably due to the finite word length implementation of the Kalman 
filter. For small l and large n, the specifications of the Kalman filter for short 
time Fourier analysis in Chapter 4 show that a high precision in the coefficients 
is necessary. 
The preceding results, regarding frequency response , have been asymptotic 
results. The transient response is shown in Figure 5.6. Here we have plotted 
the time evolution of the estimated quantity ~G(ei 9 , t ) for n = 16 , ! = 0.0015 
and µ = 0.00015. In this case, the rate of convergence of the estimate to the 
true plant value is about the same for both the adaptive KF and the adaptive 
FSF. This is because the rate is determined by the very small adaptive gainµ . 
However, the bias in the estimate is much less for the adaptive Kalman filter 
than the AFSF , due to the mo.re selective frequency weighting of the Kalman 
filter compared to the DFT. Thus, the first example confirms the theoretical 
analysis of the previous section. 
The second example we consider inverts the non-minimum phase system 
H(z) = (z - 0.9 + 0.9j)(z - 0.9- 0.9j) 
(z - 0.5)(z - 0.9) 
(5 .58) 
with the input z(t) a pseudo-random binary noise and output u(t) corrupted 
by white gaussian noise of variance 0.1. Because H(z) has nonminimum phase 
zeros, its inverse G(z) = 1/ H(z) is unstable . Accordingly, when using our iden-
tification scheme, we must form z- 0 G(z, t) an FIR approximation to z- 0 G(z). 
That is , we must approximate with delays . 
The trials conducted had n = 16, c = 8, and had, in turn , three different 
parameters e = 0.0048 , 0.0012 and 0.0003 . The trial was only conducted with 
the adaptive Kalman filter . Figure 5.7 shows the magnitude frequency responses 
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polant (dots) , and adaptive Kalman filter (dashes) , with f = 0.0003 . 
of G(z), its true Lagrange interpolant , and the adaptive Kalman filter with 
, = 0.0003 after transient effects had died out. For the same trial, Figure 5.8 
gives the error magnitude plots \G(eiw) - G(eiw)\ . 
Similarly Figure 5.9 plots the error magnitude for , = 0.0012 ; Figure 5.10 
for ! = 0.0048. 
Note that the £ 00 error decreases as ! decreases in accordance with the 
analysis in the previous section. In Figure 5. 7, notice that the fit to the peaks 
of G(eiw) is worse than to the troughs. This is because we are inverting H(eiw), 
and so, where G(eiw) has a peak, H(eiw) has a trough and thus there is little 
power spectral density of u(t) at such frequencies . Therefore, the signal to noise 
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Table 5.2: Error rates for equalizer. 
f Error rate 
0.0003 1% 
0.0012 2% 
0.0048 12% 
ratio is poor at these frequencies. 
The frequency responses of G(z, t) and G(ei"') match with reasonable accu-
racy, as we have seen, but the point of equalization is to recover z(t), the input 
signal to H(z). We hope y(t), the output of G(z , t) is close to z(t). Remember-
ing, for the example given here , that z(t) is a pseudo-random sequence of 1' s 
and -l's, we quantize the output y(t) as 
i(t) = sgn i)(t) (5.59) 
and compare with z(t) to get the error rates . The results appear in Table 5.2. 
The error rate obviously decreases with decreasing f , consistent with the analysis 
of the previous section and the equivalence between L00 norm and L2 operator 
norm. 
In summary, the simulations have shown qualitative agreement with the the-
oretical results. As n increases, the quality of approximation improves until nu-
merical difficulties become prevalent. These difficulties manifest themselves at 
a lower n for time domain normalized LMS than for the frequency domain iden-
tification methods; however, a combination of high n and low f can also cause 
a degradation in the adaptive Kalman filter 's performance. Notwithstanding 
numerical problems, the adaptive Kalman filters give better asymptotic perfor-
mance with a smaller f as shown by the second example, consistent with the 
analysis of Section 5.3. 
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5.5 Conclusion 
This chapter 's objective has been identifying a system's frequency response, with 
the identified model being FIR and approximating the original system closely in 
L00 norm. To accomplish this , we have presented a new identification method. 
The method generalizes a previous scheme, termed adaptive frequency re-
sponse filters (AFSF) [Bit. 2, Ber. 1, Man. 1, Den. l]. This generalization in-
volves several conceptual advances. First , the AFSF scheme effectively attempts 
to form a Lagrange interpolation to the system G( ei"') at equally spaced fre-
quencies. Second, by applying a DFT to both output and input signals , the 
AFSF scheme estimates the interpolation data G(eil:9 , t) , k = 0, l , 2, . .. , n - l 
inaccurately-except in the special case of a periodic input with no corrupt-
ing measurement noise. If the input is periodic, but measurement noise exists , 
then, appealing to arguments in Chapter 4, we showed that applying the Kalman 
filters for short time Fourier analysis to input and output signals gives asymp-
totically more accurate estimates of the interpolation data. This formed the 
basis of our new method. 
Expanding the consideration to more general , not necessarily periodic, input 
signals used recent work [Lju. l] on the inherent frequency weighting in adap-
tive schemes. The analysis showed again that the new method , using Kalman 
filter banks rather than the DFT on input and output signals gives asymptot-
ically better results . The quality of improvement depends upon l , the design 
parameter. Since, as (-+ oo, the Kalman filters for short time Fourier analysis 
become the DFT, the factor of improvement in the asymptotic results is open 
to design. 
Balanced against the asymptotic performance is the transient performance. 
The AFSF method should respond more quickly to changes in the plant than 
the new method presented here. True, the transient performance, being also a 
function of the adaptive gainµ, is rather more complicated than the asymptotic 
performance. However , in general, selecting the Kalman filter parameter l is a 
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trade-off between transient and asymptotic performance. 
Apart from f andµ, the other design variable in the identification scheme is 
the number of parameters n . (For equalizing nonminimum phase systems, c, the 
number of delays is a further design variable .) Both n andµ are familiar from 
the AFSF method. Since identifying the frequency response involves Lagrange 
interpolation, with the results of Chapter 2, one can make an intelligent choice of 
n. The larger n, the better is the true Lagrange interpolation, but for too large 
an n , errors in the interpolation data have a detrimental effect , the algorithm 
becomes computationally burdensome, numerical errors become a problem. The 
choice of n , is also , therefore, a compromise. 
Numerous extensions to this chapter exist. For example, with the results 
of Chapter 3, we could develop an adaptive spectral factorization scheme. In 
this case, assume u(t), the input to G(z) is gaussian white noise , but cannot be 
measured; only its variance is known . Then, from measurements of the output 
signal z(t), a slight modification to the adaptive algorithm gives estimates of 
the magnitude interpolation data IG(eikB, t)I, k = 0, 1, 2, . . . , n - 1. Section 3.3 
describes how to reconstruct G(z, t), an L00 close approximation to G(z) . 
A second extension is to unequal frequency spacing. Throughout this chap-
ter, we have assumed that estimates G(eik8, t), k = 0, l , 2, ... , n - l exist . How-
ever, for some k, the estimates may be missing: perhaps there was no signal 
energy at that frequency kB; perhaps we need ascertain only the low frequency 
behaviour of G(z), and the high frequency behaviour does not matter . Fitting 
a Lagrange interpolant to the available data is easy; however , as mentioned in 
Chapter 2 results on the L00 error between G(z , t) and G(z) do not exist . Thus, 
the problem is not in finding the adaptive algorithm, but in deriving results in 
complex function theory. 
A final extension is to fit an IIR model instead of an FIR model to the inter-
polation data. The potential advantage is that an IIR model could have far lower 
model order for the same quality of approximation. However , where we could 
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use Lagrange interpolation to get an FIR model , the method of constructing an 
IIR model is not immediately obvious. LaMaire's adaptive frequency response 
identification scheme (LaM. 2] contains a promising method. This method has a 
parametric IIR model G(z , t ). Since the number of parameters will be less than 
n , the number of frequency response interpolation points , the parameters are 
chosen to give a least squares fit to the interpolation data, an easy computational 
task provided n is not too large. 
Although computationally easy, this method still lacks some theoretical un-
derpinning. For example, what is the best parametric form to choose for G(z , t )? 
If the interpolation data are sufficiently accurate, and if G(z) is stable, will 
G(z, t) be stable? Can one bound IIG(z) - G(z, t)ll oo in the same way as a 
bound exists for Lagrange interpolation? What is the sensitivity of G(z, t ) to 
errors in the interpolation data: does a small error in the data give a wildly in-
accurate G(z , t)? All these questions have satisfactory answers for our method , 
but need answering for LaMaire's method or any other IIR modelling method 
before it can confidently be used in an identification scheme. 
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Chapter 6 
Model Reduction for 
Unstable Systems 
6.1 Introduction 
This chapter examines a problem of model reduction . We consider systems with 
both stable and unstable poles , and we seek to use optimal Hankel-norm ap-
proximation and balanced realization truncation [Glo. l] in our approximation 
methods. Unlike other chapters in this thesis , here we consider continuous time 
systems, that is , transfer functions in the complex s-plane. This is a conven-
tion in the model reduction by optimal Hankel-norm and balanced realization 
truncation literature. It is not restrictive: all the results carry over to discrete 
time and the complex z-plane by applying a bilinear transform. We also restrict 
ourselves to scalar transfer functions , although generalizing to the matrix case 
is an almost trivial extension. 
The specific problem this chapter considers is as follows . Suppose G( s) is 
a scalar transfer function with n > 0 poles in ~(s) < 0 and o > 0 poles 
in ~(s) > 0. We seek an approximation G(s) to G(s) with m < n poles in 
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~(s) < 0, with a poles in ~(s) > 0 and with II G(jw) - G(jw)lloo small and 
bounded. (We shall subsequently make some remarks about approximating a 
G(s) with poles upon the imaginary axis). 
Both G(s) and G(s) have, therefore , the same number of unstable poles , 
a . This is an important property for control systems. To illustrate the point , 
suppose unity negative feedback stabilizes G(s) . Then the Nyquist diagram of 
G(jw) encircles s = -1 exactly a times counterclockwise. A good approximation 
G(s) to G(s) will be one for which the Nyquist diagrams are close, and for 
which unity negative feedback will continue to stabilize the loop . Close Nyquist 
diagrams implies the number of encirclements of s = -1 remains at a . Retaining 
closed loop stability, therefore , implies G(s) must have a unstable poles. 
Another possible constraint on G(s) is strict properness. Suppose G(s) is 
the transfer function of a high order controller , and one seeks to approximate 
G( s) by a lower order G( s) . According to [Vid. 1) stabilization is robust against 
singular perturbations precisely when G( s) and G( s) are strictly proper. 
The work in this chapter not only stands alone, independent of the remain-
der of the thesis , as a self contained research problem, but is also linked to 
the identification problem of Chapter 5. Chapter 5 showed how to identify the 
frequency response of a discrete time system G( z), giving an high order approxi-
mation G(z) . Suppose one wished to derive a controller for a stable G(z), given 
knowledge of G(z). Some controller design methods give open loop unstable 
controllers, even for a stable plant . If we designed a controller for G(z), and 
the controller had high degree, with a unstable poles , then using the methods 
of this chapter , we could find a reduced order controller with a unstable poles , 
which was close in L 00 norm to the original controller. If the L
00 
errors be-
tween the high order and the low order controllers and between G(z) and G(z) 
were sufficiently small, such a reduced order controller would be suitable for 
controlling G( z). 
With the problem now motivated , consider two approaches suggested m 
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[Glo. 1] for approximating an unstable G(s) . The first method, "Glover 1," 
proceeds by decomposing G(s) as 
G(s) = G+(s) + G_(s) (6 .1) 
with all poles of G+(s) in !R(s) < 0 and all poles of G_(s) in !R(s) > 0. Then 
one performs an optimal Hankel-norm approximation of G+(s) , to obtain G+(s) . 
Finally, one sets 
(6.2) 
Thus G(s) approximates the stable part and copies the unstable part of G(s) . 
The second method , "Glover 2," involves a two step procedure. First , one con-
structs G+(s) as above. It follows from [Glo. 1, Theorem 7.2] that 
G+(s) = G+(s) + F(s) + uU(s) (6.3) 
where F(s) has all poles in Re(s) > 0, IU(jw)I = 1 and u is a Hankel singular 
value of G. Hence 
G(s) = G+(s) + [F(s) + G_(s)] + uU(s) (6.4) 
Next , one calculates G_(s) of degree a- , an optimal Hankel-norm approximation 
to F( -s) + G _ ( -s). The Glover 2 approximation is then defined as 
(6 .5) 
In comparison to Glover 1, where no change is made to the unstable part , 
the Glover 2 method modifies the unstable part by taking into account the 
error made in approximating the stable part while not changing the number of 
unstable poles. Note that when G+(s) has degree one less than G+(s), F(s) 
turns out to be constant, and then Glover 1 and Glover 2 become the same. 
The Glover 1 and Glover 2 methods are two ways of achieving the desired 
model reduction; in Section 6.2 we define a new approximation method , dif-
ferent from both Glover 1 and Glover 2. This method factors G(s) into the 
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ratio of two stable proper transfer functions . Since such a factorization is not 
unique, we consider two special cases. The approximation method performs 
model reduction on the factored G(s) . 
In Section 6.3 we use two examples to compare the different approximation 
methods: in one example Glover 1 outperforms the other methods; in the other 
example, a factorization method performs best . In Section 6.4 we derive and 
compare theoretical error bounds for each method. The chapter concludes in 
Section 6.5. 
6.2 A New Approximation Method 
Approximation by considering G(s) as the ratio of two stable rational trans-
fer functions is the subject of this section. We first define the approximation 
method , then consider how to satisfy the necessary constraints on the approxi-
mation. 
6.2.1 Representation as the Ratio of Rational Transfer 
Functions 
A rational , proper transfer function 
G( ) _ n(s) 8 
- d(a) (6 .6) 
where n( s) and d( s) are co prime polynomials and d( s) has zeros in both ~( s) < 0 
and Re(s) > 0 can be written as a ratio of rational functions 
G(s) = n(a)/p(s) 
d(s)/p(s) (6.7) 
The polynomial p(s) is constrained to have zeros only in ~(s) < 0 and to have 
degree (p(s)) equal to degree (d(s)) . Within these constraints one is free to 
choose p(s) . Such a representation has gained popularity because it is suitable 
for many problems in control theory [Yid. 2] . This is the so-called factorization 
approach . 
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We will approximate 
H(s) = P 
5 [ ~ l (6.8) ~ 
by using optimal Hankel-norm reduction or balanced realization truncation, to 
give 
then form 
[ ~] h(,) = ;f ;l 
G(s) = ~(s) 
d(s) 
(6.9) 
(6. 10) 
and demonstrate that G(s) is a good approximation to G(s) . But , before going 
further, we must consider the choice of the polynomial p(s) . The preceding 
constraints on p( s) still allow wide choices for this polynomial, and this chapter 
considers just two of these: 
(a) all-pass factorization 
p(s)p(-s ) = d(s)d(-s ) (6 .11 ) 
(b) normalized factorization 
p(s)p(-s ) = n(s)n(-s) + d(s)d(-s ) (6.12) 
In both cases, p(s) is the Hurwitz spectral factor of p(s)p(-s); that is, it has 
zeros only in !R(s) < 0. 
These are not arbitrary choices of p(s). 'Normalized factorization ' is .a term 
defined in [Vid. 2, Section 7.3] in which he establishes a metric and topology 
for the associated factorization. The all-pass factorization--so called because 
d(s)/p(s) is a stable all-pass-is , we believe, novel. A justification of its use is 
in order. 
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Figure 6.1: Justification of the all-pass factorizat ion. 
Such a justification comes in part in Section 6.4 , where we derive an elegant 
L00 error bound for approximation by the all-pass factorization. Here , we carry 
the reasoning further. It makes sense to have an L00 error bound if white noise 
is input to the system G(s) = n(s)/d(s) . (If colored noise is the input , fre-
quency weighted model reduction is more appropriate (Lat. 1, And. 4, Hun. l ]. 
Referring to Figure 6.1 (a) 
v(a) d(a) 
w(s) = p(s) (6.13) 
and we know that d(s)/p(s) is an all-pass. Therefore , if w is white noise , v is 
also white noise, at least if a stabilizing compensator is connected around G(s). 
We can shift our perspective of Figure 6.1 (a) and consider v as a white noise 
input, and y and x as the outputs. The result is Figure 6.1 (b). 
It is valid then to consider approximating [ ~ l ;f;l •- I (6.14) 
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or alternatively, to approximate 
r ~1 H(,) ~ l ;f ;l (6.15) 
and to bound the approximation H - if in the £00 norm because v, the input 
to H(s) is white . This is, indeed , the path we pursue in Section 6.4. 
There is a second way in which approximation of H might be considered 
as an appropriate tool for approximating G. Observe that IHil = IGI, IH2l = 
1. Approximating H 1 approximates the magnitude of G; approximating H2 
approximates the all-pass which equalizes the phase of H1 to match the phase 
ofG. 
In summary, both factorization methods are motivated : the normalized fac-
torization from topological arguments in [Yid. 2]; and the all-pass method from 
the preceding arguments . The test of which is better lies in simulations and the 
achieved error bounds. 
6.2.2 Scaling Effects 
Introducing a gain k to G(s) has a different effect on the Glover approxima-
tion methods compared with the factorization methods. If G(s) is a Glover 1 
or Glover 2 approximation to G(s) then kG(s) will be the corresponding ap-
proximation to kG(s). But for the factorization methods , the effect is more 
complicated. Start with 
kG(s) = k;~;) (6. 16) 
Form 
(6. 17) 
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Then perform model reduction to yield 
(6 .18) 
and finally obtain 
kGk(s) = k~k(s) 
dk(s) (6.19) 
or 
G• ( ) - n.1,(s) kS --.--
dk(s) (6.20) 
While (6.19) indicates that Gk(s) approximates kG(s), (6 .20) demonstrates an-
other link: G.1:(s) approximates G(s), with the particular approximation de-
pending on the choice of k. That is , the gain k is a parameter we may select 
freely, giving a whole class of approximations {G.1:(s) : k > 0} . This property 
will be used repeatedly in this chapter. 
A simple first application of this property is to show that the normalized and 
all-pass factorizations become the same in the limit as k -+ 0. The normalized 
factorization becomes, with scaling, 
p(s)p(-s) = k2n(s)n(-s) + d(s)d(-s) (6.21) 
and, ask-+ 0, this p(s) approaches that given by the all-pass method 
p(s)p(-s) = d(s)d(-s ) (6 .22) 
More applications of scaling will appear in following sections, but we now turn 
to one of the constraints of approximating unstable systems. 
6.2.3 Preservation of the Number of Right Half Plane 
Poles 
An approximation to an unstable system must, as we have already stated , keep 
the same number of right half plane poles as the original system. For the 
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factorization methods, the number of poles of G( s) in lR( s) > 0 is equal to the 
number of zeros of d(s)/p(s) in lR(s) > 0. Therefore, the constraint can be 
reformulated: d(s)/p(s) and d,.(s)/f>1c(s) must have the same number of right 
half plane zeros . 
Using Rouche's Theorem (Cop. 1], we can derive a suitable condition for this 
to hold . Consider the contour C in Figure 6.2. By choosing r large enough, all of 
the right half plane zeros of d(s)/p(s) and d1c (s )/f>1c(s) lie within C. Furthermore, 
since p(s) and p1c(s) are Hurwitz , both d/p and d1c/i>1< will be analytic on and 
within C . If 
l
d1c(s) - d(s)I < ld(s)I Vs on C 
f>1c(s) p(s p(s) (6.23) 
then Rouche 's Theorem states that d(s)/p(s) and d1c(s)/p1;(s) have the same 
number of zeros within C. Since d(s)/p(s) and d1c(s)/i>1c(s) are proper , they will 
remain bounded on C if we allow r-+ oo. In this case, (6 .23) simplifies to 
l
d(jw)I-IJ,.(jw) - d(jw)I > 0 Vw ER 
p(jw) Pl: (jw) p(jw) (6 .24) 
For the all-pass factorization, we can refine this condition further . Since, for the 
all-pass factorization 
/d(jw)/p(jw)/ = 1 Vw ER (6.25) 
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we have 
l-ldk(jw) - d(jw)I > 0 Vw ER 
Pk (jw) p(jw) (6 .26) 
Therefore, (6 .24) for the normalized factorization and (6.26) for the all-pass 
factorization are the desired conditions for preserving the number of unstable 
poles. 
Scaling again plays an important part here. If the model reduction vio-
lates condition (6 .24) or (6.26), a new attempt with a smaller gain k could 
ensure that (6 .24) or (6.26) is satisfied. The reasoning in outline for the all-
pass case is BB follows. A small k will cause kn/p to be small , but d/p will 
not depend on d. In performing model reduction on H = [kn/p d/p]' , we 
would expect comparable errors to occur in approximating kn/p compared to 
approximating d/p . However , kn/pis small in magnitude. Therefore , we expect 
\d1:(jw)/pk(jw)-d(jw)/p(jw)\ to be small , and the conditions (6 .24) and (6.26) 
will be more easily satisfied. For the normalized factorization , the argument is 
not so simple, as p(s) depends on k. However, we may appeal to the convergence 
of the two methods as k-+ 0, as discussed in Subsection 6.2.2, and the same 
argument will hold. 
We now consider the other constraint that our approximation may have to 
satisfy. 
6.2.4 The Strictly Proper Constraint 
As mentioned in the introduction , we will frequently have G(oo) = 0, and will 
require that G(oo) = 0. That is, if G(s) is strictly proper, G(s) must also be 
strictly proper. 
Strict properness is not ensured by performing an optimal Hankel-norm re-
duction. Indeed , an optimal Hankel-norm reduction leaves one free to choose 
the feedthrough term , and (Glo. 1] gives a particular choice of feed through term 
which reduces the L00 error bound. For Glover 1 and Glover 2 approximations , 
we achieve strict properness ( at the expense of an increased L00 error bound) 
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by simply setting the feedthrough term to zero. For the factorization methods , 
the process is slightly more detailed. 
1. From G(s) = n(s)/d(s), form H(s) = [n(s)/p(s) d(s)/p(s)]' . Since G(s) 
is strictly proper , H(s) will have a feedthrough term of HJ = [O ± 1)'. 
2. Form H,p(s) = strictly proper part of H(s) . 
3. Approximate H,p(s), by optimal Hankel-norm approximation or balanced 
realization truncation , to yield fl ,p( s) which is constrained to be strictly 
proper. 
4. Copy the original feedthrough term Hi to the approximation, giving 
H1 + iI,p(s) = [n(s)/p(s) d(s)/p(s)]' 
5. G(s) = n(s)/d(s). 
Incorporation of a scaling gain k into this method is analogous to the non-strictly 
proper case outlined in Subsection 6.2.2. 
6.2.5 Approximation of a Transfer Function with jw-axis 
I Poles 
i 
I 
I 
I 
To this point, we have assumed that G( s) has no poles with zero real part . If this 
is not the case, one can write G(s) as K1(s) + K2(s) where K1(s) has no poles 
with zero real part , and all poles of K2(s) have zero real part. An approximation 
k1(s) is formed for K1(s) and then one can define G(s) = I<1(s) + I<2(s). 
A possible alternative is to seek to use the normalized factorization method. 
This, however , cannot be guaranteed to yield a Gk(s) = nk(s)/dk(s) in which 
dk(s) and d(s) have the same number of jw-axis zeros , and the same number of 
right half plane zeros . So this alternative is probably unappealing. 
In this section , we have defined approximation by factorization methods-
all-pass and normalized-together with extensions into scaling, preservation of 
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Figure 6.3: Gain and phase of G(jw) in first example 
right half plane poles , strict properness , and jw-axis poles. Before approaching 
further theoretical issues , it is appropriate to consider some examples. 
6.3 Examples 
The first example approximates a plant with transfer function 
G 8 _ 500s + 3400 1000 ( ) - s 2 + 505s + 2500 + s - 50 : (6.27) 
(The poles are at -5 , -500 and 50) . The magnitude and phase of G(s) are plotted 
in Figure 6.3. 
Figure 6 .4 compares the error magnitude ( as a function of frequency) in 
approximating G(s) by the three methods , Glover 1, all-pass and normalized 
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factorization . In all cases, G(s) is approximated by a system wi th one stable 
and one unstable pole, with strictly proper transfer functions. (Because the 
stable degree reduction here is one, Glover 2 and Glover l do not differ) . For 
all-pass and normalized factorizations , a value k = 0.1 was used . The approxi-
mating transfer functions were as shown in Table 6.1, as are the maxima over 
all frequencies of the error magnitudes. 
Notice how the all-pass and normalized factorization methods adjust the 
unstable part of the approximation, which results in error reduction . Note 
also that each approximation has one unstable pole. Since the original transfer 
function G( s) also had one unstable pole, we have preserved the number of 
unstable poles , as was required . 
In a second example , Glover l outperforms the all-pass and factorization 
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Table 6.1: The approximations for the first example 
Method Transfer function G ( B) Error JIG - GJJoo 
Glover 245 1000 ;mr + ',:To 0.34 
All-pass 306 973 
'i+ffi + N9.2 0.25 
Normalized 420 990 ~+~ 0.26 
Table 6.2: The approximations for the second example 
Method Transfer function G(s) Error JIG - Glloo 
Glover 1 151 + 10 
,+24.7 ;=s 1.12 
Glover 2 151 + 26 .6 
,+24.7 ~ 1.60 
All-pass 171 + 12.5 ~ .-=ur 1.26 
Normalized 194 + 11.5 ~ ~ 1.44 
methods. The transfer function is 
20000 50 10 
G(s) = s2 + 100s + 10000 + s + 10 + s - 5 (6.28) 
which has poles at -50 ± j86.6, -10, 5. The magnitude and phase of this trans-
fer function are plotted in Figure 6.5. A second order approximation is deter-
mined , using Glover 1, Glover 2, all-pass , and normalized factorization . Error 
magnitude plots are shown in Figure 6.6, and Table 6.2 indicates both the ap-
proximation and the maximum error magnitude for each approximation; a value 
of k = 0.2 was assumed for the two factorization methods. 
As foreshadowed , Glover 1 outperforms the two new methods. It also out-
performs Glover 2. As explained elsewhere in the chapter , Glover 2 offers better 
error bounds than Glover 1, at least when direct feedthrough terms can be 
freely chosen. Error bounds are not the same as actual errors , and the direct 
feedthrough term cannot be freely chosen here. So one cannot expect that 
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Glover 2 will always outperform Glover 1. 
6.4 Discussion and Theoretical Issues 
This section derives error bounds for the all-pass factorization, Glover 1, and 
Glover 2 approximation methods. Within each approximation method there is a 
model reduction step : in Glover 1 one must find G+(s) , a reduced order approx-
imation to G+(s); in Glover 2 one must find G+(s), and then from G_(s)+F(s) 
find G_(s) ; in the factorization methods one reduces the degree of Hk(s) to get 
Hk(s) . Before considering the error bounds, it is necessary to decide on the 
method of model reduction in these steps. For strictly proper approximations 
of a strictly proper G(s), the choice is between: 
(1) optimal Hankel-norm reduction with zero feed-through term; and 
(2) balanced realization truncation. 
If the strictly proper constraint does not apply, one may choose between: 
(a) Hankel-norm approximation with optimal feed-through term ; and 
(b) balanced realization truncation . 
For Glover 2, balanced truncation is not an option because, from the opti-
mal Hankel-norm approximation of G+(s), the associated optimal anti-causal 
approximation F ( s) forms part of the calculation of G _ ( s). The balanced trun-
cation of G+(s) gives no corresponding anti-causal F(s) to use in calculating 
G_(s) . The choice of model reduction method affects the error bounds. 
In fact , we can easily accommodate the different model reduction methods 
by including a multiplicative constant c in the error bounds: we define 
c = 1 for optimal Hankel-norm approximation with L00 optimal feedthrough 
term. 
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c = 2 for optimal Hankel-norm approximation with zero feedthrough term (when 
approximating strictly proper transfer functions) or for balanced realiza-
tion truncation . 
We are now ready to derive L00 error bounds for the approximation error in 
all methods except the normalized factorization . The derivations which follow 
presume that neither G(s) nor Hk(s) have repeated Hankel-singular values. 
Because the error bounds can be tightened if one knows that a Hankel-singular 
value is multiple , this is not a restrictive assumption; it merely states that our 
error bounds may be looser than is necessary. For the remainder of this section 
we assume, unless otherwise stated, that G(s) has n stable and a unstable poles , 
G(s) and Gk(s) have m stable and a unstable poles. 
Lemma 6.1 If G(s) is a Glover 1 or Glover 2 approximation to G(s ), then 
IIG- Glloo ~CL Ui(G) (6.29) 
i>m 
Proof: For balanced realization truncation , see [Glo. 1, Theorem 9.6] ; for op-
timal Hankel-norm approximation with optimal feed-through term, see [Glo. 1, 
Theorem 9.7] ; and for strictly proper optimal Hankel-norm approximation of a 
strictly proper system, see [Glo. 1, Theorem 9.7 and Corollary 9.3] "v"v"v 
Having bounded the error for Glover 1 and Glover 2, we now turn to the 
factorization methods . 
Lemma 6.2 For the all-pass or normalized factorization , with the notation of 
(6.6) and (6.17)-(6.20), we obtain 
IIH - Hklloo ~ C L O"i(Hk) (6 .30) 
i>m+a 
Proof: Noting that h(Hk) = m + a , the proof is the same for Lemm~ 6.1. 
"v"v"v 
Theorem 6.3 With notation as given in Section 6.2, for both the all-pass and 
normalized factori zations 
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(i) 
O";+cr(c~)su;(G) i=l , 2, ... , n 
(ii) 
O'i+a(Hk) S ku;(G) i = 1, 2, . . . , n 
Proof: Note first that for the all-pass factorization 
d(jw) = 1 r/w 
p(jw) 
and for the normalized factorization 
d(jw) < 1 p(jw) - \;/w 
where the last inequality arises because, for the normalized factorization 
(6.31) 
(6.32) 
(6.33) 
(6.34) 
p(jw)p(jw)" k2n(jw)n(jw)" + d(jw)d(jw)" (6.35) 
# 0 r/w (6.36) 
Now , proceeding with the proof, let G1(s) be the Glover 1 approximation to 
G(s) with i - 1 stable poles. And let 
F(s) = arg min IIG - G1 - Flloo 
FEU 
(6.37) 
where U is the set of all strictly unstable rational transfer functions . From the 
extension to Nehari 's Theorem (Glo. 1], 
IIG - G1 - Flloo = u;(G) 
Consider G1d/p + Fd/p as a particular approximation to Gd/p . Now 
6([a1i+PiL) s 6((011+)+6(~) 
= i-l+a 
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(6.39) 
(6 .40) 
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Thus, using the extension to Nehari 's theorem 
< 
~ IIG - G1 - Flloo 
= ui(G) 
(6.41) 
(6.42) 
(6.43) 
where (6.42) comes from (6.33) and (6 .34). This proves part (i) of the Theorem. 
With the preceding notation, let 
H,(•l-[ •G,1;•t1 l 
be a certain approximation to Hk(s) . Then 
o ([ifk(s)J+) < o ((Gil+)+ o (~) 
= i+a-1 
Again using the extension to Nehari 's theorem 
o-i+a(Hk) < IIH1: - Hi:lloo [ ' . ' ., l kG--kG1--kF-
= 
p p p 
0 
< kllG - G1 - Fl loo 
ko-;(G) 
And this proves part (ii) 
00 
(6.44) 
(6.45) 
(6.46) 
(6.47) 
(6.48) 
(6.49) 
(6.50) 
The transfer function matrices Hi:(s) and if k(s) are but intermediate quan-
tities introduced in the process of approximating G(s) , and our main interest 
is in the error in the latter approximation . The following theorem relates the 
approximation error of Hk(s) to that for G(s) . 
Theorem 6.4 With notation as given in Section 6.2, for the all-pass fa ctoriza-
tion , if 
(6.51 ) 
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then 
Proof: Since 
we get 
[ 
kpn _ ¥:- l 
s. k( 
g_ - ~ 
P Pk oo 
and this implies 
Since d/ p is all-pass , we get, using the triangle inequality, 
Now 
= 11~-tlloo 
J}(*-i)+~(Jt-j!-) 
~ 
PPk 
Using the triangle inequality gives 
00 
IIG-GklLs. iiJk/~klloo {ll~llooll*-iL +ll i-~lloo} 
Now applying (6 .55)-(6 .56) gives 
and the result is evident 
(6 .52) 
(6.53) 
(6.54) 
(6.55) 
(6.56) 
(6.57) 
(6.58) 
(6.59) 
'(6 .60) 
Now we tie together Lemma 6.2 and the last two theorems, to relate the 
error in approximating G to its Hankel singular values . 
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Corollary 6.5 For the all-pass factorization method, as k - 0, we get 
\\a- Ch\\ ~ c ~ u,(G) 
00 i>m 
(6 .61) 
Proof: Lemma 6.2 and Theorem 6.3 give 
(6.62) 
so we can set , in Theorem 6.4 
(6.63) 
Ask - 0 in Theorem 6.4 
\\a- ck\\
00 
< c 
= c ~ u, (G) (6.64) 
i>m 
"v"v"v 
Inspection of (6.61) and (6.29) shows a remarkable fact: the error bound for 
the all-pass factorization (in the limit as k - 0) and the error bound for the 
Glover 1 and Glover 2 methods are the same. Section 2.2 included a similar 
result , showing that ask - 0 the normalized and all-pass factorizations become 
the same. Therefore, all four approximation methods have the same error bound 
ask - 0. (One should remember that Glover 1 and Glover 2 are independent of 
k; furthermore , ask increases the error bound for the all-pass method increases.) 
Although the error bounds coincide as k - 0, the actual approximations are , 
in general , different for Glover 1, Glover 2 and the factorization methods in the 
limit as k -- 0: simulations demonstrate this difference. Further, when k > 0, 
even the error bounds are not the same, so that one can hardly expect the 
approximation error to be the same. Moreover, examples show that no. single 
method always outperforms the other methods in terms of securing a lower L00 
approximation error. Therefore, for any particular G( s) one cannot select a-
priori the approximation method with the least L 00 error bound or actual L 00 
error . 
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6.5 Conclusion 
Four different methods for unstable rational function approximation have formed 
the subject of this chapter. We have shown that each gives the same error bound 
(in the limit as the scaling k _. 0) , although each method yields a different ap-
proximation. Apart from consideration of L 00 error, is there any intrinsic merit 
in choosing one of these four methods above the others? We believe that on 
occasion there is. The factorization methods of approximation fit clearly into 
the framework of factorization in control systems synthesis [Vid. 2] : this theory 
provides results on closed loop stabilization, sensitivity, filtering and robustness 
of stabilization. Among the two factorization methods , the all-pass method is 
the more promising because we have derived its error bound , not only in the 
limit as k -- 0, but for all k > 0. 
Extensions to the work of this chapter exist. Frequency weighted approxima-
tion [Lat. 1, Hun. 1] is one such extension, and can easily be accommodated. 
Generalization of the factorization methods to multi-input multi-output sys-
tems is also without difficulty: the polynomials n(s) , d(s) and p(s) become 
polynomial matrices N(s) , D(s) and P(s) , with N n- 1 a right matrix coprime 
factorization of G(s). 
Finally, as mentioned in the introduction to this chapter , unstable rational 
function approximation may be applicable to the work of Chapter 5 on identi-
fication in the frequency domain. 
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Chapter 7 
Conclusion and Directions 
for Future Research 
7.1 Conclusion 
This thesis has considered frequency domain descriptions of linear systems. 
More specifically, given some information about a linear system-the infor-
mation being interpolation data, real part interpolation data, magnitude in-
terpolation data, input-output signal measurements, or a high order transfer 
function-from this information, find a linear system approximating the origi-
nal. We have bounded, in each case , the error between the original system and 
the approximation in the L00 norm. 
Chapter 2 assumed a knowledge of a transfer function G(z) at n equally 
spaced points around the unit circle. We approximated by Lagrange interpola-
tion for the two cases G(z) analytic in lzl > p- 1 , corresponding to G(zY stable; 
and G(z) analytic in p- 1 < izl < p, p > 1, corresponding to G(z) unstable . For 
the unstable case, approximating with added delays was necessary. vVe refined 
existing L00 error bounds [Wal. 2] on the approximation error between G(z) 
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and its approximant. By considering perturbations in the interpolation data, 
we showed the approximation method to be robust : the error bounds increased 
linearly with the size of the perturbations and logarithmically with the number 
of interpolation points. Lagrange interpolation is a simple method for approxi-
mating a linear system's frequency response; the resulting approximation is , in 
systems terminology, an FIR filter . 
Lagrange interpolation was also the basis for the discrete Hilbert transform 
and the gain phase problem from interpolation data in Chapter 3. For the dis-
crete Hilbert transform , we assumed knowledge of the real part of a transfer 
function , at n equally spaced points around the unit circle. With this data, 
and assuming the transfer function was analytic in lzl > p, p > 1, we showed 
how to construct an FIR transfer function with real part interpolating the given 
real part data. The construction proved easy : a simple matrix multiplication 
yielded the coefficients of the approximating FIR transfer function . Bounding 
the error between the transfer function that generated the data and the inter-
polating FIR transfer function proved significantly more difficult than for the 
standard Lagrange interpolation of Chapter 2. But the final error bound had 
a similar form to the Lagrange interpolation error bounds, decreasing expo-
nentially as the number of data points n increased. In summary, the discrete 
Hilbert transform takes the real part of a transfer function evaluated at equally 
spaced points around the unit circle and reconstructs from this the complete 
frequency response-real and imaginary parts, at all frequencies-to within a 
bounded L00 error . 
The gain-phase problem from interpolation data was very similar. Given 
magnitude interpolation data of a transfer function evaluated at equally spaced 
points around the unit circle, we showed how to reconstruct the magnitude and 
phase at all frequencies with a bounded L00 error . In this case, both the original 
transfer function and its reciprocal had to be analytic in lzl > p , p < l. We 
gave two different forms for the reconstructed object : one was an FIR filter ; the 
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other, the exponential of an FIR. Both had error bounds of the same form as the 
discrete Hilbert transform , decaying exponentially to zero as the number of data 
points increased. Thus, the gain-phase problem from interpolation data takes 
the magnitude of a stable minimum phase transfer function at equally spaced 
points around the unit circle and reconstructs from this the complete frequency 
response-magnitude and phase, at all frequencies-to within a bounded L00 
error. 
We also considered errors in the real part interpolation data and how this 
affected the L00 error bounds of the discrete Hilbert transform. For one error 
model, the additional error incurred did not increase as the number of data 
points n increased; for another error model , the error increased, in an example, 
at a rate Inn , and was proved to increase no faster than n1l 2 . These are slow 
rates of increase; therefore, the discrete Hilbert transform is robust to errors in 
the real part interpolation data. 
In Chapter 4, we turned from linear systems to discrete time signals. For a 
quasi-periodic signal, of known "period ," measured in the presence of noise , we 
considered how to estimate the Fourier components of the signal. The result , 
arrived at via Kalman filtering theory, was a new class of filters parametrized 
by a positive real number c As c - oo , the filter became the DFT, showing 
that our method generalized the DFT. 
For finite c, the Kalman filters traded off transient response versus asymp-
totic accuracy. At one extreme, the DFT gave poor asymptotic accuracy, but 
fast transient response. As f decreased , the resulting Kalman filters had a slower 
transient response, but more accurate asymptotic performance. 
The "Kalman filters" derived for this problem used a new method known 
as covariance setting. It eliminates the need to solve a Riccati equation. Es-
sentially, this method assumes a particular solution to the algebraic Riccati 
equation, then , working in reverse , shows that such a solution could have arisen 
from an optimal filtering problem. With the assumed solution to the Riccati 
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equation, finding the resulting Kalman filter is a tr ivial task. Furthermore, 
the Kalman filter requires the same number of computing operations (multi-
plications and additions) as the recursive DFT [Hos. l] . When computing the 
Fourier components at every time sampling instant, the recursive DFT and the 
Kalman filters derived here are less computationally burdensome than the FFT. 
This is because the recursive structure avoids calculating the same quantity re-
peatedly. Therefore, given the computational ease of the Kalman filters , given 
that they generalize the DFT, and given they have superior performance to the 
DFT, this method is a considerable advance in short-time Fourier analysis. 
Of course, the DFT has applications outside short-time Fourier analysis: for 
example, transforming a convolution to a multiplication. Also, one can recover 
the original signal from its DFT. In such cases, the Kalman filters developed 
here probably have nothing to offer. Furthermore, we assumed the signal being 
analyzed has known period. When the signal has unknown period , the Kalman 
filters are not suitable for analyzing the signal. (The DFT is also probably 
not the best method in such a case.) However , for the problem addressed , the 
Kalman filters derived are certainly superior to the DFT. 
Combining the Kalman filters for short-time Fourier analysis and Lagrange 
interpolation gave a new method of frequency response identification in Chap-
ter 5. The method takes input and noise corrupted output signals from a linear 
discrete time stable system. From these signals it constructs an FIR model of 
the original system, with the objective that the model and original system have 
close frequency responses-that is , the L00 error of their difference is small. 
The objective of an L00 close model causes our method to differ from previous 
methods of frequency response identification, the so-called adaptive frequency 
sampling filters method and LaMaire's method. These methods filter the input 
and output signals through the DFT; our method filters signals through the 
Kalman filters for short-time Fourier analysis derived in Chapter 4. All these 
frequency domain identification methods estimate the frequency response of the 
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original system at n equally spaced frequencies , then interpolate this frequency 
response data. With the work on Lagrange interpolation in Chapter 2, we 
showed the importance of estimating the interpolation data accurately; using the 
Kalman filters instead of the DFT, we showed how to estimate the interpolation 
data accurately. 
To estimate the interpolation data accurately, we first considered a periodic 
input signal. Since the Kalman filters for short time Fourier analysis perform 
better than the DFT when finding the Fourier components of a periodic signal 
in noise, we postulated that the Kalman filters would also perform better at 
finding the frequency response of the system at interpolation frequencies . For 
more general signals , the recent work of Ljung (Lju. l] on the inherent frequency 
weighting in adaptive algorithms provided the theoretical key. Conceptually 
rearranging the identification scheme, commuting the Kalman filter banks and 
the original system, allowed us to follow Ljung's analysis. The Kalman fil ters 
have a sharp peak at the frequency of interest , weighting strongly that frequency 
in the cost function , ensuring an accurate estimate of the system's frequency 
response at that frequency. By contrast , the DFT has less of a peak in its 
frequency response , allowing other frequencies to contaminate the estimate of 
the system at the interpolation frequency. Thus for asymptotic accuracy, using 
Kalman filters , as we propound , is superior to using the DFT as in previous 
methods. 
An interesting extension to this work is in equalizing non-minimum phase 
channels. Equivalent to identifying an unstable system, but without the prob-
lems of unbounded signals , the analysis of Chapter 2 showed it is only possible 
to equalize with added delays . The more delays , and the larger the model 
order , the better the equalization. An example of equalizing a non-minimum 
phase system, adding delays , appeared in the text , showing the feasibility of the 
method . 
Although equalizing with delays is equivalent to identifying an unstable sys-
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tern, such a method is not suitable for control systems for unstable plants. A 
controller designed for such an FIR model with delays would not give satisfac-
tory performance when applied to the original unstable system. This thesis does 
not give a feasible method for identifying unstable systems, but it does consider 
approximating unstable systems in Chapter 6. This may, in future , form a first 
step towards identifying unstable systems-at least , when such a system is in a 
stabilizing closed loop. 
In Chapter 6 we assume an unstable rational transfer function is given . We 
seek an L00 close approximating transfer function of lesser McMillan degree , but 
with the same number of unstable poles. Such an approximation is suitable for 
control systems design. The Chapter contained a new method of forming the 
approximation , based on factorizing into stable transfer functions . We derived 
L00 error bounds for the new method. The error bounds were the same, in 
the limit, as those for previous approximation methods; by examples, no single 
method of approximation consistently performed better than other methods in 
terms of L00 norm of the error. 
A common theme has run through the whole of this thesis. Not only have 
we sought frequency domain descriptions of linear systems from partial or full 
knowledge of those systems, but also the frequency domain description or model 
so obtained must be L00 close to the original system. We have nowhere used 
Loo optimal approximations , which may be difficult or impossible to find , but 
have instead opted for easy computation and simplicity, aiming at engineering 
applications while keeping mathematical rigor . The different problems consid-
ered in this thesis arise from both the different types of data being available-
interpolation data of various kinds , input-output data, or transfer function 
data-and from the resulting model class-FIR, FIR with delays , exporential 
of an FIR, or rational with a prescribed number of unstable poles . Of course, 
more variations on this theme are possible, and these remain as problems for 
the future. 
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7.2 Directions for Future Research 
All research poses more questions than it answers; this thesis is no exception. 
The problems outlined here are , in my opinion, worth solving. For the most 
part , they have already been mentioned in earlier chapters; for completeness, 
they are collected here. 
Interpolat ion to unequally spaced data 
Throughout Chapter 2 on Lagrange interpolation , Chapter 3 on Hilbert t rans-
forms and gain phase problems, and Chapter 5 on frequency response identifi-
cation , we have assumed a knowledge of a transfer function at equally spaced 
points around the unit circle, or , equivalently, at equally spaced frequencies. If 
one does not know the interpolation data at every one of these n equally spaced 
points , or if the data is at unequally spaced frequencies , constructing the La-
grange interpolant to the data, or an FIR transfer function with real part or 
magnitude interpolating the data as the case may be, is an easy task. How-
ever , bounding the error between the interpolant and the original system that 
generated the data is very difficult . 
Why such a problem is important is easy to see. Suppose only the low 
frequency behavior of a system needs ascertaining. Then collecting interpolation 
data at high frequencies as well as low frequencies seems a waste of effort . 
Far better if collecting the low frequency data were sufficient for the resulting 
interpolant to approximate well at low frequencies without needing to worry 
about the quality of fit at high frequencies . Similarly, in the identification 
scheme of Chapter 5, if the input signal has only low frequency content , then 
it will only be possible to estimate the transfer function 's frequency r~sponse 
at low frequencies . Obviously, one would not attempt to bound the frequency 
response error in L 00 norm, but rather in a frequency weighted L 00 norm: in 
bands where the interpolation data exists , the error would receive more weight . 
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A further application of unequally spaced interpolation data is in approxi-
mating continuous time systems. For a continuous time system, it is most likely 
that interpolation data is at logarithmically spaced frequencies . Furthermore, 
applying a bilinear transform , transforming the complex s-plane to the complex 
z-plane to use the results as they appear in this thesis , would further distort 
these frequencies away from being equally spaced. The interpolation points 
would still be on the unit circle in the complex z-plane. We would like our 
theory to cover this situation. 
Results do not seem to exist in the literature for interpolating at unequally 
spaced frequencies. Walsh (Wal. 2, Wal. 1] has some results on convergence as 
the interpolating points become dense on the unit circle , but nothing so elegant 
as the exponentially decaying error bounds when the frequencies are equally 
spaced. Despite expending some effort upon this problem, I have not found any 
noteworthy result . 
Short time Fourier analysis with unequally spaced frequen-
cies 
As for interpolation, unequally spaced frequencies are also of interest in short-
time Fourier analysis. Consider a signal , the sum of two or more constituent 
periodic signals plus noise. Estimating the harmonic components of the con-
stituent periodic signals while filtering out the noise is a short-time Fourier 
analysis problem with unequally spaced frequencies. Similarly a periodic signal 
with only low frequency components-no high harmonics present-measured 
with a corrupting noise is also an unequal frequency spacing problem. 
With the approach of Chapter 4, there is no difficulty in modifying the 
state space signal model to incorporate unequally spaced harmonic components. 
However , difficulties may arise in using the method of covariance setting in 
Kalman filters , which proved so powerful for equally spaced frequencies . For 
example, simply setting the algebraic Riccati equation solution I;= f.! may not 
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be appropriate. Some more complicated form of ~ may be necessary to reflect 
the more complicated signal model. Determining where the poles of the resulting 
Kalman filter lie may be difficult ; demonstrating a performance edge over the 
DFT may not be easy. Yet these are important issues that need addressing. 
Interpolating with rational transfer functions and other 
models 
In Chapter 3, we derived two solutions to the gain phase problem from interpo-
lation data: the first solution was an FIR transfer function ; the second solution , 
the exponential of an FIR. This shows that transfer functions , other than FIR 
transfer functions , interpolating the data obviously exist. Whether such trans-
fer functions are £00 close to the transfer function that generated the data is 
another question. 
Of particular interest is interpolating with rational transfer functions . Walsh 
[Wal. 2] contains some discussion on this point . However , he gives no specific 
error bounds. But the advantage of rational functions compared to FIR filter 
t ransfer functions is the possibility of a more accurate model for lower degree. 
A number of design choices exist when using rational functions . Should 
the transfer function be all pole, or maybe have an equal number of poles and 
zeros? How should one parametrize the transfer function for low sensitivity to 
parameters and easy computation? Should the number of parameters increase 
at the same rate as the number of interpolation points n , or should the number 
of parameters stay constant , or should it increase slower than n? If the number 
of parameters increased at the same rate as n , interpolating only approximately 
will be possible. In Chapter 5 there is some discussion of LaMaire 's identification 
method and its scheme for approximately interpolating by a rational transfer 
function when n exceeds the number of parameters. 
Whether the number of parameters increases with n or stays constant , 
whether the transfer function is all pole, or has poles and zeros , a number of 
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properties must be shown. First , if the plant generating the interpolation data 
is stable, the approximating transfer function should be stable. Second, £ 00 
bounds on the error between plant and approximant should be derived. Deriv-
ing such error bounds could be difficult , especially for the Hilbert transform and 
gain-phase relations from interpolation data. Third, the error bounds should 
be robust to errors in the interpolation data. These three properties exist for 
interpolation by FIR transfer functions. 
Robustness to perturbations in interpolation data raises an interesting point . 
In Chapter 2, we showed that perturbations in the interpolation data have an 
increasing effect as n increases-a ln n rate of increase. In my opinion, this 
was due to the increasing degree of the interpolant rather than the increasing 
number of data points. Indeed , if the number of data points increased one could 
imagine averaging out the perturbations by using adjacent data points. There-
fore, if we chose a method of rational transfer function modelling, or even FIR 
modelling, where the number of parameters was constant or increased slower 
than n , perturbations in the data may have a decreasing effect as n increases. 
Finally, combining rational transfer function modelling with interpolation 
data from unequally spaced frequencies is a further extension. The already 
mentioned issues of error bounds, parametrization, and robustness to data per-
turbation apply here. 
Frequency estimation of periodic signals 
Chapter 4, "Kalman filtering for short-time Fourier analysis ," recast short-time 
Fourier analysis into a state estimation problem. The states were equivalent to 
the sum and difference of sinusoidal and cosinusoidal components of a periodic 
signal. Above all , the signal had known frequency. What if the frequendy were 
unknown , or if it changed? Could we make the frequency a further state in the 
signal model , estimated together with the Fourier components? 
For a changing frequency, the problem looks very like FM demodulation. 
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But in general , FM has a sinusoidal carrier; here , we have a periodic carrier . To 
estimate the frequency, then , one could pass the signal through a low pass 
filter , leaving only the fundamental component , then apply a standard FM 
demodulator such as the phase locked loop . But if the signal were measured in 
noise, and if there were significant signal energy in the higher harmonics , passing 
the signal through a low pass filter would significantly degrade the signal to noise 
ratio: a phase locked loop may not even lock onto the signal. A new estimator 
is needed. A good reason exists for suspecting that Kalman filtering theory 
may help in solving this problem. It is known [And. 2] that the phase locked 
loop can be derived from an extended Kalman filt.er . Therefore , some amalgam 
of the Kalman filtering approach to short-time Fourier analysis and the phase 
locked loop may yield a solution. 
This problem has practical uses . FM radio broadcast uses a sinusoidal rather 
than merely periodic carrier , and is , therefore , an unlikely application . How-
ever , sonar detection is a promising use. In sonar , one detects sound from a 
vessel 's engine. The sound is periodic, but not sinusoidal , and is corrupted by 
noise . From the sound 's frequency, giving the engine speed, and the relative 
amplitude of the harmonic components, one can determine the type of vessel. 
Conventional estimators , such as the phase lock loop and methods of spectrum 
analysis [Kay. 1, Bar. 1] use only the fundamental frequency component in de-
termining the signal 's frequency. It should be possible to derive an estimator 
that uses all Fourier components of the signal to determine the frequency and 
simultaneously gives estimates of the Fourier components' amplitudes. 
In summary, this section has included a number of problems for future con-
sideration. Such a list is usually limited not by imagination , but by time and 
space, so here I have pared the list to a minimum, leaving only the m9st im-
portant and most promising problems. Furthermore, I have confined the list to 
theoretical problems, not venturing toward the practical difficulties of applying 
such schemes. Without some discipline , one could propose a lifetime of future 
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research within the confines of a chapter , something I do not intend to do here . 
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