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Abstract
We prove a central limit theorem for the density eld for stationary zero range processes
in a random environment. We prove that the density eld converges weakly to a generalized
Ornstein{Uhlenbeck process whose evolution is described by the linearization of the hydrody-
namic equation around a xed density with a white noise added. c© 1998 Elsevier Science B.V.
All rights reserved.
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1. Introduction
The theory of hydrodynamic behavior of interacting particle systems is by now
well established (cf. Spohn, 1991; Kipnis and Landim, 1996 and references therein).
Nevertheless, some fundamental questions persist to all investigations. Among them is
the problem of nonequilibrium uctuations.
Recently, with the purpose to modelize impurities in a material, disordered interact-
ing particle systems were introduced [Benjamin et al., 1996; Krug and Ferrari, 1997;
Koukkous, 1996]. To investigate the uctuations of such systems, we consider in this
article a zero range process evolving in a random environment on a lattice. The evolu-
tion can be informally described as follows. Fix a family of independent and identically
distributed random variables = fx; x2Zdg and denote by m their common distribu-
tion. Fix a nite range, symmetric transition probability p() on Zd and a jump rate
g :N!R+ such that 0= g(0)<g(k) for k>1. Particles evolve on the lattice according
to the following stochastic rule. If there are n particles at site x, at rate xp(y)g(n)
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one of them jumps to site x+ y. In particular, if g(n)= n, we have a superposition of
independent symmetric random walks evolving in a random environment.
For a xed environment , this system admits a one parameter family of invari-
ant measures denoted by f ;’; ’>0g. We investigate in this article the behavior of
the density eld Yt dened as follows: for each compact supported smooth function
H :Rd!R and each t>0,
YNt (H)=N
−d=2 X
x2Zd
H (x=N )ftN 2 (x)− E ; ’ [(x)]g:
In this formula t stands for the state of the process at time t, so that t(x) is the
number of particles at time t at site x and N−1 is the scale parameter that represents
the interdistance between adjacent particles.
The main result of this paper states that starting from an equilibrium state ;’ and
averaging over , the density eld converges in distribution to a generalized Gaussian
eld whose evolution is described by the linearization of the hydrodynamic equation
around a xed density with a white noise added (cf. Eq. (2.10)).
An open question related to the problem we address here is to prove a central limit
theorem for a second class particle for attractive zero range processes in a random
environment.
We conclude this introduction with some historical comments. The central limit
theorem for the density eld of interacting particle systems was rst considered by
Martin{Lof (1976), who investigated the problem in the context of independent ran-
dom walks. Based on the Holley{Stroock theory of generalized Ornstein{Uhlenbeck
processes Holley and Stroock, 1978, Brox and Rost (1984) and Rost (1985) proved
that the density eld converges weakly to a Gaussian eld whose evolution is formally
described by the linearization of the hydrodynamic equation with the addition of a
white noise. Their proof relies on the observation, called by Rost (1983, 1985) the
Boltzmann{Gibbs principle, that the local elds associated to non-conserved quantities
uctuate in a much faster scale than the density eld. In particular, in the time scale
at which the density eld uctuates, the other local elds should average out and only
survives the component associated to the density eld. This idea is further discussed
in Section 2.
The Boltzmann{Gibbs principle was extended to several other models in Spohn
(1986); De Masi et al. (1986); Zhu (1990) and Lu (1994). Chang and Yau (1992),
Chang (1994) proposed a new method to prove this principle that we adopt here to
examine the disordered case (cf. also Landim and Vares (1994) for another approach).
The nonequilibrium uctuations is a much less understood question and remains one
of the main open problems in the theory of the hydrodynamic behavior of interacting
particle systems. At the present time only a few one dimensional cases have been
considered (De Masi et al., 1989; Ferrari et al., 1988; Chang and Yau, 1992).
This article is divided as follows. In Section 2 we establish the notation and state
the main results. In Section 3 we prove the Boltzmann{Gibbs principle for disorder
zero range processes and in Section 4 we prove the convergence of the density eld
to a generalized Ornstein{Uhlenbeck process.
G. Gielis et al. / Stochastic Processes and their Applications 77 (1998) 187{205 189
2. Notation and results
We consider the evolution of an interacting particle system on the lattice with pe-
riodic boundary conditions. For each positive integer N , denote by TdN the discrete d
dimensional torus with Nd points. Sites of the torus are denoted by the last letters of
the alphabet x; y; z and the congurations by the Greek letters ;  so that (x) stands
for the total number of particles at site x for the conguration .
Consider a sequence of independent, identically distributed random variables N =
fNx ; x2TdNg and denote by m their common distribution. Assume that these vari-
ables take values in a compact interval of (0;1) and denote by [a0; a1] the support
of the one dimensional marginal of m : a0>0; mf; a0606a1g=1 and for every
">0; mf; 0 2 [a0; a0 + ")g>0; mf; 0 2 (a1− "; a1]g>0. To keep notation simple
we denote Nx by x.
For a xed rate function g :N!R+ such that g(0)= 0<g(k) for every k>1 and
g= supk>0 jg(k + 1) − g(k)j<1, a xed transition probability p() on Zd and a
xed environment fNx ; x2TdNg, consider the zero range process ft; t>0g whose
evolution can be informally described as follows. If a site x is occupied by k particles,
at rate p(y)xg(k) one of them jumps to site x+y. The generator LN; of this Markov
process is
(LN;f)()=
X
x; y2TdN
p(y) x g((x))[f(x; x+y)− f()]; (2.1)
where x; x+y is the conguration obtained from  letting one particle jump from x to
x + y:
(x;y)(z)=
8<
:
(x)− 1 if z = x;
(y) + 1 if z = y;
(z) otherwise:
To x ideas and keep notation simple we restrict ourselves from now on to the symmet-
ric nearest neighbor case: p(y)= 12 if jyj=1 and 0 otherwise. Throughout this article,
j  j stands for the maximum norm: jyj= max16i6d jyij and k  k for the Euclidian
norm.
The invariant measures are easy to describe. Consider the partition function Z :R+!
R+ given by
Z(’)=
X
k>0
’k
g(k)!
and denote by ’61 the radius of convergence of this partition function. In this
formula and below g(k)! stands for g(1)    g(k). We assume that the partition function
diverges as approaching the boundary of its domain:
lim
’"’
Z(’)=1: (2.2)
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For each xed environment fNx ; x2TdNg and each ’<a0’;  <’, denote by
N;’; 
N
 the product measures on the state space NT
d
N whose marginals are given by
N;’f; (x)= kg=
1
Z(−1x ’)
(−1x ’)
k
g(k)!
;
N f; (x)= kg=
1
Z( )
 k
g(k)!
for k>0. A simple computation shows that these measures are invariant and reversible
in the case where p() is symmetric. We sometimes omit the superscript N of N;’
and N .
To describe the macroscopic evolution of the system, we need to introduce some
notation. Let r : [0; a0’)!R+; R : [0; ’)!R+ be the functions dened by
R(’)=E N’ [(0)]; r(’)=Em[R(’
−1
0 )]:
It follows from assumption (2:2) that R is a strictly increasing bijection from [0; ’)
to R+. In order to guarantee the existence of an invariant measure for each density 
of particles for the disordered system, we assume that Em[R(fa0=0g’)]=1. In this
way,
lim
’!a0’
Em[E ; ’ [(0)]] = lim’!a0’
Em[E 
’−1
0
[(0)]]
= lim
’!a0’
Em[R(’−10 )]=Em[R(fa0=0g’)]=1:
Under the previous assumption, r is a bijection from [0; a0’) to R+. Denote by
 :R+! [0; a0’) its inverse. With this notation, for each xed density >0, the
density of particles with respect to the measure m(d) ;()(d) is :
Em ; () [(0)] =
Z
m(d)E 
()−1
0
[(0)]
=
Z
m(d)R(()−10 )= r(())= :
In this formula Em ; () stands for the expectation with respect to the probability measure
m(d) ;()(d). Moreover, the expectation of xg((x)) with respect to ;’ does not
depend on x and is equal to ’:
E ; ’ [xg((x))]=’ for each x in Zd:
The hydrodynamic behavior of the zero range process in random environment is in-
vestigated in Koukkous (1996): denote by Nt = 
N (t) the empirical measure obtained
assigning a mass N−d to each particle:
Nt =N
−d X
x2TdN
t(x)x=N :
In this formula u stands for the Dirac mass at u. Consider a sequence of probability
measures N on the state space NTdN whose entropy with respect to some translation
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invariant measure N’ is bounded by K0N
d for some nite constant K0 (H(N j N’ )6
K0Nd) and such that
lim sup
N!1
EN
2
4N−d X
x2TdN
(x)2
3
5<1;
lim
N!1
N
8<
:
N−d
X
x2TdN
H (x=N )(x)−
Z
Td
duH (u)0(u)
>
9=
; =0
for some prole 0 :Td!R+, every H in C(Td) and >0. Here Td and C(Td) stand,
respectively, for the d-dimensional torus and for the space of continuous functions
on Td. Koukkous proved in Koukkous (1996) that for almost all environment , the
empirical measure in the diusive scaling NtN 2 converges in probability to an absolutely
continuous measure (t; u)= (t; u) du whose density (t; u) is the weak solution of
the non linear heat equation8><
>:
@t=(1=2)
dX
j=1
@uj (
0()@uj);
(0; )= 0():
(2.3)
Fix once and for all an environment fNx ; x2TdNg and a density >0. Denote by
YN the density uctuation elds that act on smooth functions H as
YNt (H)=N
−d=2X
x
H (x=N )ft(x)− E ; () [(x)]g: (2.4)
Recall that E ; () [(x)]=R(()
−1
x ). Hereafter, to keep notation as simple as possible,
we denote R(()−1x ) by Rx. The purpose of this article is to prove that Y
N
 converges
to a stationary Gaussian process with given space{time correlations.
To state the main theorem of this section we need to introduce some notation.
Consider the lattice Zd endowed with the lexicographical order. Let h0  1 and
for each z>0 (resp. z<0), dene hz : Td!R by hz(u)=
p
2 cos(2z  u) (resp.
hz(u)=
p
2 sin(2z  u)). Here  denotes the inner product of Rd. The set fhz; z 2Zdg
is an orthonormal basis of L2(Td): each function f in L2(Td) can be written as
f=
X
z2Zd
hf; hzi hz:
In this formula and below h; i stands for the inner product of L2(Td).
Consider on L2(Td) the positive, symmetric linear operator L=(1− ). A simple
computation shows that the functions hz are eigenvectors:
Lhz = zhz;
where z =1 + 42kzk2. For a positive integer k, denote by Hk the Hilbert space
obtained as the completion of C1(Td) endowed with the inner product h; ik dened
by
hf; gik =
〈
f;Lkg

:
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It is easy to check that Hk is the subspace of L2(Td) consisting of all functions f
such thatX
z2Zd
hf; hzi2 kz<1:
In particular, if we denote L2(Td) by H0, fHk ; k>0g is a decreasing sequence of
Hilbert spaces. Moreover, on Hk the inner product h; ik can be expressed as
hf; gik =
X
z2Zd
hf; hzi hg; hzi kz :
For each positive integer k, denote by H−k the dual of Hk relative to the inner
product h; i. H−k can be obtained as the completion of L2(Td) with respect to the
inner product obtained from the quadratic form hf;fi−k dened by
hf;fi−k = sup
g2Hk
f2 hf; gi − hg; gikg:
It is again easy to check that H−k consists of all sequences fhf; hzi ; z 2Zdg such
that X
z2Zd
hf; hzi2 −kz <1
and that the inner product hf; gi−k of two functions f; g in H−k writes
hf; gi−k =
X
z2Zd
hf; hzi hg; hzi −kz :
It follows also from the explicit characterization of H−k that fHk ; k 2Zg is a de-
creasing sequence of Hilbert spaces.
We shall consider the density uctuation eld YNt as taking values in the Sobolev
space H−k for some large enough k. Fix a time T>0, a positive integer k0 and denote
by D([0; T ];H−k0 ) (resp. C([0; T ];H−k0 )) the space of H−k0 valued functions, that are
right continuous with left limits (resp. continuous), endowed with the uniform weak
topology: a sequence fYj; j>1g converges to a path Y if Yj(t) converges weakly to
Y (t) uniformly in time, i.e., if for all f in Hk0 ,
lim
j!1
sup
06t6T
j hYj(t); fi − hY (t); fi j=0:
Fix a density  and denote by QN the probability measure on D([0; T ];H−k0 ) induced
by the density uctuation eld YN introduced in Eq. (2.4) accelerated by N 2 and the
probability measure m(d) N;()(d), by PN the probability measure on D([0; T ];NT
d
N )
induced by t accelerated by N 2 and m(d) N;()(d) and denote by EN expectation
with respect to PN .
Theorem 2.1. Fix a positive integer k0>2+ (d=2). Let Q be the probability measure
concentrated on C([0; T ];H−k0 ) corresponding to the stationary generalized Ornstein{
G. Gielis et al. / Stochastic Processes and their Applications 77 (1998) 187{205 193
Uhlenbeck process with mean 0 and covariance
EQ[Yt(H)Ys(G)] =
()
(2(t − s)0())d=2

Z
Rd
du
Z
Rd
dv H (u) exp

(u− v)2
2(t − s)0()

G(v) (2.5)
for every 06s6t and H;G in Hk0 . Here () stands for the static compressibility
given by
()=
Z
m(d)E ; () [((0)− R0)2]
and H; G: Rd!R are periodic functions with period Td and equal to H;G on Td.
Then, the sequence QN converges weakly to the probability measure Q.
Theorem 2.1 relates the covariance of the equilibrium density uctuation to the
diusion coecient of the hydrodynamic equation (2.3) a parameter determined by the
non-equilibrium evolution. In the mathematical physics literature this result is called a
uctuation{dissipation theorem since it connects the non equilibrium dissipative feature
of the system to its equilibrium uctuations.
The proof of Theorem 2.1 relies on Holley and Stroock’s theory of generalized
Ornstein{Uhlenbeck processes (cf. Holley and Stroock, 1978). Denote by A the non-
negative self adjoint operator (1=2)0() dened on a dense domain of L2(Td), by
fTt; t>0g the semigroup associated to A and by B the linear operator ()r. For
t>0, let Ft be the -algebra on D([0; T ];H−k0 ) generated by Ys(H) for s6t and H
in C1(Td) and set F= (
S
t>0Ft).
Theorem 2.2. Fix a positive integer k1>2. Let Q be a probability measure on the
space fC([0; T ];H−k1 );Fg. Assume that for each H in C1(Td),
MA; Ht = Yt(H)− Y0(H)−
Z t
0
Ys(AH) ds and (M
A; H
t )
2 − kBHk22 t (2.6)
are L1(Q)Ft-martingales. Then, for all 06s<t; H in C1(Td) and subsets A of Rd,
Q[Yt(H)2A jFs] =
Z
A
1q
2
R t−s
0 kBTrHk22 dr
 exp
(
(y − Ys(Tt−sH))2
2
R t−s
0 kBTrHk22 dr
)
dy Q a:s: (2.7)
In particular, condition (2:6) and the knowledge of the restriction of Q to F0 uniquely
determines Q on fC([0; T ];H−k1 );Fg.
In our setting, for any xed time t0, the limiting distribution of YNt0 is easy to deduce:
we shall prove at the beginning of Section 2 that YNt0 converges in law to a mean zero
Gaussian eld with covariance given by
EQ[Y (H)Y (G)]= () hH;Gi (2.8)
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for each smooth function G;H in Hk0 . In particular, Theorem 2.2 reduces the proof
of Theorem 2.1 to the verication that the sequence QN converges to a probability
measure Q that solves the martingale problem (2.6).
Relation (2.6) and the equal time covariances EQ[Yt(G)Yt(H)] given by Eq. (2.8)
permit to deduce the space time covariances EQ[Ys(G)Yt(H)]: an expansion argument
gives that for 06s<t
EQ[Ys(G)Yt(H)]= () hTt−sG; H i ;
which is precisely the right-hand side of Eq. (2.5) Moreover, by Eq. (2.6) for each H
inHk1 ; W
H
t = kBHk−12 MA; Ht is a martingale with quadratic variation equal to t. There-
fore, by Levy’s martingale characterization of Brownian motion, WHt is a Brownian
motion and we may rewrite Eq. (2.6) as
Yt(H)=Y0(H) +
Z t
0
Ys(AH) ds+ kBHk2WHt ; (2.9)
where Wt is a generalized Brownian motions with covariance
EQ[WGs W
H
t ] = (s ^ t)
Z
Td
rG(u)
krGk2 
rH (u)
krHk2 du:
To deduce this last relation we used the identity 0()=()=() that follows from
the equality 0()= [r0(())]−1 and a straightforward computation of r0(’). Eq. (2.9)
suggests the following formal stochastic dierential equation for Yt :
dYt =(1=2)0()Yt dt +
p
()r dWt (2.10)
which is the linearization of the hydrodynamic equation (2:3) around the constant
prole  with a white noise added.
We conclude this section summarizing the strategy of the proof of Theorem 2.1.
Theorem 2.2 reduces the proof of Theorem 2.1 to the verication of three properties:
(a) that the sequence of probability measures is tight, (b) that the restriction to F0 of
all limit points Q of the sequence QN are Gaussian elds with covariance given by
Eq. (2.8) and (c) that all limit points Q solve the martingale problem (2.6). The rst
two properties are straightforward. To check that all limit points solve the martingale
problem, we consider martingales associated to the empirical measure: for each smooth
function G, denote by MGt and N
G
t the martingales dened by
MGt = Y
N
t (G)− YN0 (G)−
Z t
0
N 2LNN−d=2
X
x
G(x=N )[s(x)− Rx] ds;
NGt =(M
G
t )
2 −
Z t
0
fN 2LN (YNs (G))2 − 2YNs (G)N 2LNYNs (G)g ds:
A simple computation permits to rewrite these martingales as
MGt = Y
N
t (G)− YN0 (G)−
Z t
0
(1=2)N−d=2
X
x
(NG)(x=N )[xg(s(x))− ()] ds;
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NGt = (M
G
t )
2 −
Z t
0
(1=2)N−d
dX
j=1
X
x
[x+ej g(s(x + ej)) + xg(s(x))][(3N; jG)(x=N )]2 ds; (2.11)
where N stand for the discrete Laplacian and (3N; jG)(x=N ) is equal to NfG((x +
ej)=N )−G(x=N )g for 16j6d. We took advantage here from the fact that
P
x(NG)
(x=N )= 0 to add the expression ()
P
x(NG)(x=N ) to the martingale M
G
t in order
to obtain the N;() mean zero cylinder function xg((x))− ().
To prove that all limit points of the sequence QN solve the martingale problem
(2.6), it remains to close the equations in terms of the uctuation eld YNt . This is
easy for the martingale NGt : an elementary computation shows that for every continuous
function H , the L2(PN ) norm of
Z t
0
N−d
X
x
H (x=N )[xg(s(x))− ()] ds
is bounded above by C0t2N−d hH;H i, for some nite constant C0 depending only on
a0; a1 and the jump rate g. In particular, by the denition of the linear operator B, in
the limit N "1; (MGt )2 − kBHk22 t is a martingale.
To close the equation for the martingale MHt , we follow an approach introduced by
Rost (1983), (1985) (cf. Rost, 1983; Brox and Rost, 1984). For each cylinder function
	=	(; ) (	 is local on both coordinates  and ), denote by YN;	t the 	-uctuation
eld dened by
YN;	t (H)=N
−d=2X
x
H (x=N )fx	(; t)− E ; () [x	]g:
fx; x2Zdg stands for the group of translations on Zd and acts both on  and . Notice
that the integral part of the martingale MGt is equal to (
1
2 )
R t
0 Y
N;0g((0))
s (NH) ds. Since
non-conserved quantities uctuate in a much faster scale than conserved quantities, in
the time scale where the density changes, the non-conserved quantities should average
out and only their projection on the density uctuation eld should persist in the limit.
In substance, there should exist a constant C(	) such that
Z t
0
ds fYN;	s (H)− C(	)YNs (H)g
vanishes as N "1 for every smooth function H . This is the content of the Boltzmann{
Gibbs principle stated in the next section where we prove convergence to 0 in L2(PN )
of the above integral term with C(	)= (d=d)Em ; () [	] (cf. Remark 3.5). This con-
vergence and some elementary estimates ensure that in the limit Yt(G) − Y0(G) −R t
0 Ys(AH) ds is a martingale, concluding the proof of the convergence of the
density uctuation elds to the stationary generalized Ornstein{Uhlenbeck process
satisfying (2:6):
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3. The Boltzmann{Gibbs principle
We show in this section that the martingales MGt introduced just before Eq. (2.11)
can be expressed in terms of the uctuation elds Yt . This replacement of the cylinder
function xg((x))−() by the eld 0()[(x)−Rx] constitutes the main step towards
the proof of the equilibrium uctuations.
Theorem 3.1 (Boltzmann{Gibbs principle). For every continuous function G on Td
and every t>0,
lim
N!1
EN
" Z t
0
ds N−d=2

X
x
G(x=N )fxg(s(x))− ()− 0()[s(x)− Rx]g
!2#
=0:
In this formula EN stands for the expectation with respect to PN , dened just before
the statement of Theorem 2.1.
Proof. We rst localize the problem. Fix a positive integer K that shall increase to
1 after N . For each N , subdivide TdN in non overlapping cubes of length K : let
J =([N=K])d, where [a] stands for the integer part of a, and denote by fBj; 16j6Jg
non overlapping cubes of linear size K : for each j
Bj =yj + f1; : : : ; Kgd for some yj in TdN and Bi \Bj = if i 6= j:
Denote by B0 the set of sites not included in one of the cubes Bi. By construction the
cardinality of B0 is bounded by dKNd−1. With this notation, we have that
N−d=2
X
x2TdN
G(x=N )Vx() =N−d=2
X
x2B0
G(x=N )Vx()
+N−d=2
X
i
X
x2Bi
[G(x=N )− G(yi=N )]Vx()
+N−d=2
X
i
G(yi=N )
X
x2Bi
Vx(); (3.1)
where Vx()= xg((x))−()−0()[(x)−Rx]. We claim that the L2(PN ) norm of
the time integral of the rst two expressions on the right-hand side vanishes as N "1.
To show that the rst expression vanishes in the limit, apply Schwarz inequality to
bound the expected value by
t2Em N; ()
2
4 N−d=2X
x2B0
G(x=N )Vx()
!235
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because N;() is invariant. Since the cylinder function Vx has mean zero with respect
to the product measure N;(), the last expression reduces to
t2N−d
X
x2B0
G(x=N )2Em N; () [Vx()
2]
that vanishes in the limit as N "1 because the cardinality of B0 is bounded above by
dKNd−1 and Vx belongs to L2(m N;()).
For similar reasons and because G is assumed to be continuous, the expectation
of the square of the time integral of the second expression on the right-hand side of
Eq. (3.1) vanishes in the limit as N "1.
For each 16i6J , denote by i the conguration f(x); x2Big, by i the envi-
ronment fx; x2Big and by LBi; the restriction of the generator LN; to the cube
Bi:
(LBi;f)()= (1=2)
X
x; y2Bi
jx−yj=1
xg((x))[f(x;y)− f()]:
For each cube Bi, denote by fi(i; i) a function in L2(m N;()) measurable with
respect to ((x); x; x2Bi) and assume that this collection of functions are translation
invariant in the sense that fj = xj−x1f1 for 16j6J . Here the translation x apply both
to the environment  and to the conguration . By Theorem AI.6.1 in Kipnis and
Landim (1996), there exists a universal constant K1 such that for every t>0,
EN
2
4 Z t
0
ds N−d=2
X
i
G(yi=N )LBi; fi(i(s); i)
!235
6K1t
Z
m(d)
〈
WN ; (−N 2LN;)−1WN

; ; (3.2)
where
WN (; )=N−d=2
X
i
G(yi=N )LBi; fi(i; i):
In this formula and below, h; i;  stands for the inner product in L2( N;()). By con-
vention, we shall assume that the summation in Eq. (3.2) is carried over all indices
for which G(yi=N ) 6=0. In this way we may assume without loss of generality that
G(yi=N ) 6= 0 for all i. By the variational formula for the H−1 norm, the right-hand
side of the last inequality is equal to
t
Z
m(d) sup
h

2
Z
WN (; )h() N;()(d)− N 2 hh; (−LN;)hi;

;
where the supremum is taken over all functions h in L2( N;()). Integrating by parts
the expression
R
LBi;ifi(i; i)h() d 
N
;() and applying Schwarz inequality, we obtain
that it is bounded above by
1
2A
h(−LBi; )fi; fii;  +
A
2
h(−LBi; )h; hi; 
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for every A>0. The summation over i of the second term is less than or equal
to (A=2) hh; (−LN;)hi;  because LBi;  is the restriction of the generator LN; to Bi.
Therefore, taking A=N 2+(d=2)jG(yi=N )j−1, we obtain that the right-hand side of
Eq. (3.2) is bounded above by
t
Z
m(d)N−d−2
X
i
G(yi=N )2 h(−LBi; )fi; fii;
6
tkGk21
KdN 2
Z
m(d) h(−LB1 ; )f1; f1i; 
because the dynamics and the measure m are translation invariant and each fi is the
translation of f1. The last expression vanishes as N "1 for each xed function f1.
Up to this point, we reduced the proof of the theorem to the proof of
lim
K!1
inf
f
lim
N!1
EN

2
4 Z t
0
ds N−d=2
X
i
G(yi=N )
(X
x2Bi
Vx(s)− LBi; fi(i(s); i)
)!235=0;
where the inmum is taken over all L2( N;()) functions f(; ) measurable with re-
spect to the sigma algebra ((x); x; x2B1), provided fi stands for the translation
of f that makes it measurable with respect to ((x); x; x2Bi). Here we mean that
f1(; ) is in L2( N;()) for each .
By Schwarz inequality, the expectation appearing in the previous expression is
bounded above by
t2
Z
m(d)N−d
X
i
G(yi=N )2E N; ()
2
4(X
x2B1
Vx()− LB1 ; f1(1; 1)
)235
because the product measure N;() is invariant and translation invariant and because
the supports of Vx − LBi; fi; Vy − Ljfj are disjoints for x in Bi; y in Bj; i 6= j. As N
increases to innity, this expression converges to
t2kGk22Kd
Z
m(d)E  B1; ()
2
4(K−d X
x2B1
Vx − K−dLB1 ; f1
)235 : (3.3)
In this formula, B1;() stands for the restriction of ;() to NB1 . For each function
h in L2( B1;()), the formula
inf
f2L2(  B1; ())
E  B1; ()
[fh− LB1 ; fg2]
corresponds to the projection of h on the space orthogonal to the range of LB1 ; . Denote
by B1 ; L the space of all congurations of NB1 with total number of particles equal to L
and by B1 ; L the restriction of 
B1
;() to B1 ; L: 
B1 ; L
 ()= B1;()(j
P
x2B1 (x)=L). Since
the process is ergodic on each hyperplane B1 ; L, the projection on the space orthogonal
G. Gielis et al. / Stochastic Processes and their Applications 77 (1998) 187{205 199
to the range of the generator corresponds to the conditional expectation with respect
to the total number of particles. Therefore the inmum over all f in L2( B1;()) of the
expression (3:3) is equal to
t2kGk22Kd
Z
m(d)E  B1; ()
2
4(E  B1; ()
"
K−d
X
x2B1
Vx jMB1
#)235 : (3.4)
In this formula MB1 stands for the total number of particles in the cube B1: MB1 =P
x2B1 (x).
Since g() increases at most linearly and the environment takes values in a compact
set, the absolute value of Vx is bounded above by C(a1; g; )[1 + (x)]. We may
therefore introduce an indicator function in Eq. (3.4) to avoid large densities. Indeed,
x A>0 and denote K−dMB1 by MB1 . Since jK−d
P
x2B1 Vxj6C(1 + MB1 ),
Kd
Z
m(d)E  B1; ()
2
4 E  B1; ()
"
K−d
X
x2B1
VxjMB1
#!2
1f MB1>Ag
3
5
6C(a1; g; )Kd
Z
m(d)E  B1; ()
[(1 + MB1
2
1f MB1>Ag]:
By the large deviations principle for independent random variables, for A large enough
the previous integral vanishes as K "1. Therefore, to conclude the proof of the theo-
rem, it is enough to show that
lim
K!1
Kd
Z
m(d)E  B1; ()
2
4 E  B1; ()
"
K−d
X
x2B1
VxjMB1
#!2
1f MB16Ag
3
5=0 (3.5)
for every A>0.
We now apply the local central limit theorem to replace the expectation with respect
to a canonical measure by the expectation with respect to a grand canonical measure
with the right choice of the density. To present the arguments, we need to introduce
some notation. For an environment  in B1 and a density a, dene implicitly (; a)
by
E  B1; (; a)
"
K−d
X
x2B1
(x)
#
= a:
Thus, for a xed environment ; (; a) is the parameter ’ of the product measure
B1;’ that makes the total number of particles to have expectation equal to aK
d. With
the notation introduced in Section 1, we may rewrite the previous identity as
K−d
X
x2B1
R((; a)−1x )= a: (3.6)
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By denition of Vx,
E  B1; ()
"
K−d
X
x2B1
VxjMB1
#
= E  B1; ()
"
K−d
X
x2B1
xg((x)) jMB1
#
− ()− 0()K−d
X
x2B1
[(x)− Rx]:
By the local central limit theorem (cf. Petrov, 1975 or Appendix II of Kipnis and
Landim, 1996), uniformly over the environment and uniformly over a6A,E  B1; ’
"
K−d
X
x2B1
xg((x)) jMB1 = aKd
#
− E  B1; (; a)
"
K−d
X
x2B1
xg((x))
#6 CKd
for some nite constant C. We may thus replace in Eq. (3.5) the conditional expectation
by the expectation with respect to B1
;(; MB1 )
.
Since for every x in Zd the expectation of xg((x)) with respect to ;’ is equal
to ’, E  B1; (; a)
[K−d
P
x2B1 xg((x))] is equal to (; a). In particular, to conclude the
proof of the theorem, it remains to show that
lim
K!1
Kd
Z
m(d)E  B1; ()

2
4 (; MB1 )− ()− 0()K−d X
x2B1
[(x)− Rx]
!235=0: (3.7)
Rewrite the dierence (; MB1 )− ()− 0()K−d
P
x2B1 [(x)− Rx] as
(; MB1 )− (; )− (@)(; )[ MB1 − ]
+(; )− () + 0()K−d
X
x2B1
[Rx − ]
+ [(@)(; )− 0()][ MB1 − ]:
By Lemmas 3.2 and 3.3 below the absolute values of the second and third line of
the previous formula are bounded by
C0
8<
:
 
K−d
X
x2B1
[Rx − ]
!2
+
 
K−d
X
x2B1
[R0(()−1x )
−1
x − r0(())]
!29=
;
+
 
K−d
X
x2B1
[(x)− Rx]
!29=
;
for some nite constant C0 depending only on ; a0 and a1. On the other hand, by
Taylor’s expansion and Lemma 3.4, the rst term can be estimated by a bound similar
G. Gielis et al. / Stochastic Processes and their Applications 77 (1998) 187{205 201
to third term of the previous expression. (3.7) follows from this estimate and the central
limit theorem for independent random variables.
We conclude this section proving some auxiliary lemmas used above. Notice rst
that Em[R0(’−10 )
−1
0 ]= r
0(’).
Lemma 3.2. There exists a nite constant C0 depending only on ; a0 and a1 such
that (; )− () + 0()K−d
X
x2B1
fRx − g

6C0
 
K−d
X
x2B1
[Rx − ]
!2
+ C0
 
K−d
X
x2B1
[R0(()−1x )
−1
x − r0(())]
!2
:
Proof. It follows from the denition (3.6) of (; ) that
(@)(; )=
1
K−d
P
x2B1 R
0((; )−1x )−1x
 (3.8)
On the other hand, by denition of (; ),
0 =K−d
X
x2B1
[R((; )−1x )− ]
=K−d
X
x2B1
fR((; )−1x )− R(()−1x )g
+K−d
X
x2B1
fR(()−1x )− Em[R(()−1x )]g
because Em[R(()−1x )]=  by denition of (). The rst expression on the right-
most term is equal to [(; ) − ()]K−dPx2B1 R0(x−1x )−1x for some sequence
fx; x2B1g taking values in the interval [(; )^(); (; )_()]. In particular,
(; )− ()=−K
−dP
x2B1 [R(()
−1
x )− ]
K−d
P
x2B1 R
0(x−1x )−1x
 (3.9)
Let H (u)= u−1. We claim thatH
 
K−d
X
x2B1
R0(x−1x )
−1
x
!
− H (r0(()))

6C0
(K−d
X
x2B1
[R0(()−1x )
−1
x − r0(())]

+
K−d
X
x2B1
[R(()−1x )− ]

)
(3.10)
for some nite constant C0 that depends only on a0; a1 and .
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To prove this estimate notice that since H is Lipschitz on any compact subset of
(0;1), the left-hand side is bounded above by
C0
K−d
X
x2B1
R0(x−1x )
−1
x − r0(())

for some nite constant C0 that depends only on a0; a1 and  because the sequence
fx; x2B1g takes values in the interval [(; )^(); (; )_()]. We adopt the
convention hereafter that the constant C0 may change from line to line. Introducing
the intermediary term K−d
P
x2B1 R
0(()−1x )
−1
x , we bound the previous expression
by
C0
(K−d
X
x2B1
x − ()
+
K−d
X
x2B1
[R0(()−1x )
−1
x − r0(())]

)
because R0 is Lipschitz on any compact interval of R+. The second term is one of the
expressions appearing in Eq. (3.10). The rst one is bounded above by C0j(; ) −
()j because x belongs to the interval [(; ) ^ (); (; ) _ ()]. Finally, in
view of Eq. (3.9), j(; )− ()j is bounded above by
C0
K−d
X
x2B1
[R(()−1x )− ]

for some nite constant C0 that depends only on a0, a1 and . This proves the claim.
To conclude the proof of the lemma, it remains to notice that
0()=
1
r0(())
; (3.11)
to recollect the previous estimates and to apply Schwarz inequality.
Lemma 3.3. There exists a constant C0 depending only on a0; a1 and  such that
j(@)(; )− 0()j
6C0
K−d
X
x2B1
[Rx − ]
+ C0
K−d
X
x2B1
[R0(()−1x )
−1
x − r0(())]
 : (3.12)
Proof. Recall from Eqs. (3.8) and (3.11) the expressions of (@)(; ) and 0(). The
left-hand side of Eq. (3.12) may thus be written asH
 
K−d
X
x2B1
R0((; )−1x )
−1
x
!
− H (r0(()))
 :
Introducing the intermediary term H (K−d
P
x2B1 R
0(()−1x )
−1
x ), the lemma follows
from the estimates derived in the previous lemma.
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Lemma 3.4. For each 0>0; there exists a constant C0 depending only on a0; a1 and
0 such that
sup
60
sup

j(@2)(; )j6C0:
Proof. It follows from Eq. (3.8) that
(@2)(; )=−
K−d
P
x2B1 R
00((; )−1x )
−2
x
(K−d
P
x2B1 R
0((; )−1x )−1x )3

The claim follows straightforwardly from this identity and the estimates derived in
Lemma 3.2.
Remark 3.5. The same arguments permit to deduce a slightly more general result.
Let 	=	(; ) be a bounded cylinder function (it depends locally on  and ). Let
C(	)= @Em ; () [	]. Then, for every continuous function G on Td and every t>0,
lim
N!1
EN
" Z t
0
ds N−d=2

X
x
G
 x
N

fx	(; s)− E ; () [x	]− C(	)[s(x)− Rx]g
2#
=0:
4. Proof of Theorem 2.1
We prove in this section the equilibrium uctuations. We have seen in Section 2 that
the proof is divided in three steps: (a) the tightness of the sequence QN , (b) the char-
acterization of the one dimensional distributions and (c) the martingale property (2:6).
The proof of the tightness of the sequence QN for zero range processes in a random
environment follows closely the classical one and is therefore omitted. We refer the
reader to Proposition 11.3.3 in Kipnis and Landim (1996).
The characterization of the one dimensional marginals of all limit points of the
sequence QN is short and simple. A straightforward computation relying on the inde-
pendence of the variables fNx ; x 2 TdNg shows that
lim
N!1
log EN [expfiYt(H)g] =−()2 hH;H i (4.1)
for all H in C(Td). It follows from this identity that the one-dimensional marginals of
all limit points Q of the sequence QN are Gaussian elds with covariance given by
EQ [Y0(G)Y0(H)]= () hH;Gi : (4.2)
Indeed, assume without loss of generality that the sequence QN converges weakly to
Q. For a xed positive integer n,  in Rn and H1; : : : ; Hn in Hk0 , since Y0 is linear,
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by Eq. (4.1)
logEQ
2
4exp
8<
:i
nX
j=1
jY0(Hj)
9=
;
3
5= lim
N!1
EN
2
4exp
8<
:iY0
0
@ nX
j=1
jHj
1
A
9=
;
3
5
=−()
2
*
nX
j=1
jHj;
nX
j=1
jHj
+

The Q joint distribution of (Y0(H1); : : : ; Y0(Hn)) is thus Gaussian with covariance
given by Eq. (4.2).
To conclude the proof of the theorem it remains to check the martingale property
(2:6). Recall that we xed a limit point Q and assumed that QN converges to Q.
Proposition 4.1. Q solves the martingale problem (2:6).
Proof. Fix H in C2(Td) and denote by MA; Ht , NA; Ht the random processes dened by
MA; Ht = Yt(H)− Y0(H)−
Z t
0
ds Ys(AH) and N
A; H
t =(M
A; H
t )
2 − kBHk22t:
By denition, MA; Ht is Ft-measurable. Thus, in order to prove that M
A; H
t is a martin-
gale, we just need to check that
EQ [M
A; H
t U ]=EQ [M
A; H
s U ]
for all 06s6t6T and U of the form U = 1fYsi(Hi)2Ai; 16i6ng, where n is a
positive integer, 06s16   6sn6s; Hi are in C2(Td) and Ai are measurable subsets
of R for 16i6n.
Recall from Section 2 that for each H in C2(Td), the process MHt dened by
MHt = Y
N
t (G)− YN0 (G)−
Z t
0
N 2LNN−d=2
X
x
G(x=N )[s(x)− Rx] ds
is a martingale so that EN [MHt U ] is equal to EN [MHs U ]. To conclude the proof of
the rst statement of the proposition it remains to show that these two expectations
converge respectively to EQ [M
A; H
t U ] and EQ [MA; Hs U ].
By the explicit formula (2:11) for the integral term and the Boltzmann{Gibbs prin-
ciple, since U is bounded,
lim
N!1
EN [MHt U ] = limN!1 EN

Yt(H)− Y0(H)− (1=2)0()
Z t
0
ds Ys(NG)

U

:
A simple computation shows that the square of the expression inside braces on the right
hand side of the equality has uniformly (in N ) bounded expectation. In particular, since
U is bounded and QN converges weakly to Q; EN [MHt U ] converges to EQ [MA; Ht U ].
The same argument applies to the expectation EN [MHs U ], what concludes the proof of
the rst statement of the proposition.
The argument that shows that the process NA; Ht is a martingale is similar to the one
presented above to prove that MA; Ht is a martingale. It relies on the martingale NHt
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introduced in Eq. (2.11), on the Boltzmann{Gibbs principle and on the fact that the
martingale MHt has uniformly bounded fourth moments. We leave the details to the
reader.
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