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Abstract
We present a fully deterministic approach to a probabilistic inter-
pretation of inverse problems in which unknown quantities are rep-
resented by random fields or processes, described by a non-Gaussian
prior distribution. The description of the introduced random fields
is given in a “white noise” framework, which enables us to solve the
stochastic forward problem through Galerkin projection onto polyno-
mial chaos. With the help of such representation, the probabilistic
identification problem is cast in a polynomial chaos expansion setting
and the linear Bayesian form of updating. By introducing the Hermite
algebra this becomes a direct, purely algebraic way of computing the
posterior, which is inexpensive to evaluate. In addition, we show that
the well-known Kalman filter method is the low order part of this up-
date. The proposed method has been tested on a stationary diffusion
equation with prescribed source terms, characterised by an uncertain
conductivity parameter which is then identified from limited and noisy
data obtained by a measurement of the diffusing quantity.
Keywords: minimum squared error estimate, minimum variance es-
timate, polynomial chaos expansion, linear Bayesian update, Kalman
filter
1 Introduction
The mathematical model of a physical system is often characterised by quan-
tities which may be described as uncertain due to incomplete knowledge.
iii
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The reduction of the uncertainty with the help of noisy and incomplete data,
obtained by measuring a function of the system response due to different
excitations, is the subject of this paper. This is a so-called inverse prob-
lem of identification. The goal is to circumvent the “ill-posedness”of the in-
verse problem in the sense of Hadamard by a Bayesian regularisation method
[49, 48], which uses a priori knowledge as additional information to the given
set of data. In this paper we especially focus on the use of a linear Bayesian
approach [18] in the framework of “white noise” analysis.
In order to fix ideas, a Darcy-like flow through the porous medium is
considered as an example. In this particular case, the mathematical model of
the system represents a finite-element discretisation of the governing station-
ary diffusion equation. The corresponding identification problem is cast in a
linear Bayesian framework [2, 19, 21, 29, 35, 36, 50, 51], taking a probabilis-
tic model for the uncertain conductivity field with the prior assumption in a
form of a lognormal random field with some covariance function. The goal is
to update the description of the conductivity field from the data, obtained by
measuring the hydraulic head in certain locations due to applied hydraulic
loading.
Since the parameters of the model to be estimated are uncertain, all rele-
vant information may be obtained via their probability density functions. In
order to extract information from the posterior density most estimates take
the form of integrals over the posterior. These integrals may be numerically
computed via asymptotic, deterministic or sampling methods. The most of-
ten used technique represents a Markov chain Monte Carlo (MCMC) method
[13], which takes the posterior distribution for the asymptotic one. This then
allows the approximation of the desired posterior expectations by ergodic
averages. With the intention of accelerating the MCMC method many au-
thors [29, 36, 45] have tried to introduce the stochastic spectral methods into
the computation. Expanding the prior random process into the polynomial
chaos [52] or a Karhunen-Loe`ve (K–L) expansion [17, 37, 38], the inverse
problem transforms to inference on a truncated sequence of weights of the
KL modes. This approach employs the dimensionality reduction of the prob-
lem by estimating the likelihood function from the approximated solution
and further sampling it in the MCMC way. Pence [45] proposed a new ap-
proach which combines polynomial chaos theory with maximum likelihood
estimation, where the parameter estimates are calculated in a recursive or
iterative manner. In order to improve the acceptance probability of proposed
moves, Christen and Fox [10] have applied a local linearisation of the forward
model, while some authors [7, 33, 31] have tried to employ the collocation
methods as a more efficient sampling technique.
iv
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The previously mentioned methods require a large number of samples
in order to obtain satisfying results. Due to this, they are not suitable for
high dimensional problems and another procedure has to be introduced. The
main idea of this work is to perform the Bayesian update of the polynomial
chaos expansion of the a priori information to an a posteriori one without any
sampling, but in a direct, purely algebraic way in a sequel to [44], where this
kind of update was used in a case when the complete state of a dynamical
system is measured. This idea has appeared independently in [8] in a simpler
context.
The paper is organised in a following manner: Section 2 gives the math-
ematical description of an abstract physical system, whose identification is
further considered in Section 3 in the framework of the introduced method.
In Section 4 we describe the example scenario of the forward problem —
the stationary diffusion equation with uncertainties. Section 5 outlines dis-
cretisation of the obtained equations in both the deterministic and stochastic
context. Following this we are able to pose the inverse problem with respect
to the polynomial chaos representation of quantities of consideration and pro-
pose the linear Bayesian estimator in Section 6. This allows us to use the
Hermite algebra in the algorithm described in Section 7. The validation and
testing of the proposed algorithm is shown in Section 8 for different cases of
the analytical form of the “true”value of the model parameter. The paper is
then concluded in Section 9.
2 Abstract Problem Setting
Let us represent the — so-called — forward model of some physical system
by an operator A, which describes the relation between the model parameters
q, external influence f , and the system state u:
A(u; q) = f. (1)
For simplicity we assume the response u to be an element of a vector space
U , and the external influence in the dual space U∗. More importantly here,
we also assume the model parameters q to be elements of some vector space
Q; and that Eq. (1) defines a well-posed problem such that there exists a
unique “solution” u satisfying:
u = S(q; f), (2)
where S is the solution operator describing the explicit relationship between
u and the model parameters q. We further define an observation operator Y
v
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relating the complete model response u to an observation y in some vector
space Y
y = Y (q;u) = Y (q;S(q; f)). (3)
However, the measurements are in practice always disturbed by some kind
of error , which determines the difference between the actual value yˆ of a
measured quantity and the observed value z
z = yˆ + . (4)
The random elements in  are assumed to be independent of the uncertainty
in the model parameters q.
3 General Bayes Filter
3.1 The Identification or Assimilation Problem
Let us suppose that one may subject the system Eq. (1) to varying exter-
nal influences f , and observe the output z, as the observation of the model
parameters q is not possible. The goal is to update the knowledge of the pos-
sible parameter values q from observations z in a typical Bayesian setting,
here choosen as an approach based on a minimisation of the squared error
(MSE).
Let us assume that the true q is unknown, but as we are uncertain our best
guess at the moment is a random variable qf (the index f is for “forecast”)
with values in Q, i.e. qf : Ω → Q is a measurable mapping, where Ω is the
basic probability set of elementary events. The set Ω defines a probability
space (Ω,A,P), with A being a σ-algebra of subsets of Ω and P a probability
measure.
For simplicity we assume that Q is a Hilbert space with inner product
〈·|·〉Q, and S := L2(Ω) the space of random variables of finite variance such
that the Q-valued random variables form a Hilbert space Q := Q ⊗ S ∼=
L2(Ω,Q) with inner product
〈〈q1|q2〉〉Q := E
(〈q1(ω)|q2(ω)〉Q) . (5)
A frequent procedure is then to take a closed subspace Qf of Q as rep-
resenting our current knowledge, and to assume that qf is the orthogonal
projection — i.e. the point closest to q in Qf in the norm generated by 〈·|·〉Q
— of q onto the subspace Qf .
In case one has no knowledge whatsoever prior to any observation, it is
possible to take simply qf ≡ 0 corresponding to Q = {0}. Assume that from
vi
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the observations — which we assume to be in a Hilbert space Y := Y ⊗S of
Y-valued random variables — analogous toQ— we obtain more information,
and these observation random variables generate a subspace Y0 ⊆ Y . On the
other hand, from our prior knowledge qf we predict the observation y = Hqf ,
where H is a linear map from Q onto Y. Then these observations in Y0
generate the subspace
Q0 = H
∗ (Y0) (6)
in Q. The subspace Qf +Q0 ⊂ Q now represents the combined information
both from our prior knowledge and from the observation. What we want now
is the projection of q onto Qf +Q0 to assimilate the new observation, given
that we know qf ∈ Qf .
In this situation we may paraphrase a projection theorem from [32], a gen-
eralisation of the Gauss-Markov theorem, which in turn is the basis of most
regression procedures:
Theorem 3.1. In the setting just described, the random variable qa ∈ Q
— “a” stands for “assimilated” or “analysis” — is the orthogonal (MSE)
projection of q onto the subspace Qf +Q0:
qa(ω) = qf (ω) +K(z(ω)− y(ω)), (7)
with qf being the orthogonal projection onto Qf and K the “Kalman gain”
operator given by
K = Cqfy (Cy + C)
−1
, (8)
where Cqfy = Cov(qf , y) = E ((qf − E (qf ))⊗ (y − E (y))), and similarly
Cy = Cov(y, y), C = Cov(, ).
In other words, qa(ω) is the orthogonal projection of q(ω) onto Qa =
Qf +Q0, which may be written as
Qa = Qf +Q0 = Qf ⊕Qi, (9)
where the information gain (or innovation) space Qi is orthogonal to Qf .
This orthogonal decomposition in Eq. (9) is reflected in Eq. (7), where
K(z(ω)−y(ω)) generates Qi, and hence the variances of the terms in Eq. (7)
are related through Pythagoras’s theorem.
Even if the spaces Q and Y were finite-dimensional, the spaces Q and Y
are infinite-dimensional, and hence it is not possible to work with Theorem
3.1 directly in a computational setting. Hence, one approximates Q by a
finite dimensional subspace Qˆ := QN ⊗ SJ with the orthogonal projector
vii
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Pˆ : Q → Qˆ, satisfying Pˆ ∗ = Pˆ . In other words, one “projects” the projection
Eq. (7) onto the subspace Qˆ :
qˆa(ω) = Pˆ qa(ω) = Pˆ (qf (ω) +K(z(ω)− y(ω))) = Pˆ qf (ω) + PˆK(z(ω)− yˆ(ω))
= qˆf (ω) + PˆK(z(ω)− yˆ(ω)), (10)
where yˆ(ω) = HPˆqf (ω) = Hqˆf (ω). The orthogonal decomposition Eq. (9) is
hence replaced by
PˆQa = Qˆa = PˆQf ⊕ PˆQi = Qˆf ⊕ Qˆi. (11)
With all spaces now finite-dimensional, the update in the finite-dimensional
projection Eq. (10) reduces effectively to a matrix equation and is hence
readily computed, see also Eq. (34), Eq. (38) and Eq. (39) in Section 6.1.
4 Stochastic Forward Problem — An Example
4.1 Stochastic Forward Problem
The particular model problem considered here is formally a stationary diffu-
sion equation described by a conductivity parameter. It may, for example,
describe the groundwater flow through a porous subsurface rock / sand for-
mation [9, 15, 24, 41, 53]. Since the conductivity parameter in such cases is
poorly known and may be considered as uncertain, one may model it as a
random field and try to reconstruct it with data obtained by measurements.
Let us introduce a bounded spatial domain of interest G ⊂ Rd together
with the hydraulic head u, the conductivity parameter κ appearing in Darcy’s
law for the seepage flow q = −κ∇u, and f as flow sinks and sources. For
the sake of simplicity we only consider a scalar conductivity, although a
conductivity tensor would be more appropriate. By applying the principle of
conservation of mass one arrives at an equilibrium equation:
− div(κ(x, ω)∇u(x, ω)) = f(x, ω) a.e. x ∈ G, G ⊂ R2,
u(x, ω) = 0 a.e. x ∈ ∂G. (12)
The conductivity κ and the source f are defined as random fields over the
probability space Ω. Thus Eq. (12) is required to hold almost surely in ω,
i.e. P-almost everywhere.
As the conductivity κ has to be positive, and is thus restricted to a positive
cone in a vector space, we consider its logarithm as the primary quantity,
which may have any value. Assuming that it has finite variance one may
viii
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choose for maximum entropy a Gaussian distribution. Hence the conductivity
is initially log-normally distributed. Such kind of assumption is known as a
priori information/distribution:
κ(x) := exp(q(x)), q(x) ∼ N(µq, σ2q ). (13)
Also initially an exponential covariance function Covq(x, y) = σ
2
q exp(−|x −
y|/lc) with prescribed covariance length lc is chosen for q(x).
In order to make sure that the numerical methods will work well, we
strive to have similar overall properties of the stochastic system Eq. (12) as
in the deterministic case (for fixed ω). For this to hold, it is necessary that
the operator in Eq. (1) implicitly described by Eq. (12) is continuous and
continuously invertible, i.e. both κ(x, ω) and 1/κ(x, ω) have to be essentially
bounded (have finite L∞ norm) [5, 41, 38]:
κ(x, ω) > 0 a.e., ‖κ‖L∞(G×Ω) <∞, ‖1/κ‖L∞(G×Ω) <∞. (14)
Two remarks are in order here: one is that for a heterogeneous medium
each realisation κ(x, ω) should be modelled as a tensor field. This would entail
a bit more cumbersome notation and not help to explain the procedure any
better. Hence for the sake of simplicity we stay with the unrealistically simple
model of a scalar conductivity field. As a second remark we note that the
conductivity has to be positive, and hence the set of possible conductivity
fields is a cone — also a smooth manifold which can be equipped with a Lie
group structure — in the vector space of random fields, but not a subspace.
Therefore it is not possible to update it directly via a linear projection —
see the discussion in [3, 4, 43] for symmetric positive matrices. Hence, we
take the logarithm q(x, ω) = log κf , which maps the random field onto the
tangent space at the neutral element of the mentioned Lie group. In this
vector space one may use the projection setting of Theorem 4.1. After the
update, the assimilated log of the random field qa is transformed back to
the posterior field κa by an exponential mapping. Due to this, the update
formulas of Section 6 may be used on q.
The strong form given in Eq. (12) is not a good starting point for the
Galerkin approach. Thus, as in the purely deterministic case, a variational
formulation is needed, leading — via the Lax-Milgram lemma — to a well-
posed problem. Hence, we search for u ∈ U := U ⊗S such that for all v ∈ U
holds:
a(v, u) := E (a(ω)(v(·, ω), u(·, ω))) = E (〈`(ω), v(·, ω)〉) =: 〈〈`, v〉〉. (15)
Here E (b) := E (b(ω)) :=
∫
Ω
b(ω) P(dω) is the expected value of the random
variable (RV) b. The double bracket 〈〈·, ·〉〉U is interpreted as duality pairing
between U and its dual space U ∗.
ix
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The bi-linear form a in Eq. (15) is defined using the usual deterministic
bi-linear (though parameter-dependent) form :
a(ω)(v, u) :=
∫
G
∇v(x) · (κ(x, ω)∇u(x)) dx, (16)
for all u, v ∈ U := H˚1(G) = {u ∈ H1(G) | u = 0 on ∂G}. The linear form
` in Eq. (15) is similarly defined through its deterministic but parameter-
dependent counterpart:
〈`(ω), v〉 :=
∫
G
v(x)f(x, ω) dx, ∀v ∈ U , (17)
where f has to be chosen such that `(ω) is continuous on U and the linear
form ` is continuous on U , the Hilbert space tensor product of U and S.
Let us remark that — loosely speaking — the stochastic weak formulation
is just the expected value of its deterministic counterpart, formulated on the
Hilbert tensor product space U⊗S, i.e. the space of U-valued RVs with finite
variance, which is isomorphic to L2(Ω,P;U). In this way the stochastic prob-
lem can have the same theoretical properties as the underlying deterministic
one, which is highly desirable for any further numerical approximation.
4.2 Measurement of Data
The coercive bilinear form in Eq. (15) defines a selfadjoint positive and con-
tinuous linear map
A : U 7→ U ∗, (18)
which depends continuously on κ and hence on q. This operator is contin-
uously invertible, and thus it defines the solution operator as it is given in
Eq. (2), which also depends continuously on the model parameter q.
The goal of this paper is to identify the parameter κ from observations
and a priori information. However, one cannot measure the conductivity
κ = exp(q) directly — only some functional of the solution u; here denoted
by y. Let us assume that we perform the experiments providing us with
measurements of y, made in finitely many patches L:
Gˆ := {x1, ..., xL} ⊂ G, L := |Gˆ|. (19)
An example of such a functional is the average hydraulic head:
y(u, ω) := [..., y(xj), ...] ∈ RL, y(xj) =
∫
Gj
u(x, ω)dx, (20)
x
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where Gj ⊂ G is a little patch centred at xj ∈ Gˆ.
Now one can interpretate the “true” measurements yˆ ∈ RL as one reali-
sation in ωˆ of y:
yˆ = [y(x1, ωˆ), ..., y(xL, ωˆ)]
T
. (21)
Since uncertainties in measurements are inevitable, some measurement noise
is added such that z := yˆ + , where  = (1, .., L)
T is a centred Gaussian
random vector with covariance C.
5 Discretisation
In order to numerically solve Eq. (12), one has to perform its full discretisa-
tion, in both the deterministic and stochastic spaces.
5.1 Spatial Discretisation
The spatial part of Eq. (15) is discretised by a standard finite element method.
However, any other type of discretisation technique could be used. Since we
deal with Galerkin methods in the stochastic space, assuming this also in the
spatial domain gives a more compact representation of the problem. Taking
a finite element ansatz UN := {φn(x)}Nn=1 ⊂ U [47, 11, 56] as a corresponding
subspace, the solution may be approximated by:
u(x, ω) =
N∑
n=1
un(ω)φn(x), (22)
where the coefficients {un(ω)} are now RVs in S. Inserting the ansatz Eq. (22)
back into Eq. (15) and applying the spatial Galerkin conditions [41, 38], one
arrives at:
A(ω)[u(ω)] = f(ω), (23)
where the parameter dependent symmetric and uniformly positive definite
matrix A(ω) is defined similarly to a usual finite element stiffness ma-
trix as (A(ω))m,n := a(ω)(φm, φn) with the bi-linear form a(ω) given by
Eq. (16). Furthermore, the right hand side (r.h.s.) is determined by
(f(ω))m := 〈`(ω), φm〉 where the linear form `(ω) is given in Eq. (17), while
u(ω) = [u1(ω), . . . , uN (ω)]
T is introduced as a vector of random coefficients
as in Eq. (22).
Eq. (23) represents a linear equation with random r.h.s. and random ma-
trix. It is a semi-discretisation of some sort since it involves the variable
ω and is still computationally intractable, as in general one needs infinitely
many coordinates to parametrise Ω.
xi
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5.2 Stochastic Discretisation
The semi-discretised Eq. (23) is approximated such that the stochastic input
data A(ω) and f(ω) are described with the help of RVs of some known
type, here through a stochastic Galerkin (SG) method for the stochastic
discretisation of Eq. (23) [15, 40, 24, 5, 53, 30, 41, 6, 53, 1, 54, 46]. Basic
convergence of such an approximation may be established via Ce´a’s lemma
[41, 38].
In order to express the unknown coefficients (RVs) un(ω) in Eq. (22), we
choose as ansatz functions multivariate Hermite polynomials {Hα(θ(ω))}α∈J
in Gaussian RVs, also known under the name Wiener’s polynomial chaos
expansion (PCE) [28, 15, 40, 41, 38]
un(θ) =
∑
α∈J
uαnHα(θ(ω)), or u(θ) =
∑
α∈J
uαHα(θ(ω)), (24)
where uα := [uα1 , . . . , u
α
n]
T . The Cameron-Martin theorem assures us that
the algebra of Gaussian variables is dense in L2(Ω) [23, 34, 22, 20]. Here
the index set J is taken as a finite subset of N(N)0 , the set of all finite non-
negative integer sequences, i.e. multi-indices. Although the set J is finite
with cardinality |J | = R and N(N)0 is countable, there is no natural order on
it; and hence we do not impose one at this point.
Inserting the ansatz Eq. (24) into Eq. (23) and applying the Bubnov-
Galerkin projection onto the finite dimensional subspace UN ⊗ SJ , one re-
quires that the weighted residuals vanish:
∀β ∈ J : E ([f(θ)−A(θ)u(θ)]Hβ(θ)) = 0. (25)
With fβ := E (f(θ)Hβ(θ)) and Aβ,α := E (Hβ(θ)A(θ)Hα(θ)), Eq. (25)
reads:
∀β ∈ J :
∑
α∈J
Aβ,αu
α = fβ , (26)
which is a linear, symmetric and positive definite system of equations of size
N × R. The system is well-posed in the sense of Hadamard since the Lax-
Milgram lemma applies on the subspace UN ⊗ SJ .
To expose the structure of and compute the terms in Eq. (26), the para-
metric matrix in Eq. (23) is expanded in the Karhunen-Loe`ve expansion
(KLE) [41, 39, 16, 14] as
A(θ) =
∞∑
j=0
Ajξj(θ) (27)
xii
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with scalar RVs ξj . Together with Eq. (15), it is not too hard to see that Aj
can be defined by the bilinear form
aj(v, u) :=
∫
G
∇v(x) · (κjgj(x)∇u(x)) dx, (28)
with gj(x) being the coefficient of the KL expansion of κ(x, ω) =∑
j κjgj(x)ξj(θ) and (Aj)m,n := aj(φm, φn). These Aj can be com-
puted as “usual”finite element stiffness matrices with the “material
properties”κjgj(x). It is worth noting that A0 is just the usual deterministic
or mean stiffness matrix, obtained with the mean diffusion coefficient κ0(x)
as parameter.
The parametric r.h.s. in Eq. (23) has an analogous expansion to Eq. (27),
which may be either derived directly from the RN -valued RV f(ω) — effec-
tively a finite dimensional KLE — or from the continuous KLE of the random
linear form in Eq. (17). In either case
f(ω) =
∑
i
ϕiψi(ω)f i, (29)
and, as in Eq. (27), only a finite number of terms are needed. For sparse
representation of KLE see [25, 26]. The components in Eq. (26) may now
be expressed as fβ =
∑
i ϕif
i
βf i with f
i
β := E (Hβψi). Observe that the
random variables describing the input to the problem are {ξj} and {ψi}.
Introducing the expansion Eq. (27) into Eq. (26) one obtains:
∀β :
∞∑
j=0
∑
α∈J
∆jβ,αAju
α = fβ , (30)
where ∆jβ,α = E (HβξjHα). Denoting the elements of the tensor product
space RN ⊗RR in an upright bold font as for example u, and similarly linear
operators on that space, as for example A, one may further rewrite Eq. (30)
in terms of tensor products [41, 38]:
Au :=
 ∞∑
j=0
Aj ⊗∆j
(∑
α∈J
uα ⊗ eα
)
=
(∑
α∈J
fα ⊗ eα
)
=: f , (31)
where eα denotes the canonical basis in RR. The tensor product is understood
such that for B ∈ RN×N , b ∈ RN , G ∈ RR×R, and g ∈ RR, one has
(B⊗G)(b⊗g) = (Bb)⊗(Gg). A concrete representation in terms of matrices
and column vectors may be obtained by interpreting the symbol⊗ everywhere
xiii
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as a Kronecker product. On the other hand, if u is simply represented as the
N × R matrix u = [. . . ,uα, . . .] , then by exploiting the isomorphy between
RN ⊗RR and RN×R the term (Aj ⊗∆j) acts as Aju(∆j)T . With the help
of Eq. (29) and the relations directly following it, the r.h.s. in Eq. (31) may
be rewritten as
f =
∑
α∈J
∑
i
ϕif
i
αf i ⊗ eα =
∑
i
ϕif i ⊗ gi, (32)
where gi :=
∑
α∈J f
i
αe
α. Now the tensor product structure is exhibited also
for the fully discrete counterpart to Eq. (15), and not only for the solution u
and r.h.s. f , but also for the operator or matrix A.
The operator A in Eq. (31) inherits the properties of the operator in
Eq. (15) in terms of symmetry and positive definiteness [41, 38]. The sym-
metry may be verified directly from Eq. (26), while the positive definiteness
follows from the Galerkin projection and the uniform convergence in Eq. (31)
on the finite dimensional space R(N×N) ⊗ R(R×R).
In order to make the procedure computationally feasible, of course the
infinite sum in Eq. (27) has to be truncated at a finite value, say at M . The
choice ofM is now part of the stochastic discretisation and not an assumption.
One simple guide for the choice of a minimal M is naturally the wish to
introduce as much of the variance of the random field into the computation
as possible. As the total variance σ2κ is known, one may choose M such that
the variance σ2κ,M of the truncated field covers a desired fraction σ
2
κ,M/σ
2
κ
of the total variance. Sometimes the truncated series may be scaled up by
the inverse of the square root of that fraction to have again the full variance;
in this way the first two moments of the random components describing the
problem are correct, but of course higher moments are not.
Due to the uniform convergence alluded to above the sum can be extended
far enough such that the operators A in Eq. (31) are uniformly positive
definite with respect to the discretisation parameters [41, 38]. This is in
some way analogous to the use of numerical integration in the usual FEM
[47, 11, 56].
The fully discrete forward problem may finally be announced as
Au =
 M∑
j=0
Aj ⊗∆j
u = f . (33)
Hence given κ(x, ω) := exp(q(x, ω)) and f(x, ω), the matrix A(q) is the
discrete form of the operator A in Eq. (1), and its inverse is the discrete form
of the solution operator in Eq. (2).
xiv
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6 Inverse Problem
On the system described by Eq. (1) we perform measurements formalised
in Eq. (3). Typically these measurements z are only a shadow of the real
quantity of interest q — like in Plato’s cave alegory — which we would like
to identify, but are unable to observe. The measurements typically carry less
information, and are disturbed by errors .
If we now view the parameters q due to the uncertainty as a random
variable (with values in the space of admissible log-conductivity fields) and
want to approximate this random variable with our previous knowledge —
the prior random variable qf (see Sec. 3) and the measurements z, then the
minimum mean square estimator is one frequently used approximation. The
estimator is also the minimum variance estimator, i.e. a linear Bayesian
update with the variance of the difference as loss function. In the case of a
linear problem and Gaussian random variables it is well known in the guise
of the Kalman filter.
6.1 Linear Bayesian Estimator
We want to use Theorem 3.1, to update the information through projection,
and we repeat the projected formula Eq. (10) in a matrix setting
qa(ω) = qf (ω) +K(z(ω)− y(ω)), (34)
with
K = Cqfy (Cy +C)
−1
. (35)
By now — through the discretisation of the partial differential equation, the
spaces Q and Y have become finite dimensional, so the Kalman gain K in
Eq. (35) is represented by a matrix. In the ensemble Kalman filter (EnKF)
[12] this method is used in a way where qf , qa, , and y are represented by
Monte Carlo ensembles. Here, as already indicated at the end of Section 3,
we want “to project the projection formula” Eq. (34) onto the polynomial
chaos. The projection is simply computed — as the polynomial chaos is
orthogonal — by multiplying Eq. (34) with each Hβ , taking the expectation,
and dividing by ‖Hβ‖2L2(Ω) = β!, i.e. ∀β :
qβa = E (qaHβ) /β!
and so on for qβf , z
β , β and yβ . With this one has
∀β : qβa = qβf +K(zβ − yβ), (36)
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where zβ = yˆ · δβ,0+β , and δβ,γ is the Kronecker symbol. This is again a
tensorial equation, by setting for example as in Eq. (31):
qa =
∑
β∈J
qβa ⊗ eβ , (37)
and so on for z and y, where eβ is the canonical basis in RR as before. The
update Eq. (36) then may be written as
qa = qf + (K ⊗ I) (z− y). (38)
Again the simplest representation of the tensor product is to collect all the
column vectors into a matrix, e.g. Qa = [..., q
β
a , ...], Z = [...,z
β , ...] and
Y = [...,yβ , ...] as indicated following Eq. (31). With this interpretation
Eq. (38) reads
Qa = Qf +K(Z − Y ). (39)
6.2 The Kalman filter as a special case
Let us remark that the term with β = 0 in Eq. (36), Eq. (38), or Eq. (39) is
the update of the mean, thus recovering the well-known linear Bayes/ Kalman
update for the mean. These equations also contain the Kalman update for
the variance. For any expansion like
qa(θ) =
∑
β∈J
qβaHβ(θ), (40)
the variance is given by (see Appendix E)
Cqa = E (q˜a(·)⊗ q˜a(·)) =
∑
γ,β>0
qγa ⊗ qβa E (HγHβ) =
∑
γ>0
qγa ⊗ qγaγ!, (41)
as E (HγHβ) = δγβγ!. Here q˜a denotes qa with the first term equal to zero.
Defining the Gram matrix (in this case diagonal)
(
∆0
)
γβ
= E (HγHβ) =
diag(γ!), and using the matrix representation like in Eq. (39), Eq. (41) be-
comes
Cqa = Q˜a∆
0Q˜a
T
, (42)
where Q˜a is Qa with the γ = 0 term (the mean) missing. Using the assump-
tion that Cqf  = 0, one may obtain from Eq. (39) the matrix equation:
Cqa = Q˜a∆
0Q˜a
T
=
(
(Q˜f +K(Z˜ − Y˜ ))∆0(Q˜f +K(Z˜ − Y˜ ))T
)
(43)
= Cqf +KCK
T +KCyK
T −CqfyKT −KCTqfy
= Cqf +K(Cy +C)K
T −CqfyKT −KCTqfy
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With K from Eq. (35), one obtains
Cqa = Cqf +Cqfy (Cy +C)
−1
CTqfy − 2Cqfy (Cy +C)−1CTqfy (44)
= Cqf −Cqfy (Cy +C)−1CTqfy
This is exactly the usual Kalman filter update for the variance estimate.
Notice that in Eq. (36), Eq. (38), or Eq. (39) the complete random variable
is updated — up to the order kept in the PCE — and not just the first two
moments, as in the usual case of the Gauss-Markov theorem (for example in
the guise of the Kalman filter).
7 Algorithm
The linear Bayesian update procedure described in this paper can be imple-
mented as is shown in Algorithm 1.
Linear Bayesian Update
Input: a priori qf (ω) and measurement z(ω)
- approximate a priori information qf (ω) and input z(ω) by PCE:
Qf = [..., q
β
f , ...], Z = [...,z
β , ...];
- centralise Z to Z˜ (take out the mean);
- solve stochastic forward problem
u(ω) = S(qf (ω);f(ω));
- forecast of measurement
y(ω) = Y (qf (ω);u(ω)) = Y (qf (ω);S(qf (ω);f(ω)));
- PCE representation of y(ω):
Y = [...,yβ , ...];
- centralise Y to Y˜ ;
- compute covariance (see Eq. (41))
Cd = Cy +C = Y˜ ∆
0Y˜
T
+C;
- solve with an appropriate method for G (e.g., QR or SVD)
G = C−1d (Z − Y );
- compute covariance
Cqfy = Q˜f∆
0Y˜
T
;
- compute formula in Eq. (39)
Qa = Qf +CqfyG;
Output: assimilated data Qa = [..., q
β
a , ...]
Algorithm 1: Implementation of a general linear Bayesian update based
on PCE
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The inputs are defined as a priori information qf (ω) and the given mea-
surements z, which are assumed to be obtained by experiments. In this paper
the measurements are simulated, and modelled as uncertain due to existing
measurement noise . In order to identify the posterior with the help of pre-
viously described direct update procedure, the input data are transformed
to a corresponding polynomial chaos expansions. These data are then stored
in a matrix format Qf and Z respectively, where each column contains the
vector of a certain PCE coefficients. For the sake of simplicity the measure-
ment error is assumed centred Gaussian with covariance C := σ
2
I. With
the PCE of the a priori parameter one may solve the forward problem and
obtain the PCE of the solution u, which allows the calculation of some func-
tional of the solution — the forecast of the measurement — y. Subtracting
the mean value, one may compute the covariance Cy (see Eq. (41)), then find
the pseudo-inverse of Cd and multiply it by the difference (Z−Y ). Further,
it is easy to find the covariance Cqfy between the a priori and simulated
data and to compute the formula Eq. (39) in order to get the matrix of PCE
coefficients of the posterior Qa (see Appendix E).
Due to the absence of real experiments the measurement data in this paper
are simulated as shown in Algorithm 2. Namely, taking some deterministic
values for the parameters and deterministic loading conditions, we obtain the
solution u (i.e. y). As such obtained values are ’exact’, we disturbe them by
a previously described noise , to simulate a “real”measurement.
Virtual Reality — Simulation of a Measurement
Input: q(x), f(x), x ∈ G
- Conductivity κ(x) = exp(q(x));
- solve for u(x) from:
−div(κ(x)∇u(x)) = f(x),∀x ∈ G;
u(x) = 0, ∀x ∈ ∂G;
- Compute “true” measurements
yˆi =
∫
Gi u(x)dx, ∀Gi ∈ Gˆ, i = {1, 2, ..., L} ;
- Generate measurement noise
here  ∼ N(0,C) ∈ RL;
- Compute noisy measurements
z = yˆ + ;
- Approximate z by truncated PCE
z =
∑
β∈J z
βHβ ;
Output: Z = [...,zβ , ...]
Algorithm 2: Simulation of measurement
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The step of solving the forward problem may be performed in several
ways. Here the so-called low-rank sparse stochastic Galerkin method [42, 55]
and tensorial algebra as it is provided in [27] were used.
8 Numerical Results
The direct Bayesian update method is tested on the example introduced in
Section 4, defined on a bounded L-shaped domain. The numerical results
are analysed with respect to the known analytic solution, the “truth”used in
Algorithm 2.
8.1 The Measurement and the “True”Value of κ
Reality — the “truth”— (see Algorithm 2) is taken in three different scenar-
ios, where the “true”conductivity parameter is assumed as either:
1. a constant value over the spatial domain G, here κ = 2;
2. a linear function of the position x ∈ G, here κ = 2 + 0.3 · (x+ y);
3. a quadratic function in terms of x ∈ G, here κ = 2.2− 0.1 · (x2 + y2).
Note that these models are not intended to describe a specific real system
but are rather set up to demonstrate the method. Furthermore, we choose the
right hand side in all experiments as a deterministic sinusoidal function f =
f0 sin(
2pi
λ x
Td+ ϕ) where f0 represents the amplitude, λ the wave-length, ϕ
the phase, and d = [cos α sin α] the direction of the sinusoidal wave specified
by an angle α ∈ [−pi/2, pi/2]. The values of these parameters are specific to
each experiment and are given later in the text.
The forward problem is solved within the finite element framework by
discretising the spatial domain into 1032 triangular elements. In this way,
the hydraulic head data yˆ are obtained on the measurement points, chosen to
be uniformly distributed over the whole domain except the boundary nodes,
which have been excluded from the measurement as a trivial case.
8.2 Stochastic Forward Problem Example
The stationary diffusion equation may be cast as a forward model that pre-
dicts the value of the hydraulic head field at specific locations from the con-
ductivity field. The initial assumption — the a priori distribution — on
this parameter is given by a lognormal random field described by a spatially
constant mean value κ¯ = 2.4 and standard deviation σκ = 0.4. The field
xix
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Figure 1: Mean value u¯ and variance of simulated data u
is a nonlinear transformation of a Gaussian random field described by an
exponential covariance function and correlation length lc = 1 as it is given in
Eq. (13). It is approximated through a KL-expansion in 50 terms, followed
by a polynomial chaos expansion of order 3 [41]. The spatial discretisation
is the same as in the simulation of the measurement.
As an example of the stochastic forward response for the a priori distri-
bution the mean value and standard deviation of the solution for the right
hand side f = sin (2pix+ pi/8) are displayed in Fig. 1.
8.2.1 Update Procedure
The experiment is set up by averaging the hydraulic head u over a number
of patches, the centres of which are shown in Tab. 1. This constitutes the
“true”measurement yˆ.
The measurements are often performed several times by applying each
time different loading conditions which come from a change of the wave-length
λ, the phase ϕ = [0, 2pi], and the direction d (by changing α ∈ [−pi/2, pi/2])
of the sinusoidal wave. Due to this the parameter estimation is repeated here
in a sequential process (see Tab. 2). Each series of updates is an experiment,
which is performed independently for a different number of measurement
points, to show the influence of the amount of the measured information.
Thus in each experiment the posterior from the first update represents the
prior for the second update and so on.
xx
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−1 0 1−1
−0.5
0
0.5
1
−1 0 1−1
−0.5
0
0.5
1
a) 447 measurement patches b) 239 measurement patches
−1 0 1−1
−0.5
0
0.5
1
−1 0 1−1
−0.5
0
0.5
1
c) 120 measurement patches d) 10 measurement patches
Table 1: Position of measurement points (FEM nodes) used in the experi-
ments
Exp. L εp εa: 1st up. 2nd up. 3rd up. 4th up.
1. 477 0.45 0.08 0.04 0.03 0.03
2. 239 0.45 0.08 0.05 0.05 0.04
3. 120 0.45 0.07 0.05 0.05 0.04
4. 60 0.45 0.07 0.06 0.05 0.05
5. 10 0.45 0.13 0.08 0.07 0.07
Table 2: “Constant truth”: Decay of the relative error εa in each experi-
ment
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In order to describe the properties of the update procedure, let us define
the relative errors εa and ε¯a corresponding to the posterior distribution after
each update:
εa :=
‖κa − κt‖L2(Ω⊗G)
‖κt‖L2(Ω⊗G)
; ε¯a :=
|E(κa)− E(κt)|
|E(κt)| (45)
where κt represents the truth. The corresponding errors for the initial prior
are denoted by εp and ε¯p respectively. With this we define errors ratios
ρ := εa/εp and ρ¯ := ε¯a/ε¯p: which define the quantity:
I = 1− ρ, (46)
here called the total improvement of the update. This quantity describes
the relation between the prior and posterior, i.e., how much the posterior has
improved after the update procedure from the prior compared to the “truth”.
One may follow the change of εa of the update in Tab. 2 with respect to the
number of experiments as well as with respect to the number of measurement
points L. As expected, the error is smaller in experiment with a higher
number of measurement points. It also descreases in each experiment with
the number of sequential updates. This happens due to additional available
information in the update process. However, it sometimes may happen that
the error with a smaller set of measurement points is better than with the
larger one. The reason are the measurement point positions, which in some
0.5 1 1.5 2 2.5 3 3.5 4 4.5 50
2
4
6
κ
PD
F
 
 
κf
κ
a
Figure 2: “Constant truth”, experiment 3 (L=120): Posterior prob-
ability density function κa compared to the prior κf for a single point in
domain
region of the domain bring much more information into the update process
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than in others. For example the boundary nodes bring trivial information
into the update process and hence we exclude them. In the case of the
“constant truth ”already ca. 10 measurement points suffice after four updates
to reduce the error to 7%. We have not tried to optimise the position of
the measurement points/patches or the loading in the experiments, which is
beyond the scope of this paper.
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Figure 3: “Constant truth”, experiment 1 (L=447) after 4th up-
date: a) Relative error ε¯a (the mean of the posterior compared to the mean
of the truth) b) relative error εa (the posterior compared to the truth) c)
improvement I (the posterior compared to the prior)
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Figure 4: “Constant truth”, experiment 1 (L=447): Convergence of the
relative error in the mean of the posterior, ε¯a, with the number of sequential
updates and a different number of KL terms in the expansion of the prior
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Figure 5: “Constant truth”, experiment 1 (L=447): Convergence of
ρvar with the number of updates and the measurement points
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Figure 6: “Linear truth”, experiment 1 (L=447): Convergence be-
haviour of the relative error εa with respect to the number of sequential
updates and measurement points
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Furthermore, comparing the probability density function of the a priori
and a posteriori distribution in one point of the domain (experiment 3.) in
Fig. 2, one may notice that the latter one is more narrowed and centred
around the “true”value 2. This is also shown in Fig. 3a, where the relative
error ε¯a in the mean already after the first update reduces to 2%, which
means that the first order moment is almost instantaneously identified.
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Figure 7: “Linear truth”, experiment 1 (L=447) after 4th update:
a) Relative error ε¯a (the mean of the posterior compared to the truth) b)
relative RMS error εa (the posterior compared to the truth) c) improvement
I (the posterior compared to the prior)
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Figure 8: “Quadratic truth”, experiment 1 (L=447) after 4th up-
date: a) mean of the prior, κ¯f b) truth, κ c) mean of the posterior, κ¯a
However, the error in higher order terms (see Fig. 3b) is more important
xxv
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since it describes how much of the uncertainty has been removed. This is also
shown in Fig. 3c, where we plot the improvement I from Eq. (46) obtained
after the first update in the first experiment. In addition, we study the
behaviour of the mean and variance of the posterior with respect to the
number of KLE modes used in the expansion of the prior. The mean value
converges relatively fast (see Fig. 4). Already with 10 KLE modes we obtain
an error of 1%. However, the variance converges a bit slower. One needs
50 KLE modes in order to significantly reduce the error in variance. This
we show by plotting the convergence of the relative variance ρvar in Fig. 5
obtained as a ratio between the posterior and prior variance.
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Figure 9: “Quadratic truth”, experiment 1 (L=447) after 4th update
a) Relative error ε¯a (the mean of the posterior compared to the truth) b)
relative RMS error εa (the posterior compared to the truth) c) improvement
I (the posterior compared to the prior)
For the “linear truth”, we repeat the same procedure as given in Tab. 2,
i.e. five independent experiments, each of them containing four sequential up-
dates. The convergence of the relative error has similar properties as before
as one may see in Fig. 6. Thus, the error ratio ρ drops with the number of up-
dates, as it is expected, due to increasing precision of the a priori distribution
compared to the truth.
The behaviour of the relative error εa is similar to the case of the “constant
truth”, see Fig. 7. However, a problem arises in the identification of the
boundary values, where the relative error and the error in the mean become
larger and hence the improvement smaller. This is an expected behaviour
since the boundary nodes are excluded from the measurement as a trivial
case (zero boundary conditions).
In Fig. 8, we reconstruct a “quadratic truth”from a spatially uniform
xxvi
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Figure 10: “Quadratic truth”, experiment 1 (L=447): Convergence of
the relative error with the number of updates and the measurement error σε
obtained for 447 measurement points
lognormal prior. The error behaviour in Fig. 9 is similar to the previous case
of the “linear truth”.
Having in mind that the measurements are disturbed with centred Gaus-
sian noise with standard deviation σε, we have investigated the influence of
this parameter on the update process in Fig. 10. Here one may learn that
this parameter has only a minor influence on the update. Obviously the
main contribution to the error for the range of tested σ still comes from the
incomplete information in the measurement.
9 Conclusion
A linear Bayesian estimation of unknown parameters is formulated in a pur-
erly deterministic and algebraic way, without the need for any kind of sam-
pling techniques like MCMC. The regularisation of the ill-posed problem is
achieved by introduction of a priori information approximated by a combi-
nation of Karhunen-Loe´ve and polynomial chaos expansions truncated to a
finite number of terms. This representation enters a stochastic forward model,
solved by a Galerkin procedure in a low-rank and sparse format. Taking the
forward solution to forecast the measurement, the update of the prior is a
projection of the minimum variance estimator from linear Bayesian updating
xxvii
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onto the polynomial chaos basis. The new estimate is obtained for all terms
of the PCE, i.e. one is able to estimate all higher order moments, not just
the mean and the variance. We have shown that for the mean and variance
the estimation is of the Kalman type.
The suggested method is tested on the stationary diffusion equation with
prescribed source terms and unknown conductivity parameter. The identifi-
cation experiment, characterised by a sequential update process, is performed
for a “deterministic truth”with increasing spatial compability. In this way
we have shown the influence of additional information and loading conditions
on the update process.
The presented linear Bayesian update does not need any linearity in the
forward model, and it can readily update non-Gaussian uncertainties. In
addition, it accommodates noisy measurements and skewed RVs.
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Appendix
These appendices list some fundamental properties of the polynomial chaos
expansion (PCE), the connected Hermite algebra, and the use of the Hermite
transform.
A Multi-Indices
In the above formulation, the need for multi-indices of arbitrary length arises.
Formally they may be defined by
α = (α1, . . . , αj , . . .) ∈ N(N)0 := N , (47)
which are sequences of non-negative integers, only finitely many of which
are non-zero. As by definition 0! := 1, the following expressions are well
defined:
|α| :=
∞∑
j=1
αj , α! :=
∞∏
j=1
αj !, `(α) := max{j ∈ N |αj > 0}. (48)
B Hermite Polynomials
As there are different ways to define — and to normalise — the Hermite
polynomials, a specific way has to be chosen. In applications with probability
theory it seems most advantageous to use the following definition [20, 22, 23,
34]:
hk(t) := (−1)ket2/2
(
d
dt
)k
e−t
2/2; ∀t ∈ R, k ∈ N0, (49)
where the coefficient of the highest power of t — which is tk for hk — is equal
to unity.
The first five polynomials are:
h0(t) = 1, h1(t) = t, h2(t) = t
2 − 1,
h3(t) = t
3 − 3t, h4(t) = t4 − 6t2 + 3.
The recursion relation for these polynomials is
hk+1(t) = t hk(t)− k hk−1(t); k ∈ N. (50)
These are orthogonal polynomials w.r.t standard Gaussian probability
measure Γ, where Γ(dt) = (2pi)−1/2e−t
2/2 dt — the set {hk(t)/
√
k! | k ∈ N0}
xxix
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forms a complete orthonormal system (CONS) in L2(R,Γ) — as the Hermite
polynomials satisfy ∫ ∞
−∞
hm(t)hn(t) Γ(dt) = n! δnm. (51)
Multi-variate Hermite polynomials will be defined right away for an in-
finite number of variables, i.e. for t = (t1, t2, . . . , tj , . . .) ∈ RN, the space
of all sequences. This uses the multi-indices defined in Appendix A: For
α = (α1, . . . , αj , . . .) ∈ N remember that except for a finite number all other
αj are zero; hence in the definition of the multi-variate Hermite polynomial
Hα(t) :=
∞∏
j=1
hαj (tj); ∀t ∈ RN, α ∈ N , (52)
except for finitely many factors all others are h0, which equals unity, and the
infinite product is really a finite one and well defined.
The space RN can be equipped with a Gaussian (product) measure [20,
22, 23, 34], again denoted by Γ. Then the set {Hα(t)/
√
α! | α ∈ N} is a
CONS in L2(RN,Γ) as the multivariate Hermite polynomials satisfy∫
RN
Hα(t)Hβ(t) Γ(dt) = α! δαβ , (53)
where the Kronecker symbol is extended to δαβ = 1 in case α = β and zero
otherwise.
C The Hermite Algebra
Consider first the usual univariate Hermite polynomials {hk} as defined in
Appendix B, Eq. (49). As the univariate Hermite polynomials are a linear
basis for the polynomial algebra, i.e. every polynomial can be written as linear
combination of Hermite polynomials, this is also the case for the product of
two Hermite polynomials hkh`, which is clearly also a polynomial:
hk(t)h`(t) =
k+∑`
n=|k−`|
c
(n)
k` hn(t) (54)
The coefficients are only non-zero [34] for integer g = (k + `+ n)/2 ∈ N and
if g ≥ k ∧ g ≥ ` ∧ g ≥ n. They can be explicitly given
c
(n)
k` =
k! `!
(g − k)! (g − `)! (g − n)! , (55)
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and are called the structure constants of the univariate Hermite algebra.
For the multivariate Hermite algebra, analogous statements hold [34]:
Hα(t)Hβ(t) =
∑
γ
cγαβHγ(t). (56)
with the multivariate structure constants
cγαβ =
∞∏
j=1
c
γj
αjβj
, (57)
defined in terms of the univariate structure constants Eq. (55).
From this it is easy to see that
E (HαHβHγ) = E
(
Hγ
∑

cαβH
)
= cγαβγ!. (58)
Products of more than two Hermite polynomials may be computed recur-
sively, we here look at triple products as an example, using Eq. (56):
HαHβHδ =
(∑
γ
cγαβHγ
)
Hδ =
∑

(∑
γ
cγδc
γ
αβ
)
H. (59)
D The Hermite Transform
A variant of the Hermite transform maps a random variable onto the set of
expansion coefficients of the PCE [22]. Any random variable r ∈ L2(Ω,V)
which may be represented with a PCE
r(ω) =
∑
α∈N(N)0
%αHα(θ(ω)), (60)
is mapped onto
H (r) := (%α)α∈N = (%) ∈ RN . (61)
This way r¯ := E(r) = %0 and H (r¯) = (%0, 0, 0, ...), as well a r˜(ω) = r(ω)− r¯
and H (r˜) = (0, (%α)α∈J ,α>0) are explicitly given. These sequences may
be seen also as the coefficients of power series in infinitely many complex
variables z ∈ CN, namely by ∑
α∈N(N)0
%αzα,
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where zα :=
∏
j z
αj
j . This is the original definition of the Hermite transform
[22].
It can be used to easily compute the Hermite transform of the ordinary
product like in Eq. (56), as
H (HαHβ) = (c
γ
αβ)γ∈N(N)0
. (62)
With the structure constants Eq. (57) one defines the matrices Qγ2 := (c
γ
αβ)
with indices α and β. With this notation the Hermite transform of the
product of two random variables r1(ω) =
∑
α∈N(N)0
%α1Hα(θ) and r2(ω) =∑
β∈N(N)0
%β2Hβ(θ) is
H (r1r2) =
(
(%1)Q
γ
2(%2)
T )
)
γ∈N(N)0
(63)
Each coefficient is a bilinear form in the coefficient sequences of the factors,
and the collection of all those bilinear forms Q2 = (Q
γ
2)γ∈N(N)0
is a bilinear
mapping that maps the coefficient sequences of r1 and r2 into the coefficient
sequence of the product
H (r1r2) =: Q2((%1), (%2)) = Q2 (H (r1),H (r2)) . (64)
Products of more than two random variables may now be defined recur-
sively through the use of associativity. e.g. r1r2r3r4 = (((r1r2)r3)r4):
∀k > 2 : H
 k∏
j=1
rj
 := Qk((%1), (%2), . . . , (%k)) :=
Qk−1(Q2((%1), (%2)), (%3) . . . , (%k)). (65)
Each Qk is again composed of a sequence of k-linear forms {Qγk}γ∈N(N)0 , which
define each coefficient of the Hermite transform of the k-fold product.
E Higher order moments
Consider RVs rj(ω) =
∑
α∈N ρ
α
jHα(θ) with values in a vector space V (see
Appendix D), then r¯, r˜(ω), as well as ραj are in V. More generally, any
moment may be easily computed knowing the PCE. The k-th centred moment
of the RVs r1(ω), r2(ω), ..., rk(ω) is defined as
Mkr1...rk = E
(⊗kj=1r˜j) , (66)
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a tensor of order k. Hence the k-point correlation (the k-th moment) may be
expressed as
Mkr1...rk =
∑
γ1,...,γk>0
E
 k∏
j=1
Hγj (θ)
 k⊗
m=1
ργ
j
m , (67)
and in particular:
Cr1r2 = M
2
r1r2 = E (r˜1 ⊗ r˜2) =
∑
γ,β>0
ργ1 ⊗ ρβ2 E (HγHβ) =
∑
γ>0
ργ1 ⊗ ργ2γ!,
(68)
as E (HγHβ) = δγβγ!. The expected values of the products of Hermite poly-
nomials in Eq. (67) may be computed analytically, using the formulas from
Appendix C and D.
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