[1] The need has long been recognized to improve 12 predictions of flow and transport in partially saturated 13 heterogeneous soils and fractured rock of the vadose zone 14 for many practical applications, such as remediation of 15 contaminated sites, nuclear waste disposal in geological 16 formations, and climate predictions. Until recently, flow and 17 transport processes in heterogeneous subsurface media with 18 oscillating irregularities were assumed to be random and 19 were not analyzed using methods of nonlinear dynamics. 20 The goals of this paper are to review the theoretical 21 concepts, present the results, and provide perspectives 22 on investigations of flow and transport in unsaturated 23 heterogeneous soils and fractured rock, using the methods 24 of nonlinear dynamics and deterministic chaos. The results of 25 laboratory and field investigations indicate that the nonlinear 26 dynamics of flow and transport processes in unsaturated 27 soils and fractured rocks arise from the dynamic feedback 28 and competition between various nonlinear physical 29 processes along with complex geometry of flow paths. [2] The intriguing word ''chaos'' has attracted the attention 54 of many scientists and nonscientists for centuries. Hesiod 55 was probably the first to introduce the word chaos in his 56 Theogony (written in $700 B.C.) as nothing but void, 57 formless matter, infinite space. He appears to associate chaos 58 with the great chasm, as some sort of gap between earth and 59 sky; but chaos also represented the underworld or the earth. 60 The first modern scientific application of the word chaos 61 belongs to Li and Yorke [1975] , who described the mathe-62 matical problem of a time evolution with sensitive depen-63 dence on initial conditions. Since the pioneering work of Li 64 and Yorke [1975], chaos has been used in the scientific 65 literature not only to define randomness but also to define 66 the characteristics of chaotic dynamics generated by predom-67 inately deterministic processes. Chaotic dynamics, known 68 popularly as chaos, is among the most fascinating new fields 69 in modern science, reforming our perception of order and 70 pattern in nature [Gleick, 1987] . Chaos theory has become 71 a widely applied scientific concept, used in such larger 72 constructs as ''complexity theory'' [Nicolis and Prigogine, 73 1989], ''complex systems theory,'' ''synergetics'' [Haken, 74 1983], and ''nonlinear dynamics'' [Abarbanel, 1996] . Non- [Haken, 1983] .
where Y t is the value of the function at a time step t and Y tÀ1
153 is that at a previous time step t À 1; or a deterministic 154 system may contain a random component that is not its 155 driving force
where e t is a random input (shock) function. Stochastic (or 158 random) systems are driven by a random force described 159 using a probabilistic function, e.g.,
where p t is a random variable, being a driving force of the system at all times t. Time series data obtained from 163 measurements of one of the system's variables can be used 164 to infer whether the system is deterministic or stochastic or 165 contains the properties of both of them. proportional to its value at the time t
196 chaotic system is a system in which both deterministic and 197 stochastic processes play a significant role in system dy-198 namics. A combination of deterministic and stochastic 199 processes may result in a system in which deterministic 200 (nonchaotic) processes are interrupted with irregular shocks 201 [Schuster, 1988] . It is important to discriminate whether an 202 irregular behavior is caused by nonlinear deterministic 203 chaotic dynamics or by nonlinear stochastic dynamics 204 [Timmer et al., 2000] . 205 2.1.2. Criteria of a Deterministic Chaotic System
206
[10] The physical system may exhibit a deterministic 207 chaotic behavior under the following conditions:
208
[11] 1. The system is dissipative, which, unlike a conser-209 vative system, is (1) an open system, exchanging energy, 210 matter, and information with the surrounding environment 211 [Prigogine and Stengers, 1997] , and (2) characterized by 212 the presence of irreversible processes, disequilibrium, and 213 self-organization, e.g., the ability to organize or arrange the 214 system's behavior [Nicolis and Prigogine, 1989] . Examples 215 of dissipative systems are electrical circuits, in which some 216 electric and magnetic energy is dissipated in the resistors as 217 the heat, or viscoelastic mechanical systems with friction 218 that causes a loss of energy. One of the essential properties 219 of a dissipative system is fluctuation of system micro-220 components [Haken, 1983; Nicolis and Prigogine, 1989] , 221 which is often observed in physical, chemical, and biolog-222 ical systems near a critical state, i.e., where the system can 223 change its macroscopic state. (Note that dissipative systems 224 may exhibit monotonic behavior because of volume and 225 time averaging of variables measured to characterize the 226 system.)
227
[12] 2. The system is nonlinear; coupled effects of several 228 nonlinear processes are governed by nonlinear ordinary or 229 partial differential equations with bounded nonperiodic 230 solutions.
231
[13] 3. The system behavior is sensitive to small varia-232 tions in initial conditions. For example, Figure 1 demon-233 strates the paths of seven sliding boards down a slope, 234 starting with identical velocities from points spaced at 1-mm 235 intervals. Figure 1 demonstrates that in a chaotic system, 236 nearby states will eventually diverge no matter how small 237 the initial difference is [Lorenz, 1997] . Such a system 238 essentially forgets its initial conditions and cannot exactly 239 repeat its past behavior, so that the information on initial 240 conditions cannot be recovered from later states of the 241 system.
242
[14] 4. Intrinsic properties of the system, not random 243 external factors, cause an irregular, chaotic dynamic for 244 system components. In a deterministic chaotic system, new 245 emergent structures and properties may arise without being 246 affected by externally imposed boundary conditions.
247
[15] Note that the presence of nonlinearity [Acheson, 248 1997] and dissipation [Tsonis, 1992] are insufficient for a 249 system to be chaotic. 250 2.1.3. Routes to Chaos
251
[16] Using the analysis of the phase space trajectories, 252 several types of routes to chaos can be identified: bifurca-253 tions (period doubling, pitchfork, subtle, catastrophic, 254 explosive, symmetric, or asymmetric), intermittency, and 255 collapse of quasiperiodicity [Tsonis, 1992; Arnold, 1984] .
256
Figure 2 demonstrates two types of an intermittency route to 257 chaos. Figure 2a gives an example of a signal alternating in 258 time between long regular (e.g., laminar) phases and rela-259 tively short irregular (e.g., random or deterministic chaotic) 260 bursts, indicating that the system exhibits a discontinuous 261 dynamics over time [Schuster, 1988] . quasiperiodicity [Rabinovich and Trubetskov, 1994] (an 265 example is demonstrated in section 4.2). [Blitz, 275 1992; Baas and Emmeche, 1997]. If one assumes that a Figure 1 . The paths of seven sliding boards down a slope, starting with identical velocities from points spaced at 1-mm intervals, demonstrating an essential property of chaotic behavior: Nearby states will eventually diverge no matter how small the initial difference is [Lorenz, 1997] .
276 process depends on interaction of system's components 277 (e.g., particles), then a new process (developed under new 278 boundary conditions) will map each system's component 279 to its new distinct value, so that a new process becomes 280 emergent. Thus the interaction of the system's components 281 (subsystems) creates emerging patterns in the system's 282 behavior. Emergent structures, in turn, control the macro-283 scopic behavior of the system. A notion of emergence can 284 also be considered from the point of view of a hierarchical 285 system, in which the emergent patterns on higher levels 286 are arising from those on lower levels of the system. 287 Simple examples of the emergence are the following: 288 (1) Individual molecules do not have temperature or 289 pressure as a whole system, (b) collective oscillations in 290 ecosystems are different from those of processes in plants 291 or soils, and (3) flow and transport in fractured rock on a 292 regional scale are different from those for liquid flow and 293 chemical interactions in fractures and the matrix (on a 294 lower level). The spontaneous emergence of complex and 295 often surprising macroscopic structures could result from 296 the collective behavior of local-scale processes. In a 297 system with collective behavior, macroscopic, spatially 298 averaged, and time-averaged processes evolve indepen-299 dently, without direct influence on microscopic chaotic 300 dynamics. Chaotic processes, which develop on a small 301 scale and evolve into some kind of collective (volume or 302 time averaged) behavior, can be described using a few 303 variables [Chaté et al., 1996] said that the attractor is plotted in the parameter space),
338
(2) the one-dimensional scalar array [Abarbanel, 1996] , 339 X i (t), of one of the physical variables (e.g., time series of 340 pressure, temperature, velocity, or saturation array) and its 341 first and second derivatives, and (3) the scalar data, X i (t),
342
and the values X i (t + t) and X i (t + 2t), separated by a time 343 delay, t, between successive measurements (this procedure 344 is called a pseudo phase space reconstruction).
345
[21] The bounds of the attractor characterize the range of 346 system parameters within which the system behaves. Some . Examples of time series data exhibiting different types of an intermittency route to chaos: (a) a signal alternates between laminar (monotonic) phases and relatively short chaotic bursts [Schuster, 1988] and (b) a signal alternates between the long-term quasiperiodic fluctuations (phase 1) and short-term (phase 2) fluctuations (called a collapse of quasiperiodicity [Rabinovich and Trubetskov, 1994] Figure 3f that the unstructured 372 scatter of the points, which make up the attractor, character-373 izes the contribution of a random component. An analysis of 374 a nonlinear dynamical system, using one-dimensional 375 observations of a scalar signal, includes the determination 376 of several time series and diagnostic parameters of chaos 377 [Abarbanel, 1996] . 378 2.2.2. Time Domain Analysis
379
[23] Fourier transformation is a conventional method of 380 analyzing time series data to determine the power (mean 381 square amplitude) as a function of frequency. Periodic and 382 quasiperiodic data produce a few dominant peaks in the 383 spectrum, while deterministic chaotic and random data 384 produce broad spectra. The autocorrelation function can 405 characterizes an uncorrelated process (Brownian motion or 406 Gaussian noise), with successive steps being independent. 407 H < 0.5 yields a negatively correlated stochastic process, 408 and H > 0.5 characterizes a positively correlated process. 409 As H increases toward 1, the stochastic process becomes 410 less irregular, with better defined trends, implying improved 411 near-term predictability of the system behavior.
412
[25] As a chaotic system may include both noisy and 413 deterministic chaotic components, it is important to dis-414 criminate these components [Kapitaniak, 1988; Williams, 415 1997; Dubois, 1998] [Tsonis, 1992; Abarbanel, 1996] [Abarbanel, 1996] [Kennel et al., 1992] . Using the FNN method, we determine n-dimensional phase space given by 475 Procaccia, 1983a, 1983b] 479 where C(r) is the number of pairs separated by distances 480 less than r, N is the number of points, and H f is the 481 Heaviside function, which takes the value of 1 if (r À jx i À 482 x j j) > 0 and 0 otherwise.
483
[31] Lyapunov exponents are the most valuable diagnos-484 tic parameters needed to identify a chaotic system. The 485 Lyapunov exponents are a measure of the divergence with 486 time of initially adjacent trajectories in the phase space. The 487 number of Lyapunov exponents equals the local embedding 488 dimension D L . 489 2.2.4. Number of Points for Chaotic Analysis
490
[32] There is no general rule to determine the needed 491 number of data points for a chaos analysis [Williams, 1997] . 492 The minimum number of points to produce an error of no 493 more than 0.05n (for 95% confidence) for n < 20 (where n is 494 the embedding dimension) in calculating D cor can be 495 determined from [Tsonis, 1992] 
497 From equation (7), for example, for n = 4 the minimum 498 number of points is $4000, and for n = 5 it is 10,000 points. 499 Using fewer points, the attractor dimension can be under-500 estimated [Lorenz, 1991; Tsonis, 1992] . In the presence of 501 noise the attractor dimensions can be overestimated, as the 502 noise itself behaves as an infinite-dimensional system that 503 diffuses the fractal structure of the attractor [Kapitaniak, 504 1988 [33] A common equation used to describe flow in a fully 509 saturated fracture is a cubic law [Witherspoon et al., 1980] . 510 However, a combination of many nonlinear factors and 511 processes on a local scale in a fracture leads to the departure 512 from the cubic law even in a single fracture [Pyrak-Nolte et 513 al., 1995] . One of the alternative approaches for the 514 problem of modeling is based on the concept of a hierarchy 515 of scales. A conventional hierarchical approach [e.g., 516 Wheatcraft and Cushman, 1991; Neuman and Di Federico, 517 1998; Doughty and Karasaki, 2002] presents an infinite 518 hierarchy of scales for a permeability field, implying that 519 the same partial differential equation describes flow pro-520 cesses on different scales, with differences arising from the 521 effect of using different properties at different scales. 522 Contrary to this approach, a hierarchical approach by 523 Faybishenko et al. [2001b 523 Faybishenko et al. [ , 2003a assumes different phe-524 nomenological models for different hierarchical scales. 525 These hierarchical scales are as follows: (1) 
where q i (i = 1, . . ., k) represents different state variables.
566
Using the time series of a variable, a discrete scalar time 567 series deterministic model can be presented as
where subscript n denotes discrete time steps and N is a 570 nonlinear function, which can also be a vector [Lai and 571 Chen, 1996; Haken, 1997] . In the presence of a random 572 variable (h n ), with the expected value E(h n ) = 0, the model
The application of this model using the results of the water-576 air injection test is given in section 4.1. 2.3.1.3. Intermediate-or Large-Scale Models
578
[36] The space-and time-dependent state vector of the 579 system variable (quantity), q, can be presented as
where f (x, t) could refer to either a scalar variable (e.g.,
582
pressure, temperature, and concentration) or flow through 583 the material. The general form of the evolution (balance) 
587 where q c is the rate of change of q, q p is the production rate 588 of q, and q l is the loss rate of q. Taking into account both 589 nonlinear deterministic and stochastic components of q, 590 equation (12) can be presented as [Haken, 1983 [Haken, , 1997 
592 where N is a nonlinear function, q 0 is the temporal deriv-593 ative of q, x is the space variable, F(x,t) is a fluctuating 594 external force, and a is a control parameter. 595 2.3.1.4. Time Delay Equation
596
[37] If the delay time (t) is known, which is typical for 597 systems with a feedback, a simplified form of equation (13) 598 can be given by a delay equation [38] Discrete time series chaotic models (derived as an 608 approximation of simple continuous analytical functions) 609 are extensively used in population dynamics [May, 1981] . 610 For example, from the exponential function
612 where A and a are coefficients, one can obtain the 613 difference equation
615 The investigation of equation (16) shows that as A 616 increases, the function x n+1 = f(x n ) goes from a stable 617 state to cycling, period doubling, and then to chaos. 618 Equations (15) and (16) were used to describe the time 619 series data in population dynamics [May, 1981; Sparrow, 620 1982 ]. An application of equation (16) 
where s(t) is the soil saturation at time t, t is the time delay by molecular forces [Faybishenko et al., 2001b] . For both 692 large and small Reynolds numbers, film flow on an inclined 693 surface can be described using a fourth-order partial differ- [1991b] . organized'' critical state [Janosi and Horvath, 1989] . [Liou, 1999; Pruess, 1999 Pruess, , 2000 Ho, 2001] . 808 3.1.3. Temporal Changes in Flow Geometry
809
[48] Field and laboratory studies revealed that fractures 810 might become nonconductive because apertures could grad-811 ually be closed, either partially or completely. For example, 812 in a series of laboratory experiments, Gentier et al. [2000] 813 found that as the normal stress increases, the initial value of 814 intrinsic transmissivity is reduced by 1.5-10 times, with 815 the smallest reductions for fractures with hard infill. In 816 field infiltration tests, Dahan et al. [2001] found that 817 fracture coating, salt dissolution, particle shearing from 818 the relatively soft fracture surfaces, disintegration of fracture 819 filling materials, solid particle migration, and clay swelling 820 are the main processes causing instability and temporal 821 variation of the flow rate. These intrafracture changes are 822 likely to affect the directions of flow paths as well. [49] Fracture network conceptual models are based on 825 evaluation of fracture length, density, and connectivity. 826 Several studies indicate a power law distribution of either 827 faults [Bour and Davy, 1997] or fracture lengths [Walmann 828 et al., 1996; Renshaw, 2000] . However, the power law 829 distribution may fail for small scales (less than 10 À5 -830 10 À3 m) or large scales (exceeding 10 1 -10 2 m), and the 831 power law exponent may not be constant [Renshaw, 2000] . 832 Because water flow in a fracture network embedded in a 833 low-permeability matrix depends strongly on the intercon- 873 Karasaki, 2002] . It is important that the presence of a fractal 874 structure of a fracture network is indicative of an expected 875 chaotic behavior for flow in the subsurface [Dubois, 1998; 876 Turcotte, 1997] .
877
[51] Models for fracture pattern have limitations in in-878 vestigating unsaturated flow, because observable fractures 879 often play no significant role in water flow, even when they 880 appear to be geometrically interconnected [Faybishenko et 881 al., 2000; Glass et al., 2002] . To account for fractures 882 affecting flow, Liu et al. [1998] proposed an active fracture 883 model for unsaturated flow and transport in fractured rock, 884 assuming gravity-dominated, nonequilibrium, preferential 885 liquid flow in fractures, and a reduced area of fracture-886 matrix interaction. They inferred that active fractures con-887 stitute about 18-27% of the connected fractures in highly 888 fractured tuff under ambient conditions. Moreover, flow 889 paths in partially saturated rocks are not exactly repeatable, 890 because they depend on small variations in boundary and 891 initial conditions [Faybishenko et [Johns and Roberts, 1991; 912 Pruess, 1999; Pruess et al., 1999; Su et al., 1999] , and 913 fingering [Selker et al., 1992] . Water channeling in fractures 914 limits diffusive coupling between the fracture and matrix to 915 a small area of the fracture plane [Dykhuizen, 1992; Su et 916 al., 1999] .
917
[54] Episodic flow events are observed at all scales but 918 particularly at a laboratory scale and are caused by a 919 combination of physical processes resulting, for example, 920 from pore throat and preferential flow effects, surface 921 wettability, fracture roughness, and asperity contacts. Nu-922 merous examples of flow instability and episodic flow in 923 both soils and fractured rock are described in the literature. 924 For example, the flow rate [Prazak et al., 1992; Podgorney 925 et al., 2000; Salve et al., 2002] and capillary pressure 926 [Selker et al., 1992] exhibit significant high-frequency 927 temporal fluctuations under constant boundary conditions 928 during infiltration into the subsurface. Air compression 929 ahead of the wetting front creates a pulsation of water 930 pressure at the wetting front [Wang et al., 1998] with a small noise component [Shaw, 1984] in an open space [Harvey and Garabedian, 1991] thermal vapor diffusion [Milly, 1996] and Parlange [1998] showed that in the near-surface zone could change gradually . 
Chemical Transport

1081
[62] Turing [1952] was the first to show that spontaneous morphologies such as fingers [Renard et al., 1998 ]. The 1087 deterministic chaotic diffusion-reaction process (for assess-
1088
ing the reaction rate in chemical systems) replaces the old 1089 stochastic transport models [Schuster, 1988; Gaspard and 1090 Klages, 1998 ]. According to the deterministic chaotic con- etc. [Ortoleva, 1994, chapter 6] . Figure 9a illustrates the Sposito [1998] showed that mixing is driven by unsteady . Figure 10e illustrates that a small difference in Figure 9 . (a) Illustration of the two-mineral reaction front between the chemically altered and unaltered zones with the accumulation of mineral B (shaded zones) at tips of dissolution fingers for mineral A, showing an oscillatory switching between two configurations, and (b) illustration of branching of propagating fingers [Ortoleva, 1994, Figures 7 -5 and 7-17] . [Rabinovich and Trubetskov, 1994, p. 228] , implying the should produce reliable calculation results.
1289
[69] The remarkable feature of the pseudo phase space (Figure 15a ). We assume that high-frequency fluctuations tions, followed by quasiperiodic fluctuations (Figure 16e ).
1429
The most interesting observation is the change in the shape paths , further evidence of chaos.
1492
Experimental results [Faybishenko et al., , 2001b and 1493 numerical modeling [Doughty, 2000] the predictability of a vadose zone system cannot be signif- Figure 16 . (a)-(e) Time series and (f ) attractors of dripping intervals for dripping point 10 (HHA infiltration test 8, 1999), demonstrating different types of chaos developed over time with a corresponding shift in the attractor. Figure 16a shows points 1 -500, quasiperiodic, almost double-cycling fluctuations around a constant mean value Figure 16b shows points 501 -1100; the amount of noise increases and the attractor is shifted. Figure 16c shows points 1101-2500; the fluctuations gradually die out and the attractor becomes a group of minor noisy fluctuations. Figure 16d shows points 2550 -43500, a gradual increase in the periodicity of fluctuations, while the attractor is inverted compared to that for points 1 -500. Figure 16e shows an expanded view of the portion of Figure 16d between drips 3900 and 4400. Figure 16f shows the 2-D attractor, demonstrating the shift in the attractor' shape over time. and (b) corresponding the phase plane diagram as the relationship between dq/dt and q [Faybishenko, 2002] . 
