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Using an index for periodic solutions of an autonomous equation defined by 
Fuller, we prove Alexander and Yorke’s global Hopf bifurcation theorem. 
As the Fuller index can be defined for retarded functional differential equations, 
the global bifurcation theorem can also be proved in this case. These results 
imply the existence of periodic solutions for delay equations with several 
rationally related delays, for example, k:(t) = -m[ax(t - 1) + bx(t - 2)1&x(t)), 
with a and b non-negative and oi greater than some computable quantity &a, b) 
calculated from the linearized equation. 
INTRODUCTION 
In 1967, Fuller [I] defined an index for periodic solutions of an autonomous 
ordinary differential equation. His definition is similar to the definition of a 
fixed point index used in differential geometry (see, for example, [2]). It is well- 
known that the fixed point index may also be defined analytically using perturba- 
tion techniques (see, for example, [3]). In this paper, we present an alternative 
definition of Fuller’s index using perturbation techniques. To define a fixed 
point index, one uses an approximation theorem for continuous maps; to define 
the Fuller index, the Kupka-Smale theorem is used in place of the approximation 
theorem. Results from generic bifurcation theory [4,5,6] are also used. Moreover, 
the Fuller index is defined for some infinite dimensional systems. 
As applications of Fuller’s index, we give: (1) a simpler proof of Alexander and 
Yorke’s theorem on global bifurcations of periodic orbits [7]; (2) an extension of 
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Alexander and Yorke’s theorem to functional differential equations; (3) some 
existence theorems of periodic solutions of functional differential equations with 
several time lags. 
The results in [7] are analogs, for periodic solutions of autonomous 
equations, of the global bifurcation theorem of Rabinowitz [lo], although the 
proof is quite different. Recently Ize [15, 161 simplified the proof somewhat and 
Nussbaum [25] has extended Ize’s arguments to cover functional differential 
equations. By using the Fuller index one can give a proof of the Alexander-Yorke 
theorem completely analogous to that of Rabinowitz. 
The existence theorems concern equations studied previously by many 
authors, for example Jones [20, 211, Grafton [22], Nussbaum [23, 24, 26, 271 
and Kaplan and Yorke [19]. Most deal with the case of a single time lag although 
multiple lags are considered in [19, 21, 26, 21. Generally, however, multiple 
Iags have been quite difficult to analyze and not much is known. 
1. THE FULLER DEGREE 
Consider an autonomous ordinary differential equation 
in n-dimensional space, and let r(t, a) denote the associated flow with initial 
point a. We shall present here the definition of a degree for non-constant 
periodic solutions of (1.1) first defined by Fuller [l], as well as a proof of its 
homotopy invariance. 
Fix an open bounded set Q C (0, m) x Ri' which is bounded away from 
(0) x R”, and let 17(f) be the periodic points 
n(f) = {(T, a)~ [0, oz) x R" / x(T, a) = a3 
of (1.1) in the product space [0, m) x R". Assume that there are no periodic 
points intersecting the boundary of Sz, that is, 
(In particular, no fixed points b of (1.1) can lie in the projection of Sz on RR", for 
otherwise there would be a point (T, b) in 17(f) n X?.) The Fuller degree 
d(Q, f) is a rational number defined for those Q and f which satisfy (1.2). More- 
over, iff”, 0 < 01 < 1, is a homotopy of vectorfields such that 
II( = a, for all 0 < 01 < I (1.3) 
then d(Q, f*) is independent of IY. 
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Consider a particular periodic orbit y C R” with least period 7’ > 0. That is, 
y = fx(t, a) 1 0 < t < T) 
where u E Rn and T = infit > 0 j s(t, a) = a}. Let K > 1 be an integer. Set 
.T = {KT) x ycI7(f) (l-4) 
so that ris considered to be the orbit y with period kT. Let 1, p1 ,..., pnn-r be the 
eigenvalues of the matrix 
D&T, a) = $(T, a). 
Note that these are in fact the characteristic multipliers of the orbit y with 
period T. Alternatively, p1 , ya ,..., pn-r are the eigenvalues of the derivative of 
the PoincarC map associated with the periodic orbit y with period T. Clearly, 
the multipliers of the same orbit y, but considered with period kT, are the eigen- 
values 1, pr” ,..., &r of the matrix D,x(kT, u). The characteristic multipliers 
p1 ,... , pn-r are called non.triviaZ. 
First of all, suppose that all periodic orbits of (1.1) are hyperbolic, i.e., 
[ pi 1 f 1, for all nontrivial characteristic multipliers. It is well known that 
such r C 17(f) as in (1.4) are all isolated in (0, co) x R’“. So, in particular, only a 
finite number of periodic orbits lie in Q. Also, this property holds for generic 
f~ C1[Rn, Ris) ( corn ac o p t p en topology) by the Kupka-Smale theorem [8], [9]. 
The set of such f is denoted by KS. If f E KS, the index of r is defined as the 
rational number 
i(r) = (l/k)(-l)q 
(T = number of pcik in (1, co). 
(1.5) 
We emphasize that one must specify the period kT as well as the orbit in Rn 
for i(r) to be defined. For example, we may set 
F = (k,Tj x {x(t, a) j 0 < t < T}, k, # k. 
In defining the Fuller index, r and pare considered different orbits, even though 
they correspond to the same orbit in the phase space Ii”. In general i(r) and 
i(p) will be different. The Fuller degree is now defined as the finite sum 
dmf) = pw, 
where summation is taken over all r C Q as in (1.4). 
If f # KS, then by the Kupka-Smale theorem we may choose fO E KS near f. 
If f0 is near enough to f, then the function xO(t, a) - a does not vanish on &‘2. 
Consequently, 
qfo)nm = 0, 
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and d(Q, f”) is defined. Thus, d(Q, f) may be defined as 
d(Qn, f) = w, fO), (1.6) 
provided (1.6) is independent of the choice off0. That is, iffr E KS is also nearf; 
it must be shown that 
q2,fO) = d(Qfl). 
More generally, consider any f O, f l E KS, not necessarily near each other. 
Suppose f 01, 0 < LX < 1, is a homotopy from f O to f 1 such that the corresponding 
flow +(tl u) has no periodic orbits on 8Q. We shall show that the Fuller degrees 
off o and f 1 with respect to L? are equal. If f O and f 1 are the two approximations to 
f$ KS, then in particular the homotopy may be chosen to be linear 
f” = af’ + (1 - a)fO, O<Z<l. 
All of this demonstrates that d(Q, f) is well defined as long as (1.2) holds, and is 
locally constant, that is, 
d(Q, g) = d(Q, f) for g near f. 
This means that d(Q,f”) is independent of a for all homotopies satisfying (1.3). 
Consider than a homotopy f Oi from f a E KS to f i E KS, satisfying (1.3) for 
all CL. Brunovsky [4] has proved a Kupka-Smale theorem for one-parameter 
families of diffeomorphisms, and by using the arguments of Peixoto [28] the 
analogous theorem for vector fields is obtained. In fact Sotomayor [29] proves 
this (among other things) for flows on two-dimensional manifolds. Specifically, 
the results show that we may choose a homotopy gE nears” such that 
go sf"; gl = fl; 
g” is near f” in C1(Rn, Rn); 
n(g”)nm = a, O<ot<l; 
and g” E KS except for finitely many 01’s, say 
(a I g” $ KS} = {sl , cx2 ,..., cx,) C (0, 1). 
Moreover, at each 01 = o”j (1 < j < p) the periodic orbits of g” in 9 undergo a 
particularly nice bifurcation. As 01 increases past LX~ exactly one of the following 
occurs. 
(1) Two periodic orbits ri”, ypoL C Rz of least periods Ti(a), TV existing 
for cy < CL~ merge at 01 = c+ to form y = y;j = yI;j, and then disappear for 
N > aj . The least periods vary continuously and approach a common value 
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To = T,(q) = T2(aj). Th e nontrivial multipliers of y corresponding to period 
T,, are 
Pl = 1, 
P2 >..‘f P-c,+1 E (1, a>, 
E-Lo+2 Y..‘? l-b+,+1 E(--CO, -11, 
I Pj I # 1, /-Q 4 (-a, -1) u (1, a> for 0+7+2<j<n-1. 
On the orbits K” and yam (a < aj) the multipliers near p1 = 1 are slightly less 
than and slightly greater than one respectively. Thus for 01 < CQ , it is easy to 
check 
Thus for any integer k > 0, 
Consequently, the merging and disappearance of r.rE and ys” do not change the 
Fuller degree d(Q, g”) as ol passes the value olj . 
(1’) The same situation as in (1) occurs but yja, j = 1,2, exists for 01 > CL~ . 
As before, the Fuller degree does not change. 
(2) A periodic orbit yl” C R*x of least period T,(a) exists for 01 on both sides 
of No . It has the following characteristic multipliers corresponding to the period 
T,W 
Y1<--1 for Q < olj , 
k>-1 for IX > olj 9 
P2 ,--., k&+1 E (1, 031, 
PC,+Z9~*vP0+7+1~(-~9 -09 
l&l # 1, Pj$(-m,-l)u(l, co) for a+~+2<j<n-1. 
In addition, on one side of Us , say 01 > olj , an orbit yam _C Rn of least period T,(a) 
branches from rlE. This new orbit has approximately twice the period 
T,(a) --f 2Tl(aj) as 01+ 04 . 
Corresponding to this periodic orbit the characteristic multipliers satisfy the 
following: 
v1 > 1 
VP ,... ,Vo+,+1E (17 m>; 
lql f 1, ~jI(-9--1)u(LcQ) for o+r+2<j<n-1 
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except for an even number of vj in (- cc, - 1); 
vj is near pi’ for 1 <j <n-- I. 
The indices are seen to be 
‘(l/k){-l)“, 
i 
k = odd, 
i((kT,(cr)) x yrU) = 
1 
(l/k)(-l)““+l, k = even and 01 < aj , 
(1 /Q--l)“+‘, k = even and 01 > q; 
i({kT,(ol)} x yzQ) = (1/k)(-l)(1+7+? 
It is important here to observe that because the period of ya” is approximately 
twice that of rim, the orbit (k?‘,(a)} x ~a* branches from (ANT,) x yl” in the 
product space. Thus, we observe that i((kT,(a)~ x rlE) is unchanged as 01 crosses 
01~ for k = odd. For k = even, i.e., at even multiples of Z’r(o1) we have 
i((2kT,(or)} x y;) = (1/2k)(-ll)of7+1, 01 < clg ,
i@k~,(4) x r19 + i({kT&)) x yz*) = (1/2k)(-ll!o+T-+1, 01 > aj . 
i2gain, this means that as 01 crosses the value CQ the degree d(Q,$?) does not 
change. 
(2’) Situations similar to (2) occur, but pL1 and v1 lie on opposite sides of 
-1 and I respectively. Also, the solution yaa of double period exists for a: < clj 
rather than a: > 01~ . The analysis here is essentially the same. 
(3) A periodic orbit y” _C R’” of least period T(cx) exists for a on both sides 
of oij . It has characteristic multipliers corresponding to the period T(a): 
I I-d1 I = I Pz I < 1 for 01 < “j ) 
I Pl I = I Pz I I-=- 1 for a! > CXj p 
pl = j& = $““@ at (II = olj where 0 E (0, 1) is irrational, 
IPjl f l for 3 <j<n-1. 
In this case the index i({kT(ol)} x ya) is not changed as 01 crosses 01~ . It may be 
assumed that (d/dol) 1 pL1 1 f 0 and that a generic condition on the vectorfield 
gar ensures that an invariant torus T(CX) bifurcates from yp either for a < CQ or 
a! > czj , say for a: > aj (Ruelle and Takens [6]). Any new periodic points in .Q 
which arise for DI > 01~ must belong to periodic solutions on this torus. However, 
the rotation number of the flow on the torus must be near 2~0, so the irra- 
rionality of 0 implies that for a near 01~ the least period of such solutions must be 
large. In particular, since Q is bounded in (0, co) x R”, the orbits of such solu- 
tions together with their periods cannot lie in B. Hence, as 01 crosses 01~ no 
periodic solutions are created or destroyed in C! and the indices there do not 
change. The degree d(Q, ga) is therefore constant as cx crosses sj . 
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Since cases (I), (2), and (3) above exhaust the list of all possible generic 
bifurcations, it follows that 6(Q, ga) is constant for 0 < 01 < 1. Consequently, 
the Fuller degree d(SZ, f) is well defined forf satisfying (1.2), and invariant under 
homotopies f” satisfying (1.4). 
Remark. By slightly modifying the above discussions one can show in fact 
that if Q(a) changes with 01 in such a way that 
Q d2f (J Q(o1) x { } . p 01 IS o en and bounded in [0, CXJ) x Rn x [0, 11, 
O<a<l 
n(f”) n 3f2 # .ET for each 01, 
then d(L)(a), f”) is constant in 01. 
Remark. Observe that the formula (1.5) for i(r) is somewhat arbitrary. More 
generally we could let i(r) = a],,(-lp where a, , a2 ,... are fixed numbers. Then 
from the above arguments, particularly (2), a sufficient condition to obtain a 
well defined, homotopy invariant degree d(Q,f; a, , as ,...) is that 
ask = aJ2 for all k. 
Thus the Fuller degree, with a, = l/k, is but one member in this family of 
degrees. 
2. THE GLOBAL HOPF BIFURCATION THEOREM 
Assume x = 0 is a fixed point of the parameterized ordinary differential 
equation (ODE) 
2 = f”(X) (2-l) 
where the parameter 01 lies in an open interval I C (- 00, co). Thus, we have 
f”(x) = A(+ + O(l x I”), IxI-+O, 
for some rz x n matrix A(a). Suppose there is a set P = (01~ , CY~ ,...> of parameter 
values such that 
(1) the points of P are isolated in 1. 
(2) for 01 E 1- P, no eigenvalues of 4(a) lie on the imaginary axis. 
(3) for 01 = olj E P, there are exactly two eigenvalues &tiwj , wj > 0, of A(n+) 
on the imaginary axis. 
(4) as 01 increases past olj , the real parts of the eigenvalues of A(a) near 
fiwi change sign. 
For 01# P the origin is a hyperbolic fixed point of (2.1). Consequently, for a 
given T > 0 there are no periodic orbits near 0 E Rn with period T. If 01 = aj E P 
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the same statement holds as long as T is bounded away from the values 2&/c+ : 
where K > 0 is an integer. Thus, if we let 
B = {(T, 0, a) E (0, co) x Rn x I j T = 2rk/wj ,01= a, for some integer k > Oj 
then there is a continuous function S( T, a) with 
S(T, a) > 0 for (T, 0, a) + B 
=o for (T, 0, aj E B 
such that no non-constant periodic orbit of period T of (2.1) intersects the bail 
j x j < 6(T, a). That is, periodic solutions may branch from x’ = 0 only at 
T = 2nk/wj and 01 = 0~~ . 
Define 
A = ((T, a, ci) E [0, co) x R” x I / .P(T, a) = a>, and 
K = (fl - (0, co) x (0) x I) u B. 
Note that K is closed and contains the closure of /l - (0, a> x (0) x I. Fix 
p = (2~kiwj , 0, xj) E B, so that p is a possible bifurcation point for non- 
constant periodic orbits. Let K,, be the maximal connected component of K 
containing p. 
THEOREM 2.1. Either K, contains a point (T, a, a) ,where a # 0 is a critical 
point of eqzcatiorz (2.1), in which case K, is unbounded, OT K,, is disjoint from 
(0) x R” x I C A. In the latta case, if in addition K0 is bounded in (0, ~3) x Rfi 
for 01 in compact subsets of I, and E > 0 is given, then there exists Q satisfJGzg 
K,,CDC(O,co) x Rn xI,.Q==open; 
r;2 is bounded in (0, 00) x Rm for a in compact subsets of I; 
K n 82 = a, hence A n ~32 C(0, co) x (0) x I; 
each poiltt of aQ is within E of K,, _ 
(22j 
Let a- < aj < E+ where 01~ is the only point of P in [a-, a+] _CI, and the distance 
from au_ and CL+ to P is greater than E. Then, for any D satisfying (2.2), 
d(Q(a,),f”‘) = d(Q(x),f”-) + ; (--1)0, 
P = Pd- PB 9 (2.3j 
p1 = number of eigenvalues of A(oi,) on (0, cr,), 
0 if the eigenvalues in (4) move from the left 
Ps = half plane to the right half plane, 
1 if they move from right to left. 
Using Theorem 2.1, it is possible to prove the global bifurcation theorem of 
Alexander and Parke [7] for non-constant periodic solutions, which is the analog 
of a theorem Rabinowitz [lo] for fixed points. 
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THEOREM 2.2 (Alexander and Yorke). The component KY, must have at least 
one of the following properties. 
(1) K, contaik a point q = (27rm/wl , 0, aL) with 01~ # aj; 
(2) K,, is unboulzded in (0, co) x R” x I in the sense that it contains points 
(T, x, a) for which either T is arbitrarily large, 1 x j is large, or (y. lies outside any 
given compact subset of I. 
Proof of Theorem 2.1. If (T, a, a) E K, with a f 0 a critical point, then 
[0, co) x ((a, LX)} C K,, . In the second case, where K0 contains no non-zero 
critical points, a theorem of Yorke [ll] g ives a lower bound for the period of a 
solution of a differential equation; this bound holds uniformly for (x, LX) in 
compact sets. Hence, points (T, X, a) E K,, are a distance 7(x, a) > 0 from the 
set (0) x R” x I, where 7 is some continuous function. To construct Q, let Sz, 
be the union of open balls of radius Q(X, a) about all points (T, x, LX) E KY0 , where 
T~(x, w.) is continuous and satisfies 
0 < 7&, a) < min{e, ~(x, LX)>; 
~~(x, a) --+ 0 uniformly for x E R”, as 01 approaches the endpoints of I. 
Now by arguing as in [lo], and using the existence of the function S(T, ol), it is 
possible to remove from Q1 a neighborhood of 8a r\ K such that the resulting 
set Q satisfies (2.2). 
To demonstrate (2.3), let fm E Cm(R” x 1, R”) converge to f uniformly in the 
Cl-topology, and in addition satisfy 
support (f - fnz) --f (x = 0, (Y = CL~}; 
fmU(0) = 0 for all 01, m; 
the set P, corresponding to fm equals the set P; 
the linearized equation at x = 0, 01 = 01~ is unchanged; 
the eigenvalues of (4) corresponding to fm cross the imaginary 
axis with non-zero velocity as a! crosses aj . 
Such a sequence certainly exists. We impose one other condition on the fin , 
namely that there is a generic Hopf bifurcation from 01 = 01j , x = 0 for each f*,% . 
By this, we mean the appropriate term in the third order Taylor expansion of 
fS is non-zero, so as to give a unique periodic solution zc,,(t, CL) bifurcating from 
01 = 01~ , x = 0, of the form 
x,,(t, CL) = c(vl cos w,t + zj2 sin w$) + O(G), 
a! = aj + cm2 + O(S), CT,, f 0, 
least period = 2r/wj + O(E). 
(2.4) 
Here zll , ~7~ are a basis for the eigenspace of A(aj) corresponding to pure 
imaginary eigenvalues and E is an artificial amplitude. parameter. See [5], [6j 
and [17] for more details. 
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It is easily seen that for large enough m, aQ n K,Tz, = M where K,, is defined 
analogously to K. This implies the component K,,,O _C Q, and hence the analog of 
(2.2) for fin holds. Moreover 
q++),f”*) = 4Q4f”,+). 
Thus, consider such a fixed nz, and let 6,(T, a) be the analog of S(T, a) for fnl I 
Remove from S2 the set defined by 1 x j *< 6,,(T, a) to give the set a, and note 
that 8;?1 n 11, C B. Thus, 
wk)~f;;) = 4J%4,fma), a- e 01 < aj , 
4Jx~+)~f:;;? = e&Q33 
OIj < a < 01; * 
Now, because of the form of the bifurcating solution xm(t, a) in (2.4), the change 
in ~(.@Lx), fm*) as 01 increases past 0~~ equals the Fuller index of X, when C,, > 0, 
and the negative of the Fuller index when C, < 0. 
For simplicity consider the case where C, > 0 and the eigenvalues in (4) 
move from left to right, so pa = 0. In this case, one of the non-trivial charac- 
teristic multipliers of X, is in (0, 1) near one, and the other ?z - 2 are near 
exp(2?rk/tr/wj) where X, ,..., h,-a are the eigenvalues of a(,) with non-zero real 
part. (Again, see [5], [6], [17].) The Fuller index of x, with period near 2z-k/q 
is thus (l/k)(-1) 01, which proves the theorem in this case. The other cases 
(pa = 1, C,, < 0) are handled similarly. 
Proof of Theorem 2.2. Suppose (1) and (2) are false, There is thus a compact 
set 1; C I such that for any point (T, X, a) E K,, , 01 E 1, . Also, Theorem 2.1 
applies to yield a set Li = a, and points ac < ~lj < LX+ where LX+ can be chosen 
independent of E as E -+ 0. Choose 01~ ,01a E I - I1 so that 01~ < inf 1, and 
sup 1, < a, . Then, for small enough E, iiQ n /l contains no points with 
cr.E[%,ol-lU[~+,%l, so 
d(Q(a,),f”l) = d(S2(ac), f “-) = d(B(a+), f “+) f l/k = d(B(a,), f “) + l/k 
by homotopy invariance and Theorem 2.1. But (2.2) implies Q(aJ = Q(LY.J = ,G 
for small E, hence 
d(l2(ci,),f*1) = d(B(a,),f”‘) = 0, 
a contradiction. 
3. FUNCTIONAL DIFFERENTIAL EQUATIONS 
It is now natural to extend the Fuller degree to more genera1 evolution 
equations such as functional differential equations, (FDE’s) and parabolic 
equations. We will show in this section how this can be done for FDE’s. 
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Recall the now standard set-ups for FDE’s as given by Hale 1121. The phase 
space is the Banach space of all continuous functions defined on [-r, 0] with 
the sup norm 
c = C[-Y, O] 
where Y 2 0 is the basic delay. An FDE then takes the form: 
with initial condition 
x0 = v, YE c, 
where 
f:C+Rn, XER”, 
and xt E C is defined by 
xt(Q = x(t + 0 -r<e<o. 
For example, in the equation 
5(t) = -[ux(t - 1) + bx(t - 2)] g(X(t)), XER, g:R+R, 
(3.1) 
(3.2) 
wehaven = 1,~ =2and 
fb,> = -b?J(-1) + b(--2)1i?bvw 
For such equations the eigenvalues of a fixed point and characteristic multipliers 
(and exponents) of periodic orbits are well defined. There are only finitely many 
eigenvalues to the right of any vertical line Re h = constant in the complex 
plane, and only finitely many characteristic multipliers outside of any circle 
1 p 1 = constant in the complex plane. Thus, the index i(r) of a hyperbolic 
periodic orbit may be defined analogously as follows. 
Let B _C (0, co) x C[-r, 0] b e o p en and bounded and contain no periodic 
solutions on its boundary: 
17(f) n as2 = 0 
where II(f) = {(T, 9)) E [0, co) x C 1 xr(~) = y} and 1 x,(cp)j denotes the 
unique solution of (3.1) satisfying initial condition (3.2). If all periodic solutions 
r _C Q are hyperbolic, then they are in particular isolated in Q. Since C[-r, 0] 
is an infinite dimensional Banach space, D is not compact and there could be 
infinitely many periodic solutions r _C Q. If this were so, then the Fuller degree 
q&f> = c VI 
i-p 
(3.3) 
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would not be defined. We therefore restrict our attentions only to those vector 
fields with the property: 
f: C -+ Rvz maps bounded sets into bounded sets. (3.4) 
(In applications, property (3.4) is always satisfied). For suchf, there is a uniform 
Lipschitz constant for all periodic solutions r _C D. By Ascoli’s lemma, there are 
only finitely many periodic solutions r_C .Q. Thus, the degree (3.3) is well 
defined. Note that property (3.4) holds for the example given above, 
If not all periodic solutions I’ C Q are hyperbolic, (that is if f $ KS), then one 
must make a perturbation by choosing f O E KS near f to define the index. Such 
a perturbation can be found in [13] where the Kupka-Smale theorem for FDE’s 
is proved. Moreover, f” E KS satisfies (3.4). The techniques used in (131 can 
also be used to prove the analog of Brunovsky’s theorem [4] for one parameter 
families of FDE’s. One may thus demonstrate the homotopy invariance of the 
Fuller degree for FDE’s with property (3.4). 
Finally, because the Hopf bifurcation theorem carries over to FDE’s [5], the 
global Hopf bifurcation theorem (Theorem 2.2) holds for FDE’s. The lower 
bound on the period needed in the proof of Theorem 2.1 is given by Li [14]; 
see also Lasota and Yorke [IS]. Note that the number pr given in Theorem 2.1 
is now the number of roots of the characteristic equation on (0, co): 
.4(h) = det(hl - f’(O) eh-) = 0. 
4. AN APPLICATION 
A major difficulty in using the Fuller index is that the product space 
[0, co) x Rn is not compact in the T-coordinate. Even if one deals with flows 
on a compact manifold IW, for example, the space [O, co) x WE is still not 
compact, and it may be difficult to prevent the period of an orbit from getting 
large as a parameter is varied. 
For certain types of delay differential equations, however, it may be shown 
that certain periods, say TX and T, can never occur. If one can obtain a solution 
with period in ( Tl , T,), and obtain also an upper bound M for the amplitude of 
the solution, then as a parameter is varied, the connected component of the 
periodic solution is forever trapped in the region (Tg , TJ x 23, where B is 
a ball of finite radius in the phase space. The degree of this component is thus 
defined. 
The specific result on nonexistence of certain periods is given in the following 
lemma. The idea here is similar to one exploited by Kaplan and Yorke [19], 
namely to associate on ODE with the delay differential equation. 
LEMMA 4.1. Consider a delay d#erential equation 
k(t) = f (x(t - NJ,..., x(t - Ark’,) (4.1) 
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where x is a scalar, and the Nj’s are non-negative integers. Then (4.1) has no 
nonconstant solutions of period 2/m for any integer m 3 1. 
Proof. It is clearly enough to show that there are no solutions of period two. 
Suppose then x(t) is such a solution, and set y(t) = x(t - 1). Then (x(t), y(t)) 
satisfies the ordinary differential equation 
2 = P(‘%, y), 




x ,zq= ’ if Nj is even, 
Y, if Nj is odd, 
1 <j<k. 
If for some t = t, we have x(t,) = y(t,,), then the point (x(t,,), y(Q) lies on the 
diagonal d in R2. Clearly this diagonal is an invariant set for (4.2). Hence, 
(X(t), YW E Ll f or all t. This is a contradiction since a vectorfield on d = Ii1 
can have no periodic solutions. Thus, (x(t), y(t)) 4 d for all t. Assume without 
loss of generality, that for all t 
x(t) <y(t) = x(t - 1). 
Replacing t by t + 1 in (4.3), we have 
(4.3) 
x(t + 1) = y(t) < y(t + 1) = x(t) 
contradicting the periodicity of x(t). The lemma is therefore proved. 
The differential equations to be analyzed in detail here have the general form 
2(t) = -[ux(t - 1) + bx(t - 2)] g(x(t)) (4.4) 
although more general cases could be considered. Here a and b are non-negative 
constants and the function g(x) satisfies certain hypotheses. Included here are the 
two cases 
g@> = 1 + G-6 (4.5) 
and 
g(x) = 1 - x2. (4.6) 
When b = 0 much is known; for example a classical result of Jones [20] is that 
(4.4), (4.5) has a periodic solution for each a > r/2. Grafton [22] considers 
a general class of functions g. Results of Nussbaum [23], [24] are concerned with 
how the form and period of the solution depend upon a. 
If both a and b are positive however there are few results. Jones [21] and 
Kaplan and Yorke [19] have shown that when a = b > ~-1331~ then (4.4), (4.6) 
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has a solution of period 6. Nussbaum [26] considers equations with several 
delays, but not of this form. See also [27]. 
The nest lemma gives an upper bound for the amplitude of periodic solutions 
of these delay differential equations. 
LEMMA 4.2. Consider the delay diSfeerentia1 equation (4.4), where a > 0, 
b 3 0 are constants but not both .zao and g is locally Lipschitzean. If x(t) is a non- 
constant periodic so&ion of(4.4), theng(x(t)) never vanishes. Assume moreover that 
g(-c) = 0 for some c > 0, 
Ax> > 0 on C-c, m>, 
rx dx 
J 0 -gq- = co- 
Then any periodic solution x(t) in (-c, 03) has an upper bound 
j x(t)\ < &I, 
where 
s M dx ___ = (a + b)Tc 0 g(x) 
and 
T is the period of x(t). 
Prooj. If g(x(to)) = 0 for some to , then by considering 
f(t) = -ax(t - 1) - bx(t - 2) 
as known data on [to , to + 11, Eq. (4.4) may b e written as an ordinary differential 
equation 
2 = f(t) g(x), x(to) E g-l(O). 
By uniqueness for ODE’s x(t) must be the constant x(t,) on [to, to + l]. 
Continuing in this manner shows x(t) is identically constant. 
To obtain the bound M, first,note that since n(t) must vanish at some point, 
and g(r(t)) > 0 for all t, we must have 
ax(t, - 1) + bx(t, - 2) = 0 for some to . 
Thus, x(t, - 1) and x(to - 2) have different signs which means x(t) must 
vanish somewhere. Assume then x(O) = 0. By dividing (4.4) by g and integrating 
we obtain 
s 
z(t) dx -=- tax(s- l)+bx(s-2)ds 
0 L?(x) I 0 
< (a + b)tc (4.7) 
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By choosing t to be the value at which x attains its maximum, we have the lemma 
immediately from (4.7). 
Remczrk. For (4.5) the lemma gives a bound 
1 x(t)1 < e(n+b)T - 1 = M 
on T-periodic solutions in (-1, co). For (4.6), any periodic solution with one 
value in (- 1, 1) must lie entirely in that interval. 
Henceforth, we consider the specific equation and hypotheses 
z?(t) = -L+x(t - 1) + bx(t - 2)] g@(t)); 
a > 0, b > 0 fixed, us + b2 > 0; 
g(-1) = O,g’(-1) z O,g(O) = 1; 
g(x) > 0 on (-1, 01; 
either g(x) > 0 on (- 1, co) and s m dx 0 go=mo’ 
or g’(r) f 0 at the smallest positive root Y of g. 
Here 01 > 0 is a parameter. Fix an integer m 3 1; in case g(x) > 0 on (- 1, 03) 
let M = M(o) be the upper bound on x(t) for solutions with period in (2/(m + l), 
2/m), otherwise let M = r. 
The linearized equations around x = -1 and 0 have the characteristic 
equations 
h - a(a + b) g’(- 1) = 0, (4.9) 
A + a(ae& + beezA) = 0, (4.10) 
respectively. The only solution of (4.9) is h = a(a + b) g’(-1) > 0 so x = -1 
is always a hyperbolic fixed point of (4.8). Similarly x = Y is hyperbolic if g has 
a positive root. The following lemma describes the properties of (4.10). 
LEMMA 4.3. For a, b as in (4.8) and 01 > 0 a parameter, h = 0 is never a 
solution of (4.10). Except at isolated values {cxj} tending to co, there are no pure 
imaginary solutions X = iw to (4.10). At the values 01 = 01~ , there is a pair of 
conjugate solutions X = *iWj , wj > 0, of simple multiplicity. Moreover, as 01 
increases past CY~ the solutions h near fiwi move from the left to right across the 
imaginary axis (in fact Re(dh/dol) > 0). S ome of the 01~ may be equal, but for such 
values the wj are distinct. Finally, for 01 # olj tlzere is always an even number of 
roots h in (0, a). 
Proof. Setting X = iw in (4.10) gives rise to the two equations 
a cos w + b cos 2w = 0, 
w - a(a sin w + b sin 2~0) = 0. 
(4.11) 
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For simplicity we consider only B f 0, and by resealing 01 may, in fact, assume 
b = 1. By letting f = cos w and using the double angle formulas, we obtain 
equations equivalent to (4.1 l), 
262 + at - 1 = 0 (4.12) 
w/tan w = ol; (4.13) 
Note here that tan w > 0 for any solution. 
Case I. a > 1. The unique solution of (4.12) in (- 1, 1) is 
E= 
--a + (u2 + 8)1’L 
4 
E (0, y 
and solving cos w = E with tan w > 0 yields solutions 
w = WG(U) + 27rN, N = 0, 1, 2,..., 
w&u) E [77/3, T/2), 
and determines tan w = tan wa(u) independent of N. Thus (4.13) yields the 
values of 31 
%(4 27rN 
OL = tan ws(u) + tan ~~(a) ’ 
N = 0, 1, 2 )... . 
Case II. 0 < a < 1. As in the first case, the same solutions (4.14) are obtained, 
but for [ E (4, 1/2l/“] and wO(u) E [r/4, c/3). There are additional soiutions 
E= 
-u - (a” + 8)l’” 
4 
E (-1, -l/21’“] 
w = woo(u) + 27TN, N = 0, 1, I!,..., 
w&u) = cos-y E (37, 57r/4] 
thus giving 
%&> + 2TN 
a: = tan woo(a) tan woo(a) ’ 
N = 0, 1, 2,... ~ (4.15) 
It may be that for some a, there are integers X,, , No0 yielding the same LY in 
(4.14), (4.15). In this case, the values of w are still distinct, since when a + 0, 
when a = 0, direct calculation shows all values of 01 are distinct. 
To check that Re(dx/&) > 0, differentiating (4.10) gives 
[l - a(ue-” + 2e-2”)] $ + ae-” + 2e-2” = 0 
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implying for X = iw, Re(dX/dol) has the same sign as a sin w + 2 sin 2~; but this 
quantity equals 
(tan w)(d + 4~3 > (tan w)(~l + 252) = tan w > 0. 
Finally, there is always an even number of roots in (0, co) (or equivalently, in 
the right half plane). Since for small 01 > 0 there are no positive roots, and for 
increasing 01 roots only enter the right half plane in pairs, across the imaginary 
axis. 
Thus, except at 01 = aj , the origin x = 0 is a hyperbolic fixed point. As in 
Section 2, in fact, there is a continuous function 6(T, a) such that 
WY 4 2 0 for (2: 4 E (2/(m + 1),2/m) x (0, a), 
6(2?Tk/Wj ) “j) = 0 for integers k 3 1, 
6(T,ol) >0 otherwise. 
and such that any nonconstant solution x(t) E (- 1, n/l] with period T E (2/(m + I), 
2/m) satisfies everywhere / zt / > S(T, a). S ince x = -1 is a hyperbolic fixed 
point, the periodic solution x(t) must satisfy everywhere x(t) > -1 + c(T, cx) 
where E( T, a) > 0 is a continuous function. 
Let us define the open set Q C (0, co) x C x (0, co) by 
Q = {(T, p, a) I 2/(m + 1) < T < 2/m, 
-1 + c(T, m.) < ~(6’) < M(a) for all -2 < 8 < 0, 
S(T, a) < 1 v(e)1 for some -2 < 0 ,( O}. 
First of all observe that if 01 is not one of the aj , then 3.0(a) contains no periodic 
solutions or fixed points. Certainly that part of a.Q(,) for which T = 2/(m + 1) 
or 2/m cannot contain non-constant periodic solutions by Lemma 4.1, and it 
cannot contain fixed points because of the form of the equation. The remainder 
of X?(a) contains no periodic solutions because of the properties of IV(E), 
E(T, 01), 6(T, a) and in particular because 6(T, a) > 0. 
Thus for n + {a?} the degree d(Q(ol), f”) is defined and locally constant. More- 
over, the change in d(Q(ol),fa) t a 01 = o”~ can be calculated as in Theorem 2.1. 
THEOREM 4.4. As 01 increases past wj , the degree d(.Q(cr),fa) increases by the 
quafztity 
It is therefore possible to calculate the degree of Q(a) for any 01 > 0, provided 
it is known for a particular 01. But this is possible from the following result. 
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THEOREM 4.5. For a > 0 and su$iciently small, 
d(Q(ol),fcl) = 0. 
Proof. We show that for small DI > 0, equation (4.7) has no periodic solutions 
in (- 1, a) with period less than two. If x(t) is such a solution, then by setting 
Y(t) = w4 
we see that y(t) has period less than 2a: and satisfies 
j(t) = -[ay(t - a) + by(t - 201)] g(y(t)). 
/ y(t)1 < M (independent of a). 
Lasota and Yorke’s estimate [18] on the lower bound for the period of a solution 
shows this is impossible for small 01. 
Using Theorems 4.4 and 4.5 the degree d(Q(ol), fa) can be calculated for specific 
choices of a, b, or and m. When this degree is non-zero, it follows that there is 
a non-constant periodic solution of (4.4) with period in (2j(m + l), 2/m). Note 
that as 01 increases, the degree here never decreases. It is zero for small a, so once 
it becomes nonzero it must remain so for all larger 01. The following result 
describes the first value of 01 at which a non-zero degree appears. It seems clear 
that a closer examination of d(Q(a),fa) would yield more detailed results. 
THEOREM 4.6. Considu Eq. (4.8). There is a function [(a, b) > 0, contimious 
on [0, 03) x [0, co) except at a = b = 0, and homogeneous of degree --I such that 
if o1 > &a, b) then (4.8) I zas a nonconstant periodic solution qf period T E (0, 2). 
(4.16) 
The fraction E is given as 
f(a, b) = b-l[*(ab-l) 
where 
-1 , O<a< 
with w0 and woo as in the Proof of Lemma 4.3. 
Inparticula~, t*(O) = 5z-/4 and E*(a) - 5r/2a as a -+ co. 
1 
Proof. This follows from Lemma 4.3 and Theorems 4.4 and 4.5, where 
((a, b) equals the smallest ai = ~i$ at which d(Q(a),fa) becomes non-zero for some 
m, that is, the smallest aj for which wj > rr. Resealing a, b and E in (4.8) allows 
us to assume b = 1, and thereby implies (4.16). The formula for t* follows in 
particular from (4.14) and (4.15). 
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