Microarray experiments can generate enormous amounts of data, but large datasets are usually inherently complex, and the relevant information they contain can be difficult to extract. For the practicing biologist, we provide an overview of what we believe to be the most important issues that need to be addressed when dealing with microarray data. In a microarray experiment we are simply trying to identify which genes are the most "interesting" in terms of our experimental question, and these will usually be those that are either overexpressed or underexpressed (upregulated or downregulated) under the experimental conditions. Analysis of the data to find these genes involves first preprocessing of the raw data for quality control, including filtering of the data (e.g., detection of outlying values) followed by standardization of the data (i.e., making the data uniformly comparable throughout the dataset). This is followed by the formal quantitative analysis of the data, which will involve either statistical hypothesis testing or multivariate pattern recognition. Statistical hypothesis testing is the usual approach to "class comparison," where several experimental groups are being directly compared. The best approach to this problem is to use analysis of variance, although issues related to multiple hypothesis testing and probability estimation still need to be evaluated. Pattern recognition can involve "class prediction," for which a range of supervised multivariate techniques are available, or "class discovery," for which an even broader range of unsupervised multivariate techniques have been developed. Each technique has its own limitations, which need to be kept in mind when making a choice from among them. To put these ideas in context, we provide a detailed examination of two specific examples of the analysis of microarray data, both from parasitology, covering many of the most important points raised. 357 
INTRODUCTION T
HE RECENT PUBLICATION of the malarial genome sequence (Gardner et al., 2002) , along with the current efforts to sequence the genomes of many other major protozoan pathogens, represents an important historical landmark (reviewed by Ellis et al., 2003) . One of the most important outcomes of this era is the opportunity to define and understand the entire genetic organization of these taxa and to analyze gene expression during their complex life cycles. The enormous amount of sequence data being put into the public domain is daunting; nevertheless, it requires, if not demands, attention be given to methods of data analysis.
Microarray analysis is one technology available that allows the potential to profile gene expression on a genome-wide scale (Schena et al., 1995) , and only recently has it been applied to the analysis of gene expression in parasitic organisms (Hayward et al., 2000; Blader et al., 2001; Mamoun et al., 2001; Matrajt et al., 2002; Rathod et al., 2002; Singh et al., 2002) . Microarray technology is attractive for application to parasitology for several reasons. In the first instance, the increasing amount of sequence data available facilitates the production of microarrays. Second, the ability to analyze changes in gene expression during transitions from different life-cycle stages of parasites presents the opportunity to view globally the nature of the changes occurring, and so facilitates the raising of hypotheses to explain the differentiation pathways. Third, the potential to analyze both parasite and host responses under the same experimental conditions represents an unsurpassed method to investigate parasite-host interactions.
Microarray experiments can thus generate enormous amounts of data, which is a relatively recent phenomenon in biology but has been traditionally more common in fields such as physics and chemistry. Unfortunately, this potential bounty comes at a cost. Large datasets are usually inherently complex, and the relevant information they contain can therefore be difficult to extract. More to the point, biologists are often not experts in mathematics (in many cases that is admittedly why they became biologists in the first place), and they are therefore prone to either misuse or even abuse mathematical analyses. Analysis of microarray data is thus a potential minefield, with the possibility of the data analyses being too complex to either perform properly or to understand. There may be as much thinking and time required for data analysis as there is for all other parts of the experiment put together.
Many biologists seem to want data analysis to be like a laboratory protocol-a series of steps that, if followed faithfully, guarantee to produce the correct answer to their experimental question. Unfortunately, that is rarely possible. Data analysis involves detecting and displaying whatever patterns are present in the data, and you don't necessarily know exactly what these patterns are beforehand.
What is needed is the most suitable method for highlighting the patterns in each particular situation. So, data analysis can often be a form of trial and error, where several potentially appropriate analyses are tried and their results are evaluated. It can be a very big mistake habitually to follow a series of predefined data analysis steps, as this will only be an effective strategy if they just happen to reveal the true answer.
However, it is not all gloom and doom. In a microarray experiment we are simply trying to identify which genes are the most "interesting" in terms of our experimental question, and these will usually be those that are either overexpressed or underexpressed (upregulated or downregulated) under the experimental conditions being studied. Conceptually, therefore, there is nothing new in the analysis of microarray data. It is always worthwhile for biologists to learn as much as possible about their data analyses (Leung, 2002) , and so here we provide an overview of what we believe to be the most important issues for dealing with microarray data.
Our aim is to provide an introduction to each of a broad range of topics that have arisen in the data analysis of microarray studies, hoping to put them into context for you. Therefore, we do not provide a lot of details about the various methods that we cover, referring instead to the pertinent primary literature. A more detailed discussion of many of the issues can be found in the introductory books by Knudsen (2002) and Baldi and Hatfield (2002) , with a briefer overview provided by Smyth et al. (2002) . Several important reviews about specific aspects of microarray data analysis are mentioned at the appropriate places below. Two specific examples of the analysis of microarray data, covering many of the most important points raised in the following sections, are provided in the final section. Most of what we have to say applies to both complementary DNA arrays and oligonucleotide arrays (see Tefferi et al., 2002 ), but we concentrate on the former technology.
The analysis of gene expression data collected using microarrays involves two distinct issues: (1) preprocessing of the raw data-this answers the question "How do I ensure that I have high-quality data?"; and (2) quantitative analysis of the data-this answers the question "Having got high-quality data, how do I now answer my experimental question?"
Preprocessing involves filtering of the data (e.g., detection of outlying values) followed by standardization of the data (i.e., making the data uniformly comparable throughout the dataset). Quantitative analysis involves the assessment of mathematical patterns in the data, which we subsequently interpret as having biological meaning. This analysis will involve one or both of: (a) statistical hypothesis testing; and (b) multivariate pattern recognition.
There are fundamental differences between these two types of data analysis, mostly related to the distinction between univariate and multivariate data. For univariate data analysis, we examine one mathematical pattern at a time (e.g., we might assess the pattern shown by each gene separately), while for multivariate data we are examining common patterns (e.g., we assess whether there is a single common pattern shown by a large group of genes). You might like to think of univariate analysis as a reductionist approach to studying the patterns and multivariate analysis as a holistic approach to analysis. The mathematical techniques developed for the analysis of univariate and multivariate data are quite different, and the purposes to which they are put can be quite distinct. These issues are thus treated separately in the following sections.
In this review, the value of a single piece of data collected on a single entity is called an "observation." A collection of observations in an experiment is called a "sample," while a "population" is all of the observations that could have been included in the experiment. The type of characteristic that is being measured is called a "variable," and the entity on which the characteristic is measured is called a "sampling unit." In microarray studies (Fig. 1 ) the observations will be the measured expression levels. There will be many variables, which are usually genes or expressed sequence tags (ESTs). There will be one or more sample units, which will be arrays subject to extractions from a single or several experimental conditions (e.g., different tissues, a time sequence of development, different experimental manipulations). This imbalance between the many variables and the relatively few sampling units can create problems for data analysis; indeed, this is likely to be the biggest challenge for the analysis of microarray data in the foreseeable future. There may also be additional information about each variable or sample unit, which are called "covariables." The covariables for the sample units will consist of information about extra variables (e.g., other known characteristics related to the tissues, such as disease pathology), while the covariables for the variables will consist of information about extra sample units (e.g., unknown tissues about which predictions are to be made), as shown in Figure 1 . Also, for ease we use the term "gene" to refer to the spotted cDNA sequences irrespective of whether they are actually genes, ESTs, or other DNA sequences.
of this topic are provided by Y.H. Yang et al. (2002a) and Glasbey and Ghazal (2003) , with spot quality being discussed by Y. .
Filtering of the microarray data is necessary because the laboratory techniques have not yet proved capable of producing reliable data consistently (Bakay et al., 2002; Kothapalli et al., 2002; Kuo et al., 2002; Li et al., 2002; Novak et al., 2002; Wierling et al., 2002) . This is particularly so given the very large nature of the datasets generated. Consequently, it would be naive to analyze data without first assessing its quality, particularly with respect to what statisticians call "outlying values," which are those observations that appear to be out of line with the other observations in the data. These can be irreproducible duplicate spots/probes on the same array or duplicate spots/probes on replicate arrays (Quackenbush, 2002) .
Outliers can occur for a number of possible reasons: (1) the observation is a mistake or error during data acquisition; (2) the observation is real but is not representative of the population from which the sample came; and (3) the observation is representative of a very variable population. Clearly, mistakes should be corrected, which is the role of the specialist imaging software used (see Hess et al., 2001) , or else the observation must be deleted from the sample if the correction can no longer be made. Representative observations should be left alone, and the consequences for the data analysis accepted. Nonrepresentative observations can be trimmed from the dataset, provided some explicit and repeatable method is used. There are many methods available for this (Barnett and Lewis, 1978) , and Hess et al. (2001) , Tseng et al. (2001) and Nadon and Shoemaker (2002) make some suggestions specifically for microarray data. The consequences of leaving outliers in microarray datasets (e.g., discrepant results from the data analysis) are discussed by Chu et al. (2002) .
An important distinction can be made between observations that appear to be below some detection limit of the experimental method and observations of replicated samples that appear to deviate strongly from each other. In the former case (e.g., when the foreground pixels have smaller values than the background) the observations are often replaced in the analysis by some prespecified minimum value (or by optimizing some mathematical criterion; Wernisch et al., 2003) , while in the latter case one of the discrepant values is omitted from the analysis (I.V. . You must be vary careful when dealing with these situations, especially if the number of affected observations is large (e.g., .5%), as they can materially alter the conclusions of the subsequent analyses Grant et al., 2002) . It is probably better to mathematically model the background and foreground signals to reduce the extent of these problems (Kooperberg et al., 2002a) . There may also be truncation at the upper end of the data, due to saturation (Ramdas et al., 2001; Wu, 2001) .
Standardization can consist of either or both of two processes: (a) transformation; and (b) normalization. This standardization step is necessary to adjust the contribution of each data variable and/or sampling unit to the data summary, if this is required. It is possible that some of the data variables or some of the sampling units will contribute more to the form of the final pattern detected than will other variables and/or units, and this may or may not be desirable. Note that it is the procedures used for standardization that make the biggest difference between the analysis of complementary DNA arrays and oligonucleotide arrays-most poststandardization procedures apply equally well to both technologies.
Transformation changes the scale on which the data are measured. For example, it is usual to measure H 1 concentration on a logarithmic scale, which we then call pH (2log 10 H 1 ). This is because experience has taught us that the biological characteristics that are related to H 1 concentration are best studied and analyzed using this particular scale. A similar argument applies to gene expression data. Such data usually have a lognormal (rather than normal) frequency distribution and their behavior usually shows multiplicative (rather than additive) effects (Kerr et al., 2000 ; M.L.-T. Lee et al., 2000; Wolfinger et al., 2001; Hoyle et al., 2002; Tsodikov et al., 2002) . Both of these features mean that any microarray dataset should be analyzed using a logarithmic scale, so that the data are comparable in a biologically meaningful way. It is thus standard to transform microarray observations to log 2 as part of the preprocessing (Dudoit et al., 2002c; Nadon and Shoemaker, 2002) , so that linear changes in the observations will represent fold-changes in expression level (i.e., 0 represents normal expression, 11 represents twofold everexpression, 21 represents twofold underexpression, etc.; Dopazo et al., 2001) .
Normalization is used to make sure that all of the variables
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FIG. 1.
Schematic representation of expression data from a microarray experiment. The observations are arranged in a data matrix of rows and columns. Here, the columns represent the sampling units (e.g., arrays, tissues, times, experimental conditions) and the rows represent the variables (e.g., genes, ESTs). There will be one observation for each variable for each sample unit. The collection of observations for any one variable is called an "expression profile," while the collection of observations for any one sample unit is called an "expression fingerprint" or "expression signature." There may also be additional information about each variable or sample unit, which are called covariables.
being compared are being measured on roughly the same scale of variation. The data are adjusted so that experimental variability has been accounted for, thus eliminating bias-we don't want variation caused by the technology to interfere with our study of biological variation. The sort of variability we are talking about here is that between spots or probes on an array and between arrays, including: background noise, production and detection efficiency (e.g., printing, labeling and scanning differences), probe/dye-specific effects, and differences in RNA quantity and quality (Schuchhardt et al., 2000; Wu, 2001) . We want the quantitative data analysis to be about biological variability (i.e., differential expression) rather than about this experimental variability (i.e., experimental artefacts), and normalization tries to achieve this. This means that we can focus on the "interesting variation" rather than the "obscuring variation" (Bolstad et al., 2003) . This is not a trivial issue, because the results of the data analysis can be influenced more by different methods of normalization than by different methods of statistical analysis (Hoffmann et al., 2002) , at least for oligonucleotide arrays. However, oligonucleotide arrays do seem to require much stronger normalization than do cDNA arrays (Workman et al., 2002) . A number of general normalization techniques have been suggested, and several of these have been summarized by Schuchhardt et al. (2000) , Hess et al. (2001) , Kroll and Wölfl (2002) , Nadon and Shoemaker (2002) , Quackenbush (2002) , and Tsodikov et al. (2002) . All of the techniques have their own strengths and weaknesses. Perhaps the most important distinction is between the "global" methods, based on the average value for an array (e.g., the median spot intensity for the array), and the use of reference standards (e.g., a reference treatment that is repeated several times on each array) or gene subsets (e.g., housekeeping genes). The former are strongly influenced by the particular experimental conditions being used (e.g., there may be a nonlinear relationship between the red and green fluorescence values, and this cannot be corrected by using only a single calibration value). If global methods are used, then it is probably best to subtract the median and divide by the interquartile range (Nadon and Shoemaker, 2002; Pan, 2002) , or use a trimmed mean (Kroll and Wölfl, 2002) , as these will be robust to variability in the type of data. The use of gene subsets also does not deal with intensity-dependent dye biases, nor does it deal with sample-specific biases.
However, dye or probe biases can depend strongly on signal intensity and spatial location within the array, particularly for cDNA arrays (Tseng et al., 2001; Workman et al., 2002; Wernisch et al., 2003) , which can be caused by the printing device, conditions during printing, or the scanning device. Therefore, instead of global methods it is probably better to use methods based on MA plots (Dudoit et al., 2002c; Workman et al., 2002; Bolstad et al., 2003) . These scatterplots show the ratio of two dye/probe intensities (vertically) and their mean intensity (horizontally), which is a better graphical method than plotting one intensity against the other because it attributes uncertainty to both intensities. If there are no intensity-dependent effects in the array then the points on the MA graph (sometimes also called an R-I graph) would form a horizontal straight line. A nonlinear regression, for example, locally weighted smoothing (LOWESS) or cubic quantile splines (qsplines), can be used to normalize the data so that they do form such a line.
Spatial variation is dealt with by normalizing the means of printtip groups (Dudoit et al., 2002c; Workman et al., 2002) , or by fitting a two-dimensional trend surface (Workman et al., 2002; Wernisch et al., 2003) .
There is also variation between arrays, which can be substantial, due to different manufacturing characteristics or different experimental setups. This variation can be dealt with by scaling the various arrays in an experiment to some common standard. This could be done by global methods such as the same median or (better) the same variance (Quackenbush, 2002) or median average deviation (Dudoit et al., 2002c; Y.H. Yang et al., 2002b) . Alternatively, it can be done by using a nonlinear regression to linearize the relationships, either using all genes (Bolstad et al., 2003) or a subset of genes that is rank invariant across the arrays (Schadt et al., 2001; Tseng et al., 2001; Kepler et al., 2002) .
All of these normalization methods have the potential problem of "over fitting" the data (Kerr et al., 2002) . That is, because the parameters of the adjustment are estimated from the dataset itself, there can be unnecessary adjustments of the data for problems that don't actually exist, or even introduction of biases greater than the ones removed. However, studies to date indicate that this does not happen often in practice (Y.H. Yang et al., 2002b) . If this is a concern, then a simple shift-log transformation may be more appropriate (Kerr et al., 2002) , although this also requires the parameter to be estimated from the dataset itself.
Unfortunately, variation in normalization requirements among experiments will probably mean that there will be no universally applied standardization method for microarrays. In each experiment we will have to investigate all three known sources of unwanted variation: global, signal-dependent and spatially dependent variation. Each source of variation can then be dealt with on its own merits, as some will have additive effects (which can be corrected by the global methods), some will have multiplicative effects (dealt with by the log transformation) and some will have nonlinear effects (adjusted by the nonlinear regression and trend surfaces).
Hypothesis testing
The detection of increased or decreased expression in genes is often demonstrated by using some arbitrarily chosen level of expression (e.g., twofold change from some nominated reference sample). This is a rational and logical thing to do because it is explicit and repeatable, but it is nevertheless probably unacceptable as a general principle in science because it is completely arbitrary-that is, there is no theoretical basis for choosing any particular fold change (despite several attempts to provide this; Y. Quackenbush, 2002; I.V. Yang et al., 2002) , and the reliability of fold changes may depend on spot intensity. Scientists have long preferred more objective methods of data analysis, and in particular, they have used statistical methods to help provide the evidence that they seek in their experiments. The quantitative analysis of microarray data should be no different, and there is no real reason why standard techniques cannot be applied.
Univariate data are thus best analyzed using statistical hypothesis testing. The experimental question is turned into a sta-tistical question, and the answer to the statistical question is used to guide our answer to the original experimental question. In statistics this is referred to as "confirmatory data analysis," because we wish to confirm (or deny) our prespecified mathematical pattern, or "inferential data analysis," because we wish to use our samples to infer a pattern about the population from which they came. The basic intention is to assess whether an observed change in expression is likely to represent a real biological pattern rather than a random accident.
In the usual hypothesis-testing framework an explicit pattern is predicted to occur in the dataset (e.g., that the averages of the observations in two experimental groups will be different from each other) and a single, repeatable mathematical test is used to evaluate whether this pattern exists or not (e.g., at some specified probability level). The procedure for statistical hypothesis testing is exactly the same no matter what the type of analysis is. The experimental null hypothesis is treated as a statistical null hypothesis for the purpose of the analysis-this latter hypothesis says that the observed pattern is entirely due to random chance. The likelihood of the statistical null hypothesis being false is assessed by applying a statistical test to the experimental data. This test produces a test statistic, which is then compared to the critical region of the frequency distribution for that statistic. If the value of the test statistic falls within this critical region then the statistical null hypothesis is rejected; otherwise it is accepted.
The logic of statistical hypothesis testing is thus an inductive argument (from consequences back to an hypothesis) rather than a deductive argument-that is, we are going from a specific instance (our sample) to the general (our population). Inductive arguments do not constitute proof in a formal philosophical sense, but they can provide very convincing arguments. The basic problem with induction is that no matter how much evidence we gather in support of a particular hypothesis, we can never be certain that this same evidence would not equally support any number of other unknown hypotheses. It seems strange to many people that, recognizing the virtues of deductive logic in experimentation, we often have to resort to inductive logic to analyse the data. That is, we are expecting a yes/no answer to our experimental question, and we have to get this by assessing a probability. This apparent paradox is simply a product of using a sample in our experiment rather than the population. If there was no variability among the sampling units then this would not be a problem; but whilever (1) there is biological variability and (2) we have only a sample, then the use of induction will be a necessary consequence.
Statistical hypothesis testing is best developed for univariate data. That is, we specify a statistical pattern for one variable at a time and test it separately, rather than specifying a common pattern for a series of variables. For example, if we are comparing a series of genes across two experimental groups, then we would test the pattern for each gene separately, rather than testing some common pattern across all genes. This makes each analysis conceptually quite simple.
If there are two experimental groups being compared (e.g., an experimental manipulation and a control, or two developmental stages of some organism) then the most common statistical test is a t-test; an analysis of variance is needed if there are more than two groups. This can be thought of as class comparison, because we are comparing two classes of objects. Alternatively, if the experimental objective is the comparison of gene expression levels to other biological characteristics then the most common tests are correlation or regression. These tests are described by all introductory statistical books. Unfortunately, there is as yet no single test that has achieved widespread acceptance or use for microassays. This is mainly because all such tests require replication of the experimental treatments (see below), which has in the past been problematic for microarray studies. We expect this situation to change.
A specific problem arises with the use of these univariate tests for microarray data because a large series of statistical hypotheses are being tested (i.e., one for each of the hundreds or thousands of genes). This is the multiple-testing problem (Shaffer, 1995) , and it has long been recognized as a serious bugbear for microarray data analysis (e.g., Claverie, 1999; Dudoit et al., 2002b) . If a large number of statistical comparisons are made then some of the decisions to reject the null hypothesis will be due to errors-the more null hypotheses that are tested using the one dataset, then the more likely it becomes that at least one of these hypotheses will be rejected by random chance. For example, if we test each of 100 genes at P 5 0.05, then we would expect that (on average) we will falsely reject the null hypothesis five times (this is conceptually what P 5 0.05 means). These errors are called "Type I errors" by statisticians, or "false positives" or "false discoveries" by many biologists. It is thus necessary to distinguish between the probability of a Type I error for each individual hypothesis test (the individual error rate) and the probability of a Type I error for the entire collection of hypothesis tests (the setwise, familywise, or experimentwise error rate). For example, if the individual error rate is P 5 0.05, then for 100 independent comparisons the setwise error rate will be P 5 0.994, which is clearly unacceptable. This obviously has the potential to lead the experimenter to an unjustified conclusion (see Morrison, 2002a , for a specific example), and the problem needs to be dealt with.
There seem to be two basic approaches to solving this problem. The first is to carry out the analysis by specifying the setwise (or familywise) error rate and then adjusting the individual error rate in an appropriate manner . The most widely used adjustment is the Bonferroni correction, in which the probability for each separate hypothesis test is calculated as the setwise error rate divided by the number of tests (Morrison, 2002a) . This approach and several of its variants, such as the sequential methods of Holm and Hochberg, are discussed in more detail by Nadon and Shoemaker (2002) and Dudoit et al. (2002c) . There will, in practice, be very little difference in the outcome of these variants, especially if very few of the null hypotheses are rejected.
Furthermore, this is rather a conservative approach, especially when applied to microarray data with thousands of genes (Xiao et al., 2002; Ge et al., 2003) , and so alternatives have been proposed . These include permutation (see below) versions of these procedures, as well as novel approaches such as those of Westfall and Young, all of which increase their statistical power by taking into account the nonindependence resulting from the covariance structure of gene expression patterns (Slonim, 2002; Ge et al., 2003) . That is, they are expected to be better tests because they explicitly take into account the inevitable correlations that exist among expression levels of different genes (e.g., due to participation in
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related biochemical pathways). The underlying premise of all of these methods is to rank the probabilities and to apply a different correction for each probability depending on its rank. The method that is currently most popular involves controlling the false discovery rate rather than the setwise error rate Efron and Tibshirani, 2002; Ge et al., 2003) , which is the probability that a rejected null hypothesis is false. However, it should be noted that the most commonly used "implementation" of this procedures, in significance analysis of microarrays (SAM) , actually estimates the individual error rate rather than explicitly controlling the false discovery rate.
The second approach to dealing with the multiple-testing problem is to incorporate the multiple comparisons into the analysis. For example, instead of doing a simple t-test or analysis of variance (ANOVA), a multifactorial ANOVA can be used, in which the genes form the levels of a second factor. The calculation of the degrees of freedom in the ANOVA will effectively deal with the multiple comparison tests. This idea is explored in more detail in the context of microarray data by Kerr et al. (2000) , Kerr and Churchill (2001b) , and Dobbin and Simon (2002) . Incorporating several factors into the data analysis is an important issue, and so it is worth considering further here.
An analysis of variance is simply a statistical test of the differences between two or more groups of replicate observations defined by a particular experimental "treatment"-a grouping variable is called a "factor" and the groups are called "levels." The calculations of the analysis produce an F-ratio (the test statistic) for each factor, which is used to decide whether there is a statistically significant difference between the means of two or more of the groups. The F-ratio is calculated using the meansquares, which measure the amount of variability both within and between the groups. When an ANOVA involves more than one factor, there is a separate F-ratio calculated for each factor and also potentially also for all of the interactions between the factors. Multifactorial ANOVA is thus a general technique, in that it subsumes all possible simpler analyses. This means that the t-test, paired t-test, and 1-factor ANOVA are all simply special cases of the more general multifactorial analysis (e.g., the results of a t-test and an ANOVA of the same data are directly related by their test statistics: F 5 t 2 ). There is a long tradition of the use of ANOVA models in multifactorial experiments, and their application to microarray studies has not yet really begun to make use of the potential that is clearly there. Chu et al. (2002) provide a good overview of the issues involved in the use ANOVA in microarray studies, albeit focussed on the application to oligonucleotide arrays.
The point of wanting to have several factors in an ANOVA is clearly that several statistical hypotheses are tested simultaneously in a valid manner. Thus, we can analyze experiments involving multiple experimental conditions, which takes us beyond the constraints of the simple treatment/control type of experiment. The degrees of freedom associated with the analysis are used to make sure that the various comparisons among groups are carried out appropriately, in the sense that each comparison takes into account the result of every other comparison that has been included in the analysis. So, if an experiment is designed such that there are multiple influences being studied, then each influence should be incorporated into the analysis as a separate factor-that is, the analysis should match the experimental design. This is the principal property of analysis of variance, that it allows us to focus on the features of the experimental design to carry out an appropriate analysis of our experimental hypotheses, rather than trying to subdivide the analysis into a series of simpler analyses that are often independent of our original experimental question. (As an aside, please do not confuse multifactorial analyses with multivariate analyses. The latter refers to the number of variables measured on each experimental unit, while the former refers to the number of factors incorporated into the analysis. It is possible for an analysis to be either multifactorial or multivariate independently of the other.)
The practical issues associated with including multiple factors in an ANOVA are covered in books such as those of Zar (1999) and Glantz and Slinker (2001) . Perhaps the most important of these are the distinctions between nested and orthogonal factors and between fixed and random factors (Morrison, 2002b) . Some of the issues specifically related to their application to microarrays are discussed by Wolfinger et al. (2001) , Kerr et al. (2002) , Y.H. and Wernisch et al. (2003) . Also, it is important to assess the mathematical assumptions on which the analysis is based (see Black and Doerge, 2002, and Chu et al., 2002 , for some examples), particularly normality (examined using a normal probability, or QQ, plot) and homogeneity of the variances (examined using a plot of residuals). There have, unfortunately, been few applications of multifactorial ANOVA to microarray data to date (e.g., Jin et al., 2001; Boldrick et al., 2002; Kerr et al., 2002) , but the ideas are standard in the rest of biology and so will presumably become more common here as well. Perhaps one limitation is that, due to the enormous number of genes involved, it is usually impossible to carry out the actual calculations using common statistical computer programs (i.e., the number of levels for the gene factor is too large for them to handle). Therefore, specialist computer programs have been developed specifically for microarray data (e.g., Didier et al., 2002) .
There are three further potential advantages to the use of multifactorial ANOVA in statistical hypothesis testing of microarray data. First, global normalization of the data can be incorporated directly into the analysis rather than requiring a separate preprocessing step. That is, for cDNA arrays the red and green spot intensities are kept separate in the data analysis, rather than being combined into a ratio, and a factor with two levels is used to include them both in the calculations. This idea is explored in more detail by Kerr et al. (2000) , , and Dobbin and Simon (2002) , and has been applied by Jin et al. (2001) . However, it may actually be preferable to use more flexible normalization procedures, leaving the ANOVA to deal with the remaining sources of experimental variation (Dudoit et al., 2002c) .
Second, the variances that are used for detecting over-or underexpressed genes in different experimental groups are estimated from the pooled collection of genes across all groups rather than from each group individually. Estimating a variance separately for each gene for each experimental group is potentially risky because of the small sample size that is usually involved (i.e., the few replicate arrays). For example, estimating a variance from only two observations is not a very accurate procedure, because even a small change in the observation for either replicate can greatly affect the calculated variance. This effect obviously decreases as the sample size increases. It is therefore preferable to use the pooled estimate of the withingroup variance. This, however, does place more reliance on the data meeting the assumptions of the ANOVA procedure.
Third, ANOVA allows the estimation of variance components in addition to the hypothesis tests (Gibson, 2002; Wernisch et al., 2003) . The variance components estimate how much of the total experimental variation is accounted for by each of the factors and interactions included in the analysis. This information can be a useful adjunct to the simple consideration of statistical probability. For example, those factors contributing most of the variation may be of biological significance even if they are not statistically significant. Assessment of variance components also helps in making decisions about what aspects of the experiment need replication (e.g., should it be the samples, the arrays, or the spots?) (Churchill, 2002) . This idea has been applied to microarray data by, for example, Jin et al. (2001) and Wernisch et al. (2003) .
One potential problem with the use of ANOVA for the analysis of microarray data is the calculation of the probability that is associated with each hypothesis test. The usual parametric calculation associated with ANOVA (i.e., based on the assumption that the data have a normal frequency distribution with equal variances) is likely to be invalid for microarray data (i.e., the data will violate the assumptions of the analysis), and so these possibly should not be used (Thomas et al., 2001; Troyanskaya et al., 2002; Xiao et al., 2002) . Alternative parametric strategies have therefore been used to deal with estimating the correct probabilities for microarray data, all based on trying to somehow model the actual underlying error distribution (e.g., using "penalized" versions of standard tests such as the t-test). These strategies include regression modeling (Thomas et al., 2001; Spang et al., 2002) , mixture modeling (Pan, 2002) , associative analysis (Dozmorov and Centola, 2003) , Bayesian analysis Long et al., 2001; Tseng et al., 2001; Townsend and Hartl, 2002) , empirical Bayesian methods (Efron et al., 2001; Efron and Tibshirani, 2002; Lönnstedt and Speed, 2002) , permutation-validated principal components analysis (Landgrebe et al., 2002) , limit fold change (Mutch et al., 2002) and significance analysis of microarrays (SAM) . It is not yet clear how successful these strategies are. Many of these methods are currently restricted to comparing two experimental groups only, but many of them can probably be used in a hierarchical factorial context similar to analysis of variance (e.g., Long et al., 2001; Lönnstedt et al., 2001; Tusher et al., 2001; Townsend and Hartl, 2002) . Unfortunately, this has not been done in most of the computer programs released to date. When this is done, there will need to be some quantitative method to compare the results of the different models for analysing the data (Kooperberg et al., 2002b) .
Alternatively, many authors replace the parametric techniques with nonparametric alternatives . For example, a t-test can be replaced with a Mann-Whitney U-test or a one-factor analysis of variance with a KruskalWallis test. These have been shown to be viable alternatives for gene expression data (P.J. Park et al., 2001; Liu et al., 2002; Troyanskaya et al., 2002; Tsodikov et al., 2002) , although they are conservative tests (i.e., they have a tendency to miss some of the "real" patterns, resulting in what are called "false negatives" by many biologists). This is because these tests are based on ranking the observations, which necessarily loses information, especially for small sample sizes (Thomas et al., 2001) . The expression level of a gene may change in different experimental treatments without changing its ranking, and the rank may change without a change in expression level, because the rank depends entirely on the behaviour of the other genes while the absolute expression level does not necessarily do so (other than the biological dependence resulting from the biochemical pathways).
Therefore, it is might be better to use nonparametric randomization procedures , as described in more detail for multivariate data in the next section. The usual approach to assessing the statistical significance of the factors is the use of permutation testing (Good, 1999; Lunneborg, 1999) , as used by Tusher et al. (2001) , Dudoit et al. (2002c) , Grant et al. (2002) , and Kooperberg et al. (2002b) for microarray data. However, this does not necessarily tell us which particular genes are showing over-or underexpression in the ANOVA, and for this purpose Kerr et al. (2000 Kerr et al. ( , 2002 have suggested the use of bootstrapping to create confidence intervals that can then be used for hypothesis testing (a similar procedure is used by Wernisch et al., 2003) , while P.J. Park et al. (2001) have used permutation of nonparametric scores to create probabilities, and Landgrebe et al. (2002) have used permutation for variance testing. There are currently some limitations on the use of permutation testing, including the potential need for equal sample sizes in the groups being compared, especially for multifactorial ANOVAs (which is then called a balanced design). It is for this reason that missing data need to be dealt with, as discussed in the next section (e.g., the SAM data analysis imputes missing data in order to balance the sample sizes; although Bayesian analysis can potentially sidestep the potential problems; Townsend and Hartl, 2002) . Permutation procedures can also be used to calculate probabilities that have been adjusted for the multiple hypothesis testing problem Ge et al., 2003) .
It is also worth pointing out that statistical probabilities should not be overinterpreted. Biological scientists have long been accused by statisticians of naive statistical hypothesis testing, with overzealous attention to statistical hypothesis testing often taking attention away from more important aspects of the experimental hypothesis test. The statistical null hypothesis is not the experimental null hypothesis, and statistical significance is not biological significance. Furthermore, no calculation of probabilities can ever be exact, and so microarray probabilities should never be treated as though they are particularly precise. More to the point, given that the observations have been filtered, transformed and normalized, microarray data have been artificially homogenized, thus tending to decrease the resulting probabilities (Wu, 2001; Xiao et al., 2002) . This can only increase the number of Type I errors. It is therefore always a good idea to plot what are known as volcano plots (Lönnstedt et al., 2001; Chu et al., 2002; Gibson, 2002; Townsend and Hartl, 2002) . These show the strength of the statistical pattern on the vertical axis and the strength of the biological pattern on the horizontal axis (the reason for the name will be obvious when you see the example below)-this makes clear the sometimes unequal relationship between the two concepts, and highlights observations that show a large pattern for only one of the two characteristics.
Another form of hypothesis testing involves examining the relationship between the microarray dataset and any continuous covariables for which we might also have data. We have already discussed the analysis of grouping covariables above, when we discussed the role of multiple factors in an ANOVA. However, different analysis techniques are needed if we have covariables that are measured on a continuous scale.
Correlation analysis is the most common technique for looking at the relationship between continuous covariables and either expression profiles or expression fingerprints (Wu, 2001) . This is usually done in a pairwise fashion, testing each fingerprint against each covariable. However, care must be taken, because we immediately come to the same multiple-testing problem highlighted above. Furthermore, you must remember that the normal correlation coefficient only tests for linear relationships, and will therefore not detect any nonlinear ones.
Similar comments apply to the use of regression analysis for the same purpose, including logistic regression (Dopazo et al., 2001; Shannon et al., 2002) . The important difference between regression and correlation analyses is that correlation is concerned with assessing the closeness of the relationship between two data variables, while regression is concerned with estimating the equation of the line that best describes the relationship between two data variables. Correlation thus seeks relationships between two variables, while regression quantifies suspected relationships between them. That is, regression is about the form of the relationship, while correlation is about the strength of the relationship. The two analyses are actually based on mutually exclusive sets of assumptions about the data, and you should not treat them as interchangeable. Tibshirani and Efron (2002) use a variant of jackknifing for assessing the validity of regression equations as predictors.
Finally, the analysis of time sequences involving microarray data has been poorly addressed to date (Filkov et al., 2002) . Time-series analysis is a well-recognized technique within statistics, and its power has not yet been fully applied to finding and testing patterns in microarray data (Slonim, 2002) . Recent suggestions for different approaches to the problems include: using a multifactorial ANOVA with time as one of the factors, with permutation testing and adjustment for multiple hypothesis testing (T. Park et al., 2003) ; information-theory analysis (Kasturi et al., 2003) ; piecewise nonparametric regression (de Hoon et al., 2002) ; clustering based on time-series analysis (Ramoni et al., 2002) or nonlinear curve fitting (Luan and Li, 2003) ; and partial least-squares regression (Johansson et al., 2003) . The relative efficacy of these alternatives remains to be assessed.
Pattern recognition and prediction
Multivariate data analysis does not easily fit into the usual framework of statistical hypothesis testing. In the usual hypothesis-testing framework an explicit pattern is predicted to occur in the dataset and a single mathematical test is used to evaluate whether this pattern exists or not. However, because multivariate data are inherently complex, we frequently do not know what pattern to predict in the dataset, and so we cannot be explicit beforehand about what pattern or patterns we would interpret as biologically meaningful. Instead, we wish to search for any patterns that might exist in the dataset, which we might then interpret post hoc as being potentially meaningful. So, the answer to our experimental question arises from the result of our search for patterns in the dataset rather than from the answer to an explicit statistical question.
Multivariate data analysis is thus frequently in the nature of a fishing exercise, or what is more technically referred to as "data mining" or "pattern analysis." In statistics this is referred to as "exploratory data analysis," because we are exploring the dataset for mathematical patterns, or "descriptive data analysis," because we wish to summarize those patterns rather than make explicit inferences about them. The important thing to recognize is that the dataset consists of measurements for a series of variables for each sample unit, and it is the whole series of measurements that we wish to summarize and explore. For microarray data this means having multiple measurements of expression for each gene, either under different experimental conditions, from different tissues or as part of a time series. These multiple measurements are sometimes referred to as an "expression profile" for each gene.
The most depressing thing about multivariate pattern analysis for most biologists is that there is no single mathematical technique that can be universally recommended. This situation arises from the fact that there is no single pattern that can be expected in the data-if there are many possible patterns in the data then there must be many possible mathematical techniques for finding those patterns, as each technique looks for a different type of pattern. Consequently, there is a myriad of possible analysis techniques available, and many of them have been applied to microarray data at one time or another.
More to the point, there is no way of knowing a priori which technique(s) will find those pattern(s) that happen to be in your data. Choosing the technique that is suggested to be best under the widest range of possible circumstances sounds like a reasonable criterion of choice, but this is not necessarily a good idea. For example, if your data always have certain characteristics (e.g., because of the experimental conditions and the way the data are quantified) then what you actually want is the technique that performs best under those precise circumstances, irrespective of how it performs under other circumstances. So, what we need is critical assessments of the techniques specifically for microarray-type data.
It is thus currently not easy to present multivariate pattern analysis as part of a rigid protocol, similar to a laboratory protocol-one fishes in the data and sees what fish one catches. This may seem rather nonscientific, but it is the end result of the experimenter not having a fixed idea about exactly what pattern will exist in the data. There is no point in blaming statisticians for this situation-if we could tell them exactly what we want then they could do something about providing it.
Since there are a lots of techniques, it is necessary to summarize them and their characteristics in some way. The traditional way is to recognize two main types of multivariate analysis: (1) supervised (or machine learning) techniques, in which the analyst "supervises" the search for patterns by making suggestions about what patterns to look for; and (2) unsupervised techniques, in which it is solely the mathematical algorithm that determines the search for pattern.
Both techniques have a multitude of alternative possibilities. Sadly, the proponents of the many techniques have rarely made any attempt to systematically demonstrate that their proposed method is superior-they merely demonstrate that their method will work (or, in technical terms "provides competitive performance"). So, a detailed comparison and critique of the techniques as applied to microarray data is currently lacking, other than the empirical comparison of several supervised techniques by Dudoit et al. (2002a) and several unsupervised techniques by Yeung et al. (2001) , G. , Dougherty et al. (2002) , and Datta and Datta (2003) (although several unpublished comparisons are also extant, see Slonim, 2002) . One major problem with performing a worthwhile comparison of the techniques is providing large enough training and testing datasets. The normal method when confronted with small datasets is to use crossvalidation, but to date this has usually been implemented in a manner (i.e., leave one out) that results in overly optimistic estimates of prediction accuracy (Ambroise and McLachlan, 2002; Bø and Jonassen, 2002; Kim et al., 2002) .
The supervised techniques are designed to act as predictive classification tools (i.e., class prediction). That is, they allow us to predict the characteristics of unknown specimens based on the characteristics of known specimens-we could then, for example, assign an unknown DNA sequence to one of a set of known gene classes. Among the techniques, we have traditional techniques such as: discriminant function (or canonical variates) analysis; logistic regression; nearest-neighbor classifiers, or weighted voting; classification, regression or decision trees (recursive partitioning analysis); and support vector machines or artificial neural networks. Some of these techniques are briefly described in the context of microarray data analysis by Quackenbush (2001) , Raychaudhuri et al. (2001) , and Slonim (2002) , and details can be found in the book by Legendre and Legendre (1998) . There are also more recent developments such as: between-group analysis (Culhane et al., 2002) ; compound covariate prediction ; pairwise feature subset selection (Bø and Jonassen, 2002) ; sufficient dimension reduction (Chiaromonte and Martinelli, 2002) ; nearest shrunken centroids (Tibshirani et al., 2002a) ; Bayesian variable selection (K.E. Lee et al., 2003) ; independently consistent expression discriminators (Bijlani et al., 2003) ; strong-feature classifiers ; disjoint principal components analysis (Bicciato et al., 2003) ; and various genetic algorithms (Deutsch, 2003; Ooi and Tan, 2003) .
Such supervised techniques essentially use training groups to quantify the expected patterns in the dataset, and then use this "learned" information to analyze the unknown patterns. The training groups are based on existing biological information, such as knowledge of gene function, tissue origin, cell type, or experimental treatment. The learned information is encapsulated in a set of mathematical equations or rules, designed to reliably assign new sampling units to the groups. The techniques differ in the type of discrimination rule that they use. So, the usual use of such methods is for rapidly identifying diagnostic genes, or for selecting a minimally predictive set of genes. Having too few predictive genes is as bad as having too many genes, the former because the discrimination will be inadequate and the latter because some of the genes will be irrelevant to the prediction. Most of the techniques seem to provide rather similar results, at least based on the limited number of datasets for which they have been compared. Dudoit et al. (2002a) concluded that some of the simpler methods actually work better than most of the more complex ones. Much of the reason for this appears to be to do with the number of genes compared to the number of biological samples. Selection of classifiers tends to become unreliable when the number of potential classifiers (genes) is large relative to the number of objects (samples) (Dougherty, 2001) , and in microarray studies to date the number of genes exceeds the number of samples by several orders of magnitude. Class prediction is thus very much a search for a subset of genes that will act as good predictors of the classes of biological samples. This is no trivial task, because it essentially involves either trying every possible combination of genes, which is impossible in practice for large numbers of genes (mathematically, it is called NP-hard), or finding some heuristic search strategy, which will depend for its success on the appropriateness of the heuristics. There are two basic requirements if the genes are to act as good predictors (Dougherty, 2001; Ooi and Tan, 2003) : the genes need to be highly correlated with the distinction between the classes (to be good predictors), and the genes should not be correlated with each other (because they will then provide redundant information). Finding subsets of uncorrelated genes seems to become more problematic the more genes that are considered (Ooi and Tan, 2003) . Furthermore, because the number of genes is much greater than the number of arrays, perfect discrimination of the groups in the training set is always possible. This is the same overfitting problem as referred to above Radmacher et al., 2002; Szabo et al., 2002) , and it means that the prediction may be perfect for the training dataset but useless for any other set of data. So, only simple classifiers can be used, which may entail a compromise between simplicity and classification accuracy (Dougherty, 2001 ). This simplicity means that there may be very many gene subsets that are equally optimal with respect to prediction . The supervised analyses will only be as good as the information used in the training sets, and it is necessary for the analyst to make a series of decisions that can have quite a profound influence on the outcome of the analysis. There can also be quite severe mathematical restrictions assumed by the analyses. For example, linear discriminant functions assume linear relationships among the groups and strict multivariate normality. These constraints can become more serious the more classes there are for consideration. Recently, therefore, techniques have been suggested based on constrained or canonical ordination analysis of binary variables (Culhane et al., 2002) , such as redundancy analysis (RDA, using principal components ordination) and canonical correspondence analysis (CCA, using correspondence ordination), which have been successful in other fields of biology that face similar problems (e.g., Jongman et al., 1995) .
In contrast, the unsupervised multivariate techniques are designed merely to act as summaries of the data structure (i.e., class discovery). That is, they try to find and highlight whatever general mathematical patterns there are, which we might then interpret as having some biological meaning-we could, for example, distinguish between different functional classes of genes based on their expression patterns. There is a veritable arsenal of such techniques, but they can be broken into two main groups: ordination; and clustering. Such techniques are basically a two-step process: (a) summarize the patterns in the dataset by calculating some measure of the relationship between
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all possible pairs of the sampling units, or between all possible pairs of the data variables; and (b) display the data summary. There are several possibilities for each of these two steps (e.g., correlation coefficient and Euclidean distance for step a, and ordination and clustering for step b). The differences between these various possibilities mean that each variant is best at finding a particular type of pattern. Some of these techniques are briefly described in the context of microarray data analysis by Sherlock (2000) , Dopazo et al. (2001) , Hess et al. (2001) , Quackenbush (2001) , and Slonim (2002) , and details can be found in books such as those of Podani (1994) , Jongman et al. (1995) , Legendre and Legendre (1998) , and Theodoridis and Koutroumbas (1999) .
More recently, unsupervised methods tailored specifically to microarray data have been proposed (e.g., Lazzeroni and Owen, 2002; Mavroudi et al., 2002; Medvedovic and Sivaganesan, 2002) . A particular trend has been to propose methods that use some of these unsupervised techniques as the first step of a twostep procedure, in which the second step is a supervised pattern-prediction technique or an hypothesis-testing technique. Thus, the unsupervised technique is used as a data summary or dimension reduction procedure, and it is the summarized (or reduced) data that is analyzed for class prediction or class comparison. Combinations include: ordination and discriminant analysis (Chiaromonte and Martinelli, 2002; Méndez et al., 2002) ; partial least-squares and discriminant analysis Rocke, 2002a, 2002b) or nonlinear regression (Ghosh, 2002) ; self-organizing maps and cluster analysis ; correlation/clustering and support vector machines (Jaeger et al., 2003) ; ordination and regression (West et al., 2001; Spang et al., 2002) ; ordination and ANOVA (Landgrebe et al., 2002) ; and adaptive dimension reduction and regression (Antoniadis et al., 2003) . These combinations form new variants of techniques that have been used in other fields of biology, all of which use step (a) above and replace step (b) with a further data analysis (e.g., Legendre and Anderson, 1999) . However, this second step may be unnecessary, because the results of step (a) can actually be examined directly (Anderson, 2001; McArdle and Anderson, 2001) , an approach that does not yet seem to have been examined for microarray data.
It may be worth briefly emphasizing the differences between ordination and clustering analyses, since they are far and away the most commonly used techniques for class discovery in microarray data. Both techniques display the data summary as a graph, with ordination using a scatterplot and clustering a line graph (or tree). Ordination methods seek to arrange (or order) the sampling units so as to place similar ones close together on the graph, while grouping techniques try to sort the sampling units into meaningful groups, with similar sampling units being placed in the same group. Ordination is therefore more appropriate when the sampling units are thought of as being related along a gradient, and clustering is more appropriate when the sampling units are thought of as comprising a number of partly dissociated subpopulations. Which of these two possible approaches should be used can thus only be decided by reference to the original experimental question. In fact, it may be a good idea to apply both techniques and to compare the results, as the comparison may provide more insights into the data than either analysis does alone (Quackenbush, 2001 )-for example, ordinations can be used to assess the distinctness of clusters, or they may reveal outliers (outliers may be mistakes or they may indicate interesting biological phenomena).
As far as visualizing the patterns of the complex data is concerned, several useful strategies have been applied to microarray data. For example, Eisen et al. (1998) have championed the use of ordered two-way diagrams for displaying the results of clustering analyses. This involves clustering both the genes and the expression profiles, and showing the two results simultaneously. There are objective criteria for sorting such two-way diagrams so that the order maximizes the similarity of adjacent elements (e.g., Hill, 1979) , but in general, this has been done on a more ad hoc basis for microarray data (see some suggested criteria in Eisen et al., 1998) . The results of these techniques can be visualized using coloring to represent different levels of expression (sometimes called a heat map). Sadly, red and green have been the chosen colors for over-and underexpressed genes (Eisen et al., 1998) , which makes it difficult for those people who are red-green colour blind (i.e., 5% of the male population)-blue and yellow would have been much better choices.
It is important to recognize the serious limitations that can apply to multivariate pattern analysis. They are attempts to summarize complex data into a simpler form, and therefore (by definition), they lose information by making assumptions about what aspects of the data can be usefully lost-their very strength (the ability to reduce complexity) is also their greatest weakness (the loss of potentially valuable information). The most important of these limitations is therefore the existence of sometimes quite critical mathematical constraints within particular analysis techniques, to which the analyses are not robust. Each analysis technique is based on a set of strict assumptions, and if these assumptions are violated then the output of the analysis is unreliable. At worst, the patterns revealed by the analysis may be nothing more than mathematical artefacts rather than representations of real biological phenomena. Three examples are worth considering here, because they mean that suboptimal methods are often being used as a result of the sheer size of the datasets that are generated by microarray experiments.
First, some ordination techniques, particularly eigenanalysis (i.e., singular value decomposition) techniques such as principal components analysis (PCA; Hilsenbeck et al., 1999; Alter et al., 2000; Raychaudhuri et al., 2000) and correspondence analysis (CA; Fellenberg et al., 2001) , are based on strict ideas about the relationships among the data variables (e.g., that they are linear or unimodal). None of the proponents of these techniques for the analysis of microarray data seem to have seriously addressed this issue. Nevertheless, these are quite serious assumptions that are likely to violated by many biological datasets (e.g., the relationships are often curvilinear), and they have long been known to potentially introduce distortions into the ordination diagrams (e.g., Gauch, 1982; Ludwig and Reynolds, 1988 ). An example of the distortion is shown in Figure 2 . It is for this reason that multidimensional scaling (MDS) is usually recommended as an ordination technique in biology (e.g., Morrison et al., 1994) , as it does not require the same underlying assumptions. However, PCA is far more frequently used than MDS in microarray studies, because the mathematical calculations are easier to perform on large datasets. In fact, MDS may be infeasible for many microarray datasets, although it has been successfully used (e.g., Bittner et al., 2000; Khan et al., 2001 ).
Second, agglomerative clustering is far more frequently used than divisive clustering (in fact, it is the single most commonly used multivariate technique). Divisive techniques start with the whole set of sampling units in one group, and divide this set into two or more subgroups; each of these subgroups is then analyzed and divided in its turn. Agglomerative techniques, on the other hand, start with each sampling unit in a separate group, and then start grouping them together, thus building up larger and larger groups. In principle, divisive techniques should perform better at the important higher levels of the grouping hierarchy, because the divisive techniques are most reliable at the level of few groups whereas agglomerative techniques are least reliable at this level. However, divisive clustering is probably infeasible for most microarray datasets, although it has been used (e.g., Alon et al., 1999) . To circumvent this problem, nonhierarchical techniques such as k-means clustering, quality clustering, and self-organizing maps have been used (see Quackenbush, 2001 ), but it is not clear yet how appropriate they might be because these have their own limitations. Furthermore, there is no consensus about how to make the decision concerning how many clusters should be recognized in any particular microarray dataset, irrespective of how those clusters were derived, mainly because there is actually no simple definition of the word "cluster" by which we could recognize one if we saw one (e.g., see the competing suggestions by Yeung et al., 2001; Tibshirani et al., 2001a Tibshirani et al., , 2001b Méndez et al., 2002) .
Third, relatively little attention seems to have been paid to step (a) of the unsupervised techniques, which involves calculating some measure of the relationship between all possible pairs of sampling units or variables. The choice of metric to be used to estimate the size of the relationship can have serious effects on the analysis results, as can any prior standardization that is applied to the metric (e.g., Quackenbush, 2001) . One intuitively appealing idea, which has been commonly used in microarray studies, is to use the usual parametric (Pearson) correlation coefficient (Dopazo et al., 2001; Szabo et al., 2002) . The use of the correlation coefficient as a measure of similarity is based on the idea that concordant (i.e., interdependent) changes have occurred in the objects being compared-that is, any genes that are different between the two arrays have changed simultaneously. On the other hand, the alternative Manhattan coefficient (Kasturi et al., 2003) assumes that all changes have occurred independently of each other. Unfortunately, biological reality is likely to be somewhere between these two extremes for any one dataset. Nevertheless, which of these two metrics we might choose should be based on what we are prepared to assume about our data.
For those of you who are familiar with distance and similarity measures, the correlation coefficient is simply the Euclidean distance that has been standardized, while the Gower coefficient is simply the Manhattan distance that has been standardized. There are thus close connections among the various metrics. Other proposed metrics, such as the rank correlation, the angle between two vectors and mutual information, have not received much attention . Interestingly, the Gower measure appears not to have been used for microarray data, although it has been a highly recommended metric in detailed critiques of other fields of biology (e.g., Faith et al., 1987) .
It is important to recognize that each pattern analysis technique is designed to examine a particular type of pattern in the dataset even if that particular type of pattern is absent from the data . The most egregious example of this is occurs when using clustering techniques, all of which will put the sampling units into clusters irrespective of whether there are distinct clusters in the dataset or not (except for the Medvedovic and Sivaganesan (2002) , which specifically takes into account the replication of the arrays in the experiment. The data summary is displayed as a principal coordinates analysis, calculated using the PATN (v. 3.51) program of Belbin (1995) . Only the first two dimensions of the ordination analysis are shown (out of the four available). Note that there are two distinct distortions of the relationships among the ESTs in this diagram. First, there is an unwanted curvilinear relationship between the two axes-the second axis is merely a quadratic function of the first axis (usually called a "horseshoe shape"). The second axis thus provides no more summary of the data than does the first axis, but merely distorts the same pattern. Second, there is misrepresentation of the positions of the points along the ordination axes-there is contraction at the ends of the horseshoe so that many hundreds of points are clustered together, while the points near the middle of the horseshoe are reasonably well separated. When looking at such an arch and contraction, we cannot tell whether it is a real pattern or an artefact. It is safer to assume the latter, because these distortions are well-known potential by-products of eigenanalysis ordinations. Furthermore, an agglomerative clustering analysis of the same data indicates that three of the four main clusters are within the right-hand contraction, so that this analysis is certainly finding something that the ordination is not. Note that the distortion is known to be an effect of the eigenanalysis itself (i.e., the decomposition of the association matrix into eigenvectors, often called generalized singular value decomposition) rather than of the similarity measure or standardization.
plaid technique of Lazzeroni and Owen, 2002 , which allows objects to be in more than one group or not in a group at all). More to the point, both agglomerative and divisive clustering are based on the assumption that the relationships among the objects are hierarchical, and there is actually no evidence for the existence of such relationships in biological functions of different genes . Consequently, it is inadvisable to interpret the details of multivariate pattern analyses too closely-pattern analyses are a preliminary (exploratory) step rather than an end in themselves. In particular, confirmatory evidence from some other experimental procedure (e.g., Northern blots, real-time PCR, RNase protection assays, in situ hybridization; Chuaqui et al., 2002) needs to be acquired for all microarray experiments, as the technology itself is still not very robust (Bakay et al., 2002; Kothapalli et al., 2002; Kuo et al., 2002; Li et al, 2002; Novak et al, 2002; Wierling et al., 2002) . If nothing else, technical issues such as crosshybridization and nonspecific binding mean that all microarray data should be treated with some caution (Chuaqui et al., 2002) . Recently, therefore, statisticians have turned their attention to the possible assessment of statistical significance for the patterns found by multivariate analyses, irrespective of whether they are supervised or unsupervised. These analyses are not amenable to the traditional parametric approaches, because we cannot specify the necessary information required for calculating the probabilities (e.g., the underlying frequency distributions). So, the approaches are necessarily nonparametric. The approach that has shown most promise is the use of a randomization test. The name derives from the fact that we are generating the statistical null hypothesis (i.e., a random pattern) by randomizing the dataset itself.
A randomization test generates the statistical null hypothesis by calculating all of the possible permutations of the dataset, which is all of the possible arrangements of the observations into patterns that could arise from the original experimental design. These permutations are what would be expected if the null hypothesis was true. So, the mathematical calculations are performed on the original dataset; then the set of permutations is produced, and the mathematical calculations are performed on each of these permutations. The pattern produced by these permutations is treated as being the relevant one for the null hypothesis (i.e., that expected by random chance); and so the calculations from the original dataset are compared to those from the permutations. If the original data produce a pattern that is more extreme (e.g., stronger) than those produced by the permutations, then it can be considered to be statistically significant (e.g., if the original data has a pattern that is stronger than those produced by .95% of the permutations then the pattern is statistically significant at P , 0.05).
The basic practical problem with randomization tests is that the number of possible permutations of the dataset increases exponentially with increases in the number of observations. It is thus a time-consuming exercise to generate all possible permutations, and for large datasets it is completely impractical. The usual solution to this problem is to generate only a sample of the possible permutations, using Monte Carlo simulations. The randomization tests are then called resampling tests. A sufficiently large number of samples needs to be taken in order to generate a reasonable approximation to the set of all permutations, usually in the order of 2-5000 (Manly, 1997) . Clearly, randomization tests were not possible in practice before the advent of computers.
Three distinct but related approaches to resampling have been developed (see Manly, 1997 , for the details):
1. permutations-this generates samples that are exactly the same size as the original dataset but which have relationships among the data variables randomly jumbled. So, to generate each resampled dataset the observations for each data variable are randomly rearranged among the sampling units (i.e., sampling without replacement); 2. bootstrapping-this also generates samples that are exactly the same size as the original dataset but which have each of the data variables sampled with replacement. So, to generate each resampled dataset the observations for each data variable are randomly sampled from among the sampling units in such a manner that each observation could appear more than once in each resampled dataset (while others might not appear at all); and 3. jackknifing-this generates samples that are smaller than the original dataset and which are sampled without replacement. So, the proportional size of the resampled dataset needs to be specified. The most common versions are delete-one sampling, in which each resampled dataset has one less sampling unit than in the original set, and delete-half sampling, in which each resampled dataset is half the size of the original set.
In general, statisticians use permutations when performing hypothesis tests (such as t-tests, analysis of variance, or correlation), bootstrapping for creating summaries of variability or accuracy (such as standard deviations, standard errors, or confidence intervals), and jackknifing for crossvalidation assessments.
All three techniques have been applied to microarray data at one time or another. For example, Heyer et al. (1999) use jackknifing to deal with outlying values in multivariate data analysis, Kerr and Churchill (2001c) use bootstrapping to assess the reliability of clusters derived from clustering analyses (technically, they bootstrap the residuals from an analysis of variance rather than bootstrapping the variables) and Yeung et al. (2001) use jackknifing for the same purpose, Tibshirani et al. (2001b) use permutations to assess the "optimal" number of clusters in a dataset, while Tibshirani et al. (2001a) use jackknifing for the same purpose, Radmacher et al. (2002) employ permutation to quantify the significance of prediction results, and use permutation to assess the degree of clustering present in the dataset (technically, they permute nearest-neighbor distances in a PCA ordination rather than permuting the variables).
An important point to remember is that it is not straightforward to apply statistical analyses to unsupervised clustering or ordination, because statistical hypothesis testing requires independence. For example, in the hypothesis-testing scenario described above the pattern being tested is specified before the data are collected, and so the data can be used validly to test the pattern (because the pattern and the data are independent of each other). However, in unsupervised techniques the pattern is derived from the data and therefore the same data cannot be used to test that pattern. Hence, neither the bootstrapping method of Kerr and Churchill (2001c) nor the permutation method of McShane et al. (2002) can be used to estimate the probability that two clusters are "significantly different" from each other, for example-the methods are designed to assess the stability of the clusters instead.
It is, however, possible to statistically compare two datasets to assess whether they contain the same pattern (e.g., gene expression data in one dataset and some other biological information in the other dataset), provided the two datasets are independent of each other (Jongman et al., 1995) . So, if we wish to examine the relationship between the microarray dataset and any covariables for which we might also have data, then this can be done in a multivariate fashion. That is, we can treat the covariables as a second dataset, and we can look for general patterns that the two datasets have in common. For microarray data, this can be done most effectively using the Mantel test (Shannon et al., 2002) . This is a generalization of correlation (and regression) analysis, where a single correlation value is used to describe the overall relationships between the two datasets rather than between each pair of variables. The correlation value can be statistically tested using permutation testing. Alternatively, Chapman et al. (2001) and Landgrebe et al. (2002) have shown the advantages of using biplots for displaying the results of both unconstrained (e.g., PCA, CA) and constrained (e.g., RDA or CCA using continuous variables) ordination information, which is an alternative approach to the same problem, and which can also be tested using permutations. Similarly, Tibshirani et al. (2002b) using clustering in combination with correlation analysis, followed by permutation testing. Alternatively, LeBlanc et al. (2003) take a more direct approach by using a reference gene, which is highly related to the external biological information, to rank the other genes.
As a final point, it is worth noting that most of the multivariate techniques cannot deal with "missing" data, unlike the hypothesis-testing techniques discussed in the previous section. Data are missing if an observation is not collected for every variable for every sample unit, and this is a common occurrence in microarray studies because there can be numerous technical reasons why some genes are not detectably expressed on some arrays (Troyanskaya et al., 2001) . Unfortunately, the mathematical calculations cannot proceed under these circumstances, and so this situation must be explicitly dealt with. It is possible to drop either the offending genes or arrays from the analysis, and then to proceed. However, this is rather extreme if it is the array that is to be dropped (why drop all of the data from an array just because a few genes were not expressed?), and so this is not recommended. Dropping those genes with missing data is more feasible, but this will mean that potentially important genes may be missed in the analysis. Therefore, many imputation methods have been developed that will supply estimates for the values of any missing observations (Schafer, 1997; Allison, 2001) , so that the data analysis can then proceed normally. Several of these methods have been evaluated for microarray data (Troyanskaya et al., 2001) , with another proposal from Wernisch et al. (2003) .
However, it is important to recognize that all imputation methods assume that the data are missing at random from the dataset, and this may not be true for microarray data. For example, lowly expressed genes may have many missing data because the expression levels are hard to detect, or one of the arrays might be faulty. Data that are below the detection limit may not be missing at random (and most evaluations of imputation methods have been based on data that are missing completely at random). The best strategy may therefore be some combination of gene deletion and imputation, deleting those genes with more than one to two missing observations and then imputing any remaining missing data. A rough guideline may be that 0-5% missing data are unlikely to cause analysis problems even if the data are not missing at random, while 5-10% missing data can be imputed safely using a reputable technique, and .10% missing data will require specialist techniques for analysis. Faulty arrays should always be deleted from the data analysis, of course.
EXPERIMENTAL DESIGN
The sheer size of datasets that can be collected in microarray experiments has apparently tempted some people to assume that the data can be collected in an ad hoc manner, based on the naive assumption that the "truth" will be revealed by the sheer weight of numbers . This is unlikely to be a realistic expectation, and it will always be best for experiments to be carefully planned in the light of an explicit hypothesis. If the data are to form useful scientific evidence then they must be collected in a "designed" manner, and experimental design is as important for microarray experiments as it is for any other type of experiment (Churchill, 2002) .
Clearly, the analysis of data is intimately related to the design of the experiment from which the data came-for the analysis to be successful its characteristics and assumptions must match those of the experimental data. Thus, statisticians have traditionally seen experimental design as a subbranch of statistics (dating from the seminal works of Fisher, 1935, and Yates, 1937) . While biologists are likely to think that this attitude is a bit extreme (e.g., most biologists can design successful experiments with only the remotest knowledge of statistics), it is undeniable that close attention during the design phase to the form of the intended data analysis will greatly improve the chances that the experiment will successfully answer the question being examined. Sadly, this simple concept has not yet become standard practice in microarray experiments (Y.H. , and so a brief discussion of the important issues is worthwhile here.
It is worth pointing out before we start that there are two distinct types of scientific experiments: manipulative (or intervention) experiments and descriptive (or observational) experiments. Descriptive experiments are those where the scientist does not try to modify the world in the process of the experiment (i.e., by manipulating the experimental conditions), whereas in manipulative experiments the scientist does modify the experimental conditions. Thus, manipulative experiments test hypotheses about processes while descriptive experiments test hypotheses about patterns. Most microarray experiments to date have been descriptive, but this does not mean that they must be so. Indeed, the two experiments for which we provide an example data analysis in the final section of this paper are clearly manipulative ones. Even though much is often made in the literature about the differences between these two types of experiments, from the point of view
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of successful experimental design there is sometimes very little to choose between them.
Design
Experimental design is all about deciding how to deal with unwanted sources of variation in an experiment . That is, we have an experimental question that concerns some particular source of biological variation (e.g., the relative effects of some experimental treatments, changing phenotypic expression during development, etc.) and to study this we wish to isolate it from the seemingly infinite other types of variation that occur in the universe-if we can separate out its pattern then we can see it clearly and thereby evaluate its relative importance. The other (unwanted) types of variation can include both biological variation (e.g., between tissues, between individuals, between populations, between species) as well as experimental or technical variation (e.g., between probes, between reactions, between dyes, between extractions). The sources of variation that we want to study are the "interesting variation" while the unwanted sources are the "obscuring variation."
There are three main ways that scientists have developed for dealing with unwanted sources of variation: (1) eliminate them, either by controlling the experimental conditions or by having an explicit control treatment; (2) randomize their effect, by having replicate samples; and (3) incorporating their effect into the data analysis, either as part of the preprocessing or as part of the quantitative analysis.
These strategies are not mutually exclusive, and they all should ideally play a part in most, if not all, biological experiments. As an example of the distinction between them, consider the unwanted variation caused by spatial irregularities within an array, which can affect the measurement of intensity for each gene. To deal with this problem we could try to improve the technology to manufacture near-perfect arrays, thus eliminating the problem-this would be strategy (1). Alternatively, we could also use several arrays for each experimental group, expecting that the spatial variation would "average out" across the replicates when we take their mean-this would be strategy (2). Finally, we could collect the data from a single imperfect array and adjust them mathematically afterwards to correct for the irregularities-this would be strategy (3). Currently, we use the latter approach, which is what preprocessing the data by normalization is all about. This does not, of course, stop the manufacturers from working on option (1), or us from also using option (2).
Laboratory scientists have always favored the first of these three strategies (which is why they devised laboratories in the first place). However, this strategy has the limitation that it is logically invalid to extrapolate the experimental results beyond the confines of the particular laboratory conditions used for the experiment. Many molecular biologists have apparently not worried much about this problem, as they seem to be quite happy to assume that their results can be generalized without further quantitative demonstration that this assumption is valid. In contrast, the advantage of the second strategy (replication) is that it explicitly demonstrates the generality of the experimental results, and it can be argued that proper replication is therefore a feature of all worthwhile experiments. This issue will be dealt with below. The third strategy (data processing) has been discussed in some detail in the preceding sections, and only one further comment will be made below.
Replication
Replication is at the heart of all statistical analyses, as it is the key to reliable inference from a sample to a population. It is the repetition of a pattern across a series of replicates that provides the convincing evidence that the pattern is real, because the repetition is unlikely to occur by chance. Most data analyses perform badly with only small amounts of replication, and if microarray experiments are poorly replicated then the tests are best treated as exploratory tools rather than as useful tests of scientific hypotheses . However, even when used as exploratory tools replication of arrays is beneficial Medvedovic and Sivaganesan, 2002) .
Lack of replication has been a recurring comment with respect to microarrays. In fact, most of the hypothesis-testing techniques that have been proposed are designed specifically to try to get patterns out of the datasets in the face of extremely poor replication (or even entire lack of it). This situation seems to have arisen because of the focus of attention on the genomic aspects of the technology-the fascination with the sheer number of genes that can be incorporated into an experiment has drawn attention away from the other aspects of the experimental design. Furthermore, attention has focussed on sampling as many experimental conditions as possible with the limited number of arrays available, which must be at the expense of using those arrays for replicate sampling of the conditions. Presumably things will settle down soon, and replication will be seen as just as fundamental for array experiments as it is in all other areas of biology.
If replication is to be used then it is necessary to understand the essential features of what a replicate must be. The most important feature for true replication is that the replicated objects must be independent of each other-that is, a replicate is the smallest unit to which an independent application of the experimental procedures is applied. In microarray experiments it is frequently assumed that the individual spots on the slide or chip are the fundamental units that need to be replicated, because each spot is a separate application of a particular nucleotide sequence. However, repeated placement of the same sequence on a single slide/chip is not true independent replication, because the entire chip/slide is treated as a single experimental unit at some subsequent stages of the laboratory protocol (e.g., application of the test sample, and the ensuing hybridization, washing, and scanning). Consequently, it is the arrays that also need to be replicated, not just the spots/probes, because it is the arrays that are the "independent experiments" that can be used as "true replicates" in the data analyses.
The spots and probes can also be replicated if desired, but these are not independent replicates. This is often referred to as pseudoreplication (Hurlbert, 1984) , to distinguish it from proper independent replication such as is assumed by the data analysis techniques discussed in the preceding sections. The most common form of experimental design for microarrays usually has no true replication (Y.H. , and so the importance of this design feature is apparently either not understood by many biologists or is undervalued. One appar-ent disincentive to proper replication is the financial cost of replicating arrays, but this cannot be allowed to outweigh scientific rigour (Firestein and Pisetsky, 2002) .
Another way of thinking about replication (i.e., other than independence) is that it is supposed to be dealing with sources of variation. Microarray experiments have several distinct sources of variation, including variation among spots within an array (which is measurement error) and variation among arrays, both of which are technical errors, and variation among samples, which is biological variation (Churchill, 2002) . Replication can be used to dispense with all three sources of variation, but different things need to be replicated in each case.
In a microarray experiment there are several sources of technical variation to be dealt with (summarized by Li et al., 2002) , and replicating spots on a single array will only deal with some of them while replicating arrays will deal with others. Since it is recognized that arrays are inherently variable (Bakay et al., 2002; Li et al., 2002; Nadon and Shoemaker, 2002; Novak et al., 2002; Simon et al., 2002) , the arrays must be replicated to deal with this source of variation, because many of the sources of technical variation are beyond the experimenter's control. This is particularly true for genes expressed at low levels, which are almost always observed to be poorly reproducible in replicate arrays.
This raises the question of how many replicates should be used in a microarray experiment to deal with technical variation. There is no simple answer to this question, as the answer will vary from experiment to experiment because the relative expression levels vary from gene to gene and sample to sample, and there are actually several competing criteria to be considered. However, the consensus seems to be that at least three arrays is probably a good compromise between the various competing criteria (M.L.-T. Lee et al., 2000; Black and Doerge, 2002; Grant et al., 2002; Novak et al., 2002) , and five arrays might be sufficient to detect a 1.5-fold change in expression level (Gibson, 2002; Wierling et al., 2002) . It is unlikely that a twofold change could ever be reliably detected with a single array, given the amount of technical variation involved Wierling et al., 2002) .
Perhaps a more important issue is the biological variation that may need to be dealt with by replication. If we wish to generalize to a large biological population (such as a tissue or a cell line) then taking a single extraction is clearly inadequate, as it will not deal with physiological variation. Furthermore, if we wish to generalize to an even larger biological population (such as a species) then taking a sample from a single individual is clearly inadequate-we will have eliminated interindividual variation (i.e., phenotypic and genotypic variation) from the experiment and thus cannot validly generalize beyond that single individual. Replicating biological samples, as well as experimental samples, is thus an issue that deserves closer attention, because it is likely to be the biggest source of variation in microarray studies (Bakay et al., 2002; Novak et al., 2002) . Perhaps the most important limitation here is that biological variation can result in heterogeneous samples (e.g., mixed tissues from a single individual). Current data analysis techniques are ill-equipped to deal with heterogeneous samples, and the interpretation of their results can therefore be problematic (Grant et al., 2002) . It is thus sometimes recommended that only homogeneous cell populations should be used (Firestein and Pisetsky, 2002) .
The question of how many replicates should be used to deal with biological variation is even more problematic to answer than is the question of technical variation. The standard statistical technique is to use what is called "power analysis," and this is discussed in more detail below.
A related question is how best to evaluate the repeatability of experimental replicates, either replicate spots on a single array or replicate arrays. One common suggestion is to plot one replicate against the other and then to measure the statistical correlation between them. However, this has long been recognized to be a poor method (Bland and Altman 1986) , despite its very common use in microarray studies. It is likely to be an invalid use of correlation analysis because it will overestimate the reproducibility of the two replicates. A far better alternative (Hess et al., 2001; Wang et al., 2002b) is to produce a mean-difference plot for each pair of replicates, which is a scatterplot showing the difference between the paired observations (vertically) and their mean (horizontally). This is conceptually the same as the MA plot described above. It involves a 45°ro-tation of the scatterplot and a rescaling, compared to the standard plot. The rotation makes the plot more easily interpreted, because the differences between the replicates are confined to the vertical dimension (rather than being confounded across both dimensions as they are on the standard plot), and the rescaling helps emphasize differences at the equally important low expression levels (which in the standard plot get swamped by the higher expression levels).
Treatments
A different but related design issue is that if only one experimental treatment is applied per array then the array clearly needs to be replicated. That is, the experimental treatment needs to be applied separately to several arrays. If this is not done then it will be impossible logically to distinguish between the effects of the experimental treatments and the effects of differences between individual arrays. That is, if the expression of a gene is observed to be different between two arrays each containing a separate treatment, then is this difference caused by the inherent variability between arrays or by the influence of the experimental treatments?-we can't know. When it is impossible to distinguish between two effects in an experiment this is referred to as a confounded experimental design, and unwanted confounding is the cardinal sin that can be committed by an experimenter. A confounded design cannot be used to answer the experimental question convincingly, so it is of little value to a scientist.
In this regard, it is important to note that the experimental unit in a microarray experiment is an array, which may also be the unit used to deal with biological variation (since each array has a single biological sample applied to it). This can cause confusion about replication, because replicating arrays does not necessarily mean that there is replication of the experimental treatments. Replication of the treatments involves independent application of the experimental manipulation, as explained above, and replication of biological samples does not necessarily achieve this. For example, if several biological samples are subjected to a single experimental manipulation simultaneously, and each sample is then applied to a separate array, there will be biological replication but no replication of the experimental treatment.
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If two experimental treatments can be applied per array (as they must be when using both red and green dyes in a cDNA array, for example), then clearly the comparison of those two experimental treatments can be made without the confounding influence of variability between arrays (i.e., the unwanted effect of interarray variation has been eliminated from the comparison). However, this does not relieve the experimenter of the necessity for replicating arrays. If arrays are inherently variable, then how do we know that the experimental result is not unique to this one particular slide? If we wish to generalize beyond the confines of that one array, then replicate arrays are necessary to demonstrate the generality. In particular, dye-swap (or reverse labelled) pairs are the best design for two experimental treatments (i.e., pairs of arrays in which the dye assignments are oppositein each member).
For cDNA arrays, an equally pressing point if two experimental treatments are applied per array is deciding which two treatments should be hybridized together on the same slide when there are more than two treatments being included in the experiment. This is important because there is more experimental variation between arrays than there is within arrays. This general issue has been addressed in detail by statisticians, and the application of the relevant points has been made to microarray experiments (e.g., Kerr and Churchill, 2001a; Churchill, 2002; Dobbin and Simon, 2002; Glonek and Solomon, 2002; .
The important design issues are the "power" and "statistical efficiency" of the subsequent data analysis. The first criterion refers to the ability of the analysis to detect a pattern in the data when it is really there, and the second refers to minimizing the amount of resources used for achieving that power. These are clearly important criteria for experimenters, as failing to find a real pattern would be disastrous, and we all want to maximize the use of our limited resources. The most common form of design for microarray experiments is still the reference design, in which the second experimental treatment on each slide is merely the reference DNA sample that is being used for data standardization (see Fig. 3a ). However, this is not necessarily the most efficient way to organize things, as it will usually produce a larger variance than will a direct design (see Fig. 3b ), in which the comparisons of direct importance for the experimental hypothesis are made on each array (Glonek and Solomon, 2002; . Therefore, more useful information will be obtained from the same number of arrays for a direct design compared to a reference design, because the technical variation is dealt with more efficiently by the direct design.
To a biologist, however, there are a number of advantages to using a reference design as opposed to a direct design. For example, the data derived from a reference design have intuitive and obvious biological interpretation because the experimental effects are all independently measured relative to the same standard. That is, if we are comparing two experimental treatments, A and B, using a reference design, then in the experiment we measure A and B independently and we subsequently work out their relative effects by calculating their difference (B 2 A). Using a direct design, however, we work out B 2 A directly, without ever estimating either B or A on their own. This means that we know their relative effects, which is the point of interest in the experiment, and we will have more efficient estimates of the appropriate numbers. However, biologists are also used to knowing both A and B, as these may have additional biological interest, and they seem to feel more comfortable with this approach, even if it is statistically less efficient. In addition, data analysis of a reference design is usually straightforward, being in principle no different to what biologists are used to. A direct design, on the other hand, requires modeling of the effects sizes (i.e., B 2 A), which is not necessarily straightforward for microarray studies and has not yet been resolved in any really satisfactory manner (Lönnstedt et al., 2001) . Furthermore, using reference samples allows the experiment to be conducted over an extended period of time, because all of the experimental samples do not have to be ready at the same time (which they obviously do if direct comparisons are involved).
When using a reference, it is important to note that unless a dye-swap design is used then the treatment effects and the dye effects will be confounded (Kerr and Churchill, 2001a; Churchill, 2002) . This involves using two replicate arrays for each comparison, one using the red dye for the experimental sample and the green dye for the reference sample, and the other using the red dye for the reference sample and the green dye for the experimental sample.
Churchill (2002), Dobbin and Simon (2002) , Simon et al. (2002) , and provide recent summaries and critiques of possible experimental designs that achieve maximum statistical efficiency, including extended direct designs such as loop designs. In this regard, if is worth noting that the reference design makes all comparisons between experimental
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FIG. 3.
Experimental designs for the hybridizations of the samples onto the cDNA microarrays in (a) the experiment of Matrajt et al. (2002) , (b) a statistically more efficient design for the experiment of Matrajt et al. (2002) , and (c) the experiment of Singh et al. (2002) . The labels indicate the source of the cDNA samples (e.g., "Parental Tachyzoite" indicates the parental strain grown under tachyzoite conditions). Each arrow represents a single microarray, with the head of the arrow indicating the sample that was labeled with the green dye and the tail indicating the sample that was labeled with the red dye. samples with the same statistical efficiency, even if that efficiency is lower than for some other designs that might be applied in particular situations. The efficiency of loop designs will vary from one situation to another.
Power analysis
The question of how many replicates should be used to deal with biological variation is an important one to answer. In statistics, this is dealt with via power analysis (Nadon and Shoemaker, 2002) .
Power analysis is the investigation of the relationships between five aspects of statistical hypothesis tests: the probability of falsely rejecting a true null hypothesis (i.e., Type I error mentioned above); the probability of correctly accepting a true null hypothesis (called power); the sample size (i.e., the number of replicates); the variability of the data (i.e., the variation among sampling units); and the size of the pattern to be detected (i.e., the biological effect size).
So, the power of a specific statistical test can be estimatedgiven specified values for the size of the biological effect (e.g., the means), the variation among the sampling units (e.g., the standard deviations), the number of sampling units, and the probability of a Type I error, then the power can be calculated. In fact, given values for any four of these five characteristics then the fifth one can be calculated. This allows us to estimate, for example, the sample size necessary to detect a particular biological pattern, or the minimum biological effect size that can be detected with a given sample size. It is the estimation of sample size that is of most relevance here.
Power analysis has two main uses. First, it can be used to aid in the design and planning of the experiment (i.e., a prospective analysis). If there is prior knowledge about the likely size of the pattern and the likely variability of the data (e.g., from previous studies), then the power analysis will indicate the sample size needed to detect the pattern. Alternatively, given the same information and a specified sample size, the power of the analysis can be evaluated; or given the power and the sample size, the size of the pattern capable of being detected can be calculated. The experimenter can then evaluate the potential usefulness of conducting the proposed experiment.
Second, power analysis can be used to evaluate any nonsignificant results from the statistical analyses in an experiment (i.e., a retrospective analysis). The actual power inherent in the analysis can be calculated, and consequently, the ability of the experiment to detect the hypothesized pattern can be evaluated. Note that the "hypothesized pattern" should be one that is thought to be biologically important, rather than merely the one observed in the experiment. The experimenter can then objectively assess the success of the experiment-was the failure to detect a pattern because there really was no pattern or was it because the experimental design made it unlikely that the real pattern would be detected?
Power analysis can be difficult to apply to microarray experiments because not all of the necessary information will necessarily be available (e.g., we would need to know the variability of the expected gene expression levels). Black and Doerge (2002) , , and Simon et al. (2002) discuss some possible strategies. Furthermore, if nonparametric procedures are to be used for the data analysis then nonparametric power analysis needs to be used, and this is more complicated to carry out than parametric power analysis (requiring permutations or bootstraps; see Black and Doerge, 2002) . More general books about power analysis and samplesize estimation include those of Kraemer and Thiemann (1987) , Cohen (1988) , Desu and Raghavarao (1990) , and Lipsey (1990) .
Methods of power analysis exist for most statistical hypothesis-testing procedures. However, a particular problem is the application of power analysis to multivariate datasets, as there is no intuitively obvious way to do it. Measuring the size of the biological effect is not straightforward for multivariate data, and there are several aspects of the data analysis that are affected by the variation among the sampling units. Therefore, sample size affects the precision of the analysis (i.e., how representative the sample is of the true population) and the stability of the results (i.e., variability across repeated sampling) in complex ways (MacCallum et al., 1999) , and it is rare that general suggestions can be made about sample size and power for multivariate datasets. Nevertheless, Hwang et al. (2002) have made one specific suggestion for microarray data.
EXAMPLE ANALYSES OF MICROARRAY DATA
Many of the points made above might be clearer if we look at a specific example or two. Here we will particularly consider: unsupervised multivariate analysis, multifactorial analysis of variance for complex experimental designs, the use of permutations in relation to violation of statistical assumptions, multiple hypothesis testing, and power analysis with reference to replication.
We will consider the analysis of two published datasets. These data can be analysed in various ways to illustrate some of the theoretical points made in previous sections. The two sets of data are based on quite similar experiments, but the problems encountered in the data analyses are quite different, and they will be used to illustrate different topics. This will highlight the need for careful thought about how to proceed with the analysis of microarray data.
We have restricted ourselves almost entirely to standard statistical techniques, as no really good reason has yet been given for deviating from them for the analysis of microarray experiments. In particular, we have used the standard framework of analysis of variance, which is specifically designed for replicated multifactorial experimental designs. Almost all of the "problems" identified in the literature with respect to the analysis of microarray data stem from a lack of replication in the experiments, not from any inherent characteristics of microarrays themselves. We are therefore looking to the future rather than the past, on the assumption that replication will shortly increase to an acceptable level.
Note that what we are doing here is attempting to show some of the possibilities for microarray data analysis, and to make some important points about the design of array experiments. We are not attempting a reanalysis of the data from these experiments, nor are we trying to provide a definitive analysis of these data. There is no necessary reason why our analyses should produce the same conclusions as those reached by the original authors. In particular, we have restricted ourselves
DESIGN AND ANALYSIS OF MICROARRAY EXPERIMENTS
solely to those subsets of the data that appeared to us to be "complete" for the analyses that we wished to do. Our emphasis is very much on evaluating the quality of the data used to draw scientific inferences. Furthermore, we cannot give a detailed biological interpretation of the results for either experiment, because the information accompanying the datasets is incomplete. This means that we may also have misinterpreted some aspects of the data and how it was collected. Standards have recently been proposed for the information content of published microarray datasets that are to be archived (e.g., Brazma et al., 2001; Spellman et al., 2002) , and we recommend that everyone support these attempts at appropriate standardization.
Finally, the data analyses that we discuss here can be carried out via a wide variety of computer programs. We have used an arbitrary selection here, and our use of these particular programs should not be seen as a recommendation. Far more convenient forms of microarray data analysis are likely to be in the pipeline. However, in science, an explicit statement should always be made about which programs have been used, and which versions of these programs, just as the details of equipment and chemicals are provided for laboratory protocols. Matrajt et al. (2002) describe a study conducted with Toxoplasma gondii (Apicomplexa), in which the biology of conversion between the tachyzoite and bradyzoite life cycle stages in vitro were studied by gene expression profiling. This study included mutant strains which lacked the ability to form bradyzoites compared to a parental line. Thus, the main purpose of this study was to investigate the changes in gene expression during stage conversion, thereby providing an insight into the mechanisms of this process. As part of their experimental plan they performed a microarray experiment to examine stage-specific expression on a large number of genes. They used a reference design, in which each of the experimental samples was compared to a reference sample on each array slide. The processed data from this experiment are available at www.blackwell-science.com/products/suppmat/mole/mole 2904/mmi2904sm.htm, with the original array data in the Stanford Microarray Database (http://genome5-www.stanford.edu).
First dataset
We can start the discussion by thinking about the experimental design itself. Part of this design process involves consideration of which cDNA samples should be hybridized together on each array. This particular experiment involved a dye-swap reference design, as shown in Figure 3a . That is, each array involved a comparison between a cDNA sample from one of the experimental conditions and a reference sample. Furthermore, each of these comparisons involved two arrays, one with the reference sample labeled with the green dye and one with it labeled using the red dye. So, there was a total of eight arrays used for the experiment (i.e., the eight arrows shown in the figure). Statistical considerations suggest that there is actually a more efficient way to design this sort of experiment using the same number of arrays, as shown in Figure 3b . This design does away with the reference sample, and each array is then used for a direct comparison between two of the experimental cDNA samples. This design is then a dye-swap direct design. It can actually be performed with only six arrays, if necessary, as explained by Gronek and Solomon (2002) .
Let's start the data analysis by taking a brief look at the necessity for preprocessing the output from the scanning of the arrays themselves. Preprocessing involves filtering of the data followed by standardization. Standardization itself can consist of transformation and normalization of the intensity values.
As far as filtering is concerned, we are told for this experiment that "no value was entered for poor-quality spots (based on measurements of pixel distribution and background fluorescence)." The unwanted effect of background fluorescence is usually dealt with by subtracting the median background fluorescence intensity from each of the spot intensities for both of the dyes. At this stage some of the spots will be considered unsuable because the spot intentsity is less than the median background intensity. As an example, array number 17081 (which involved a comparison of cDNA from the parental strain grown under bradyzoite conditions and the reference cDNA) has 5376 spots, 206 of which have intensities less than the median background intensity for one of the two dyes. This leaves 5170 potentially usable spots.
Transformation of the intensities usually involves taking the log 2 value of the ratio of the background-corrected intensity of the sample dye to that of the reference dye. This corrects for the lognormal frequency distribution of the intensities, which results from the multiplicative effects of changes in expression among the ESTs. Normalization then involves correcting for unwanted spatial variation in intensity across each microarray. This can be done most effectively by assessing an MA plot, as shown in Figure 4 for array number 17081. If there is no unwanted spatial variation in intensities across the array then the ESTs would be randomly scattered around a horizontal line on such a plot. This is clearly not the case for this array. At low average intensities the red dye is stronger than the green dye, as it also is at high intensities, while the reverse is true at medium intensities. The normalization procedure involves "straightening out" the curvilinear line shown on the graph, which is done by subtracting from each spot intensity ratio the value predicted by the LOESS line (i.e., the normalized y-value equals the observed y-value minus the y-value predicted by the line). Note that the spots that are a long way from the LOESS line are the ones that represent ESTs that are either overexpressed (above the line) or underexpressed (below the line).
Having dealt with the normalization of each array, we can now proceed to consider the biological variability between the two independent experimental inductions (i.e., the replicate arrays for each experimental condition). Currently, the best way of comparing the results of replicate microarray experiments is via a mean-difference plot, as shown in Figure 5 for the T. gondii data. If the two experiments produced identical results then the points on the graph would form a horizontal straight line (the dotted line at y 5 0 on the graph), and vertical deviations from this line represent the between-experiments variability. In this example, there are two points to note. First, there is quite a degree of scatter in the points around the line, indicating that there is considerable interexperiment variability. Therefore, in this system it seems essential to have replicate experiments, as the results of a single experiment might not be highly repeatable. It is for this reason that we decided to restrict all of our subsequent analyses to only those ESTs for which there are data for two experiments (i.e., 48% of the original number of ESTs).
Note that we have therefore explicitly dealt with missing data by excluding ESTs with observations lacking for any of the eight experimental samples. This is quite drastic for this dataset because it excludes more than half of the ESTs. As an alternative strategy, we might have included the 908 ESTs for which only one of their eight observations was missing, by imputing the missing value for each of these ESTs. However, this would mean that we were imputing 3.8% of the data, which may be an unduly large amount of "fake" data. Furthermore, the overall data are clearly not missing at random, but are concentrated in two of the experimental replicates, which have 28 and 37% of their data missing (the other replicates have only 1-15% missing data). Also, of the 908 single-missing ESTs 61% have the missing observation in the same replicate, which is clearly not a random arrangement and thus makes us doubtful of the utility of any imputation procedure in this case.
The second point to note about the mean-difference graph is that the points are evenly scattered around the "expected" line except in the bottom left-hand corner. This phenomenon is quite common in microarray experiments, and indicates that small expression levels (to the left on the graph) are likely to be measured in a biased fashion. Therefore, small expression values (underexpressed ESTs) are not to be trusted too much.
An initial experimental question concerning the microarray data concerns a comparison of the expression fingerprints (or expression signatures) of the various experimental conditions (see Fig. 1 ). That is, we wish to know whether the parental and mutant parasite strains produce the same relative EST expression levels under the bradyzoite and tachyzoite cultivation conditions. For illustrative purposes, this may be done by an exploratory multivariate pattern analysis. To do this, we first calculate some measure of the pairwise similarity among the four possible expression fingerprints, and then we display the resulting patterns in a graph. This is a multivariate data analysis because we are searching for a general (or common) pattern across a large number of variables (the ESTs). That is, we are summarizing the pattern shown on average by all of the ESTs, the pattern being the relationships among the experimental conditions. It is an unsupervised analysis because we are not specifying exactly what pattern to look for.
A commonly used measure of similarity is the correlation coefficient, and some possible calculations for this measure are shown in Table 1 for the T. gondii data. Before we proceed to display these data in a graph, we can pause to further consider the effect of the experimental replications on these calculations. In the top half of the table are shown the correlation values based on both experiments, using all of the data (in the upper triangle) and only our preferred subset (in the lower triangle). Note that while these two datasets produce quite similar results they are not identical. More importantly, in the bottom half of the table are shown the correlation values based on each of the experiments individually. These two datasets do not produce very similar results at all, thus reemphasizing our claim that replicate data are needed for the ESTs in this system.
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FIG. 4.
MA plot of the two dye intensities from one of the arrays (no. 17081, parental strain grown under bradyzoite conditions) from the experiment of Matrajt et al. (2002) . Each symbol represents one of the 5170 spots, with the horizontal axis being the average of the background-corrected log 2 intensity values for that EST and the vertical axis being their difference (red minus green). The solid line is a LOESS smoother (span 5 50%), calculated using the SYSTAT (v. 9.01) program of SPSS (1998), which shows the nonlinear relationship between the two variables caused by spatial variation in intensities. The dotted line is the expected relationship between the two variables if there was no spatial variation of intensity within the microarray.
FIG. 5.
Mean-difference plot of the ESTs from the parental strain grown under bradyzoite conditions from the experiment of Matrajt et al. (2002) . Each symbol represents one of the 2066 ESTs, with the horizontal axis being the average of the log 2 expression values for that EST from the two experiments and the vertical axis being their difference.
The patterns are not presented very well visually in such a table, however. A graphical display of the pattern shown by the correlation values based on a multidimensional scaling ordination is therefore shown in Figure 6a . Each point on the graph represents a single experimental condition, and the closeness of the points shows how similar are their expression fingerprints. From this ordination analysis we might conclude that the parasite strains grown under tachyzoite conditions produce very similar expression fingerprints, as expected from the experimental hypothesis being tested, while the parasite strains grown under bradyzoite conditions produce ones that are quite different from each other as well as from the tachyzoite conditions. Note that these conclusions are not easy to reach just from a perusal of the original correlation values in the table.
However, this graph does not really allow us easily to test the original experimental prediction, which was that the mutant strain grown under bradyzoite conditions (the symbol in the top left corner of the graph) will produce an expression fingerprint that is more like that of the strains when grown under tachyzoite conditions (the two symbols at the bottom of the graph) than will the parental strain grown under bradyzoite conditions (the symbol in the top right corner of the graph). So, we performed a minimum spanning tree analysis (a type of clustering analysis) of the correlation values as well, to see if this helps us make this decision, because a combination of ordination and clustering can often reveal patterns that neither analysis can alone. The result of this tree analysis is shown on the graph (Fig. 6a) as the dotted lines. The relative length of the two relevant lines indicates some support for the hypothesis (i.e., the line on the left is slightly shorter than the one on the right), but it is hardly convincing evidence.
More to the point, we need to evaluate the robustness of our conclusions from this analysis. This is an important consideration for all exploratory data analyses, when there is no formal statistical test of the validity of the interpretation. There are two possible components to the evaluation here. First, we have data from two experimental replicates, and it would thus be better to analyze these separately to see if they produce the same pattern, rather than averaging them as was done above. Second, we need to know if our conclusions depend on the choice of similarity measure used (i.e., the metric). We might do this by also analyzing the data using the Gower coefficient (this is the standardized version of the Manhattan distance just as the correlation coefficient is the standardized version of the Euclidean distance).
The results of this robustness evaluation are shown in Figure 6b . The symbols represent the same things as before, but this time there is a separate symbol for each of the two experimental replicates. The pairs of similar symbols are clearly near each other, but they are not in exactly the same spots and this indicates that there is considerable experimental variation contributing to any conclusions that we might derive from the multivariate analysis. More importantly, the use of the different similarity measure has drastically altered the apparent pattern in the data. The pattern is still not strong, but both the ordination and the tree analyses indicate that we should reject our hypothesis: the mutant strain grown under bradyzoite conditions has an expression fingerprint that is less like that of the strains when grown under tachyzoite conditions than does the parental strain grown under bradyzoite conditions. Once again, there is certainly some evidence in the data but it is equivocal, because our result appears to be sensitive to the choice of similarity measure.
This brings us to the important issue of power analysis. Part of the problem encountered in discerning any clear pattern in these data might be due to the relatively large amount of variability between the replicate arrays. We might therefore ask ourselves how many replicate experiments we would need to make the pattern clearer. This is no easy matter to address for multivariate pattern analyses, but using the method suggested by Hwang et al. (2002) , we can make a stab at it.
The results of this power analysis are shown in Figure 7 . This graph shows the general form of this type of power anal-
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FIG. 6.
Results of the two-dimensional metric multidimensional scaling (MDS) ordination and minimum spanning tree (MST) analyses, based on the 2066 ESTs from the Matrajt et al. (2002) data set, of (a) the Pearson correlation coefficients of the four combinations of the experimental conditions, and (b) the Gower coefficients of the eight experimental units. For the ordination analyses, each symbol represents one of the objects analyzed, and their spatial proximity indicates how similar they are in terms of their EST expression fingerprints. For the tree analyses the dotted lines join the most similar objects based on their EST expression fingerprints. The solid symbols represent the parental strain and the closed symbols the mutant strain; the s symbols represent the tachyzoite culture conditions and the e symbols the bradyzoite culture conditions. Calculated using the PATN (v. 3.51) program of Belbin (1995) .
ysis. Each of the lines represents a different number of replicates (varying from 2-10 in our example), and shows how the power (on the vertical axis) changes with variation in the size of the "biological pattern" to be detected in the data (on the horizontal axis). Naturally, the power increases as the magnitude of the pattern increases, but what we are particularly interested in is how this relationship is affected by the number of replicates that we use. The graph shows that there are major improvements in power if we increase the number of replicates from 2 to 3 or 4, but there are only relatively minor improvements after that. So, we would receive considerable benefits from even one more replicate (although this is a 50% increase in the size of the whole experiment!).
Note that the assessment of replication in power analyses applies only to the sources of variation taken into account by the replicates actually used-if other sources of variation need to be dealt with then this may require more replicates. In this example, the replicates are apparently replicate experiments performed on the same culture from a single parasite strain. If there is variability in response to the growing conditions, either between cultures or between strains, then the experiment cannot reveal this. The replicates are thus in some ways closer to technical replicates than to biological replicates.
This brings us to an alternative, and much more appropriate, set of analyses of the same data. This is actually a "designed" experiment, in the sense that the experimental manipulations were carried out by the experimenters. The pattern analysis that we performed above ignored this fact, merely summarizing the data and hoping that the data summary was relevant to our experimental question. We could pursue this form of analysis, for example, by using one of the multivariate class-prediction analyses (i.e., a supervised technique) to assess which ESTs are the ones that show the biggest difference in expression between the culture conditions and parasite strains. However, such an approach is not likely to be productive because there are only two experimental replicates for each of our groups.
Furthermore, while such an approach can be effective for the exploration of a complex biological situation, it cannot be a substitute for the rigorous testing of experimental hypotheses in a designed experiment. It would be better to explicitly take the experimental design into account in our analysis, in which case the experiment should properly use hypothesis-testing analyses rather than exploratory ones. In particular, we chose to use this example because the experimental design is a bit more sophisticated than a simple two-sample treatment/control comparison, such as is most common in biology. It therefore has interesting potential statistical data analyses, including multifactorial analysis of variance (ANOVA).
The important point about the experimental design is that it must match the data analysis that is to be used. That is, the statistical question being tested should match the experimental question. In this example, the form of the analysis of variance should match the experimental question being asked. One of the most common problems with the use of ANOVA in the biological literature is using a much simpler design for the analysis of variance than that specified by the experimental design.
To look at possible hypothesis-testing analyses, we can consider a comparison of the expression profiles of the various ESTs (see Fig. 1 ). Each of these profiles is made up of eight observations, one for each of the replicates of each of the experimental conditions. Furthermore, these eight observations can be grouped together in various ways. For example, some of the observations naturally group together because they come from the same cultivation condition and others naturally group together because they come from the same parasite strain. In a statistical analysis, these various ways of grouping the observations are called "factors." Thus, factors are covariables that form groups of genes or arrays.
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FIG. 7.
Power analysis plots of the multivariate data analysis for all sample sizes from 2-10 replicates. The effect size is the magnitude of the pattern in the dataset, measured as the Pillai trace from a discriminant function analysis of the groups representing the four combinations of experimental conditions. The power is the probability of correctly accepting a true null hypothesis. Alpha is the probability of falsely rejecting a true null hypothesis, and was set at P 5 0.05. Calculated using the GPower (v. 2.0f) program of Erdfelder et al. (1996) .
The T. gondii experiment was designed so that there are three factors:
1. Strain-this factor forms two groups, one for data that came from the parental strain and one for data from the mutant strain; 2. Cultivation-this factor forms two groups, one for data that came from the tachyzoite cultivation conditions and one for data from the bradyzoite cultivation conditions; 3. EST-this factor forms 2066 groups, one for each of the ESTs.
It is therefore possible to use a statistical test to assess whether the average expression levels are different between these various possible groups, which constitute the statistical hypotheses being tested. The appropriate statistical test is a three-factor orthogonal analysis of variance, which is a univariate statistical analysis that will simultaneously test several hypotheses about differences between groups.
In addition, it is possible for each of these three factors to form interaction groups, and for these interactions also to be tested in the same analysis. For example, the interaction between the first two factors forms four groups, one for each of the four experimental conditions, and it is possible to separately test whether these four groups differ:
This means that a total of seven statistical hypothesis tests are carried out as part of the one analysis (three single factors, three two-factor interactions, and one three-factor interaction).
As discussed in a previous section, when there are multiple factors in an ANOVA then it is necessary to consider whether each of the factors is random or fixed. We think that the EST factor should be treated as random in a screening study such as this, since the ESTs chosen are an arbitrary selection of all of the available possibilities (the factor might be fixed for an array with a small number of genes or a focus on a specific metabolic pathway). The other two factors in the experiment are fixed, since in each case they represent the only two possible groupings that are of interest in this particular experiment.
Before proceeding to the results it is important to emphasize two points. First, we are doing the analysis of variance as a screening procedure, to control for the problems of performing multiple hypothesis tests on the 2066 ESTs. We will only proceed to test the ESTs individually if the ANOVA indicates that it is worthwhile to do so. This helps provide protection against unwarranted conclusions. Second, the most popular forms of statistical analysis for microarray data, such as significance analysis of microarrays (SAM), are not currently designed to handle experimental designs with multiple factors. Consequently, they are inappropriate for analyzing the data here, because we need to match the statistical analysis to the actual experimental design.
As an aside, it may be worth noting that, properly speaking, a factor dealing with variation between the arrays should be included in this ANOVA. This is because the ESTs for each array are not independent of each other, and so the arrays are actually not independent replicates with respect to the EST factor. This array factor would be a random factor nested within the Strain*Cultivation interaction, and would thus be orthogonal to the EST factor. We have not included it here because it complicates the analysis unnecessarily, and its inclusion does not change any of our substantive conclusions.
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There are three possible two-factor interactions that can be tested by the ANOVA, as well as one three-factor interaction. For each of the subsets, the coefficients are shown for all pairwise combinations of the experimental conditions of parasite strain (parental versus mutant) and cultivation conditions (tachyzoite versus bradyzoite).
a Above the diagonal are shown the correlation coefficients for all 4307 ESTs, averaged across both experiments; below the diagonal are shown the correlation coefficients for only those 2066 ESTs that have data for both experiments, averaged across both experiments.
b Below the diagonal are shown the correlation coefficients for the subset of 2066 ESTs based on experiment 1 only, with those for experiment 2 only above the diagonal.
Parental Mutant
The results of the analysis of variance are shown in Table  2a , in standard format. This analysis indicates that we should reject the null hypothesis (i.e., P , 0.05) for each of the seven hypothesis tests. We are actually most interested in the Strain*Cultivation interaction, because this is the comparison of the four groups formed by the experimental conditions. A summary of the actual expression data analysed for this interaction is shown in Figure 8 . The ANOVA indicates that the differences among these four groups are statistically significant (as can also be seen from the 95% confidence intervals on the graph, which do not overlap). The pattern shown here confirms what we saw from the multivariate pattern analysis: the mutant strain grown under bradyzoite conditions has an average expression profile that is less like that of the strains when grown under tachyzoite conditions than does the parental strain grown under bradyzoite conditions. However, the ANOVA also indicates that we must place a caveat on this conclusion. This is because the three-factor interaction is significant. What this means is that only some of the ESTs show this pattern (i.e., the one seen in Fig. 8 ), while others do not. These other ESTs may show the opposite pattern or they may show no pattern of differences among the experimental conditions at all. In other words, the results of the experiment are not quite as simple as we have suggested.
To investigate this pattern in more detail we have a number of options open to us. The basic problem is that we now need to examine each EST individually, and this brings into play the multiple-testing problem referred to in a previous section. It also raises the issue of exactly what testing procedure we might use to examine each EST. For illustrative purposes, we have chosen simply to analyse each EST with a two-factor orthogonal analysis of variance, with Strain and Cultivation as the two factors. This is a somewhat rough-and-ready way of doing it, but few better procedures have yet been proposed (and it is conceptually quite close to the recommended approach of Dudoit et al., 2002c) . Furthermore, for illustrative purposes we have performed the probability calculations using the standard (normal-theory) procedure and also using permutation testing.
A summary of the results of these ANOVAs is shown in Table 3 . Only 48 of the ESTs are shown in the table, leaving out those for which we have concluded there is not likely to be a significant pattern. As before, we are only interested in the two-factor interaction, and thus the table shows those ESTs that possibly show a significant difference between the four groups formed by the experimental conditions.
The first thing to note from the table is that the normal-theory probabilities are usually much smaller than are the permutation probabilities. We believe that the permutation probabilities are likely to be more realistic. However, there are in fact only 105 possible permutations from which to calculate these probabilities, while it is usually recommended that 5000 permutations be used, and so there may be some limitation here. Furthermore, we couldn't use permutations to estimate the probabilities for the three-factor ANOVA above because there are practical problems, which are discussed further below.
Second, if we are to take the multiple-testing problem seriously, then we would probably conclude that none of these ESTs individually show any significant pattern at all. This is because the smallest probability is only p 5 0.00007, which is not very small given the large number of hypothesis tests that were performed. This issue of multiple hypothesis testing is also discussed further below. Finally, if we do accept that some of these ESTs show a significant pattern, then we can see that the majority of them do indeed fit the general pattern, although as a Three-factor orthogonal analysis of the expression data, with Strain and Cultivation as fixed factors and EST as a random factor. Calculated using the GeneANOVA program of Didier et al. (2002) , based on the expected mean-squares derived by the DESIGN (v. 3.0) program of Dallal (1988) .
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b Three-factor mixed analysis of the induction data, with Strain as a fixed factor, Cluster and EST as random factors, and EST nested within Cluster. Calculated using the SYSTAT (v. 9.01) program of SPSS (1998), based on the expected mean-squares derived by the DESIGN (v. 3.0) program of Dallal (1988) .
expected there are also some that show the opposite pattern (i.e., the pattern that we originally hypothesized).
It is, of course, good to also have a picture of the full dataset, with which to compare these "significant" results. The best picture for this situation is known as a volcano plot, as shown in Figure 9 . ESTs that fit the originally hypothesized interaction pattern are shown on the left of this graph, while those that do not fit are to the right, and those showing no difference between the parental and mutant strains are in the middle. The statistically significant ESTs are at the top of the graph and the nonsignificant ones are at the bottom. Note, first, that there are relatively few ESTs fitting the hypothesized pattern compared to those that contradict it, just as we would expect from the subset of statistically significant results shown in Table 3 . Second, note that the results form a continuum, so that the boundary of the "statistically significant" region is completely arbitrary. This is a reminder that probabilities should not be overinterpreted. Third, note that there are very many genes with "strong" patterns (i.e., outside the dotted lines) that are not statistically significant (i.e., below the dashed line). Indeed, the strongest patterns in both directions are actually not statistically significant at all. This is because of the variability among the replicate arrays for these genes; and therefore, a larger number of replicate arrays would probably result in many more statistically significant patterns. Similarly, there are several genes with relatively "weak" patterns (i.e., inside the dotted lines) that are statistically significant (i.e., above the dashed line). This is because of the lack of variability among the replicate arrays for these genes, and therefore, we should treat these particular results with some caution because of the small number of replicates (Table 2a) .
(e.g., if their weak patterns are confirmed by increased replication then they may not be of much biological interest).
This brings us to a consideration of power analysis for this type of statistical hypothesis testing. Power analysis is much better developed for statistical tests than for multivariate analysis, and so the analysis is relatively straightforward. Let us consider the two-factor ANOVA that we have just been looking at, where we consider that the tests might not be very powerful (i.e., we are doubtful that many of the tests should be considered to be significant). Here, we have a single specified biological pattern that we are testing (i.e., we have a prediction about what the pattern will be), which in this case is that the relative microarray expression levels will be 1 (parental parasite strain under the tachyzoite cultivation conditions): 1 (mutant strain under tachyzoite conditions): 1.5 (mutant strain under bradyzoite conditions): 2 (parental strain under bradyzoite conditions).
The results of this power analysis are shown in Figure 10 , as the solid line. This graph shows how the power (on the vertical axis) changes with variation in the number of replicates (on the horizontal axis). Clearly, as expected, our two replicates are completely inadequate for this analysis, as their power is very small. To get a decent power size, say 0.8, would require six replicate experiments. This may sound outrageous, but these are the facts of the case-if you want to do serious amounts of testing of individual ESTs, based on relatively small differences in expression level, then you have to have a serious number of replicates.
Note that, unlike the first power graph, the results of this power analysis (and the next ones) apply solely to the experiment conducted here-the estimated number of replicates required cannot necessarily be used as a guideline for any other experiments. Furthermore, we have used parametric statistical tests for the data, and so we have used parametric power analyses. It is often possible to perform the power analyses using permutations, as well, which would be more appropriate if permutation tests are being used for the formal analyses.
As an aside, before we proceed to the next substantive analysis, it might be worth pointing out that it is also possible to statistically test the multivariate pattern shown in Figure 6b . This pattern was based on estimating the pairwise similarity among the expression fingerprints, with the pattern displayed showing the relative similarity among the eight experimental treatments. If we take the complement of the similarity measures then they are distances (equivalent to the visual distances between the points shown on the graph), and these distances can actually be analyzed using analysis of variance, as discussed by Anderson (2001) and McArdle and Anderson (2001) . This would be a two-factor orthogonal analysis of variance, with Strain and Cultivation as the two factors, as we have just discussed. The only difference is that the F-value produced from a distance-based analysis is not a true F-value (i.e., its frequency distribution will not follow the usual F-distribution), and so the probability must be calculated using permutations.
The results of this distance-based analysis using both the Gower coefficient and the correlation coefficient are shown in Table 4 , in standard format. Note that both analyses agree that there is little evidence to reject the null hypothesis for the interaction term (i.e., P . 0.05), in contrast to the results of the three-factor analysis shown in Table 2a . This is because of the low power of the two-factor analysis compared to the three-factor analysis-the information provided by each gene individually is ignored in the distance-based analysis, which uses only a summary of the gene information. This point is obvious just from comparing the degrees of freedom of the analyses shown in Table 2a and Table 4 . The three-factor analysis is thus to be preferred in this case.
As a final way of analysing the data, Matrajt et al. (2002) converted their EST expression data into induction/repression data by calculating the bradyzoite-to-tachyzoite (B/T) ratio for each EST, thus highlighting constitutively expressed genes. Furthermore, they formed gene clusters of ESTs, by grouping together those ESTs known to be associated with a particular gene. This subset of the data involves only 459 of the ESTs.
This new approach is an important suggestion from the point of view of experimental design. The inferences drawn about the gene clusters will be based on the data from replicate ESTs, which are, in turn, based on data from replicate arrays. This should produce better-quality data and therefore more reliable conclusions, even though it involves using less of the data collected. Even better would have been to have replicate mutant and parental strains-we would then have as good an experiment as could be reasonably expected in this situation.
Under these revised circumstances, the experimental design has three factors:
1. Strain-this factor forms two groups, one for data that came from the parental strain and one for data from the mutant strain; 2. Cluster-this factor forms 83 groups, one for data that came from each of the genes; 3. EST-this factor forms 459 groups, one for each of the ESTs.
However, the relationship between these factors is no longer completely orthogonal. In particular, the EST factor is nested within the Cluster factor, because each EST must come from only one gene cluster, and thus cannot interact with it. The appropriate statistical test is still a three-factor analysis of variance, but it is now a mixed analysis, and there is only one interaction that can be tested (the two-factor one between Strain and Cluster). The EST factor is still random and the Strain fac- Only the results of testing the interaction between parasite strain (parental versus mutant) and cultivation conditions (tachyzoite versus bradyzoite) are shown, and only those results for which the normal-theory is P , 0.01. a This is the Type I error probability assuming that the data are normally distributed, calculated using the SYSTAT (v. 9.01) program of SPSS (1998).
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tor is fixed, while the Cluster factor is best treated as random (since the genes chosen are an arbitrary selection of all of the available possibilities). For the analyses, the ratio data need to be log 2 transformed, for the same reasons as for the expression ratio data.
Furthermore, we need to assess whether the assumptions of the proposed analysis are met by the data at hand (we should have done so for the previous ANOVA as well, of course, but we decided to defer discussion of the topic until this analysis). The two most important assumptions for analysis of variance are normality and equal variances. Both of these assumptions can be tested using the results of the ANOVA itself, in particular, the residuals from that analysis, which are just the difference between the observed value of each observation and the value predicted by the analysis. Normality is assessed using a normal probability plot, which is a scatterplot showing the relationship between the residuals (horizontally) and what would be expected if they did come from a normal distribution (vertically). The points on this plot should form a straight line. They do for our analysis, and so we may assume that our data are normally distributed. Variance homogeneity can be assessed using a residual plot, which is a scatterplot showing the relationship between the predicted observations (horizontally) and the residuals (vertically). The points on this plot should not show any regular patterns, including curvilinear trends, systematic trends of vertical spread (e.g., increasing residual values with increasing predicted values), or nonsymmetric vertical distribution. For our analysis the points are randomly scattered, and so we can assume that the data have homogeneous variances.
The results of the appropriate analysis of variance are shown in Table 2b , in standard format. This analysis indicates that we should accept the null hypothesis (i.e., P . 0.05) for the EST factor (i.e., there is no significant difference between the induction levels of the ESTs within each gene cluster), but that we should reject each of the other three hypothesis tests (i.e., P , 0.05). The result for the EST factor is to be expected if the ESTs have been correctly assigned to their genes, since all of the ESTs in any particular gene cluster should either be expressed together or not expressed at all-the large probability indicates that this is so. However, we are actually most interested in the Strain*Cluster interaction, because this tells us that some genes are significantly induced or repressed in either the parental or mutant strain (but not in the other).
Once again, to investigate this pattern in more detail we have a number of options open to us, with the same potential problems as before. For illustrative purposes, we performed two analyses. First, we simply calculated the 95% confidence intervals for each gene for each parasite strain. If these intervals do not overlap between the two strains for a particular gene, then we can declare the induction/repression levels for the two strains to be significantly different from each other. Furthermore, if the 95% confidence interval for a particular gene does not overlap zero (on our log 2 -transformed scale), then we can declare that it is significantly induced or repressed for that parasite strain. This provides an explicit statistical criterion for induction, as opposed to merely choosing an arbitrary level such as two-fold. Note that we can base the calculation of the confidence intervals on the results from the ANOVA because the assumptions of the analysis have been met-consequently, we can create pooled confidence intervals rather than creating separate confidence intervals for each gene, and this should provide more statistical power.
Second, we performed a one-factor ANOVA for each gene cluster, comparing the two parasite strains (this is the analogous procedure to what we did above), and we then used the false discovery rate to correct the probabilities to deal with the multiple-testing problem (setting the rate to 5%). Note that we do a one-factor ANOVA here rather than a two-factor nested ANOVA because the EST factor was not statistically significant in the main analysis, so that we can pool the replicate experiments and the "replicate" ESTs for each gene cluster, giving a more powerful statistical test.
A summary of the results of these analyses is shown in Table  5 . Only 20 of the gene clusters are shown, leaving out those for which we have concluded there is no significant induction or repression. First, the boldface values .1 indicate those gene clusters with significant induction in that parasite strain, while boldface values ,1 indicate those gene clusters with significant repression in that parasite strain. Note that most of the detected patterns refer to repression rather than to induction. Apparently, induction is much harder to detect in this dataset. Second, the corrected probabilities from the ANOVA detected only one significant difference between the parasite strains, while the 95% confidence intervals detected two differences. As is becoming a familiar theme, there seems to be very little power in these statistical tests.
The results of the simple power analyses for these two analyses are shown in Figure 10 . However, in this case we are not examining the number of experimental replicates needed, but are instead looking at how many "replicate" ESTs are needed for each gene cluster. The power line for detecting significant induction/repression (the dashed line) is fortuitously nearly the same as that for the previous analysis, indicating that we really should have six replicate ESTs to have a decent chance to detect induced genes. The power line for detecting a significant difference between the two parasite strains (the dotted line) is much lower, as would be expected from the results of the sta-
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FIG. 10. Power analysis plots of the multifactorial analyses of variance for all sample sizes from 2-20 replicates from the Matrajt et al. (2002) data set. The power is the probability of correctly accepting a true null hypothesis. Alpha is the probability of falsely rejecting a true null hypothesis, and was set at P 5 0.05. The solid line is from the two-factor analysis of expression for each EST, with the effect size for the magnitude of the pattern in the dataset specified as group mean expression levels of 1, 1, 1.5, and 2 for the four combinations of experimental conditions, along with the within-group variance calculated from the three-factor orthogonal analysis of variance (Table 2a) . This estimates the number of experimental replicated required per EST. The dotted line is from the one-factor analysis of induction for each EST cluster, detecting a difference between the parental and mutant strains, based on the within-group variance calculated from the three-factor mixed analysis of variance (Table 2b ). The dashed line is from the same analysis, detecting a significant induction or repression level (i.e., B/T Þ 1). Calculated using the DESIGN (v. 3.0) program of Dallal (1988) . These latter two lines estimate the number of replicate ESTs required per gene cluster. Second dataset Singh et al. (2002) also describe a study involving the analysis of changes in gene expression during stage conversion of T. gondii tachyzoites into bradyzoites in vitro. As part of their experimental plan they performed a microarray experiment to examine expression on approximately 4000 ESTs. They used a direct design, in which each of the experimental samples was compared directly to a sample from the wild-type strain on each array slide. The processed data from this experiment are available at www.stanford.edu/,blader/Usinghetalwebfig1.xls, with the original array data in the Stanford Microarray Database (http://genome5-www.stanford.edu).
We can start the discussion here by thinking about the experimental design itself, as before. In contrast to the previous experiment, this experiment involved an unreplicated direct design, as shown in Figure 3c . In this case, each array involved a comparison between a cDNA sample from one of the mutants and from the parental strain, which is the comparison of direct interest in the experiment. Note, however, that using this design we do not end up with any data concerning expression levels in the parental strain, but only comparisons of the mutants to the parents.
As far as data analysis is concerned, the dataset here is conceptually the same as that used for the final analysis discussed in the previous section (i.e., the analysis of induction). That is, we have ratio data for a collection of ESTs within a set of gene clusters. Last time, the observations represented the bradyzoiteto-tachyzoite ratio for both a mutant and a wild-type strain; this time the observations represent the mutant-to-wild-type ratio for bradyzoites of four different mutant strains. However, this is a difference in the biological interpretation of what the numbers mean, it does not represent any mathematical difference in how the data should be treated mathematically. So, in fact, we are faced with a rather similar data analysis situation here. Nevertheless, it will turn out that the analyses need to be quite different, due to the consequences of some significant differences in the experimental design.
Before we begin, there is one general point that can be made. In the discussion of the previous experiment it was pointed out that a better experimental design would be to have replicate mutant and parental strains, as well as replicate experiments. So, it is worthwhile to note that in this experiment we have replicate mutant strains but not replicate parental strains or replicate arrays.
We begin the analysis by proceeding in a similar fashion to what we did before. First, we selected only that subset of the data for which there were two replicate ESTs from the same gene cluster for each of the four mutant parasite strains. This turns out to be an important consideration here, because the arrays used for mutants TBD-1 and TBD-2 seem to be quite different from those used for mutants TBD-3 and TBD-4. In particular, the ESTs recorded for each of these two groups of mutants are rarely the same in the dataset. Consequently, the data can be expected to have quite different properties from the previous dataset, where the same ESTs were recorded for both strains.
This point has several consequences for the data analysis. First, we could not impute missing values in this dataset even if we wanted to, because the values are very much missing not at random. Which ESTs are missing is determined mostly by which array is being studied. Second, we must therefore treat each EST as a replicate estimate of induction for each gene cluster, independently of each other EST. The ESTs are thus b Bold values indicate that the induction or repression is statistically significant (i.e., B/T Þ 1) based on the 95% confidence intervals as derived from the mixed-model analysis of variance of all 83 clusters.
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c The parental and mutant levels of induction are statistically different based on their 95% confidence intervals as derived from the mixed-model analysis of variance of all 83 clusters.
d The parental and mutant levels of induction are statistically different based on their 95% confidence intervals as derived from the mixed-model analysis of variance of all 83 clusters, as well as based on a one-factor analysis of variance with the probability corrected for the false discovery rate of all 83 clusters. best treated as a random sample of the estimated induction level for each gene cluster for each mutant strain. This is not an ideal situation, because all of the "replicates" come from a single array, but this seems to be the only acceptable approach to the data analysis. For the analysis, we therefore have observations for 202 gene clusters for each of the four mutant strains, spread across 4200 EST measurements (i.e., an average of ,5 replicate ESTs per gene cluster for each mutant).
Under these circumstances, the experimental design has two factors:
1. Strain-this factor forms four groups, one for data that came from each of the mutant strains; 2. Cluster-this factor forms 202 groups, one for data that came from each of the genes.
Note that we do not have replicate experiments in this case, and so we do not have any replication of induction estimates within ESTs. Consequently, "EST" does not appear as a separate factor in the analysis, as it did last time (see Table 2b ). The appropriate statistical analysis here is a two-factor orthogonal analysis of variance, with one interaction that can be tested (the two-factor one between Strain and Cluster). As before, the Strain factor is fixed, while the Cluster factor is best treated as random (since the genes chosen are an arbitrary selection of all of the available possibilities); and the ratio data need to be log 2 transformed, so that a transformed ratio of zero means no induction or repression.
The results of the appropriate analysis of variance are shown in Table 6 , in standard format. This analysis indicates that we should reject the null hypothesis only for the Cluster factor (i.e., P , 0.05). We are actually most interested in the Strain*Cluster interaction. In this case, the analysis tells us that there is no evidence of differences in induction or repression among the mutant strains for different genes-that is, each gene behaves the same across all four of the mutants.
However, as before, we need to assess whether the assumptions of this analysis are met by the data. This time, the points of the normal probability plot do not form a straight line; instead, they form a definite sigmoid shape. We must thus conclude that our data are not normally distributed. In the residual plot the points are randomly scattered, and so we can assume that the data have homogeneous variances. Nevertheless, the results of the ANOVA cannot be trusted, due to the non-normality.
We should therefore try a nonparametric analysis instead, to evaluate whether the ANOVA is leading us to a wrong conclusion. We could, for example, use permutation testing to produce the probabilities. This was not necessary for the analysis shown in Table 2b , since the ANOVA assumptions were met. However, just for the exercise we actually did perform that analysis using permutation tests, and in that case we got probabilities that were the same as those shown in Table 2b to three decimal places (using only 2000 permutations) . This is what would be expected when the assumptions are met. However, this is not what we would expect for the analysis shown in Table 6 .
Unfortunately, permutation testing cannot be done for this dataset, just as it couldn't for the analysis in Table 2a . There are some practical restrictions on the use of permutation tests for multifactorial analysis of variance, compared to the usual parametric method. For example, most of the computer programs available assume that: (1) there are only two factors, and/or (2) there are relatively few levels per factor, and/or (3) it is a balanced experimental design (i.e., there are equal numbers of replicates in all of the levels), and/or (4) there are relatively few total observations. Microarray data do not meet these constraints when there are thousands of genes (and it was difficult enough to do the permutation testing of Table 2b , which is a much smaller dataset).
So, instead we can try a Kruskal-Wallis test, which analyzes the ranks of the observations as opposed to their original values. This is thus a nonparametric test rather than a parametric one. Parametric tests are generally to be preferred because they will be more powerful, as they use the full information in the data rather than merely the rank-order. However, they are only powerful if the data meet their assumptions, and they can be quite sensitive to departures from those assumptions. Since the assumptions are doubtfully met in this case, we need to assess whether the departure from the assumptions is important here.
The results of the appropriate Kruskal-Wallis analysis are also shown in Table 6 . The probabilities from this analysis are quite different to those from the ANOVA, but they still lead us to the same conclusions for each of the three hypothesis tests. This is thus confirmation of the ANOVA results, and we should perhaps trust them after all. We can thus safely conclude that there is no evidence that any of the genes behaves differently among the four mutants. The genes do, however, behave quite differently from each other. Therefore, if a gene is induced then it is induced in all four mutant strains, and if it is repressed then it is repressed in all four mutants. a Two-factor orthogonal analysis, with Strain as a fixed factor and Cluster as a random factor. Calculated using the SYSTAT (v. 9.01) program of SPSS (1998), based on the expected mean-squares suggested by Zar (1999) .
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b Two-factor orthogonal analysis. Calculated using the SYSTAT (v. 9.01) program of SPSS (1998), based on the calculations indicated by Zar (1999) .
Analysis of variance a
Kruskal-Wallis test b
As another aside, we could consider the possibility of dealing with the unlikeliness of the ANOVA assumptions by using alternative estimation procedures for this factorial experimental design, such as weighted least-squares (e.g., Kerr et al., 2002) , maximum likelihood or even empirical Bayesian analysis (Lönnstedt et al., 2001) . However, we decided to keep things simple and compare the ordinary leastsquares method to a rank-order equivalent.
These ANOVA results are interesting, but they do not tell us everything that we want to know. The ANOVA compares the average induction/repression levels between groups of genes and groups of mutants, but it does not tell us which genes are induced or repressed. To find this out, we can proceed as we did last time, by calculating the confidence intervals for each gene for each parasite strain. If this interval does not overlap zero for a particular gene then we can declare that it is significantly induced or repressed in that parasite strain. Note that we cannot base the calculation of the confidence intervals on the results from the ANOVA (as we did before) because the assumptions of the ANOVA analysis are not met. Consequently, we cannot create pooled confidence intervals but must instead create separate confidence intervals for each gene. This means that the statistical power may vary dramatically between the various confidence intervals, whereas last time it was a constant powerful test. In particular, any ESTs that have small confidence intervals by chance (e.g., as a result of having only two replicates) will appear to be spuriously "significant." This is a common problem in microarray studies, which is why the pooled estimates from the ANOVA are to be preferred.
Alternatively, assessing whether a confidence interval overlaps zero or not is conceptually the same as performing a onesample t-test to test the null hypothesis that the mean induction is zero, and this would actually be the standard statistical approach to this problem. If we use this approach instead, then it allows us to try to deal explicitly with the multiple-testing problem, since we are calculating actual probabilities. This is an important point here, because we are doing 202 genes 3 4 strains 5 808 tests, rather than the 166 tests that we did before. So, for the analysis we used the false discovery rate to correct the probabilities (again setting the rate to 5%). To make this testing procedure a bit more comparable to the approach using confidence intervals, we calculated 99% confidence intervals rather than 95% ones.
However, we still have the problem of demonstrated nonnormality in the dataset, and both of these procedures are also based on the assumption of normality. It will thus be best to have some confirmatory evidence from other analyses; and for comparison, we should therefore also perform these two procedures using nonparametric methods. The permutation equivalent of the one-sample t-test is the Fisher randomization test, and the bootstrap-t procedure can be used to create 99% confidence intervals. The limitation of both of these procedures is that they are only effective for samples with at least seven observations. This means that they could only be performed for 167 of the 808 samples. We must then conclude that no statistical evidence can be provided for the other samples. Furthermore, the normal confidence intervals use fixed levels for detecting both induction and repression (i.e., the intervals are symmetrical about the mean, so that the same cutoff is used for both induction and repression), whereas the bootstrap-t intervals are not necessarily symmetrical. Whether this difference is a good or bad thing is a moot point.
Before proceeding to the comparison of the results of these four analyses, it may be interesting to show what happens when we adjust probabilities to deal with the multiple-testing problem, which is one of the biggest problems in the analysis of microarray data. The results of the 808 one-sample t-tests are shown in Figure 11 , where they are compared to four different criteria for assessing statistical significance.
The dotted line represents P 5 0.05, which is the conventional statistical criterion unadjusted for multiple hypothesis tests. Using this criterion, we would reject the null hypothesis (that the mean induction is zero) for 182 of the 808 tests, which is clearly rather liberal. We would be expecting 808 3 0.05 5 40.4 Type I errors (false discoveries) in the complete set of tests. The two solid lines represent corrections for multiple hypotheses so that the familywise error rate for the collection of 808 hypothesis tests is maintained at P 5 0.05. The lower line is the Bonferroni correction, which is the most conservative possibility, while the upper line is the sequential Bonferroni (i.e., Holm/Hochberg) correction, which is more powerful. In this case, both procedures produce the same result, with 27 of the null hypotheses being rejected. Under these circumstances we would be 95% confident that none of these rejections are Type I errors. Finally, the dashed line represents correction for multiple hypotheses based on a false discovery rate of P 5 0.05, thus allowing 5% of the hypothesis rejections to be Type I errors (false discoveries). Using this procedure, we would reject 86 of the 808 null hypotheses, with the expectation that 86 3 0.05 5 4.3 of these rejections are Type I errors. This is thus a more powerful criterion than the use of the Bonferroni probabilities, because we have rejected 59 more hypotheses in exchange for only ,5 mistakes. This is quite a good swap, in this case, and it is thus probably the preferred solution.
There will usually be little to choose between the sequential Bonferroni and the false discovery procedures for small numbers of hypotheses, but in situations such as the one discussed here the difference can be quite remarkable. Note, also, that our use of a 99% confidence interval produces results that are quite similar to the use of the false discovery rate for this example, as it indicates that 107 of the samples have induction/repression levels that differ from zero (on the log 2 -transformed scale).
A summary of the results of our four analyses of the induction/repression data are shown in Table 7 . Only 52 of the gene clusters are shown, leaving out those for which we have concluded that there is no significant induction or repression based on any of the four tests. The different letters in the table represent those genes and strains for which each of the four tests detected significant induction/repression. Several points can be noted. First, the "bcde" results are those that are confirmed by all four tests, and are therefore clearly the most reliable results. This comprises 47% of the tests shown, as well as all of the tests that have not been shown, suggesting that this has been quite a successful experiment. Second, the most liberal of the tests is the normal 99% confidence interval, as almost all of the other results are a subset of these results. Third, the "bc" results are those detected by the parametric tests but not by the non-parametric ones. This is the second-largest group of results, because of those tests where the sample size was insufficient to perform the nonparametric tests. These test results are not reliable, because of the small sample size and the known nonnormality of the data, and they need confirmation before they can be accepted. Fourth, there are two "de" results, which are those detected by the nonparametric tests but not by the parametric ones. These two samples presumably violate the parametric assumptions so much that the parametric tests fail. This emphasizes the value of nonparametric tests in the analysis of microarray data.
Finally, note that the results here contradict those of the main two-factor ANOVA, because the genes are clearly shown as having different behaviour among the mutant strains (i.e., few of the genes show significant induction or repression across all four mutants). This outcome is mostly because of the unequal sample sizes among the groups. Many of the strains have small numbers of ESTs recorded for a particular gene while the other strains have larger numbers of ESTs recorded for the same gene, and this affects the power of the statistical tests. This situation is having a strong effect on the individual analyses but does not affect the ANOVA as strongly (i.e., the two-factor ANOVA is more robust than are the individual tests). This is why the main ANOVA should be used prior to performing the individual tests, as it will help avoid spurious conclusions that can arise from looking at the details before looking at the overall picture.
Performing a power analysis in this situation is a bit problematical, but we can have a go at it. The problem is that power analysis is only a well-developed discipline where the assumption of normality holds, which is not the case here. However, given the congruence of the ANOVA and Kruskal-Wallis tests, along with the congruence of most of the individual parametric and nonparametric tests, a parametric power analysis will probably not be misleading, although it is likely to overestimate the power (see Black and Doerge, 2002) . We can base such an analysis on the averaged results of the individual tests, and look at how many "replicate" ESTs are needed for each gene cluster to detect significant induction/repression.
The results of this power analysis are shown in Figure 12 , based on several different scenarios. The three solid lines represent the situation for detecting a two-fold induction or repression, while the three dashed lines represent the situation for detecting a 1.5-fold induction or repression. As expected, we need more replicate ESTs for detecting the smaller pattern. Within each of these two line types, the three lines represent different significance levels, with increasing statistical stringency from left to right. The increased stringency helps us to understand what happens when dealing with the multiple-testing problem-we need to set a more stringent criterion when we have lots of tests to perform. For example, our use of the 99% confidence intervals was too liberal, and we were thus dealing with a situation somewhere between the P 5 0.01 and P 5 0.001 lines on the graph. In this case, we would need about eight replicate ESTs to have a respectable chance of detecting a real two-fold induction or repression, and about 15 replicate ESTs for detecting a real 1.5-fold induction or repression. Only 16% of the samples meet the former criterion and only 6% meet the latter, indicating that most of the gene cluster tests probably have relatively low power in this experiment.
Alternatively, we can perform a nonparametric power analysis by choosing some of the samples as examples, and we can then compare these to a parametric power analysis of those same samples. This will help us to understand the circumstances under which the main parametric power analysis might be misleading. We have chosen three samples each with 10 replicate
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FIG. 11. Rank-order probability plot of the results of the one-sample t-tests from the Singh et al. (2002) data set. The symbols represent the 808 probabilities in increasing rank order, calculated using the SYSTAT (v. 9.01) program of SPSS (1998). The lines show the boundary of the critical region based on four different criteria for statistical significance, so that the null hypothesis of no induction/repression would be rejected for any of the symbols lying below the respective line (and accepted for those lying above the line). The dotted line represents the 95% confidence interval (i.e., P 5 0.05), which is the conventional statistical criterion unadjusted for multiple hypothesis tests. The two solid lines represent corrections for multiple hypotheses so that the setwise (or familywise) error rate for the collection of 808 hypothesis tests is maintained at P 5 0.05; the lower line is the Bonferroni correction, which is the most conservative possibility, while the upper line is the Holm/Hochberg correction, which is more powerful. The dashed line represents correction for multiple hypotheses based on a false discovery rate of P 5 0.05, thus allowing 5% of the hypothesis rejections to be Type I errors (or false discoveries).
observations, which seem to represent the extremes of the samples in the experiment. For each sample we performed a parametric power analysis, using the assumption of a normal frequency distribution for the samples (i.e., an exact method based on the one-sample t-test), as well as a nonparametric power analysis using all possible permutations (i.e., an exact method based on the Fisher randomization test). The results of the six power analyses are shown in Figure 13 , with the parametric analyses as solid lines and the nonparametric analyses as dashed lines. One of the samples (shown to the far left on the graph) has a normal distribution, and the parametric and nonparametric analyses are in close agreement about the power of the data to detect induction. This sample is an "average" (i.e., typical) one for the dataset, with an average standard deviation (the measure of variability in the power analysis), and so it represents the estimated overall parametric power analysis for the dataset.
The other two samples are both non-normal, as determined by a Kolmogorov-Smirnov test. The non-normal sample on the left of the graph has a single outlying observation, which creates a slightly larger standard deviation, and hence, lower power compared to the normally distributed sample. The non-normal sample on the right of the graph has several divergent observations (creating a platykurtic distribution), which results in a very large standard deviation, and therefore, much lower power compared to the other two samples. Furthermore, in both of these cases the parametric and nonparametric analyses disagree about the power, due to the fact that the assumptions of the parametric power analysis are being violated. The nonparametric analysis indicates lower power for both of these samples compared to the parametric analysis, and this is likely to be a more realistic assessment of the true situation.
Clearly, the parametric power analysis might be quite misleading for some samples in this type of experiment. If 10 replicates are used, then any samples like the first one will have quite high power, and any samples like the second one will be not too bad either. However, samples like the third one do exist (since there was at least one in this dataset), although they are rare, and any induction shown by this type of gene will probably not be detected in an experiment with only 10 replicates.
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FIG. 12.
Power analysis plots of the one-sample tests for all sample sizes from 2-20 ESTs within each cluster from the Singh et al. (2002) data set. The power is the probability of correctly accepting a true null hypothesis. Alpha is the probability of falsely rejecting a true null hypothesis, and three different probabilities are shown for each of the two scenarios. The solid lines are for the effect size (the magnitude of the pattern in the dataset) specified as a twofold induction or repression level, while the dashed lines are for a 1.5-fold induction/repression. Calculated using the DSTPLAN (v. 4.2) program of .
FIG. 13.
Power analysis plots of the one-sample tests for three of the EST samples from the Singh et al. (2002) data set. The power is the probability of correctly accepting a true null hypothesis. Alpha is the probability of falsely rejecting a true null hypothesis, and was set at P 5 0.01. The three samples chosen for the analysis fix the estimates of variability and sample size (chosen as n 5 10), and the biological effect size was varied for each analysis. The solid lines are from the parametric analysis, calculated using the DSTPLAN (v. 4.2) program of Brown et al. (2000) . The dashed lines are from the nonparametric analysis, calculated using the RT (v. 2.1) program of Manly (1997) . The sample shown to the far left has a normal distribution, while the other two samples are non-normal.
