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The structure of a stochastic nonlinear gene regulatory network is uncovered
by studying its response to input signal generators. Four applications are studied
in detail: a nonlinear connection of two linear systems, the design of a logic
pulse, a molecular amplifier and the interference of three signal generators in
E2F1 regulatory element. The gene interactions are presented using molecular
diagrams that have a precise mathematical structure and retain the biological
meaning of the processes.
Excerpts from this manuscript were presented at the 3rd International Conference on Pathways,
Networks, and Systems: Theory and Experiments, October 2-7, Rhodes Greece 2005, [1].
I. INTRODUCTION
A living organism is a complex interconnection of many control units that form a gene regulatory
network. In developmental biology, clusters of DNA sequence elements (cis-regulatory module) are
target sites for transcription factors. One cis-regulatory module controls a set of gene expression
both in space (location) and time [2]. One transcription factor can interact with many modules,
and one module is controlled by many transcription factors. Thus, the time and space variation of
a gene expression is a consequence of an interconnected network of interactions.
With the advent of high throughput technologies (microarrays, proteomics tools) the need for
quantitative models of gene networks becomes a reality [3, 4, 5]. In recent years we have witnessed
a growing interest in experiments within the field of systems biology that require mathematical
models to describe the experimental results [6, 7, 8, 9, 10, 11, 12]. A mathematical model for gene
regulatory networks is also closely related with synthetic biology, the engineering counterpart of
systems biology [13, 14, 15]. Similar with the development of the field of electronics, where complex
equipment is built on interconnected simple devices, the field of synthetic biology aims to build sim-
ple molecular devices for later use in more complex molecular machines [16, 17]. To build a robust,
reliable, and simple device, the molecular engineer needs to have a mathematical description of the
system in order to evaluate the number, range and meaning of a group of parameters that are critical
for the device functionality. As with any mathematical model of a natural system, the models of a
gene regulatory network must fulfill certain constraints. At present, the community of researchers
agrees that a gene regulation model must be nonlinear and stochastic. Nonlinearity is a widespread
phenomena in life science [18, 19]. When two molecules dimerize to form a complex, the concentra-
tion of the complex is proportional to the product of the concentrations of the molecules involved
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2in the process. Multimerization will require polynomial functions in molecular concentrations [20];
furthermore, rational functions are used to model the most simple gene autoregulatory system[21].
The model should be also stochastic, its molecules being subjected to the thermodynamics laws
of fluctuation. Two cell lines with identical genetic background can show variation in phenotype
due only to a probabilistic distribution of the molecule number inside the cell [22]. The stochastic
process that describe molecular interactions are fundamentally discrete; the molecule number can
change by an integer amount only. Fluctuations in biological systems created by these stochastic
processes, are described by a Master Equation [20]. Approximations to the Master Equation, like
the Fokker-Planck, Langevin and Ω expansion, are often use [23, 24, 25, 26]. However, many biolog-
ical regulatory systems function with molecules present in low numbers [27]. For such systems, the
Master Equation should not be approximated [28, 29, 30, 31]. Another requirement for the model
is to explain the flow of a signal as it passes through the genetic network. To reveal the structure
of a gene regulatory interactions, input signals (growth factors, heat shocks, drugs) are inserted
into different positions within a gene regulatory network. Then, output signals are measured at
some other positions. A coherent model of the network must explain the measured input-output
relations and must provide predictions that can be experimentally tested. It is desirable to know
how measured data is related with the input signal [4, 30, 32]. In engineering sciences [33], control
theory explains in mathematical terms the relation between the input and output signals (measured
data). The same theory provides ways to design stable systems using feedback signals. Ideas from
Control Theory translated into molecular biology will help the design process in synthetic biology.
In [30] it is proposed that signal generators controlled by light, [34], should be incorporated into
the gene regulatory network. With the help of these light-controlled signal generators, different types
of signal perturbations can be imposed on the gene regulatory network. In [30] the Master Equation
was solved for systems that are linear in the transition probabilities. The network’s response to
signal generators was expressed in terms of a transfer matrix for the first and second order moments
of the stochastic process. Our goal in this article is to construct a mathematical description of a
gene regulatory network that is nonlinear, stochastic and explains the input-output relations as in
control theory. The nonlinearity means that the transition probabilities are rational functions in
the molecule numbers. We do not use Fokker-Planck, Langevin or Ω expansion to approximate
the Master Equation. For polynomial transition probabilities, the time evolution equation for the
factorial cumulants will have the following form:
X˙α1α2...αn =
Rmα1α2...αk(t)∑
Y,σ
Xαk+1|...|αn|Y [mσ ]

α
(I.1)
If the transition probabilities are rational functions, the equations are (III.54). The signal generators
are part of the coefficients Rmα1α2...αk(t). Before the theory is presented, we will solve four genetic
regulatory networks to explain all the notations and meaning of the variables in (I.1) and (III.54).
The examples are also meant to provide practical applications of the underlying theory.
II. RESULTS
A. Two Genes Coupled by a Nonlinear Interaction
The aim of this subsection is twofold: to introduce the notations that will later be generalized,
and to explain how the classical control theory model changes due to stochastic effects. Each genetic
regulatory network is built on a set of interacting molecular species. In the present case the entire
3FIG. 1: Two interconnected systems.
network is composed of System 1, with mRNA1 and protein1 as molecular species, coupled with
System 2 with mRNA2 and protein2 as its molecular species. The number of mRNA1 is denoted by
r1 and similar notations for the other three components. At a given time, the state of the network
will be a denoted by
q ≡ (q1, q2, q3, q4) = (r1, p1, r2, p2). (II.1)
The mRNA1 is controlled by an input generator and thus the state q will evolve in time. Such a
generator can be practically constructed using an yeast two-hybrid system, as is described in [34].
The light-switch is based on phytochrome that is synthesized in darkness in the Q1 form, Fig. 2.
A red light photon of wavelength 664 nm shined on the Q1 form of the protein transforms it in the
form Q2. Fig. 2 presents the state of the switch after the effect of the corresponding wavelength
took place. When Q2 absorbs a far red light of wavelength 748 nm, the molecule Q goes back to its
original form, Q1. These transitions take milliseconds. The protein P interacts only with the Q2
form, recruiting thus the activation domain to the target promoter. In this position, the promoter
is open and the gene is transcribed. After the desired time elapsed, the gene can be turned off by a
photon from a far red light source. Using a sequence of red and far red light pulses the molecular
switch can be opened and closed.
The time evolution of the state depends on all possible transitions that can appear in the system.
For example, from the state (r1, p1, r2, p2) at time t, the system can move to the state with one more
protein1 molecule (r1, p1 + 1, r2, p2) because mRNA1 is translated. This transition is described by
a vector ǫ2 = (0, 1, 0, 0) that shows the change in the state: (r1, p1 + 1, r2, p2) = (r1, p1, r2, p2) + ǫ2.
The list of all possible transitions is described in the first column of Table 1. Which transition will
actually take place is governed by a stochastic process [20]. A third element in the model (beside the
state and transitions) is the set of all transition probabilities Tǫ. If the state at time t is q, then the
probability of the system to jump in the state q + ǫ at the time t+ dt is Tǫ(q, t)dt. The presence of
the time t in the argument of the transition function show that, in general, the transition depends
not only on the number of molecules in the system, but also on the moment in time when it is
recorded. Tǫ1 in Table 1 is a time dependent transition probability. It contains the signal generator
G(t) that modulates the mRNA1 transcription.
All transition probabilities are given in the second column in Table 1. The coefficients that
multiply the molecule number in a transition probability are the parameters of the model. Higher
4FIG. 2: Signal generator. Adapted from ref. [34].
values of the coefficient will make that transition to appear more often per unit of time. The last
column of the table will be explained later in the text. The the dynamic of the genetic network is
given by the time evolution of the probability of the network to be in the state q at time t: P (q, t).
The equation for the time evolution of the state probability is know as the Master Equation [20].
TABLE 1: Nonlinear Coupling of Two Linear Systems
Transitions
Transition
probabilities
Coefficients Polynomial basis
Signal Generator ǫ1 = (1, 0, 0, 0) Tǫ1(q) = G(t) Mǫ1(t) = G(t) e(0,0,0,0) = 1
ǫ−1 = (−1, 0, 0, 0) Tǫ
−1
(q) = γr1r1 M
1
ǫ
−1
= γr1 e(1,0,0,0) = r1
Linear System 1 ǫ2 = (0, 1, 0, 0) Tǫ2(q) = k1r1 M
1
ǫ2
= k1 e(1,0,0,0) = r1
ǫ−2 = (0,−1, 0, 0) Tǫ
−2
(q) = γp1p1 M
2
ǫ
−2
= γp1 e(0,1,0,0) = p1
Nonlinear Coupling ǫ3 = (0, 0, 1, 0)
Tǫ3(q) = hp
2
1 =
= hp1(p1 − 1) + hp1
M2ǫ3 = h
M22ǫ3 = h
e(0,1,0,0) = p1
e(0,2,0,0) = p1 (p1 − 1)
ǫ−3 = (0, 0,−1, 0) Tǫ
−3
(q) = γr2r2 M
3
ǫ
−3
= γr2 e(0,0,1,0) = r2
Linear System 2 ǫ4 = (0, 0, 0, 1) Tǫ4(q) = k2r2 M
3
ǫ4
= k2 e(0,0,1,0) = r2
ǫ−4 = (0, 0, 0,−1) Tǫ
−4
(q) = γp2p2 M
4
ǫ
−4
= γp2 e(0,0,0,1) = p2
5P (r1, p1, r2, p2, t+ dt) = (II.2)
P (r1 − 1, p1, r2, p2, t) Tǫ1(r1 − 1, p1, r2, p2, t)dt+ P (r1 + 1, p1, r2, p2, t) Tǫ−1(r1 + 1, p1, r2, p2, t)dt +
P (r1, p1 − 1, r2, p2, t) Tǫ2(r1, p1 − 1, r2, p2, t)dt+ P (r1, p1 + 1, r2, p2, t) Tǫ−2(r1, p1 + 1, r2, p2, t)dt +
P (r1, p1, r2 − 1, p2, t) Tǫ3(r1, p1, r2 − 1, p2, t)dt+ P (r1, p1, r2 + 1, p2, t) Tǫ−3(r1, p1, r2 + 1, p2, t)dt +
P (r1, p1, r2, p2 − 1, t) Tǫ4(r1, p1, r2, p2 − 1, t)dt+ P (r1, p1, r2, p2 + 1, t) Tǫ−4(r1, p1, r2, p2 + 1, t)dt +
P (r1, p1, r2, p2, t)
(
1− Tǫ1(r1, p1, r2, p2, t)dt− Tǫ−1(r1, p1, r2, p2, t)dt− Tǫ2(r1, p1, r2, p2, t)dt −
Tǫ−2(r1, p1, r2, p2, t)dt− Tǫ3(r1, p1, r2, p2, t)dt− Tǫ−3(r1, p1, r2, p2, t)dt−
Tǫ4(r1, p1, r2, p2, t)dt− Tǫ−4(r1, p1, r2, p2, t)dt
)
.
Given that the system was at time t in the state q = (r1, p1, r2, p2), the first 8 terms in (II.2)
represent the probability that the system will be in a new state at the time t + dt. The new
state depends on which transition actually took place. The rest of the terms in (II.2) express the
probability that no transition will take place in (t, t + dt). Dividing by dt and taking the limit
dt→ 0, the above relation between probabilities takes the form of a partial differential equation:
∂
∂t
P (q, t) =
∑
ǫ
Tǫ(q − ǫ, t)P (q − ǫ, t)−
∑
ǫ
Tǫ(q, t)P (q, t) . (II.3)
This equation is known as the Master Equation for the jump Markov processes with discrete
states [20, 35]. The summation is over all possible transitions. It is hard to solve this equation,
even in very simple examples. However, we are interested in the mean number of molecules of
different species and in their standard deviation. Or more generally, we want to know the correlation
between different molecular species. The quantities of interest are thus means of products of state
components:
〈qm〉 =
∑
q
qmP (q, t) , (II.4)
where the sum goes over all possible states. The notationm stands for a vectorm = (m1,m2,m3,m4)
of integer numbers. The number of components of m is the same as the number of components in
the state q. The power of q to the m is defined as qm = qm11 q
m2
2 q
m3
3 q
m4
4 . We need a line on top of
m to distinguish it from a simple m that will be used heavily in what follows.
The time evolution for 〈qm〉 can be obtained from the Master Equation (II.3) using the z-
transform of the state probability P (q, t):
F (z, t) = Z(P (q, t)) ≡
∑
q
zqP (q, t) (II.5)
where z = (z1, z2, z3, z4) are variables in the complex plane and the power z
q was defined above.
Quantities of interest are means of polynomials in the components of the state variable q, like 〈qm〉.
A natural way to obtain means of polynomials in q is by taking derivatives with respect to z in
6(II.5) and then put zi = 1, i = 1 . . . 4. For example:
〈r1〉 =
∂F (z, t)
∂z1
|z=1 , (II.6)
〈p2(p2 − 1)〉 =
∂F (z, t)
∂z24
|z=1 . (II.7)
We notice that the derivatives of F (z, t) bring us to a set of polynomials that are known as
decreasing factorials:
emk(qk) = qk(qk − 1)...(qk −mk + 1) , (II.8)
em(q) = em1(q1)em2(q2)em3(q3)em4(q4) . (II.9)
We will use the polynomials em(q) as a base, to express all the transition probabilities, as is
explained in the last column of Table 1. In this base, the results are easy to express in terms of the
derivatives of F (z, t). A decreasing factorial has a physical interpretation, [20]. In a system with
qk molecules of specie k, the probability for a collision involving mk such molecules is proportional
with emk(qk). In other words, the probability for multimer formation is described by a decreasing
factorial.
Every polynomial can be expressed as a linear combination of the basic polynomials em(q). To
make a distinction between the moments 〈qm〉 and 〈em(q)〉, the later one is known as a factorial
moment. The first order moments (which are actually the means of the state variable) and the first
order factorial moments are equal.
The variables that describe the system are thus
〈em(q)〉 = ∂mF (z, t) |z=1 , (II.10)
which also displays the tensor index m. From a vector index
m = (m1,m2,m3,m4) , (II.11)
we can construct a tensor index
m = 11...1︸ ︷︷ ︸
m1
22...2︸ ︷︷ ︸
m2
33...3︸ ︷︷ ︸
m3
44...4︸ ︷︷ ︸
m4
, (II.12)
and vice versa. The tensor index m is useful for ordering the variables as they come from partial
derivatives.
∂m = ∂z1 . . . z1︸ ︷︷ ︸
m1
, z2 . . . z2︸ ︷︷ ︸
m2
, z3 . . . z3︸ ︷︷ ︸
m3
, z4 . . . z4︸ ︷︷ ︸
m4
.
For example
〈r1r2p2(p2 − 1)(p2 − 2)〉 = ∂13444F |z=1 ,
because r1 is on the first position in the state q = (r1, p1, r2, p2), and only one derivative with
respect to z1 is required. The protein p2 is on the 4th position and it takes 3 derivatives to obtain
p2(p2 − 1)(p2 − 2).
7Instead of always showing that after a partial derivative we have to insert z = 1 in the expression,
we will use the following notation
∂mF |z=1 = Fm . (II.13)
For special examples like the one we work with, we can use suggestive notations for the indices
z = (zr1 , zp1 , zr2 , zp2). We list the first Fm variables in order as they appear in the Taylor expansion
of the function F (z, t) about z = 1.
Fr1 , Fr2 , Fp1 , Fp2 , Fr1r1 , Fr1p1 , Fr1r2 , Fr1p2 , . . . , Fp2p2 , Fr1r1r1 , Fr1r1r2 . . . .
These variables change in time as the generator G(t) drives the system. From these variables we
can read the mean values of the molecules like 〈r2〉 = Fr2 and also their standard deviation from the
mean, 〈(r2 − 〈r2〉)
2〉 = Fr2r2 + Fr2 − F
2
r2 . The time evolution of the variables Fm is a consequence
of the Master Equation in F (z, t):
∂tF (z, t) = G(t)(zr1 − 1)F (z, t) + (II.14)
γr1(1− zr1)∂zr1F (z, t) + k1(zp1 − 1)zr1∂zr1F (z, t) + γp1(1− zp1)∂zp1F (z, t) +
h(zr2 − 1)
(
z2p1∂zp1zp1F (z, t) + zp1∂p1F (z, t)
)
+
γr2(1− zr2)∂zr2F (z, t) + k2(zp2 − 1)zr2∂zr2F (z, t) + γp2(1− zp2)∂zp2F (z, t) .
The right side of this equation is composed of three pieces. The first piece contains variables
only from the System 1 (first 4 terms). Then comes a term proportional with the coupling constant
h that show how the two systems are connected. The last three terms are specific to System 2.
The coupling terms contain the second derivative with respect the protein 1, which is the input
signal into the second system. Derivatives of order more than 1 are a sign of nonlinearity. Here the
coupling transition probability Tǫ3 is a quadratic function in the protein number of System 1.
The time evolution equations of the Fm variables can be obtained from (II.14) by taking partial
derivatives with respect to different combinations of the components of z and then inserting z = 1.
Through this procedure, the partial differential equation for F (z, t) transforms into an infinite
system of ordinary differential equations for the Fm variables (the tensor index m takes all the
possible values). We present the first few:
F˙r1 = G(t)− γr1Fr1
F˙p1 = k1Fr1 − γp1Fp1
F˙r2 = h(Fp1 + Fp1p1)− γr2Fr2
F˙p2 = k2Fr2 − γp2Fp2
F˙r1p2 = G(t)Fp2 + k2Fr1r2 − (γr1 + γp2)Fr1p2
F˙r2r2 = 2h(Fp1r2 + Fp1p1r2)− 2γr2Fr2r2 .
If the system is linear, i.e. all the transition probabilities are linear in the state variables, then
the infinite system can be closed to a finite one. Namely, if we collect all variables up to the modulus
|m| =Max, (|m| = m1 + · · ·+mn), than we create a system of equations that do not depend on a
8FIG. 3: Graph of the equations for the coupled systems.
9m that has a modulus greater than Max. The system, being finite, is completely solvable [30].
For the nonlinear transition probabilities, the system is usually not finite. The variable Fm will
depend on some other Fm′ with |m
′| > |m|.
Thus we need to cut the infinite system to obtain an ordinary system of equations: discard all
Fms with |m| greater then sum cutoff value. The problem that we run into is that the solution
for variables Fm with small |m| depends on the cut even if the cut is taken at high values of |m|.
Moreover, from a stable infinite system, by cutting we obtain an unstable system. The cause of this
behavior is that as |m| increases, the values of Fm increases because it represents a mean of a high
power polynomial in the state variables. Discarding such high values from the equations causes the
aforementioned instability. However, a finite system can be obtained if instead of the variables Fm
we change to a new set of variables that have small values that can be neglected for higher values of
|m|. These variables represent for the factorial moments what cumulants represent for the classical
moments [36]. The new function, call it X(z, t) is given by
F (z, t) = eX(z,t) . (II.15)
The equation for the time evolution of X(z, t) is
∂tX(z, t) = G(t)(zr1 − 1) +
γr1(1− zr1)∂zr1X(z, t) + k1(zp1 − 1)zr1∂zr1X(z, t) + γp1(1− zp1)∂zp1X(z, t) +
h(zr2 − 1)
(
z2p1∂zp1zp1X(z, t) + z
2
p1
(
∂zp1X(z, t)
)2
+ zp1∂zp1X(z, t)
)
+
γr2(1− zr2)∂zr2X(z, t) + k2(zp2 − 1)zr2∂zr2X(z, t) + γp2(1− zp2)∂zp2X(z, t) .
We notice that the term proportional with h couples the two linear systems. Taking partial deriva-
tives with respect to z and inserting z = 1, we obtain the variables Xm, indexed by the tensorial
index m. The system of equations for these variables is represented as a graph in Fig. 3. Each
node represents the time derivative of the variable written inside the node. A line entering the node
corresponds to one term on the right side of the equation for that node; the term is the product
of the variable written inside the start node and the coefficient above the line. For example, the
equation for the variable Xr2p2 is
X˙r2p2 = k2Xr2 + k2Xr2r2 − (γr2 + γp2)Xr2p2 + h(Xp1p2 +Xp1p1p2 + 2Xp1Xp1p2). (II.16)
The indices r2p2 of Xr2p2 belong to System 2 as well as three other terms that have indices from
that same system. The term k2Xr2 is represented by the line starting on Xr2 and ending on the
Xr2p2 node. The coupling coefficient h multiplies the polynomial combination Xp1p2 + Xp1p1p2 +
2Xp1Xp1p2 . These polynomial combinations stem from the nonlinear coupling and their role is to
connect System 1 with the System 2. If we are interested only in the mean value of the protein
p2, that is Xp2 , then we only need to solve the equations for the System 1, compute the coupling
factor Xp1 +Xp1p1 +Xp1 and solve the equations for System 2. However, if we ask for the standard
deviation of the number of protein molecules p2, then we need Xp2p2 which requires solving for the
coupling variables Xr1r2 , Xr1p2 , . . . Xp1p1p2 , see Fig.3. When it comes to solving for the coupling
variables, we find that variables up to fourth order in System 1 are necessary (like Xr1r1r1r1). In
general, suppose we need to solve System 2 in order n, that is we need Xm with |m| = n and all
components of the index m contain r2 or p2. Then, we need an order n+1 in the coupling variables
and n + 2 in System 1. Another observation is that even if the coupling is nonlinear, the entire
system of equations is finite. This property is a reminiscent of the fact that System 1 and 2 are
linear. A linear system, whose equations are depicted in Fig. 3 in the upper left corner, has the
10
property that the order n depends only on orders that are smaller or equal to n. Thus, the equations
for a linear system have a hierarchical structure, Fig 3, System 1. In [30] the equations for the first
two orders for a linear system were solved. The second order variables like Xr1r1 ,Xp1p1 were called
non-Poisson components in [30]. This name came from the fact that the standard deviation can be
expressed as σ2r = Xr +Xrr and for a Poisson process σ
2
r = Xr. We conclude this section by noting
that two stochastic systems (System 1 and System 2) are not coupled by simply taking output
variables from System 1 and input them into System 2. The stochastic coupling requires that the
output of the System 1 should first pass through an intermediate system and then enter into the
System 2.
B. Molecular Diagrams
A graphical representation of gene regulatory networks is essential in order to capture information
about gene interaction. A notational system should satisfy four important criteria [37]:
(1) Expressiveness: the diagram should describe every possible relationship among molecules.
(2) Semantically unambiguous: different symbols should be assigned to different semantics.
(3) Extension capability: the notation system should be flexible, so that new symbols can be
added in a consistent manner.
(4) Mathematical translation: each diagram should be able to be converted into a mathematical
formalism for use in quantitative computations.
FIG. 4: Rules for molecular diagrams.
Based on the mathematical model for the stochastic genetic networks, we can assemble a set of
rules to construct diagrams that obey the above criteria. The building blocks of the model are: the
state q, the transitions ǫ and the transition probabilities Tǫ. Each of these building blocks will be
represented in a diagram, whose graphical notations are depicted in Fig. 4. The component qk is
represented by an oval, Fig. 4A, first row. If the molecules from a specific biological context are
classified in families (antibodies, cytokines, etc.) then, instead of using an oval for each molecule,
11
a specific geometric shape can be associated with each family. For example, to distinguish between
an mRNA and a protein, we used a quadrilateral symbol for mRNA and an oval for the protein.
Each transition will be represented by a square, Fig. 4B first row. If necessary, the transitions can
be grouped in phosphorylation, transport, transcription, etc. For each class of transition a different
geometric symbol can be used. The transition probabilities are built upon decreasing factorials
(II.8). A decreasing factorial emk(qk) will be represented by a line starting from the component qk,
Fig. 4A second row. If the coefficient in front of a decreasing factorial is positive, the line will carry
an arrow; otherwise the line will end in a bar. We will not write mk on top of its corresponding
line if mk = 1. A product of two decreasing factorials is represented by joining the lines of each
of the term in the product, Fig. 4A third row. Graphical representation of a rational function
is depicted in Fig. 4A fourth row. The lines representing the terms from the denominator of the
rational function are marked by a filled square. Two types of lines are associated with a transition
ǫ. One type ends on the border of the square representing the transition, Fig. 4B second row. These
lines originate on different components qk on which the transition probability Tǫ(q) depends. The
components qk control the transition probability Tǫ(q) so the lines that end on the boundary of the
transition symbol are called control lines. Each transition will act on some molecules to change their
number. This action is described by the components of the transition ǫ. Each nonzero component
of an ǫ will be associated with a line that starts from the center of the transition symbol, Fig. 4B
third row. These are called action lines. Each action line ends on a component qk that is changed
by the corresponding transition. If the component of a transition ǫ is positive, the line is marked
by an arrow and by a bar if the component is negative. In Fig. 4B third row, ǫi < 0, ǫj < 0 and
ǫk > 0. If |ǫi| = 1 we will not write it on its corresponding line. Finally, terms that correspond to
lines that end on a transition ǫ must be summed to form the transition probability, Fig. 4B second
row. The molecular diagram for the system under study, Fig. 5, follows from Table 1 and the rules
from Fig. 4.
The generator line has m = 0 written on it, which corresponds to e(0,0,0,0) = 1, from Table 1.
This line does not reach the center of the transition ǫ1, indicating that it is a control line. The
transition is controlled by the generator and its transition probability is readable from the diagram:
Tǫ1 = G(t)e(0,0,0,0) = G(t). From the center of the transition ǫ1 starts a line that points to the mRNA
symbol r1. This line, because it starts from the center, corresponds to the effect of the transition and
tells that only one component of ǫ1 is not zero, ǫ1 = (1, 0, 0, 0). The line has an arrow that indicates
that this component is positive, so the transition will cause an increase of mRNA by one molecule.
All other lines can be read in the same manner. From the protein p1 symbol there are two lines that
control the transition ǫ3. These lines represent the nonlinear coupling Tǫ3 = hp
2
1 = hp1+hp1(p1−1)
decomposed in the factorial bases. In Fig. 5, the line marked with the number 2 corresponds to the
term hp1(p1 − 1) whereas the other line indicates the term hp1. We will use molecular diagrams to
present the interactions for each example that follows.
C. Units of Measurement
The transition probabilities Tǫ(q, t) are measured in [seconds]
−1 and thus the coefficient Mmǫ (t)
from Tǫ(q, t) =
∑
mM
m
ǫ (t)em(q) is measured in [moles]
−|m|[seconds]−1. At present, the numerical
values for the molecular constants Mmǫ (t) that govern the mechanisms inside the cell can not be
determined precisely through laboratory experiments. In what follows a numerical coefficients will
be written without a unit of measurement, to show that it is not experimentally determined. We
use numerical values to compare the analytical theory with Monte Carlo simulations and to show
how the general formulas can be use in practical applications.
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FIG. 5: Molecular diagram for two coupled systems
D. Hill Feedback Control
One of the basic elements of a gene regulatory network is a gene that controls its own transcription
[38]. The protein acts on mRNA production through a term of the form
a
b+ p2
. (II.17)
When the number of protein molecules increases, the rate of mRNA production will decrease,
stabilizing the system’s transcription and translation. This kind of feedback control is employed
in the description of many biological systems. In [21] it is used to explain the appearance of
multistability in the lactose utilization network of Escherichia coli. In [39] it is used to describe a
stable oscillator constructed from three genes that repress themselves in a closed loop.
Our study focuses on the case where a signal generator accompanies the feedback. When the
generator is turned off, the gene is driven slowly by the nonlinear feedback. This special case will
be addressed in the following subparagraph. From a mathematical point of view, this system is
interesting because the transition probability for repression is a rational function. The Table 2 and
Fig.6 presents the structure of the system
The lines that do not start on any molecule represent the coefficients a1 and b1. The coefficient
b1, being a term in the denominator of the feedback transition probability, has a small square
superimposed upon it.
The Master Equation for the state probability is transformed by multiplying the whole equation
(II.3) with b1 + b2 p+ b3 p (p− 1).
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TABLE 2: Hill Feedback Control
ǫ1 = (1, 0) ǫ−1 = (−1, 0) ǫ2 = (0, 1) ǫ−2 = (0,−1)
Tǫ1 = G(t)+
a1 + a2p
b1 + b2p+ b3p(p− 1)
Tǫ
−1
= γrr Tǫ2 = Kr Tǫ−2 = γpp
FIG. 6: Autoregulatory gene. The feedback has a Hill coefficient of 2.
(b1 + b2 p+ b3 p (p− 1))
∂
∂t
P (r, p, t) = (a1 + a2 p ) (P (r − 1, p, t) − P (r, p, t)) +
(b1 + b2 p+ b3 p (p− 1)) [G (t) (P (r − 1, p, t)− P (r, p, t)) + γr (r + 1)P (r + 1, p, t)− γr r P (r, p, t) +
K r P (r, p − 1, t) −K r P (r, p, t) + γp (p+ 1)P (r, p + 1, t)− γp pP (r, p, t) ] .
It is now possible to take the z-transform (II.5)and then change the variable from F (z, t) to
X(z, t), (II.15). The dynamical equation for X(z, t) contains both the effects of the nonlinear
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feedback as well as the input signal generator G(t):
b1∂tX + b2zp (∂p∂tX + ∂tX∂pX) + b3zp
2
(
∂pp∂tX + ∂tX∂ppX + 2 ∂pX∂t∂pX + (∂pX)
2 ∂tX
)
=
G (t) (zr − 1)
(
b1 + b2zp∂pX + b3zp
2(∂ppX + (∂pX)
2)
)
+ (zr − 1) (a1 + a2zp∂pX) +
γr (1− zr)
(
b1∂rX + b2zp (∂rpX + ∂rX∂pX) +
b3zp
2(∂rppX + ∂ppX∂rX + 2 ∂pX∂rpX + (∂pX)
2 ∂rX)
)
+
Kzr
(
b1 (zp − 1) ∂rX + b2zp∂rX + b2zp (zp − 1) (∂rpX + ∂rX∂pX) +
2 b3zp
2 (∂rpX + (∂rX) ∂pX) +
b3zp
2 (zp − 1) (∂rppX + ∂ppX∂rX + 2 ∂pX∂rpX + (∂pX)
2 ∂rX)
)
+
γp
(
b1 (1− zp) ∂pX − b2zp∂pX + b2zp (1− zp) (∂ppX + (∂pX)
2)−
2 b3zp
2(∂ppX + (∂pX)
2) +
b3zp
2 (1− zp) (∂pppX + 3 ∂ppX∂pX + (∂pX)
3)
)
.
The time dependent variables are the factorial cumulants and can be obtained from the Taylor
expansion of X(z, t) about z = 1. Thus, we obtain an infinite number of equations; the first three
of these are:
b2X˙p + b3
(
X˙pp + 2XpX˙p
)
= K
(
b2Xr + 2 b3 (Xrp +XrXp)
)
(II.18)
−γp
(
b2Xp + 2 b3(Xpp + (Xp)
2)
)
,
b1X˙r + b2
(
XpX˙r + X˙rp
)
+ b3
(
2XpX˙rp +XppX˙r + 2XrpX˙p + (Xp)
2 X˙r + X˙rpp
)
=
G (t)
(
b1 + b2Xp + b3(Xpp + (Xp)
2)
)
+ a1 + a2Xp
−γr
(
b1Xr + b2 (Xrp +XrXp) + b3(Xrpp +XppXr + 2XpXrp + (Xp)
2Xr)
)
+K
(
b2(Xr +Xrr ) + 2 b3 (Xrp +XrXp +Xrrp +XrrXp +XrXrp)
)
−γp
(
b2Xrp + 2 b3 (Xrpp + 2XpXrp)
)
,
b1X˙p + b2X˙p + b2
(
X˙pp +XpX˙p
)
+ 2 b3
(
X˙pp + 2XpX˙p
)
(II.19)
+b3
(
(Xp)
2 X˙p + 2XpX˙pp + X˙ppp + 3XppX˙p
)
=
K
(
b1Xr + b2(Xr + 2Xrp +XrXp) + b3(4Xrp + 4XrXp + 4XpXrp + 3XppXr + 3Xrpp + (Xp)
2Xr)
)
−γp
(
b1Xp + b2(Xp + 2Xpp + (Xp)
2) + b3(4Xpp + 4(Xp)
2 + 3Xppp + 7XppXp + (Xp)
3)
)
.
If a1 = 0 and a2 = 0, then the nonlinear feedback disappears and the system becomes linear. The
equations then factorize into the simple equations discussed before for System 1, Fig. 3. When the
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feedback is nonzero, that is a1 6= 0 and a2 6= 0, the equations does not factorize. The left side of
each equation in (II.18) is polynomial in the time derivative X˙m and Xm. This is characteristic for
the rational transition probabilities, as will be proven in section 4. To assure that the transition
probabilities are positive, we will work with a positive signal generator G(t) > 0. We will split the
generator G(t) into a constant component G and a time variable component g(t)
G(t) = G+ g(t) . (II.20)
For the constant component we take G = (Gmax − Gmin)/2 with Gmax and Gmin being the
maximum and respectively the minimum value of G(t). With this choice for G we have |g(t)| < G,
so solutions to the equations (II.18) can be found by the method of expansion with respect to a
small parameter. Namely, insert a parameter η in
G(t) = G+ ηg(t) , (II.21)
and generate approximations, Xm,k, by collecting the like powers in η :
Xm(t) = Xm,0 + ηXm,1(t) + η
2Xm,2(t) + . . . ; (II.22)
then eliminate η by setting it to 1. The constant term G fixes a stationary level Xm,0 that
obeys a system of equations obtained from (II.18) by eliminating any time derivative and putting
G instead of g(t). The solution to the stationary case is interesting from a practical point of view
and will explored it in the next paragraph; afterwards, we will return to study Xm,1(t).
1. Designing the Shape of a Logic Pulse
In electrical engineering systems, properly connecting equipment along a signal path requires
strict compliance with various standards. The logic 1’s and 0’s must be designed in such a way that
they will be detected correctly after passing through chains of devices. A TTL device is guaranteed
to interpret any input above 2 volts as a logic 1 or true and any input below 0.8 volts as a logic 0
or false; thus, there is a 1.2 volts protection against noise. Translating these ideas to a molecular
device, we want to use the autoregulatory system to generate a logic pulse in protein numbers. Then
let G1 be the input signal for a protein level that represents a logic 0 and G2 for a logic 1.
FIG. 7: Constant Levels for ξ.
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Because the system is intrinsically stochastic the logic levels refer to the mean values of the
protein, 〈p1〉 and 〈p2〉 respectively. The protein values will fluctuate around these mean values. A
measure of this fluctuation is the standard deviation of the protein numbers σ1 =
√
(〈(p1− 〈p1〉)
2〉)
and similar for σ2. To separate the logical levels we will ask that the following ratio:
ξ =
〈p2〉 − σ2
〈p1〉+ σ1
(II.23)
be high enough. The constant contour plot of the ratio ξ is presented in Fig. 7 for the following set
of numerical parameters
{γr = 2, γp = 1,K = 0.5, a1 = 1, a2 = 0, b1 = 0.01, b2 = 0.001, b3 = 0.001} . (II.24)
FIG. 8: Pulse design.
To design a shape for a pulse we first fix G1 for the logic 0 and then choose a value for the ratio
ξ. From Fig. 7 we read the input G2 for the logic 1. For example, if G1 = 10 and ξ = 2 we obtain
G2 = 95, which is the point A on the graph. The pulse for these values is shown in Fig. 8. This figure
also shows that the analytical values are confirmed by a Monte Carlo simulation using the direct
Gillespie algorithm, see Materials and Methods. The simulated means and standard deviations are
based on 500 independent stochastic processes. The pulse is separated from the baseline level by a
factor of ξ = 2 and only a few of the simulations drop down in the region 〈p1〉±σ1. The comparison
of the analytic formulas with the Monte Carlo results proves the power of the method outlined,
especially that the variables Xm are well suited for numerical computations. The next paragraph,
and other examples that follow, will show the effectiveness of the factorial cumulants.
2. The Autoregulatory Gene Driven Only by its Protein Level
If G = 0, the generator is closed, leaving only the feedback to sustain the mRNA production.
An equilibrium between mRNA and the protein level will take place. Using the traditional method
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of mass action (chemical equilibrium), we can compute this equilibrium by equating the production
rates with the degradation rates:
a1 + a2p
b1 + b2p+ b3p(p− 1)
= γrr , (II.25)
kr = γpp . (II.26)
The mass action procedure assumes that the stochastic process is Poisson, so the size of the
standard deviation from the mean equals the square root of the mean. We found that the mass
action procedure does not explain the data obtained from Monte Carlo simulations, Fig. 9 and
Table 3. However, we match the simulations by solving the first N equations of the infinite system
of equations (II.18). As N increases, the solutions more closely approach the simulated data; see
Fig. 9 where N = 7 and 15.
TABLE 3: Analytical Solutions Explain Monte Carlo Simulations
Monte Carlo 15 equations 7 equations mass action
mean 12.38 12.37 12.16 11.54
mean + standard deviation 17.55 17.50 16.76 14.94
FIG. 9: Analytical solution explaining the simulated data.
As we take more equations we obtain better results, so the variables Xm (factorial cumulants)
are suited for numerical and analytical approximations. The conclusion is that the mean values
depend on cumulants of higher orders and thus equations that mix the means with cumulants of
higher orders must be solved simultaneously.
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3. Response of the Nonlinear Autoregulatory Gene to a Time Variable Input Signal Generator
The generator is now time dependent (II.21)
G(t) = G+ g(t)
The solution in the first order, (II.22), is Xm(t) = Xm,0 +Xm,1(t). At this point we can move
from tensor notations to a matrix notation to present the solutions in the usual form for input-
output relations from control theory. We construct thus column vectors X(0) and X(1) using the
lexicographic order for the tensor index m. For example
X(1) = [Xr,1,Xp,1,Xrr,1,Xrp,1,Xpp,1, . . . ]
t . (II.27)
which is written in a transposed form to save space.
Using (II.21) and equating the terms which contain η from both sides of (II.18) we obtain a linear
time evolution equation for X(1)
EX˙(1) = AX(1) +B g(t) , (II.28)
where E and A are infinite square matrices and B is an infinite column vector. The entries of
these matrices depend on the parameters of the system as well as the stationary solution vector X(0).
From these infinite systems of equations we construct a finite system with a dimension depending
on how many orders for the factorial cumulants Xm we want to keep (that is what is the maximum
value for |m| we need). To obtain a nonsingular matrix E the first equation in (II.18) must be
omitted. This equation is a consequence of the transition probabilities being a rational function. If
the transition probabilities were only polynomials in the state variables, then this first equation will
become a trivial 0 = 0. A 2× 2 finite system will have the following matrices:
E =
[
b1 + b2Xp,0 + b3Xpp,0 + b3Xp,0
2 2 b3Xrr,0
0 b1 + b2 + b2Xp,0 + 4 b3Xp,0 + 3 b3Xpp,0 + b3Xp,0
2
]
A1,1 = −γr
(
b1 + b2Xp,0 + b3
(
Xpp,0 +Xp,0
2
))
+ k (b2 + 2 b3Xp,0) + 2 kb3Xrp,0
A1,2 = G (b2 + 2 b3Xp,0) + a2 − γr (b2Xr,0 + b3 (2Xrp,0 + 2Xr,0Xp,0))
+2 kb3Xr,0 + 2 kb3Xrr,0 − 4 γpb3Xrp,0
A2,1 = k
(
b1 + b2 + b2Xp,0 + 4 b3Xp,0 + 2 b3Xpp,0 + b3
(
Xpp,0 +Xp,0
2
))
A2,2 = k (b2Xr,0 + 4 b3Xr,0 + 2 b3Xrp,0 + b3 (2Xrp,0 + 2Xr,0Xp,0))−
γp
(
b1 + b2 + 2 b2Xp,0 + 8 b3Xp,0 + 4 b3Xpp,0 + b3
(
3Xpp,0 + 3Xp,0
2
))
B =
[
b1 + b2Xp,0 + b3
(
Xpp,0 +Xp,0
2
)
0
]
.
However, finite systems of larger dimensions are needed to obtain accurate solutions for the mean
and standard deviations of the molecule numbers. Large systems of equations are easily generated
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with symbolic software like Maple or Mathematica; however, these equations are too large to be
displayed within the article. However, using numerical values (II.24) and G = 30 we can go further
and display the final results. The stationary point solution up to the second order
Xr,0 = 20.251,Xp,0 = 10.125,Xrr,0 = 0.909,Xrp,0 = −0.935,Xpp,0 = −0.468 (II.29)
shows that the mean value for mRNA is about 20 molecules and the protein number is about 10.
The factorial cumulants of higher order have absolute values smaller that the corresponding factorial
moments. For example Frr,0 would be of order 20(20 − 1) = 380 whereas Xrr,0 is about 1.
In the spirit of control theory, the solution to (II.28) can be written as an input-output relation
using the Laplace transform of the Xm,1 variables:
Xp,1(s) =
0.50 (s+ 5.93) (s+ 2.50)
(
s2 + 5.94 s + 11.9
)
(s2 + 3.0 s + 2.62) (s2 + 4.14 s + 6.87) (s2 + 10.2 s + 29.0)
g(s) (II.30)
Xpp,1(s) =
0.0075 (s+ 65.9) (s+ 2.04)
(
s2 + 10.2 s + 29.8
)
(s2 + 3.0 s + 2.62) (s2 + 4.14 s + 6.87) (s2 + 10.2 s + 29.0)
g(s)
Thus the mean and the fluctuation of the protein number can be directly related with the input
signal g(s) which is the Laplace transform of g(t).
E. Michaelis-Menten Amplifier
Catalytic enzymatic processes, like phosphorylation, are fundamental for biological processes.
The process requires a substrate S reacting with an enzyme E to form a complex C which in turn is
converted into a product P and the enzyme E, Fig. 10. In a test tube, the reaction proceeds in one
direction, that is k−1 = 0 and k−2 = 0 which is a special case of Fig. 10. However, it is possible that
in a cell a more general scheme where k−1 6= 0 and k−2 6= 0 can take place [40]; thus we study the
case in Fig. 10. The substrate S is usually supplied in large quantities compared with the enzyme E,
and the goal of the process is to transform the substrate S into the product P. We choose an input
oscillatory signal generator to act on the enzyme E. Then, we follow the signal through the complex
C to the output product P. It is possible to drive large oscillations in the product P using small
oscillations in the enzyme E. In this case the catalytic process behaves like a molecular amplifier.
This situation is analogous with how a transistor amplifies the input signal on its base. A constant
voltage source is necessary to supply the energy for the electrical amplification. Here the role of
the source is played by the substrate S, the signal in the transistor’s base by the enzyme E and the
output signal from the transistor’s collector by the product P. The state is q = (E,S,C, P ) and the
transition probabilities are polynomials in the state variables, Table 4. The molecular diagram, Fig.
11, depicts all possible transitions in the system and which variables control these transitions.
FIG. 10: Catalytic reaction.
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TABLE 4: Michaelis-Menten Process
ǫ1 = (1, 0, 0, 0) T1 = G(t) ǫ3 = (−1,−1, 1, 0) T3 = k1E · S
ǫ−1 = (−1, 0, 0, 0) T−1 = γEE ǫ−3 = (1, 1,−1, 0) T−3 = k−1C
ǫ2 = (0, 1, 0, 0) T2 = KS ǫ4 = (1, 0,−1, 1) T4 = k2C
ǫ−2 = (0,−1, 0, 0) T−2 = γSS ǫ−4 = (−1, 0, 1,−1) T−4 = k−2E · P
ǫ−5 = (0, 0, 0,−1) T−5 = γPP
FIG. 11: Molecular diagram for Michaelis-Menten process.
The transition probabilities will generate a stochastic process described by the time evolution of
its factorial cumulants:
∂tX = k1(zC − zEzS) (∂zEzSX + ∂zEX∂zSX) + k−1(zEzS − zC)∂zCX + k2(zEzP − zC)∂zCX
+G(t)(zE − 1) + ηE(1− zE)∂zEX + ηS(1− zS)∂zSX + ηP (1− zP )∂zPX
+k−2(zC − zEzP ) (∂zEzPX + ∂zEX∂zPX) +KS(zS − 1) .
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The term G(t)(zE − 1) represents the time variable input generator which acts on the enzyme
E, whereas KS(zS − 1) comes from the constant production of the source S. An advantage of the
variable X(z, t) is that the generator terms do not contain the variable X(z, t). This will translate
into equations with constant coefficients for the Xm variables:
X˙E = −k1 (XES +XEXS) + k−1XC + k2XC +G(t)− γEXE (II.31)
−k−2 (XEP +XEXP ) ,
X˙S = −k1 (XES +XEXS) + k−1XC − γSXS +KS ,
X˙C = k1 (XES +XEXS)− k−1XC − k2XC + k−2 (XEP +XEXP ) ,
X˙P = k2XC − γPXP − k−2 (XEP +XEXP ) ,
X˙EE = −2 k1 (XEEXS +XEXES) + 2 k−1XEC + 2 k2XEC − 2 γEXEE
−2 k−2 (XEEXP +XEXEP ) ,
X˙ES = −k1 (XES +XEXS)− k1 (XESXS +XEXSS)− k1 (XEEXS +XEXES)
+k−1XC +K−1XSC + k−1XEC
+k2XSC − γEXES − γSXES − k−2 (XESXP +XEXSP ) ,
X˙EC = −k1 (XECXS +XEXSC) + k1 (XEEXS +XEXES)
+k−1XCC − k−1XEC + k2XCC − k2XEC
−γEXEC − k−2 (XECXP +XEXCP ) + k−2 (XEEXP +XEXEP ) ,
X˙EP = −k1 (XEPXS +XEXSP ) + k−1XCP + k2XC + k2XCP + k2XEC − γEXEP
−γPXEP − k−2 (XEP +XEXP )− k−2 (XEPXP +XEXPP )
−k−2 (XEEXP +XEXEP ) ,
X˙SS = −2 k1 (XESXS +XEXSS) + 2 k−1XSC − 2 γSXSS ,
X˙SC = −K1 (XECXS +XEXSC) + k1 (XESXS +XEXSS) + k−1XCC
−k−1XSC − k2XSC − γSXSC + k−2 (XESXP +XEXSP ) ,
X˙SP = −k1 (XEPXS +XEXSP ) + k−1XCP + k2XSC − γSXSP − γPXSP
−k−2 (XESXP +XEXSP ) ,
X˙CC = 2 k1 (XECXS +XEXSC)− 2 k−1XCC
−2 k2XCC + 2 k−2 (XECXP +XEXCP ) ,
X˙CP = k1 (XEPXS +XEXSP )− k−1XCP − k2XCP + k2XCC
−γPXCP + k−2 (XEPXP +XEXPP )− k−2 (XECXP +XEXCP ) ,
X˙PP = 2 k2XCP − 2 γPXPP − 2 k−2 (XEPXP +XEXPP ) .
The generator G(t) = G + g(t) will determine a stationary state by G and a time variation by
g(t). For an oscillatory input of the form
G(t) = G+G cos(ωt) (II.32)
and for the following numerical coefficients
{γP = 1,K−2 = 1,K1 = 0.1,K2 = 6,KS = 50, G = 300, γS = 0.003,K−1 = 0.1, γE = 50} ,
the stationary state is
{XE,0 = 6.00,XS,0 = 92.71,XC,0 = 58.14,XP,0 = 49.72,XEE,0 = −0.04,XES,0 = −.88,XEC,0 =
0.04,XEP,0 = 0.76,XSS,0 = 12.28,XSC,0 = −7.82,XSP,0 = −1.23,XCS,0 = 3.10,XCP,0 =
3.60,XPP,0 = −2.33}.
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The stationary state was solved up to the second order cumulants using the equations (II.31).
In the first order, the time variation of the Xm variables is Xm(t) = Xm,0 +Xm,1(t), (II.22). Each
variable Xm,1(t) will contain an oscillatory component Am(ω)e
iωt. As a function of ω, and for the
parameters considered above, the ratio between the amplitude of the protein oscillations and the
amplitude of the enzyme oscillations is presented in Fig. 12. The maximum of this ratio is 3.71 at
ω = 3.
FIG. 12: Protein amplification, |AP (ω)||AE(ω)| .
A Pade´ approximation about ω = 3 for the amplitudes’ ratio is
|AP (ω)|
|AE(ω)|
≈
106.5ω + 1.0
ω2 + 22.7ω + 9.2
. (II.33)
The frequency ω is measured in [time]−1, see section C. Thus, the enzyme oscillations are ampli-
fied as they pass to the product P, Fig. 12. So far, we analyzed stationary solutions and stationary
periodic regimes. Another question to address is how the system behaves in a transitory regime.
We did 500 Monte Carlo simulations for the system that starts at the time t = 0 from the zero
initial conditions (all molecule numbers are zero). As the energy is pumped into the system by the
signal generator G(t) = G + G cos(ωt), the molecule numbers will grow towards a stable periodic
state. The transitory process is an oscillatory variation superimposed on a growing exponential
trend, Fig. 13. The numerical solution of the equations (II.31), show that the simulated data are
explained by the dynamical equations. The error measured by the L2 norm of the difference between
the simulated data and the computed data is 1% of the norm of the simulated data. Thus we can
work with numerical solutions to (II.31) instead of using Monte Carlo simulations. Moreover, on
(II.31) we can apply a different analytical approximation (i.e. harmonic balance, expansion in a
small parameter) which can capture the behavior of the system as a function of its parameters. We
observe, Fig. 13, that the product oscillates in antiphase with respect to the enzyme, a phenomenon
also present also in a basic transistor amplifier.
23
FIG. 13: Transitory regime: Numerical solutions of the equations (II.31) agree with Monte Carlo simulations.
F. E2F1 Regulatory Element
The systems studied in the preceding paragraphs were excited by one signal generator. There
are many cases in living organisms where a gene is regulated by more than one signal. In what
follows we will study a regulatory element inspired by the E2F1, a member of the E2F family of
transcription factors [41]. In addition to its established proliferative effect, E2F1 has also been
implicated in the induction of apoptosis through p53-dependent and p53-independent pathways
[42]. The components of the E2F1 system were described in [43]. The mRNA level, Fig.14, is
regulated by 3 transcription factors E2F1, pRb and DP1. The regulation is done by the dimer
E2F1:DP1 which, for short, is denoted by the letter a. This dimer binds to the DNA and its effect
is to increase the rate of transcription. The second control of transcription is from the complex
a:pRB, that binds to the DNA and repress the transcription. The state of the system is thus an
8 component vector q = (E2F1,DP1, pRB, a, b, c, d,mRNA). This example shows that a state is
not just a list of different species of molecules. The same dimer E2F1:DP1 is present in the state
vector as a component a unbound to DNA and a state component c when the dimer is bound to the
DNA. These are 2 different situations of the same molecular species and we treat them as different
components of the state of the system. In the diagram of Fig. 14, we use an oval glued to a rectangle
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TABLE 5: E2F1 Regulatory Element
ǫ1 = (1, 0, 0, 0, 0, 0, 0, 0) Tǫ1 = G1(t) ǫ−1 = (−1, 0, 0, 0, 0, 0, 0, 0) Tǫ−1 = k−1E2F1
ǫ2 = (0, 1, 0, 0, 0, 0, 0, 0) Tǫ2 = G2(t) ǫ−2 = (0,−1, 0, 0, 0, 0, 0, 0) Tǫ−2 = k−2DP1
ǫ3 = (0, 0, 1, 0, 0, 0, 0, 0) Tǫ3 = G3(t) ǫ−3 = (0, 0,−1, 0, 0, 0, 0, 0) Tǫ−3 = k−3 pRb
ǫ4 = (−1,−1, 0, 1, 0, 0, 0, 0) Tǫ4 = k4E2F1 ·DP1 ǫ−4 = ((1, 1, 0,−1, 0, 0, 0, 0) Tǫ−4 = k−4a
ǫ5 = (0, 0, 0,−1, 0, 1, 0, 0) Tǫ5 = k5a (n1 − n2c− n3d) ǫ−5 = (0, 0, 0, 1, 0,−1, 0, 0) Tǫ−5 = k−5c
ǫ6 = (0, 0,−1,−1, 1, 0, 0, 0) Tǫ6 = k6 a · pRb ǫ−6 = (0, 0, 1, 1,−1, 0, 0, 0) Tǫ−6 = k−6b
ǫ7 = (0, 0, 0, 0,−1, 0, 1, 0) Tǫ7 = k7 b (m1 −m2c−m3d) ǫ−7 = (0, 0, 0, 0, 1, 0,−1, 0) T ǫ−7 = k−7 d
ǫ8 = (0, 0, 0, 0, 0, 0, 0, 1) Tǫ8 = k8c(l1 − l2 d) ǫ−8 = (0, 0, 0, 0, 0, 0, 0,−1) Tǫ−8 = k−8r
to graphically depict the DNA-bound form of a transcription factor. The transition probability that
controls the mRNA production is Tǫ8 = k8(l1 − l2d), Table 5. The transition ǫ8 is upregulated by
c so Tǫ8 is proportional to c. The repression by d is described by the term l1 − l2d chosen to obey
two criteria: (1) it decreases as d increases,and (2) is positive so the transition probability will be a
positive number. A specified set of parameters together with a solution to the equation of motions
are realistic if the transition probabilities stay positive or zero for any instant of time. One control
line starting from c ends with an arrow on the transition ǫ8 which signifies that c upregulates the
transcription. This control line corresponds to the term k8l1c from Tǫ8 . Another control line starts
from c and d and ends in a short bar, thus repressing the mRNA transcription. This line represents
the term −k8l2cd from Tǫ8 . Variations in the number of c and d molecules will depend on variations
in E2F1, DP1 and pRB. Thus we will insert 3 signal generators G1(t), G2(t) and G3(t) to modulate
the levels of E2F1, DP1 and pRB respectively. The transitions ǫi, with i = 1, 2, 3, represent these
input generators. The degradation transitions ǫ−i, i = 1, 2, 3, are taken to be proportional with
the number of molecules being degraded. The formation of the dimer a is described by ǫ4 which
is controlled by a nonlinear transition probability (the product of E2F1 with DP1). The transition
ǫ5 represents the binding of the dimer a to DNA. That is the creation of one c from one a, as is
readable from the components of the transition ǫ5. The transition probability for this binding event
is proportional to the number of a dimers and with the free space available on the DNA. This free
space available for DNA binding should be of the form n− c− d where n is the maximum number
of proteins that can bind to DNA to regulate the transcription. We subtract from n the space
already occupied which is c + d. In order to cover the situation when the binding properties of c
and d are different we use Tǫ5 = k5a(n1− n2c−n3d), with n1, n2 and n3 some constant coefficients.
Then, the transition ǫ6 is like ǫ4 and ǫ7 like ǫ5. The transitions ǫ−i, i = 4, 5, 6, 7, represent reverse
processes. The equations are more compactly written if we index the state by integer numbers:
q1 = E2F1, q2 = DP1, q3 = pRb, q4 = a, q5 = b, q6 = c, q7 = d, q8 = mRNA. The time evolution for
X(z, t) is given by:
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FIG. 14: Molecular diagram for E2F1 regulatory element.
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∂tX = G1 (t) (z1 − 1) + k−1 (1− z1) ∂1X (II.34)
+ G2 (t) (z2 − 1) + k−2 (1− z2) ∂2X
+ G3 (t) (z3 − 1) + k−3 (1− z3) ∂3X
+ k4 (z4 − z1z2) (∂12X + ∂1X∂2X) + k−4 (z1z2 − z4) ∂4X
+ k5 (z6 − z4) (n1∂4X − n2z6 (∂46X + ∂4X∂6X)− n3z7 (∂47X + ∂4X∂7X))
+ k−5 (z4 − z6) ∂6X
+ k6 (z5 − z3z4) (∂34X + ∂3X∂4X) + k−6 (z3z4 − z5) ∂5X
+ k7 (z7 − z5) (m1∂5X −m2z6 (∂56X + ∂5X∂6X)−m3z7 (∂57X + ∂5X∂7X))
+ k−7 (z5 − z7) ∂7X
+ k8 (z6z8 − z6) (l1∂6X − l2z7 (∂67X + ∂6X∂7X))
+ k−8 (1− z8) ∂8X .
The equations for the mean of the state components are:
X˙1 = G1 (t)− k−1X1 − k4 (X12 +X1X2) + k−4X4 , (II.35)
X˙2 = G2 (t)− k−2X2 − k4 (X12 +X1X2) + k−4X4 ,
X˙3 = G3 (t)− k−3X3 − k6 (X34 +X3X4) + k−6X5 ,
X˙4 = k4 (X12 +X1X2)− k−4X4 − k5 (n1X4 − n2 (X46 +X4X6)− n3 (X47 +X4X7))
+ k−5X6 − k6 (X34 +X3X4) + k−6X5 ,
X˙5 = k6 (X34 +X3X4)− k−6X5 − k7 (m1X5 −m2 (X56 +X5X6)−M3 (X57 +X5X7)) + k−7X7 ,
X˙6 = k5 (n1X4 − n2 (X46 +X4X6)− n3 (X47 +X4X7))− k−5X6 ,
X˙7 = k7 (m1X5 −m2 (X56 +X5X6)−m3 (X57 +X5X7))− k−7X7 ,
X˙8 = k8 (l1X6 − l2 (X67 +X6X7))− k−8X8 .
As in the previous examples, the system of equations is infinite because in the equation for an
Xm, variables Xm′ with higher order indices m
′ > m are present. For example, to compute the
standard deviation of the the mRNA number, we need to include the following equation in the
system
X˙88 = 2 k8 (l1X68 − l2 (X678 +X6X78 +X68X7))− 2 k−8X88 , (II.36)
which contains the third order variable X678. Because the state has 8 components, there will be
a total of 164 equations for the Xm(t) variables, up to third order in m (|m| ≤ 3). We will disregard
any fourth order variables in the following, so that we will work with a set of 164 equations. Again,
the constant part of the generators G1, G2 and G3 will fix a stationary state. The equations for
the stationary point are polynomial in Xm,0, and thus can be solved by using one of the existing
algorithms for polynomial systems of equations [44]. The system is large and many unphysical
solutions will be generated by solving it directly. A strategy to obtain the desired solution is to
use at the beginning only the equations for the first order cumulants where we set all higher order
factorial cumulants equal to zero. This partial solution will be used as a starting point for finding
a solution for the entire 164 equations. For the following set of parameters: {G1 = 340, G2 =
275, G3 = 2.86, k4 = 1, k−3 = 0.13, k−6 = 3.025, k−4 = 10, k5 = 14, l1 = 60, k−7 = 7.773, k−1 =
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17, k−2 = 11, k8 = 1, k6 = 0.11, k7 = 0.011, k−8 = 22.800, k−5 = 9275, n1 = 60, n2 = 1, n3 = 1,m1 =
60,m2 = 1,m3 = 1, l1 = 60, l2 = 1}, the stationary point for the mean values of the state is
{X1,0 = 20,X2,0 = 25,X3,0 = 22,X4,0 = 50,X5,0 = 40,X6,0 = 4,X7,0 = 3,X8,0 = 10}. We notice
that the constraints imposed upon the transition probabilities were effective in the sense that the
values for the molecules c and d that bind to the DNA are much less than the values for the unbound
molecules a and b. Out of the 164 values for the Xm,0 at the stationary point, the maximum value
is X48,0 = 6.88 which expresses the correlation between the mRNA and the dimer a. The minimum
negative number is X78,0 = −0.73, for the correlation between mRNA and the DNA-bound molecule
d. The generators will modulate the mRNA level through their time dependant term gi(t), i = 1, 2, 3.
The effect of these input variations can be computed like we did in the previous examples, using an
expansion in the small parameter η. Then the mRNA level will vary according to
X8,1(s) = H
1
8 (s)g1(s) +H
2
8 (s)g2(s) +H
3
8 (s)g3(s) , (II.37)
X88,1(s) = H
1
88(s)g1(s) +H
2
88(s)g2(s) +H
3
88(s)g3(s) ,
were the transfer functions are
H18 (s) =
0.06 s2 + 0.65 s + 0.87
(s+ 1.57) (s+ 1.48) (s+ 1.38)
, H188(s) =
0.0002 s2 + 0.0228 s + 0.0340
(s+ 80.9) (s+ 1.57) (s+ 1.48)
,
H28 (s) =
0.01 s2 + 0.18 s + 0.26
(s+ 1.57) (s+ 1.48) (s+ 3.79)
, H288(s) =
0.01 s2 + 0.14 s + 0.29
(s+ 1.57) (s+ 11.30) (s+ 3.01)
,
H38 (s) =
−0.16 s2 − 2.16 s − 0.52
(s+ 0.043) (s+ 1.48) (s+ 22.8)
, H288(s) =
0.006 s2 − 0.066 s − 0.023
(s+ 1.57) (s+ 13.08) (s+ 0.043)
.
The transfer functions obtained from all 164 equations are actually rational functions of much
higher powers than those above. The inverse Laplace transform of these solutions consists of a sum of
many exponential decaying components. Some components are very small, so they can be neglected.
We did an exhaustive search through all groups of 3 components to find the best approximation.
The error was computed as the ratio of the L2 norm of the difference between the solution and
its approximation, over the L2 norm of the solution. The average error for the formulas above is
6%. Using more than 3 decaying components to approximate the transfer function will decrease the
error, but will increase the complexity of the rational function. From the expression of the transfer
function H38 , we see that the pRb acts with a negative sign, as was expected. However, the relative
strength of the action of each signal generator on the mRNA level can not be assessed unless we
solve the dynamical equations.
III. TIME EVOLUTION EQUATION FOR A GENE REGULATORY NETWORK
EXCITED BY SIGNAL GENERATORS
The systems studied in the previous sections proved the usefulness of the equations for the
variables Xm(t) and showed how to use these equations to solve practical problems. Now we aim to
write the time evolution equation for Xm(t) for a general stochastic nonlinear regulatory network.
Nonlinear refers here to transition probabilities that are rational functions in the state variables. A
genetic regulatory network is represented by a vector q = (q1, . . . , qn). Each qi represent the number
of molecules for the component i of the state q. The components i = 1 . . . n can represent different
proteins, mRNAs, or the same protein but in different configurations or localizations (in nucleus,
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on the membrane, in Golgi apparatus etc.). The state components qi change in time due to a set
of possible transitions ǫ. If at time t the state is q, then at time t+ dt the state will be q + ǫ, with
ǫ one of the possible transitions. Each transition is governed by its probability of transition Tǫ(q, t)
which depends on the state variables q and time t. To express this state dependance we need some
notations.
A vector m = (m1,m2, ...,mn) will index a set of polynomials which will constitute a basis for
the set of all polynomials in q:
em(q) = em1(q1)...emn(qn) (III.1)
with
emk(qk) = qk(qk − 1)...(qk −mk + 1) . (III.2)
The emk is known as the falling factorial and is related with the Pochhammer symbol. We will refer
to em(q) as the factorial basis. Each vector m can be written in a tensor notation
m = 11...1︸ ︷︷ ︸
m1
22...2︸ ︷︷ ︸
m2
... nn...n︸ ︷︷ ︸
mn
(III.3)
and each tensor index m can be transferred into a vector notation m. The modulus of m or m is
the degree of the polynomial: |m| ≡ |m| =
∑n
k=1mk.
To find the standard deviations or moments of the state q, the transformation between the
factorial basis and the basis {1, x, x2, . . . , xl . . . } is helpful
xl =
l∑
k=0
S(l, k)ek(x) , (III.4)
where S(l, k) are the Stirling numbers of the second kind. The inverse transformation depends
on the Stirling numbers of the first kind s(l, k)
el(x) =
l∑
k=0
s(l, k)xk . (III.5)
In general,
em(q) =
n∏
i=1
emi(qi) =
n∏
i=1
mi∑
ki=0
s(mi, ki)q
ki
i =
m∑
k=0
n∏
i=1
s(mi, ki)q
ki
i ; (III.6)
therefore
< em(q) >=
m∑
k=0
s(m1, k1)s(m2, k2)...s(mn, kn) < q
k1
1 q
k2
2 ...q
kn
n > (III.7)
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and
< qm11 q
m2
2 ...q
mn
n >=
m∑
k=0
S(m1, k1)S(m2, k2)...S(mn, kn) < ek(q) > . (III.8)
With the help of the factorial basis we can write 3 types of transition probabilities,
linear transition:
Tǫ(q, t) =
∑
k
Mkǫ (t)qk , (III.9)
polynomial transition:
Tǫ(q, t) =
∑
m
Mmǫ (t)em(q) , (III.10)
and rational transition:
Tǫ(q, t) =
∑
mM
m
ǫ (t)em(q)∑
nM
n
ǫ (t)en(q)
. (III.11)
To keep the components of the state q positive or zero the transition probabilities should obey
some boundary conditions. The state with at least one component set on zero is on the boundary
of the set of all possible states. On the boundary, some of the ǫ’s will point outside, and there is
a danger that the system will jump into a state with at least one state component with negative
molecule numbers. To avoid the unphysical negative states, we will impose boundary conditions on
the transition probabilities. Consider a system that is in a positive state at t = 0. This system will
never jump in a negative region if Tǫ(q, t) = 0 for qi such that qi + ǫi ≤ −1, i = 1, . . . , n. The last
inequality can be expressed in terms of m if we look at the structure of the transition probability
Tǫ(q, t) =
∑
mM
m
ǫ (t)em(q) and the roots of em(q). Namely, the condition qi+ ǫi ≤ −1, i = 1, . . . , n
is fulfilled if
m ≥ −ǫ (III.12)
for every m in Tǫ(q, t) with M
m
ǫ (t) 6= 0. The boundary condition (III.12) for rational transition
probabilities refers to the numerator of (III.11).
We will first deduce the time variation equation for the polynomial transitions:
Tǫ(q, t) =
∑
m
Mmǫ (t)em(q) . (III.13)
To excite a gene regulatory network, an experimental scientist must act on it through a set of
signal generators. The signal generators are present in the coefficients Mmǫ (t). The most obvious
way to introduce a signal generator is by adding it to a transition probability
Tǫ(q, t) =
∑
m
Mmǫ em(q) +G(t) . (III.14)
Written in the factorial basis the generator is G(t) = M0ǫ (t)e0(q). This type of signal generator
can be implemented using a light switch to control the promoter of a gene, Fig. 2. A different
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type of signal generator modulates protein degradation. An experimental implementation of such a
generator will have a tremendous impact on the protein function prediction. The influence of such
a generator can be written as
Tǫ(q, t) =
∑
m
Mmǫ em(q) +G(t)en(q) (III.15)
where G(t) =Mnǫ (t), with n ≥ −ǫ to satisfy the boundary conditions.
The equation for the probability of the gene regulatory network P (q1, ...qn, t) to be in the state
q at time t is
∂P (q, t)
∂t
=
∑
ǫ
Tǫ(q − ǫ, t)P (q − ǫ, t)−
∑
ǫ
Tǫ(q, t)P (q, t) . (III.16)
We are interested in the mean values for different molecules, as well as their correlations. The
generating function for such variables is F (z, t) which is the Z-transform of P (q, t):
F (z, t) ≡ Z(P (q, t)) =
∑
q
zqP (q, t) . (III.17)
Here z = (z1, . . . , zn) and z
q = zq11 . . . z
qn
n .
Taking care of the boundary condition (III.12), the equation for the variable F (z, t) is
∂F
∂t
=
∑
ǫ,m
(zǫ+m − zm)Mmǫ (t)∂mF (III.18)
where we used the property that
Z(em(q)P (q, t))) = z
m∂mF (z, t) . (III.19)
The variables that describe the dynamic of the system are generated by taking partial derivatives
of F (z, t) with respect to z. For this process the following relation is useful:
∂α(z
ǫ) = Qα(ǫ)z
ǫ−α , (III.20)
with
Qα(ǫ) = ǫα . (III.21)
In what follows, the Greek letters will refer to a one dimensional index that runs from 1 to n. The
Latin letters will refer to a tensor index m = α1α2α3... . Then ∂αβ(z
ǫ1
1 ...z
ǫn
n ) = ∂β(Qα(ǫ)z
ǫ−α) =
Qαβ(ǫ)z
ǫ−α−β, with Qαβ(ǫ) = Qα(ǫ)Qβ(ǫ− α).
In general
∂mz
ǫ = Qm(ǫ)z
ǫ−m ,
with
Qmα(ǫ) = Qm(ǫ)Qα(ǫ−m).
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From (III.18) we obtain
∂αF˙ =
∑
m,ǫ
(Qα(ǫ+m)z
ǫ+m−α −Qα(m)z
m−α)Mmǫ (t)∂mF +
∑
m,ǫ
(zǫ+m − zm)Mmǫ (t)∂mαF
and for z = 1
F˙α =
∑
m,ǫ
(Qα(ǫ+m)−Qα(m))M
m
ǫ (t)Fm . (III.22)
With the compact notation
Rmα (t) =
∑
ǫ
(Qα(ǫ+m)−Qα(m))M
m
ǫ (t) , (III.23)
the equation (III.22) becomes
F˙α = R
m
α (t)Fm , (III.24)
where summation over the dummy index m is implied.
Similarly:
F˙αβ = R
m
αβ(t)Fm +R
m
α (t)Fmβ +R
m
β (t)Fmα , (III.25)
with
Rmαβ(t) =
∑
ǫ
(Qαβ(ǫ+m)−Qαβ(m))M
m
ǫ (t) . (III.26)
The general equations for the Fm variables are obtained by applying the operator ∂α1...αn to
(III.18). We write the action of this operator on a product of two functions as:
∂α1...αn(fg) =
{
∂α1...αkf ∂αk+1...αng
}
α
, (III.27)
where the braces indicate the summation for all pairs of disjoint sets (α1 . . . αk),(αk+1 . . . αn)
that form a partition of the tensor index α1 . . . αn. When listing all possible partitions, we take care
that a permutation of the elements of a set does not change said set. Also Rm with an empty index
set is zero, because Q(ǫ) = 1, which comes from zǫ = Q(ǫ)zǫ, see (III.20).
Then the equation for the time variation of Fm(t) is
F˙α1...αn =
{
Rmα1...αk(t)Fmαk+1...αn
}
α
, (III.28)
where summation over the dummy index m is implied. The tensor Rmα1...αk(t) is given by (III.26)
with α1 . . . αk instead of the index αβ. To see the structure of the equation (III.28) we specialize it
for for n = 3.
F˙α1α2α3 = R
m
α1α2α3(t)Fm (III.29)
+Rmα1α2(t)Fmα3 +R
m
α1α3(t)Fmα2 +R
m
α2α3(t)Fmα1
+Rmα1(t)Fmα2α3 +R
m
α2(t)Fmα1α3 +R
m
α3(t)Fmα1α2 .
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A. Factorial Cumulants and Filled Young Tableaux
The equation (III.28) has a similar structure with what is called a bilinear system in Nonlinear
Control Theory. A bilinear system is represented by a time evolution equation that is linear in state,
linear in control, but not jointly linear in both
dx
dt
= Ax+
n∑
k=1
Nkukx+Bu , (III.30)
where x ∈ Rn and A,Nk, k = 1 . . . n, B are appropriate matrices [45]. The controls are uk, k =
1 . . . n and the state is described by x. However, the system (III.28) is not finite like (III.30), and as
we explained in the first section, discarding Fm with higher order m will produce an unstable finite
system of equations. Our goal is twofold: (1) to change the variables Fm so that the discarding
process for obtaining a finite number of equations become meaningful and (2) to keep the bilinear
structure of the equations in the new variable.
The change of variable:
F (z, t) = eX(z,t) (III.31)
is similar with the change from moments to cumulants [36]. Because F (z, t) generates the factorial
moments, X(z, t) will generate the factorial cumulants.
The time dependent variables, Fm, will be replaced by Xm = ∂mX(z, t) |z=1. The transformation
relations between Fm and Xm follow from the Faa` Di Bruno’s formula for the derivative of the
composition of functions [46]. To keep the bilinear structure, we need to construct an appropriate
index notation for the terms of the Faa` Di Bruno’s formula. We introduce the index construction
by way of an example. The fourth order derivative of F at z = 1 is
Fαβγδ = Xαβγδ + (III.32)
XαβγXδ +XαβδXγ +XαγδXβ +XβγδXα +
XαβXγδ +XαγXβδ +XαδXβγ +
XαβXγXδ +XαγXβXδ +XαδXβXγ +XβγXαXδ +XβδXαXγ +XγδXαXβ +
XαXβXγXδ
Given the index αβγδ from the left side of (III.32) we need to generate all the indices that
appear in the right side of (III.32). If the term XαγXβXδ is present in the sum, then any symmetric
version of it, like XβXγαXδ, cannot be present. If we classify all possible symmetries of a term, then
we will find an index notation that will eliminate all the equivalent terms. The symmetries come
from the commutativity of the product and the commutativity of the partial derivatives. Young
tableaux and filled Young tableaux will help to classify the symmetries and also to construct an
index notation which will keep the bilinear structure. A Young tableau is associated with a partition
of an integer N. For a fixed positive integer N , to each partition N = µ1λ1 + µ2λ2 + ... + µkλk,
λ1 > λ2 > ... > λk > 0, we associate an empty Young tableau consisting of µi rows of λi empty
boxes, i = 1, .., k. For example consider the partition 8 = 3 + 2 + 2 + 1 = 3 + 2 · 2 + 1, that is
µ1 = 1, λ1 = 3, µ2 = 2, λ2 = 2, µ3 = 1, λ3 = 1. The Young tableau corresponding to this partition is
Y=
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We will use these Young tableaux filled with indices α, β, γ, ..., to represent products of Xm
variables:
X
α β γ
δ
=XαβγXδ
Then (III.32) is written using filled Young tableaux as indices as follows:
F
α β γ δ
= X
α β γ δ
+
X
α β γ
δ
+ X
α β δ
γ
+ X
α γ δ
β
+ X
β γ δ
α
+
X
α β
γ δ
+ X
α γ
β δ
+X
α δ
β γ
+
X
α β
γ
δ
+ X
α γ
β
δ
+ X
α δ
β
γ
+ X
β γ
α
δ
+ X
β δ
α
γ
+ X
γ δ
α
β
+
X
α
β
γ
δ
The rows of a Young tableau are listed in decreasing order of their length, which will enforce
an order in the product of the variables Xm. Thus the symmetry due to the commutativity of the
product is lifted. However, in a block of rows of equal length there is still an ambiguity in ordering
the terms in a product. To lift the ambiguity, we will order rows of equal length in decreasing
lexicographic order of the words that are placed in rows. For example, in the 6th term of the above
formula αβ > γδ and thus αβ is placed above γδ. The lexicographic order between the tensor indices
is induced by the order of the components of the state: qi ≺ qj if i < j. There is one more symmetry
left to be lifted. This symmetry is generated by the commutativity of the partial derivatives and is
lifted by ordering the letters in a row from left to right. For example, the 4th term in the formula
above has αγδ on its first row and not γαδ. Mathematically, the symmetries are described with the
help of a set of permutations that act on the tensor index that fill a Young tableau. The components
of a tensor index m will be denoted using superscripts not to be confused with the components of
the vector m; thus m = m1m2m3 . . . . A Young tableau Y filled with a tensor index m from Fm is
denoted by Y [m]. The filling process starts from the upper left box of Y where m1 is inserted, and
moves from left to right and top to bottom. The action of a permutation σ on the elements of Y [m]
is denoted by Y [mσ] and is exemplified below:
Y[m]=
m1 m2 m3
m4
Y [mσ]=
mσ(1) mσ(2) mσ(3)
mσ(4)
For example, if Y= , m = αβγδ , σ(1) = 1, σ(2) = 2, σ(3) = 4 and σ(4) = 3 we have:
Y[m]= α β
γ
δ Y [m
σ]=
α β δ
γ
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and
XY [m] = XαβγXδ (III.33)
XY [mσ ] = XαβδXγ . (III.34)
To lift the last symmetry, we need to find the permutations σ which leave the term XY [m]
invariant, that is XY [mσ ] = XY [m]. In general, the components m
i of the tensor index m need not
be distinct. For example we have m=rpp in (II.18). However, to obtain the Faa` Di Bruno formula,
when we solve for σ in XY [mσ ] = XY [m], the index m must have distinct components (m
i 6= mj for
all i 6= j). The set of permutations σ thus found form a subgroup of the permutation group S|Y |.
Here |Y | is the dimension of the Young tableau Y which equals the total number of its boxes. This
subgroup is denoted as HY .
The terms in the Faa` Di Bruno formula will be generated using filled Young tableaux and a set
of representative permutations σi, i = 1 . . . J chosen form each set of the coset space
S|Y |/H
Y = {σ1H
Y , . . . , σJH
Y } . (III.35)
Here J is |Y |!/cardinal(HY ). The lexicographic order is a practical method to select a set of
representative permutations σ1, . . . , σJ , without computing the invariant subgroupH
Y and the coset
space; we will use the lexicographic order for simple cases. However, for general results we will use
the coset space. Some examples of invariant subgroups and coset spaces are presented in Table 4.
TABLE 6: Subgroups and Coset Spaces
Y [αβγδ] HY S|Y |/H
Y
α β γ δ S4 {(1)}
α β γ
δ
{(123), (12)} {(1), (34), (24), (14)}
α β
γ δ
{(12), (34), (13)(24)} {(1), (23), (243)}
α β
γ
δ
{(12), (34), (12)(34)} {(1), (23), (24), (13), (14), (13)(24)}
α
β
γ
δ
S4 {(1)}
In the above table we used the cycle notation for permutations: (123) means σ(1) = 2, σ(2) =
3, σ(3) = 1.
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Finally we can write the Faa` Di Bruno formula in Young tableaux notation:
Fm =
∑
|Y |=|m|
∑
σ∈S|Y |/HY
XY [mσ ] . (III.36)
Here the tensor index m can have any form; there is no need for the components mi to be distinct
(as it was when we defined HY ).
For partial derivatives with z not fixed to 1 the formula is similar
∂mF (z, t) =
∑
|Y |=|m|
∑
σ∈S|Y |/HY
∂Y [mσ ]X(z, t)e
X(z,t) , (III.37)
with the convention that the derivation, with respect to a filled Young tableau, is the product of
the derivatives along each line of the tableau. Thus, using the example (III.33) we have:
∂Y [m]X(z, t) = ∂α∂β∂γX(z, t)∂δX(z, t) . (III.38)
B. Equation of Motion for Polynomial Transition Probabilities
The equation (III.18) in the variable X(z, t) is
∂tX(z, t) =
∑
m,ǫ
(zǫ+m − zm )Mmǫ (t)
 ∑
|Y |=|m|
∑
σ∈S|Y |/HY
∂Y [mσ ]X(z, t)
 . (III.39)
The time dependent variables will now be ∂mX(z, t) |z=1, so that we must take partial derivatives
with respect to z of (III.39). The concatenation notation ∂αβ = ∂α∂β must be generalized for filled
Young tableaux
∂α|Y [m]X(z, t) := ∂α(∂Y [m]X(z, t)) . (III.40)
From the definition (III.40), the concatenation α|Y [m] means that a box containing α must be
glued to each row of Y [m] and the object thus obtained must be rearranged into a lexicographical
order filled Young tableau. Here is an example of concatenation with a box filled with the index 2:
∂2( ∂ 1 2 3
4 5
6 7
8
X(z, t)) = ∂
1 2 2
4 5
3
6 7
8
X(z, t) + ∂
1 2 3
2 4
6 7
8
5
X(z, t) + ∂
1 2 3
2 6
4 5
8
7
X(z, t) + ∂
1 2 3
4 5
6 7
2 8
X(z, t)
Inductively we define
∂α|β|...γ|Y [m] = ∂α(∂β|...|γ|Y [m]) . (III.41)
The concatenation notation will be also applied to the Xm variable:
Xα|Y [m] := ∂α|Y [m]X(z, t) |z=1 .
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The equations for the factorial cumulants are now a consequence of (III.39)
X˙α = R
m
α (t)
∑
Y,σ
XY [mσ] , (III.42)
X˙αβ = R
m
αβ(t)
∑
Y,σ
XY [mσ ] +R
m
α (t)
∑
Y,σ
Xβ|Y [mσ] +R
m
β (t)
∑
Y,σ
Xα|Y [mσ ] , (III.43)
with
∑
Y,σ being a short notation for the the sums over Y and σ in (III.39).
In general
X˙α1α2...αn =
Rmα1α2...αk(t)∑
Y,σ
Xαk+1|...|αn|Y [mσ ]

α
. (III.44)
On the right side of (III.44) there are more types of Young tableaux than the one row tableau
of the indices from the left side. This is a consequence of the nonlinearity of the system. To
obtain a closed system of equations, though infinite, we must obtain the time evolution equation
for XY [m] for any type of filled Young tableau Y [m], not only for one row, as in (III.44). The
equations written in the variables XY [m] will be bilinear, as desired; this procedure is known as
Carleman bilinearization [47]. To obtain these equations, we need to introduce the sum of two filled
Young tableaux. Let Y1[m] and Y2[m˜] be two filled Young tableaux with corresponding partitions
N = µ1λ1 + µ2λ2 + ... + µkλk and N˜ = µ˜1λ˜1 + µ˜2λ˜2 + ... + µ˜kλ˜k, respectively. We define their
sum, denoted Y1[m] ⊕ Y2[m˜], by interlacing and ordering the rows of Y1[m] and Y2[m˜] . The sum
corresponds to the partition N + N˜ = µ1λ1 + µ2λ2 + ... + µkλk + µ˜1λ˜1 + µ˜2λ˜2 + ... + µ˜kλ˜k. For
example:
2 3 4
5 7
6
8 9
1
⊕ 3 4 5
1 2 10
7
6 9
8 := 83 4 5
2 3 4 6
7
1 2 10
5 7
6 9
8 9
1
In other words,
X
2 3 4
5 7
6
8 9
1
· X
3 4 5
1 2 10
7
6 9
8
=X
83 4 5
2 3 4 6
7
1 2 10
5 7
6 9
8 9
1
= X
2 3 4
5 7
6
8 9
1
⊕ 3 4 5
1 2 10
7
6 9
8
Using (III.44) and the definition of XΘ where Θ is a filled Young tableau we obtain the equation
of motion:
X˙Θ =
∑
i∈Rows(Θ)

Rmθ1θ2...θk ∑
|Y |=|m|
∑
σ∈S|Y |/HY
X
θk+1|...|θni |Y [m
σ ]⊕Θ̂i

θ1,...,θni
 (III.45)
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The rows of Θ are indexed by i and the indices filling the row i are denoted by θ1 . . . θni . The
length of the row i of Θ is ni. Here, the summation by the tensor index m is understood. The
hat above Θi means that the row i was removed from Θ. The brace indicates that we have to sum
over all possible subsets (θ1θ2...θk) of the set (θ1, ..., θni). The order of operations in the index of X
in (III.45) is first concatenation | and then
⊕
. An example of an equation of type (III.45) for the
Michaelis-Menten system analyzed in a preeceding section follows:
X˙
E
S
E
= −2k1X
E
S
E E
−2k1X
E
S
E
S
−2k1X
E
E
S
S
−2k−2X
E
S
E P
−2k−2X
E
S
E
P
−2k−2X
E
E
P
S
−k1X
E
E
E
S
−k1X
E
E
E
S
+2k−1X
E
S
C
+2k2X
E
S
C
−2γEX
E
S
E
−γSX
E
S
E
+k−1X
E
C
E
+kSX
E E
The terms on the right side of the above formula were obtained from (III.45). For example, for
i = E E , m = EP , |Y | = 2, we have
−2k−2X
E
S
E P
=REPE XE | E P ⊕ S
−2k−2X
E
S
E
P
−2k−2X
E
E
P
S
=REPE XE | E
P
⊕ S
C. Equation of Motion for Rational Transition Probabilities
The Master Equation is now
∂P (q, t)
∂t
=
∑
ǫ
fǫ(q − ǫ, t)
f˜ǫ(q − ǫ, t)
P (q − ǫ, t)−
∑
ǫ
fǫ(q, t)
f˜ǫ(q, t)
P (q, t) , (III.46)
where f(q, t) andf˜(q, t) are polynomial functions in the state variable q.
Multiplying both sides of (III.46) with h(q, t) =
∏
ǫ f˜ǫ(q, t)f˜ǫ(q−ǫ, t) produces a Master Equation
with polynomial coefficients:
h(q, t)
∂P (q, t)
∂t
=
∑
ǫ
T (1)ǫ (q − ǫ, t)P (q − ǫ, t)−
∑
ǫ
T (2)ǫ (q, t)P (q, t) . (III.47)
The decomposition in the factorial base will be
h(q, t) =
∑
m
Mm(t)em(q) (III.48)
T 1ǫ (q, t) =
∑
m1
Mm1ǫ (t)em1(q) (III.49)
T 2ǫ (q, t) =
∑
m2
Mm2ǫ (t)em2(q) (III.50)
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The boundary condition m ≥ −ǫ that applies to fǫ(q, t) also applies to T
1
ǫ (q, t) and T
2
ǫ (q, t) and
thus the equation for F (z, t) is
∑
ǫ
Mmǫ (t)z
m∂m∂tF =
∑
ǫ
Mm1ǫ (t)z
ǫ+m1∂m1F −
∑
ǫ
Mm2ǫ (t)z
m2∂m2F (III.51)
Change the variable to F (z, t) = eX(z,t).
∑
ǫ
Mmǫ (t)z
m
∑
Y,σ
∂Y [mσ ]X˙(z, t) + X˙(z, t)
∑
Y,σ
∂Y [mσ]X(z, t)
 = (III.52)
∑
ǫ
Mm1ǫ (t)z
ǫ+m1
∑
Y1,σ1
∂Y1[m1σ1 ]X(z, t) −
∑
ǫ
Mm2ǫ (t)z
m2
∑
Y2,σ2
∂Y2[m2σ2 ]X(z, t)
Take the partial derivative of (III.52) with respect to the tensor index α1 . . . αn using the general
formula
∂α1...αn(fgh) =
{
∂α1...αk1f ∂αk1+1...αk2g ∂αk2+1...αnh
}
α
. (III.53)
The braces indicates the summation for all triplets of disjoint sets (α1 . . . αk1), (αk1+1 . . . αk2)
and (αk2+1 . . . αn) that form a partition of the tensor index α1 . . . αn.
The time evolution equation for the factorial cumulants is then
(III.54){
Qα1...αk(m)X˙αk+1|...αn|Y [mσ ] +Qα1...αk1 (m)X˙αk1+1|...αk2 |Y [mσ]Xαk2+1|...αn|Y [mσ ]
}
α
={
Mm1ǫ (t)Qα1...αk(ǫ+m1)Xαk+1|...αn|Y1[m1σ1 ] −M
m2
ǫ (t)Qα1...αk(m2)Xαk+1|...αn|Y2[m2σ2 ]
}
α
where summation over the dummy indices m, m1 and m2 is implied. This equation was used to
solve the Hill feedback control (II.18). Instead of the Carleman bilinearization, which is difficult to
apply for this case, we can use the variational approach [47] and (II.21, II.22).
IV. DISCUSSION
In this work, we have extended the analysis carried out in [30] from linear to nonlinear stochastic
networks. The genetic regulatory networks are stimulated by a set of signal generators . In an
experimental setting, a specific set of molecules (mRNAs, proteins) are selected and their time
variation is controlled by input signal generators. As a consequence, the number of the different
molecules that comprise the genetic regulatory network will vary in time. The time variation of these
molecular numbers is subject to a system of equations. We deduce this system of equations for a
stochastic genetic regulatory network described by a state, a set of transitions and their transition
probabilities. The nonlinear effects are due to the transition probabilities being polynomial or
rational functions in the state components. The system being stochastic, the variables of interest
are the mean and the correlations for the molecular species which comprise the genetic network.
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The time dependance of these means and correlations are expressed in terms of a set of factorial
cumulants. The network’s dynamic is described by the time variation of these factorial cumulants.
The time evolution equations take the form (III.44) for polynomial transition probabilities and
(III.54) for rational transition probabilities.
We solved the equation of motion for four genetic regulatory networks.
The first example aims to further generalize the results of [30]. There, a linear stochastic genetic
network was analyzed and the equations for the factorial cumulants up to order two were solved. In
the present paper, we study a nonlinear connection of two linear systems. We arrived at the con-
clusion that the solution to the nonlinear coupled systems implies factorial cumulants of order more
than two. The equations for the cumulants of a linear network can be organized in an hierarchical
structure with respect to the order of the cumulants, see Fig. 3 System 1. The cumulants up to a
given order form a closed system of equations, which is not the case for a typical nonlinear network.
However, we also have shown that for the special case of linear systems, that nonlinear coupling
does not require an infinite system of equations. Indeed, if we need to solve for the second order
factorial cumulants for System 2, then we need up to forth order cumulants for System 1.
The second example uses the equations (III.54) to study an autoregulatory system that is fre-
quently used to explain experimental results. The system is composed of one gene which regulates
its own transcription. The protein acts on mRNA production through a term that is a rational func-
tion in protein number, see Table 2. We studied this system from a synthetic biology perspective,
aiming to design a logic gate. The biomolecular device being intrinsically probabilistic, a logic 1
will be characterized by a mean value and a standard deviation from the mean; similar for the logic
0. The distance between the mean values of the logical levels should be sufficiently large to include
the standard deviations of both logic levels. We presented a scheme to design a logic gate from an
autoregulatory gene, see Fig. 7. From another point of view, the autoregulatory system is useful for
checking the effectiveness of the factorial cumulants. Namely, the analytical solutions must match
the results from a Monte Carlo simulation. Such a comparison was done for the case when the
signal generator is closed, causing the gene transcription to be completely under the control of its
protein product. Because inside a living cell many regulatory proteins appear in small number, we
choose the network parameters so that the mRNA number fluctuates around 12 molecules, Table
3. We found that the traditional mass action equations (II.25) do not explain the Monte Carlo
simulations; to explain the simulated results we had to use equations that involve higher order fac-
torial cumulants. Next, we study the response of the system to a time variable signal generator.
The input-output relations for protein are presented in terms of the Laplace transforms of the time
dependent variables (II.30).
The stochastic version of the classical Michaelis-Menten mechanism for enzymic catalysis is the
subject of the third example. An input signal generator acting on the enzyme will drive the source,
complex and product. The time variation of these molecules is described by the system of equations
(II.31). For an oscillatory signal generator, the Michaelis-Menten process behaves as a molecular
amplifier. Namely, it is possible to drive large oscillations in the product P using small oscillations in
the enzyme E, Fig. 12. Another aspect that we investigated for this process is its transitory regime,
Fig. 13. We showed that the dynamical equations (II.31) and the Monte Carlo simulations agree
with each other. Thus, we can use the dynamical equations to produce the statistical variables,
rather than generating many instances of the stochastic process.
The last example is based on E2F1 regulatory element. The transcription is controlled by three
transcription factors: E2F1, DP1 and pRb. Here we studied the interference of three signal gener-
ators. Each generator will modulate the mRNA production as is specified by the transfer functions
from (II.37). The E2F1 regulatory element, as was studied here, is a part of a complex system of
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many transcription factors. If we see the E2F1 as a module in a complex system, than we have
to interconnect many modules to obtain the whole complex system. How to decompose a complex
system into its modules and how to interconnect many modules to obtain a complex system is left
for a future study. The dynamical equations for all these examples of gene regulatory networks
are special cases of a general system of equations that were obtained in the last two sections of
the article. For transition probabilities that are polynomial in the state components, the system
of equations is (III.44). This system of equations is polynomial in the Xm variables. With the
Carleman bilinearization method, the system is transformed into (III.45). Filled Young tableaux
that appear in (III.45) help to construct new variables from the products of the Xm variables. For
rational transition probabilities, the equation is (III.54) and was used to solve the Hill feedback
control (II.18).
The procedure outline above can be applied to many other genetic networks such as networks
with multistable steady states [21]. The simplest network from this class is bistable; it toggles
between two stable steady states. Biological examples of bistable systems include the lambda
lysis-lysogeny switch and the hysteretic lac repressor system. Another avenue of research is to
understand the feedback theory in terms of factorial cumulants. Negative feedback stabilizes the
system whereas positive feedback is responsible for oscillations and multistable states. The feedback
design principles are important in developing biomolecular devices. The question is thus: How to
translate the feedback design theory from the classical control theory into the language of nonlinear
stochastic genetic networks? The control theory for nonlinear stochastic genetic networks should
also contain studies about observability and reachibility. From another perspective, studies on the
factorial cumulants discard will be important. What is the minimum cummulat order we need to
retain to reach a predefined precision for the output variables?
From an experimental point of view, practical implementation of signal generators, on both
the mRNA and protein level, will boost research on cell signaling. Experimentally it was proven
that a source of oscillations propagates into a genetic network. Namely, in [48] a group of mice
were exposed for 2 weeks to an external source of 12 hours light followed by 12 hours of darkness.
This input external oscillator entrained the internal clock of the cell. The output signals (mRNA
expression levels) were measured by sacrificing a mouse from the entrained group every 4 hours for
2 days. The mice were kept in compete darkness during the 2 days measurement period, so only the
internal clock will affect the mRNA levels. The data, collected with an Affymetrix (Santa Clara, CA)
platform, showed that form ≈ 6000 expressed genes, ≈ 500 oscillated with a 24-h period. The next
experiment would be to implement the light switch from Fig. 2, and drive one of the core component
of the clock mechanism directly from its promoter. Then use a microarray experiment to measure
the mRNA levels and find the set of genes that follow the frequency of signal generator. Besides
a microarray design, which screen large sets of genes at few time points, an experimental design
based on a phototube, [49], can record the expression of few genes but in real time. Thus detailed
information about the time variation of specific genes can be recorded. Such detailed information
is crucial for developing a proper mathematical description of gene interaction. Models developed
in the field of system identification [50], in conjunction with the approach presented in this article,
will help to better interpretate the measured data. With an input signal generator that acts on a
target gene or protein, we can also measure the speed of propagation of the signal through the gene
network. The speed of propagation can be very fast; for example the G protein-coupled receptor
switches in milliseconds, [51]. To conclude, understanding how the behavior of living cells emerges
from a genetic network, experimental designs should be correlated with mathematical theories. We
hope that the methods presented in this article will help to create new experimental designs for
systems biology.
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V. MATERIALS AND METHODS
A. Monte Carlo Simulations for Time Dependent Transition Probabilities
The time dependent Direct Gillespie algorithm was used to generate the stochastic simulations
[35]. We present here the Gillespie algorithm using the notations introduced before.
We denote by pǫ(τ | q, t)dτ the probability that the system will jump in direction ǫ in the time
interval [t+τ, t+τ+dτ ] if it stayed in the state q in the time interval [t, t+τ ]. In terms of transition
probabilities:
pǫ(τ | q, t)dτ = e
−
∑
η
∫ τ
0
Tη(q, t+τ ′)dτ ′Tǫ(q, t+ τ)dτ (V.1)
where Tǫ(q, t+ τ)dτ is the probability that the system will jump from the state q in direction ǫ
in the time interval [t+ τ, t+ τ +dτ ], regardless of the system’s history before t+ τ . The other term
of (V.1)
e−
∑
η
∫ τ
0
Tη(q, t+τ ′)dτ ′ (V.2)
is the probability that the system will stay in the state q in the time interval (t, t+ τ).
To obtain (V.2) divide the interval (t, t+τ) in small pieces (t+kδ, t+(k+1)δ) for k = 0, ..., N−1,
with Nδ = τ . Then the probability that the system will stay in the state q in the time interval
(t, t+ τ) is the product of the probabilities that the system will stay in the state q in the intervals
(t + kδ, t + (k + 1)δ). Because δ is small we can use the definition of the transition probability to
find that 1−
∑
η Tη(q, t+ kδ)δ is the probability that the system will stay in the state q in the time
interval (t+ kδ, t + (k + 1)δ). The fact that δ is small makes also possible to bring this probability
into an exponential form
e−
∫ (k+1)δ
kδ
∑
η Tη(q,t+τ
′)dτ ′ . (V.3)
The exponential form will help to transform the product of the probabilities into a sum. Mul-
tiplying (V.3) for k = 1, ..., N − 1 we obtain e−
∑
η
∫ τ
0 Tη(q, t+τ
′)dτ ′ , which appear in the right side of
(V.1).
The cumulative distribution function of pǫ(τ | q, t)dτ is
F (τ | q, t) =
∫ τ
0
∑
ǫ
pǫ(τ
′′ | q, t)dτ ′′
=
∫ τ
0
∑
ǫ
e−
∑
η
∫ τ ′′
0
Tη(q, t+τ ′)dτ ′Tǫ(q, t+ τ
′′)dτ ′′
= 1− e−
∫ τ
0
∑
ǫ Tǫ(q,t+τ
′)dτ ′ .
After the transition took place at time t, the next transition will take place at t + τ , with τ a
solution of the equation F (τ | q, t) = U1. Here U1 is a uniform random number from [0, 1] and q and
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t are known. We will find τ using the bisection method [52]. The root is bracketed in the interval
[−ln(1− U1)M(q)
−1,−ln(1− U1)m(q)
−1], where
m(q) = infx∈R
∑
ǫ
Tǫ(q, x) , (V.4)
M(q) = supx∈R
∑
ǫ
Tǫ(q, x) , (V.5)
and the procedure is stopped when an accuracy of 10−α is reached. We used α = 5.
After τ was found, a second random number U2 is necessary to find which transition will take
place. In other words, we have to find one ǫµ from all possible transitions µ = 1 . . .Υ. The unknown
µ from the set of indices 1, ...,Υ is obtained from
µ−1∑
k=1
Tǫk(q, t+ τ) ≤ U2
Υ∑
k=1
Tǫk(q, t+ τ) ≤
µ∑
k=1
Tǫk(q, t+ τ).
Analytical computations and numerical analysis were done with Maple (Waterloo Maple Inc.,
Waterloo, Ontario, Canada) and Matlab (Mathworks, Natick, Massachusetts, United States).
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