Abstract. This paper addresses central limit theorems (CLT) for extreme values cluster functionals empirical processes (in the sense Drees and Rootzén 2010) of dependent processes (not necessarily under β−mixing). For this, we use a Lindeberg CLT of Bardet et al. (2008) with convenient hypothesis to obtain our results. The interesting of this theorem is that we obtain a term related to the dependence of the process, that, in particular for strong mixing processes and weak-dependent processes we obtain bounds for such dependence term in function of the mixing coefficient and weak-dependence coefficient, respectively. Finally we show two simple examples of weak dependent process: AR(1) and ARCH(1) process with discrete innovations, along with a simple simulation of the finite-sample behavior for these processes to verify the proper functioning of our results.
Introduction
Let (X i ) i∈N be a stationary process in R with marginal distribution function F and let (u n ) n∈N be an increasing sequence of thresholds such that u n ↑ x F with x F = {x ∈ R : F (x) < 1}, v n := P{X 1 > u n } −→ 0. The first thing that we should consider before formalizing this theory is a tail distribution function for X i : P n (x) = P{X i − u n > x|X i > u n }, for x > 0. However, note that such distribution function is degenerate as n −→ ∞. Therefore, a normalization is required. A typical 1,2 AND JOSÉ-GREGORIO GÓMEZ 1 example is:
X n,i = X i − u n a n + = X i − u n a n ∨ 0 , for 1 i n (1.1) where (a n ) n∈N is a sequence of positive norming constants (dependent of u n ). Moreover for this case, P n (x) = P{X n,i > x|X i > u n } for x > 0, converge to a Pareto distribution (for more details of this normalization see Section 4 - [Segers (2003) 
]).
For the d-dimensional case, for example, if we have a process (X i ) i∈N in R d , then two applications would be:
X n,i = X i − u n a n + , for 1 i n, (1.2) X n,i = X 1i − u n a n + , X 2i − u n a n + , . . . , X di − u n a n
where · is some norm in R d , X i = (X 1i , X 2i , ..., X di ) and (u n ) n∈N , (a n ) n∈N are defined as in (1.1). This could be interpreted as follows: we suppose that X i is a vector of a cycle of d records per unit time i (for example, i is the i-th day and d = 24 the hours of the day). In particular if X i = X i 1 = d j=1 |X ij |, then (1.2) is non zero if the sum of the records exceeds the threshold u n , and for (1.3) X n,i would be the vector of excess over the threshold u n for each record. Another example is the normalization of d consecutive excesses, i.e.
X n,i = X i − u n a n + , X i+1 − u n a n + , . . . , X i+d−1 − u n a n + , (1.4) such normalization was defined in [Drees-Rootzén (2010) ] -Section 3. Note that this example is very interesting, because it takes into account d consecutive extreme values, which is generally the case for many real applications. To name a few cases: (1) d consecutive days of rain in a given city where in each day of rain, the volume of precipitated water is greater than the volume of water that can be drained (through sewers, soil, rivers, etc.), (2) d claims reported to an insurance company in a very small time interval such that these are mostly very large extreme values(with respect to typical cases) that can put at risk the response capacity of the insurance company, and (3) d consecutive days of low temperatures so that the power consumption (due to heating, etc.) in a given city, compromises the response capacity of the company responsible of the energy distribution for this city.
To generalize all the above, let (E, E) be a measurable sub-space of (R d , B(R d )) for some d > 1 such that 0 ∈ E. We consider normalized random variables (X n,i ) 1 i n,n∈N taking values in E, defined on some probability space (Ω, A, P), which are row-wise stationary, this is, for each n ∈ N, (X n,i ) 1 i n is stationary. These normalized random variables X n,i , have been built from another random variables X i with i ∈ N, in a way that such normalization maps all non-extreme values to zero. Additionally, it should satisfy that the sequence of conditional distributions of X n,i given that X n,i > 0 (i.e. P n (x) = P{X n,i > x|X n,i > 0}) converge weakly to some non-degenerate limit.
In this work we slightly improve the CLT proposed by [Drees-Rootzén (2010) ]; the main improvement is that the method allows to omit heavy and sometimes unrealistic mixing assumptions. The weak point of our approach is that fuctional CLT's usually rely on heavy coupling arguments standard under absolute regularity (see [Doukhan et al. (1995) ]) but much more problematic under weak dependence assumptions.
There is already a huge literature on CLT for extreme values cluster functionals given in general form by [Drees-Rootzén (2010) ]. In any way those authors restrict to β-mixing processes. For example, they consider the tail empirical process
with X n,i as in (1.1). They prove its convergence to a Gaussian process T and moreover, they give some examples like convergence of the tail empirical process for k-dependent sequences and stable AR(1)-processes [Rootzén (1995) ], ARCH(1)-processes [Drees (2002) , Drees (2003) ] and applications for solutions to random difference equations [Drees (2000) , Drees (2002) , Drees (2003) ]. Our proofs are mainly based on a modification of a Lindeberg theorem developed by [Bardet et al. (2008) ], using techniques of weak dependence given in the book of [Dedecker et al. (2007) ]. Our main motivation to obtain such CLT for cases of α-mixing and weakly dependent processes, is that in this way, we include more examples of processes for which we can obtain a CLT for cluster functional (similar to the case (1.5), remembering the simplest case of empirical process of cluster functionals).
Some authors encourage this choice. A classic reference is [Doukhan (1994) ], which is shown a list of examples of processes that are α-mixing without being neither ρ-mixing nor β-mixing and processes that are α-mixing and ρ-mixing which is not β-mixing. On the other hand, [Andrews (1984) ] gives a counterexample, in fact, a fairly simple one, of a not mixing process, however, it's weakly dependent. So as [Andrews (1984) ] proves the existence of such non-mixing process, there is a list of processes that are weakly dependent but non-mixing. For more details see [Dedecker et al. (2007) ] and some examples in the correspondent session of this paper.
This paper is organized as follows. In Section 2, we recall basic definitions and notations such as the definition of extreme values cluster functional (or simply cluster functional) and the empirical process of cluster functionals. In Section 3 we modify 1 the Lindeberg theorem of [Bardet et al. (2008) ], in order to derive immediately a version adapted to CLT for empirical processes of cluster functionals. We apply it to the strong mixing and weak dependent case. In the fourth section we give examples and simulations for some cluster functionals of AR(1) and ARCH(1) processes. In the last section we include the proofs.
Definitions and Notations
As this was mentioned in the introduction we consider a row wise stationary (X n,i ) 1 i n,n∈N , a process with normalized marginals, taking values in a measurable subspace (E, E) of (R d , B(R d )) and defined on the probability space(Ω, A, P). Before defining the "empirical process of cluster functionals", we first define a cluster functional. The following definition is due to [Yun (2000) ] and [Segers (2003) ] (for the univariate case), and [Drees-Rootzén (2010) ] (for the multidimensional case).
Definition 2.1 (Cluster Functional, [Drees-Rootzén (2010) 
]).
• Let E ⊆ R d be a measurable subset such that 0 ∈ E. We consider the set of finite length sequences with values in E,
the set of arbitrary length sequences with values in E, equipped with the σ-field E ∪ that is induced by Borel-σ-fields on E r , r ∈ N.
0, otherwise here r 1 := min{i ∈ {1, . . . , r} : X i = 0} (first extreme value of the block Y ) and r 2 := max{i ∈ {1, . . . , r} : X i = 0} (last extreme value of the block Y ).
Remark 2.1. Note that the core Y −→ Y c (or "cluster map" as it was defined by [Segers (2003) ]) is not only a functional on the extreme values set of the block, but also on the null values set between the first and last extreme value of the block, i.e. "the cluster" is really the small sub-block Y c containing all extreme values of the block and including also non-extreme values in between.
Example 2.1 (Cluster Functionals, [Segers (2003)] ). If E = R + and x > 0, (2.1.1) Sum of excesses over x,
(2.1.2) Number of excesses over x,
1.4) Duration of a cluster over x,
where r 1 = min{i ∈ {1, . . . , r} : x i > x} and r 2 = max{i ∈ {1, . . . , r} : x i > x} whenever x i > x for some i ∈ {1, . . . , r}, else r 1 = −r 2 = 1/2. Quote that this functional is different of (2.1.2), ex. If x=1 and f x is like (2.1.2) and g x like (2.1.4), then f x (0, 3, 0, 1, 3) = 2 and g x (0, 3, 0, 1, 3) = 4. (2.1.5) Number of up-crossings at x,
Example 2.2. For E = R + and x > 0, (2.2.6) Balanced periods 3 over x,
If for each p, q ∈ {1, 2, . . . , r}, we denote H p,q = {x p , x p+1 , . . . , x q } ⊆ {x 1 , . . . , x r } such that y > 0, ∀y ∈ H p,q . Then we can define the following functionals: (2.3.7) Maximum sum (greater than the level u > 0) of consecutive excesses over x, f x,u (x 1 , . . . , x r ) = max 1 p<q r i∈Hp,q
, . . . , r}, then we can define functionals g x : E ∪ −→ R for x > 0, as the previous cases:
, where f x is any functional of the above list (2.1.1) -(2.3.7).
For the sake of applications, we expect that cluster functionals f (·) are such that (1) their domain is a vector of arbitrary length, with at least one non-zero component; (2) it depends only on the extreme values and on the occurrence of non-extreme values in between two extreme values of the vector.
Remark 2.2. Note that the three first previous examples satisfy the property of "invariance under permutations", i.e.:
for each permutation σ : {1, . . . , r} −→ {1, · · · , r}. Therefore, these functionals (and in general for any cluster functional) will not give any information about the positions of the extreme values cluster. (1) We define Y n,j as the j-th block of r n consecutive values of the n-th row of (X n,i ). Thus there are m n := [n/r n ] = max{j ∈ N : j n/r n } blocks Y n,j := (X n,i ) (j−1)rn+1 i jrn for 1 j m n of length r n . We denote by Y n a "generic block" such that
Moreover the block-length r n tends to infinity in such a way that r n n. (2) We denote by F a class of "cluster functionals". Then the "empirical process Z n of cluster functionals" is the process (Z n (f )) f ∈F defined by
where v n := P{X n,1 = 0} −→ 0.
We are interested to extend the CLT for the finite dimensional marginal distributions (fidis) of the empirical process (Z n (f )) f ∈F . [Drees-Rootzén (2010) ] have proved CLT's for this process. In particular, they have proved a CLT for fidis of (Z n (f )) f ∈F using Bernstein block technique together with a β-mixing coupling condition to boil down convergence to convergence of sums over i.i.d. blocks (The same technique that Eberlein [Eberlein (1984) ] uses in his paper).
For the case of "weak dependence", we also use the Bernstein block technique but we also include less restrictive weak dependence conditions. Note that the class of dependent processes (introduced and developed in [Doukhan-Louhichi (1999) ]) is more general than the processes studied by Drees, Segers and Rootzén, Leadbetter and other authors. Numerous reasons justify this choice. First, this frame of dependence includes a lot of models like causal or non causal linear, bilinear, strong mixing processes or also dynamical systems. Secondly, these properties of dependence are independent of the marginal distribution of the time series. Finally, these definitions of dependence can be easily used in various statistic contexts, in particular in the case of the establishment of central limit theorems.
Lindeberg Method and applications to the CLT for empirical process of cluster functionals
The following result is a modification of [Bardet et al. (2008) ]. It is essential for the proof of our results.
Theorem 3.1 (A Lindeberg CLT ). Let (W n,j ) 1 j n,n∈N a sequence of zero mean r.v's with values in R, we define:
As an application of the previous theorem, we will prove CLT's for the fidis of the cluster functionals empirical process. For this, we consider the cluster functionals empirical process (Z n (f )) f ∈F as (2.6), such that r n = o(n), r n v n −→ 0 and nv n −→ ∞. Moreover, we use the two following essential convergence assumptions:
for all > 0, and for all f ∈ F.
Note that the previous hypothesis are difficult to check in general, for that reason, in the next section of examples, we will give more restrictive conditions but that are easier to verify.
On the order hand, observe that if we denote W n,j (f ) = (nv n )
as n → ∞ for all f ∈ F, > 0. Moreover, Assumption (C2) is necessary to ensure the fidis convergence of the empirical process (Z n (f )) f ∈F . Therefore, with this we have derived the following result from the previous theorem.
Theorem 3.2 (Lindeberg CLT for cluster functionals). Suppose that Assumptions (C1) and (C2) hold and moreover that
Then the fidis of the empirical process (Z n (f )) f ∈F of cluster functionals converge to the fidis of a Gaussian process (Z(f )) f ∈F with the covariance function c.
We have just seen that the convergence in fidis of Z n (f ) to a Gaussian law is obtained because T f t (m n ) converges to 0. This expression is related to the dependence of the sequence (X i ) i∈N . Note that T f t (m n ) is written in terms of sums of covariances, therefore using α-mixing (that is rather than β-mixing) and weak-dependence theory (see [Dedecker et al. (2007) ]), we can give bounds for such T f t (m n ). Below, we explicit successively mixing case (α and β -mixing) and the weak dependent case.
3.1. Mixing. Definition 3.1. (Mixing -Rosenblatt, 1956 ) Let (X i ) i∈Z be a real process defined on a probability space (Ω, A, P) and
, the strong mixing coefficient (or α-mixing coefficient) and the absolute regularity coefficient (or β-mixing) are defined respectively by
where (A i ) i∈I and (B j ) j∈J are partitions of Ω and σ(A) denote the σ-algebra generated by A. Then we say that (X t ) t∈Z is α-mixing (respectively β-mixing) if
It is clear that β-mixing is a more restrictive assumption that α-mixing. For more details see [Doukhan (1994) ].
Remark 3.1. If we have normalized random variables (X n,i ) 1 i n,n∈N instead of a process (X i ) i∈N , then j v n for n ∈ N and α(l), β(l) will be denoted by α n (l) and β n (l), respectively. In this case, we say that (X n,i ) 1 i n,n∈N is α-mixing (respectively β-mixing) if
In the remainder of this paper we consider (as in [Drees-Rootzén (2010) ]) the following notation.
. . , X r ). We will use the notation Y (k) as follows
Similarly we write
Moreover, if f ∈ F is a cluster functional, then we denote
where r n is the length of the block Y n such that l n < r n .
Given the definition and notation above, we have the following Lindeberg CLT for empirical process of α-mixing process cluster functionals.
and that also (C1) and (C2) are satisfied. If the process (X i ) i∈Z is α-mixing stationary such that α n (l n ) = o(r n /n), then the fidis of the cluster functionals empirical process (Z n (f )) f ∈F converge to the fidis of a centered Gaussian process (Z(f )) f ∈F with the covariance function c defined in assumption (C2).
As had been said before, there are many results on CLT of tail functionals (i.e. like in the example (2.1.2)) given by [Rootzén (1995) , Rootzén (2009)] and [Drees (2000) ], [Drees (2002) , Drees (2003) ], further of the generalization to cluster functionals [Drees-Rootzén (2010) ], but all these results are restricted to β−mixing conditions. However, this family of processes is much more restrictive than the family of α−mixing, as can be seen in [Doukhan (1994) ]. Basically, the result above extends (to strong mixing processes with suitable assumptions) all equivalences given under fidis convergence by [Drees-Rootzén (2010) ]. Although, there is a result to the case of strong mixing: CLT for tail functionals of α−mixing processes in [Rootzén (2009) ], but that result is more restrictive than the previous Proposition 3.1.
However, we note that the family of mixing processes is still very restrictive. To take one particular and really simple example, if we consider the Markov process (X k ) k∈Z such that X k = a(X k−1 + ξ k ), with |a| < 1 and (ξ k ) k∈Z i.i.d. Bernoulli(p), we have that this process is not even α−mixing, as is shown in [Andrews (1984) ]. In general as is well-known, linear processes with discrete innovations are not mixing processes, but these are weak-dependents, as well as other processes mentioned in the next subsection.
3.2. Weak Dependence. We remember that for an arbitrary function f :
where . denote the Euclidean norm in
We will consider four different particular cases of functions ψ of weakly dependent processes (for more details can be see [Doukhan-Louhichi (1999) ], [Dedecker et al. (2007)] and [Doukhan-Wintenberger (2007) ]).
(1) If X is causal time series, i.e. there exist a sequence of functions (F i ) and a sequence of independent random variables (ξ i ) i∈Z such that
Then, the θ-weakly dependent causal condition is defined by
In this case, we will simply denote θ(l) instead of (l).
(2) If X is a non causal time series, the η, κ, λ-weakly dependent conditions are defined respectively by
where we write η(l), κ(l) and λ(l), respectively, instead of (l).
Remark 3.2. As in the mixing case, if we have normalized random variables (X n,i ) 1 i n,n∈N instead of a process (X i ) i∈N , then j v n for n ∈ N and we will use the coefficient n (l) instead of (l).
Example 3.1. [Examples of Weak Dependent Processes]
Now, we give a little list of examples of weak dependent processes with their dependence properties. Let (ξ n ) n∈Z be a sequence of i.i.d. random variables.
(1) Suppose that the process X = (X n ) n∈Z is a ARMA(p,q) -process, or more generally, a causal (resp. non causal) linear process such that X n = k 0 a k ξ n−k (resp. X n = −∞<k<∞ a k ξ n−k ) for n ∈ Z, where a k = O(|k| −ν ) with ν > 1/2. Then X is θ−(resp. λ−) weak dependent with θ(l) = λ(l) = O(l 1/2−ν ). For more details, see [Doukhan-Lang (2002) ].
(2) Let X = (X n ) n∈Z be a GARCH(p,q) process or, more generally, a ARCH(∞)-process such that X n = σ n ξ n , where σ
• For the GARCH(p,q) case, if there is a constant C > 0 and ν ∈ (0, 1) such that for all k ∈ N, 0 a k Cν k , then X is a λ−weak dependent process such that λ(l) = O(e −c √ l ) with c > 0.
• For the ARCH(∞) case, if there is a constant C > 0 and ν > 1 such that for all k ∈ N, 0 a k Ck −ν , then X is a λ− weak dependent process with λ(l) = O(l −ν+1 ). See [Bardet et al. (2008) ]. (3) Suppose that X = (X n ) n∈Z is a associated stationary process, then X is a λ−weak dependent process such that λ(l) = O(sup n l Cov(X 0 , X n )). (4) If X = (X n ) n∈Z is a Gaussian process such that lim n−→∞ Cov(X 0 , X n ) = 0.
Then X is a λ−weak dependent process with λ(l) = O(sup n l |Cov(X 0 , X n )|). For details of the last two examples, see [Doukhan-Louhichi (1999) ].
In the next result we give a CLT for the fidis of the cluster functionals empirical processes under weak dependence conditions. For convenience, we will consider that the normalization (X n,i ) of the process (X i ) is such that a n −→ 0 (this normalization is used in various examples, in particular see Section 4). Moreover without loss of generality, we consider r n = [n ] and l n = [n ζ ] for simplified expressions that relate the dependence coefficient with the lengths of the Bernstein blocks.
Proposition 3.2. Suppose that the normalization (X n,i ) 1 |i| n,n∈N of the process (X i ) i∈Z is such that a n −→ 0 and we consider r n = [n ], l n = n ζ such that 0 < ζ < < 1 and r n v −1 n n. Moreover, suppose the convergence conditions following
and (C2) are satisfied. Additionally, if the process (X i ) i∈Z is such that for some positive real constants C, λ, α,
Then the fidis of the cluster functionals empirical process (Z n (f )) f ∈F converge to the fidis of a Gaussian process (Z(f )) f ∈F with covariance function c (defined in (C2)), if the process (X i ) i∈Z satisfies one of the following weak dependence conditions:
However, for to prove this proposition we first consider the next lemma Lemma 3.1. Suppose that r n = [n ] and l n = n ζ are such that 0 < ζ < < 1 and r n v −1 n n. Then, if (C1), (C2), (C5), (C6) and (3.15) hold, we have that the fidis of the cluster functionals empirical process (Z n (f )) f ∈F converge to the fidis of a Gaussian process (Z(f )) f ∈F with covariance function c, if the process (X i ) i∈Z satisfies one of the following weak dependence conditions:
Another typical cases of normalizations (X n,i ) of (X i ) are such that a n = O(log k (n)) for some k > 0. Therefore, for this particular case we have the following corollary.
Corollary 3.1. Suppose that the normalization (X n,i ) 1 |i| n,n∈N of the process (X i ) i∈Z is such that a n = O(log k (n)) for some k > 0 and we consider r n = [n ], l n = n ζ so that 0 < ζ < < 1 and r n v −1 n n. Then, if (C1), (C2), (C5), (C6) and (3.15) hold, we have that the fidis of the cluster functionals empirical process (Z n (f )) f ∈F converge to the fidis of a Gaussian process (Z(f )) f ∈F with covariance function c, if the process (X i ) i∈Z satisfies one of the following weak dependence conditions:
Examples and Simulations
Before to give examples, we consider useful to give the following alternative practices to verify the assumptions (C1) and (C2). 
= O(r n v n ) for some δ > 0 and for all f ∈ F, then (C1) holds.
4.1. AR(1) Processes. We consider the AR(1) process:
Note that this process can be rewritten as:
This is clear that the marginals of (X k ) k∈Z are uniformly distributed on [0, 1]. Also (3.15) holds with α = C = 1 and (X k ) is θ−weak dependent with geometric decay θ(r) = O(r −1 ) for any θ > 0, see Example 3.1(1). Now, we consider the normalization:
Example 4.1. We consider first the family of cluster functionals as in the example (2.1.2):
Then, the tail empirical process (Z n (t)) t∈(0,1) defined by Also, we suppose that
Note that this process can be rewritten as
Therefore we can to use a theorem of [Kesten (1973) ] (and used by [Vervaat (1979) On the order hand, note that E(|A|
Therefore, we have that there is a constant c > 0 such that
as x −→ ∞ and µ is defined in (4.20). Now, we consider the normalization defined in (1.1) with u n ∼ 2µa n . So
Example 4.2. Again, we take the family of cluster functionals as in the example (2.1.2):
Here, the tail empirical process (Z n (x)) x>0 defined by 
+ (2µ)
2µ max{x + 2µ, y + 2µ}
where µ is given in (4.20).
Simulations.
To give a little test of the performance of this theory, we will to show simulations of some particular cases for the previous examples. This is, we will see that the tail empirical process, (Z n (x)) x∈T (as in (4.23)) for a time series (X i ) i∈Z , converge in fidis to a centered Gaussian process (Z(x)) x∈T . To do this, we first estimate P{X n,i > x} using "Monte Carlo Method". Then, with a sampling of size N of Z n (x), for x ∈ F ⊆ T where F is a finite subset of T and some large n, we verified the gaussianity of the data by QQ-Plots, Kolmogorov-Smirnov Test and the graphs of the marginal densities. Additionally, we show the values of the dependence term T x t (m n ) (for the first case) for some t ∈ R, x ∈ F . We will take N = 300 and n = 3000 for all the tests. The software used here is R.
AR (1)-Processes We consider the normalization a n = 1 − u n = vn = log −2 (n) and r n = [log(n)] (length of the "big blocks"). So, the assumptions nv n −→ ∞ and r n v n −→ 0 are satisfied.
then, the tail empirical process defined in (4.16) has for each case the following P.values for t = 0.1, 0.2, . . . , 0.9: Since all the P.values are greater than 0.05, then in any case we can reject the null hypothesis "Z n (t) has normal distribution". We show the graphs of the marginal densities of Z n (t) (Figure 1) for t = 0.1, 0.2, . . . , 0.9 and their respective QQ-Plots (Figure 2 ), in the case (P0.6). For the (P0.5) case, we obtain similar graphs. Here we compare normal densities (blue curve) with tail empirical process densities (black curve). Note that the processes (P0.5) and (P0.6) are θ−weak dependent with geometric decay (see Example 3.1 (1)) and not mixing. However, we have "good convergence" to a Gaussian distribution for each t ∈ (0, 1).
On the other hand, some values of the dependence terms T f t (m n ) = T t t (m n ), that in this particular case: t = 0.5, n = 1000 and t = 0.1, . . . , 0.9, are showed in the following table: Figure 1 . Marginal densities of Z n (t) (black curve) and normal densities Z(t) ∼ N (mean(Z n (t)), var(Z n (t))) (blue curve).
ARCH(1)-Processes
We consider the normalization 2µa n = u n = log(log(n)) and the excess probability v n = c/u 2µ n . Then, the assumptions nv n −→ ∞ and r n v n −→ 0 also are satisfied. In the same way as in the previous case, we have that all the P.values are greater than 0.05, then in any case we can reject the null hypothesis "Z n (x) has normal distribution". The graphs of the marginal densities of Z n (x) for x = 1.5, 3, . . . , 13.5 and their respective QQ-Plots showed that such random variables fits well to a normal distribution.
Proofs
Proof of Proposition 3.1. We need only to prove that T f t (m n ) −→ 0. Define for this:
thus summing up those covariances and considering the restriction on the α-mixing coefficient and (C3) yields the result.
Proof of Lemma 3.1. The proof of this proposition is based in the Theorem 3.2. Then only we have to prove that T f t (m n ) −→ 0 as n −→ ∞, for all t ∈ R and f ∈ F. Indeed, for j ∈ {2, · · · , m n } and for all f ∈ F, note that
can be rewritten as:
{y ∈ E r : y−x ∞ a/2}. As r is fixed, then there exists
where D r (f, a, x) = {y ∈ E r : y−x a/2}, and
∅ for all i = j (here A • denotes the interior of a set A). So, for each k ∈ N we have constructed a function
as follows
, a, x k ) so that unions of those hyperplanes are connected in form continuous in between themselves and with
here ∂A denotes the border of a set A. Furthermore, observe that G a,k,j is of the form
with e i ∈ E r such that e i is one in the i-th coordinate and cero in otherwise. Moreover, L k,j ∈ M r×r (E) is a r × r-matrix of zeros and ones in E, and y a,k,j , C a,k,j are constants in M r×1 (E) and E, respectively. Therefore,
Finality we can define the continuous extension of f ,
then, we take 0 < A < 1 sufficiently small, such that
for all a ∈ (0, A], where P = sup k∈N P k < ∞. Thus easily obtain
So we can derive bounds of the term (5.28) under the respective conditions of weak dependence. Denote
we obtain that
Moreover, the sum of the terms (5.26) and (5.27) is bounded by
for some q > 1 such that 1/q + 1/p = 1 and x = (x 1 , . . . ,
Thus,
Using (C5), (C6) and choosing T = √ nv n with 1) a = n 1+ −θζ+ρ , 2) a = n 2−ηζ+ρ 3) a = n 1+ +(ρ−κζ)/2 and 4) a = n [(2−λζ)∨(1+ −λζ/2)]+ρ respectively for each weakdependence condition for some ρ > 0, then we have that T (m n ) −→ 0 as n −→ ∞. Finally, applying Theorem 3.2 and taking into account the hypothesis (C2) we have the result.
Proof of Proposition 3.2. This is exactly equal than the previous proof, but we must choose a = n 2( −1)/α for all weak -dependence conditions.
Proof of Proposition 4.1. (A1) is direct and (A3) is a well-known fact. For (A2), see Lemma 5.2 of [Drees-Rootzén (2010) ].
Proof of Example 4.1. Suppose that δ > 0 and t > 0 thus
As k r n we have 
r n v n = 1 r n v n nr i=1 rn j=1 P {1 − t < X n,i 1, 1 − s < X n,j 1} = 1 v n |i|<rn 1 − |i| r n P{1 − t < X n,0 1, 1 − s < X n,i 1}. 
r n v n = 1 v n |k|<rn 1 − |k| r n P{X n,0 > x, X n,k > y}. (5.36)
If we write Z k as
A k−i+1 B k−j + B k then for k > 0 and x, y ∈ R + P {X n,0 > x, X n,k > y} = P {X 0 > a n x + u n , X k > a n y + u n } = P X 0 > a n x + u n ,
A k−i+1 B k−j + B k > (a n y + u n ) 2 = P X 0 > a n x + u n ,
A k−i+1 B k−j + B k > (a n y + u n ) 2 ξ 2 i = a i , i = 1, . . . , k P ξ 2 i = a i , i = 1, . . . , k ∼ p k P X 0 > a n x + u n ,
0 > (a n y + u n ) 2 ξ 2 i = a 2 , i = 1, . . . , k ∼ p k P X 0 > max a n x + u n , a n y + u n (γa) k ∼ cp 
