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Abstract
Appropriately evaluating the discrepancy between domains is essential for the success of unsupervised
domain adaptation. In this paper, we first point out that existing discrepancy measures are less informative
when complex models such as deep neural networks are used, in addition to the facts that they can be
computationally highly demanding and their range of applications is limited only to binary classification.
We then propose a novel domain discrepancy measure, called the paired hypotheses discrepancy (PHD), to
overcome these shortcomings. PHD is computationally efficient and applicable to multi-class classification.
Through generalization error bound analysis, we theoretically show that PHD is effective even for complex
models. Finally, we demonstrate the practical usefulness of PHD through experiments.
1 Introduction
Deep learning has demonstrated its flexibility and effectiveness in real world applications such as speech
recognition [19], computer vision [26] and game playing [49]. This success is partially attributed to label-
rich datasets and based on the assumption that the source and target domains are identical. However, in
many challenging applications in natural language processing [22], speech recognition [15], and computer
vision [8], labeling data is highly expensive and the two domains are often quite different. In particular,
when the source and target domains are different from each other, learning from source data might lead to
performance degradation in the target domain. To deal with this scenario, unsupervised domain adaptation
has been extensively studied [16, 18, 24, 32].
Generally, domain adaptation shows a good performance when the source and target domains are
similar [41]. Therefore, an important topic for domain adaptation is how to measure the difference between
two domains. So far, many discrepancy measures have been proposed [11, 12, 20, 35, 52, 55].
In unsupervised domain adaptation, we cannot directly measure domain discrepancy using labeled data
in the target domain since we have only unlabeled data in the target domain. One way is to measure the
difference between two domains without using any label information. First, Ben-David et al. [4] proposed a
discrepancy measure which explicitly considers hypothesis classes in a binary setting with the zero-one loss.
Following this research, Mansour et al. [34] generalized the discrepancy measure of Ben-David et al. [4] to
arbitrary loss functions. These discrepancy measures which explicitly consider hypothesis classes give tighter
generalization error bounds than others which do not use information of the hypothesis class such as the L1
distance and Wasserstein distance [1, 48]. However, the discrepancy measure of Mansour et al. [34] requires
high computation costs, while the discrepancy measure by Ben-David et al. [4] has no theoretical guarantee.
1
ar
X
iv
:1
90
1.
10
65
4v
3 
 [s
tat
.M
L]
  2
2 O
ct 
20
19
To alleviate these problems, Kuroki et al. [28] proposed a computationally efficient discrepancy measure
which utilizes label information in the source domain. Nevertheless, we show that existing discrepancy
measures mentioned above may induce loose generalization error bounds and their estimation can be
unreliable when complex models such as deep neural networks are applied.
In this paper, to overcome the limitations of the existing discrepancy measures, we propose a novel
discrepancy measure named paired hypotheses discrepancy (PHD), which only considers a fixed pair of
hypotheses, not the whole hypothesis class. By incorporating unlabeled target data with labeled source data
to make a reliable hypothesis, PHD is informative even for complex models such as multilayer perceptrons
(MLPs) and convolutional neural networks (CNNs).
Our contributions are summarized as follows:
• We propose a novel discrepancy measure, PHD, which considers a pair of hypotheses and can be effectively
applied to complex models.
• We show that PHD can be applied to any loss functions satisfying the triangle inequality, including the
zero-one loss, and it can handle multi-class problems.
• We derive generalization error bounds in the target domain for PHD.
• We demonstrate the effectiveness of PHD for neural networks in experiments.
2 Preliminaries
In this section, we formulate the problem and review existing methods.
2.1 Problem setting and notation
Here, we introduce the notations used to formulate the problem of unsupervised domain adaptation. Let X
be the input space and Y be the output space, which is {+1,−1} in binary classification and {1, . . . , k} in
k-class classification. We also define a domain as pair (PX, fX), where PX is the input distribution on X and
fX : X → Y is a true labeling function. In unsupervised domain adaptation, we have the following data:
• Labeled source data S = {(xSi , fS(xSi ))}nSi=1 where xSi i.i.d.∼ PS.
• Unlabeled target data T = {xTj }nTj=1 where xTj i.i.d.∼ PT.
We denote a loss function as ` : R×R→ R≥0, and the expected loss asR`PX(h, h′) = Ex∼PX [`(h(x), h′(x))]
for distribution PX and labeling functions h, h′ in hypothesis classH : X → R. Also we denote the empirical
loss as R̂`X(h, h′) = 1|X|
∑
x∈X
`(h(x), h′(x)) where X is independently sampled from distribution PX. We
denote the true risk minimizer in the domain (PX, fX) in a hypothesis classH as h∗X = arg min
h∈H
R`PX(h, fX).
Note that h∗X is not necessarily the same as true labeling function fX since the hypothesis class is restricted
to H. The empirical risk minimizer in the domain (PX, fX) in a hypothesis class H is denoted as hˆX =
arg min
h∈H
R̂`X(h, fX).
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2.2 Existing discrepancy measures
In unsupervised domain adaptation, it is essential to measure the difference of distributions since the
performance of unsupervised domain adaptation might be degraded if the distributions in two domains are
significantly different from each other [41]. However, it may not be impossible to measure the distance
between two distributions using both the input space and the output space since labels of target data (output
space) are unknown.
As a way to deal with this problem, using only input space to measure the distance has been considered.
Mansour et al. [34] proposed a discrepancy measure called the discrepancy distance which explicitly takes
the hypothesis class into account. The discrepancy distance is defined as
disc`H(PT, PS) = sup
h,h′∈H
|R`PT(h, h′)−R`PS(h, h′)|.
An intuition behind the discrepancy distance is that if the input distributions in the two domains are the same,
the behavior of any pairs in each domain will be also same which leads to disc = 0.
Also, Mansour et al. [34] showed that the following inequalities hold for any h, h′ ∈ H :
|R`PT(h, h′)−R`PS(h, h′)| ≤ disc`H(PT, PS)
≤M · L1(PT, PS),
where M is a positive constant and L1(·, ·) is the L1-distance over distributions. Redko et al. [44] showed
that the following inequalities hold for every pair of hypotheses h, h′ in a reproducing kernel Hilbert spaceH:
|R`PT(h, h′)−R`PS(h, h′)| ≤ disc`H(PT, PS)
≤W1(PT, PS),
where W1(·, ·) is the Wasserstein-1 distance over distributions. These inequalities imply the suitability of the
discrepancy distance for measuring domain discrepancy since this implies the tightness of the generalization
error bound. However, Mansour et al. [34] only provided an algorithm for only 1-dimensional data since
computation of the discrepancy distance is time-consuming because it considers the worst pair of hypotheses.
Ben-David et al. [4] provided a discrepancy measure dH, which is a computationally efficient proxy of
the discrepancy distance for the zero-one loss in a binary setting. dH is defined as
dH(PT, PS) = sup
h∈H
|R`01PT (h, 1)−R
`01
PS
(h, 1)|.
However, differently from the discrepancy distance, dH does not provide any learning guarantee.
To alleviate this problem, Kuroki et al. [28] proposed a source-guided discrepancy (S-disc) defined as
S`H(PT, PS) = sup
h∈H
|R`PT(h, h∗S)−R`PS(h, h∗S)|.
S-disc utilizes the information of label-rich source data to reduce the computation costs with a tighter
generalization error bound in the target domain than other existing discrepancy measures. Similarly to dH,
however, Kuroki et al. [28] only provided estimation of S-disc for the zero-one loss in a binary setting which
is a critical limitation for practical use.
Moreover, the estimation of discrepancy measures that contains a supremum term may fail miserably
when using complex models. Table 1 illustrates the failure of the estimation of existing discrepancy measures.
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Table 1: Failure of existing discrepancy measures when the source and target domains are identical.
MNIST [30] and EMNIST [10] were used. Note that the empirical discrepancy measures should be close to
zero. Here, hS indicates the empirical accuracy of the source empirical risk minimizer. PHD is our proposed
discrepancy measure. The mean and standard deviation of 10 trials are reported.
Discrepancy measure
Dataset Model hS(%) dH S-disc PHDPNU
MNIST
Linear 90.36 0.1169 0.0056 0.0147(0.139) (0.004) (0.002) (0.008)
MLP 97.859 0.8783 0.8449 0.0128(0.054) (0.014) (0.015) (0.008)
EMNIST
Linear 89.85 0.0353 0.0023 0.0131(0.388) (0.003) (0.001) (0.007)
MLP 99.1 0.3767 0.3696 0.0060(0.017) (0.018) (0.014) (0.001)
Here, we performed the same experiments but only the hypothesis class (model) was changed, i.e., the
linear model (Linear) or a multi-layer perceptron (MLP). Although the discrepancies are supposed to be
small since two domains are exactly identical, S-disc and dH highly overestimate the discrepancy when the
hypothesis class is an MLP, even though they outputted small values for the linear model. This shows that
small difference between the input distributions might be overestimated when complex models are applied
to the existing methods. This suggests that the instance-reweighting method based on existing discrepancy
measures may mistakenly adapt instances in the same domain as if they are from the different domains when
employing a complex model. On the other hand, our proposed discrepancy measure which is introduced in
Section 4 does not suffer from this problem.
3 Generalization Error Bounds of the Existing Methods
This section provides a closer look at generalization error bounds based on the existing discrepancy measures
since the goal of unsupervised domain adaptation is to minimize the generalization error bound in the
target domain without any target label information. It has been suggested in the literature that taking a
hypothesis class into account can make the bound tighter [28, 34]. Nevertheless, we point out that the existing
discrepancy measures may cause the bound to be less informative when applying a complex model.
To relate the source domain to the target domain, the existing generalization error bounds utilize the loss
` that satisfies the triangle inequality, e.g., the zero-one loss for classification and the `1 loss in regression. If
a loss ` satisfies the triangle inequality, the following generalization error bound can be obtained by applying
the triangle inequality:
R`PT(h, fT)−R`PT(h∗T, fT) ≤ R`PT(h, h∗T) ≤ R`PT(h, h∗S) +R`PT(h∗S, h∗T). (1)
Upper-bounding the RHS of (1) as follows leads to S-disc [28]:
R`PT(h, h
∗
S) +R`PT(h
∗
S, h
∗
T) +R`PS(h, h
∗
S)−R`PS(h, h∗S) ≤ R`PS(h, h∗S) +R`PT(h∗S, h∗T) +S`H(PT, PS). (2)
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Another generalization error bound by Mansour et al. [34] can be obtained by upper bounding the S-disc to
the worst hypothesis pair in the supremum term as follows:
R`PS(h, h
∗
S) +R`PT(h
∗
S, h
∗
T) + disc`H(PT, PS). (3)
These bounds give sufficient conditions for the success of domain adaptation with three terms: (i) the
expected loss with respect to h∗S in the source domain, (ii) the difference between h
∗
S and h
∗
T in the target
domain and (iii) a discrepancy measure. Since we can minimize the first term, these bounds show that
the domain adaptation will be successful if (ii) the infeasible term and (iii) the discrepancy measure are
sufficiently small. In unsupervised domain adaptation, however, label information in the target domain is
unknown which would be necessary to estimate (ii) the infeasible term.
Here, a discrepancy measure is important since it assumes when the discrepancy measure is small, the
difference between true risk minimizers in the two domains is also expected to be small [28, 34]. However, it
is important to note that, strictly speaking, a small discrepancy measure does not always guarantee whether
adaptation can be successful without further assumptions [7]. A simple example is the covariate shift case
where only two input distributions are slightly different but the true risk minimizers can be significantly
different [51]. Nevertheless, there are many pieces of evidence that unsupervised domain adaptation works
well in practice [17, 45, 46].
Although introducing the supremum term in the generalization error bound that considers the whole
hypothesis class is interpretable and intuitive, it may induce a loose bound when a complex model is
applied. Moreover, due to the difficulty of learning with a complex model in practice, accurate estimation
of discrepancy measures based on the worst pair of hypotheses is difficult in both the binary and multiclass
settings.
4 Proposed Method
In this section, we propose a novel discrepancy measure called paired hypotheses discrepancy (PHD) to
alleviate the above-mentioned limitations of the existing methods. We also provide generalization error
bounds in the target domain based on PHD in Section 5.
4.1 Generalization error bound without the supremum term
First, we define the general form of PHD as follows1:
Definition 1 (Paired hypotheses discrepancy). For any hypotheses h1 ∈ H1 and h2 ∈ H2 which are defined
on the domain (PT, fT), paired hypotheses discrepancy (PHD) is defined as
PHD`PT(h1, h2) = R
`
PT(h1, h2).
Obviously, PHD can be computed in a straightforward manner without any approximations if a pair of
hypotheses is given. Also it is symmetric R`PT(h1, h2) = R
`
PT
(h2, h1) if the loss function ` is symmetric,
`(a, b) = `(b, a). Here, we propose another way to derive a generalization error bound based on PHD and
the triangle inequality as follows:
Theorem 1. Assume that ` obeys the triangle inequality, such as the zero-one loss. Then, for any hypothesis
h ∈ H,
R`PT(h, fT)−R`PT(h∗T, fT) ≤ R`PT(h, h1) +R`PT(h2, h∗T) + PHD`PT(h1, h2). (4)
1We define it to avoid confusion between a discrepancy measure and other terms in the generalization error bound.
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Proof. Similarly to the inequality (1),
R`PT(h, fT)−R`PT(h∗T, fT)
≤ R`PT(h, h1) +R`PT(h1, h∗T) (5)
≤ R`PT(h, h1) +R`PT(h1, h2) +R`PT(h2, h∗T).
Unlike the existing work, where supremum terms have been introduced for their discrepancy measures
[4, 28, 34], our bound in (4) is derived by using the triangle inequality again from the bound in (1). This
bound also gives a sufficient condition for the success of domain adaptation with three terms: (i) the expected
loss with respect to h1 in the target domain, (ii) the difference between h2 and h∗T in the target domain
which is an infeasible term and (iii) the discrepancy measure PHD. One may be tempted to choose h1 = h2
since it makes PHD zero regardless of domains, which leads to Ineqs. (1) and (5), but this cannot suggest
any algorithm while our bound with different h1 and h2 can be informative as a discrepancy measure in
unsupervised domain adaptation. In other words, we cannot make use of the bound when h1 and h2 are
always same regardless of domains since the term R`PT(h2, h
∗
T) cannot be estimated, while the first term
R`PT(h, h1) depends on a hypothesis h.
We can see that this bound holds for any hypotheses h1 and h2. Thus, the choice of h1 and h2 is critical
for the tightness of the bound since it has to be informative as a discrepancy measure between domains.
We introduce one intuitive choice of the pair to make PHD informative in Section 4.2. Here, a discrepancy
measure is said to be informative when it takes a small/large value for two similar/dissimilar domains.
Differently from the generalization error bound for the existing methods, this bound calculates the first
term (i), the expected loss with respect to h1, in the target domain which can be interpreted as pseudo-labeled
target data based on hypothesis h1. Note that in the bound in Theorem 1, we can deal with the infeasible
term (ii) R`PT(h2, h
∗
T) in a more active way by using general hypothesis h2 including h∗S. By incorporating
unlabeled target data or prior knowledge into h2, we can reduce R`PT(h2, h
∗
T) as shown empirically in Section
6.2.
Even though the generalization error bound of PHD cannot be compared with that of the existing methods
directly, we show that our bound is tighter than the existing methods empirically for neural networks in the
experiment section. This is intuitive since our bound does not contain the supremum term.
4.2 Choice of h1 and h2
Although the simple generalization error bound in Theorem 1 does not contain the supremum term as existing
bounds, the choice of h1 and h2 is critical to make the bound informative and tight. This is when one can
provide prior knowledge to the system.
Here, we suggest one intuitive example to pick a pair of h1 and h2 which does not need any prior
knowledge on the task. First, we can choose one hypothesis based on semi-supervised learning where
we are given a few labeled data and a large number of unlabeled data. The main assumption behind this
approach is that labeled data and unlabeled data are from the same domain and its objective is same as
that of supervised methods: find a good hypothesis in the domain. The main challenge in this approach is
how to incorporate unlabeled data [9]. It is difficult to use unlabeled data effectively without any additional
assumptions [5, 14, 50]. Many assumptions have been considered in the literature of semi-supervised
learning such as the continuity, manifold, and cluster assumptions [3, 9]. Note that the performance of
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Figure 1: Asymmetric tri-training network proposed by Saito et al. [45]. S, T and TPL mean source data,
target data and pseudo-labeled target data respectively.
the model learned from the algorithm is known to be less desirable if the assumptions of the algorithm are
violated [13, 25, 31, 47, 54].
Since we have a large number of labeled data in the source domain in unsupervised domain adaptation
unlike standard semi-supervised learning, we suggest that if the source and target domains are similar, the
hypothesis learned only from labeled data (supervised methods) should not be significantly different from
the one learned from both labeled and unlabeled data (semi-supervised methods). On the other hand, if the
hypothesis becomes highly different when incorporating unlabeled data, this may indicate that the source and
target domains are only weakly related or unrelated. In this case, we may choose another hypothesis as the
source hypothesis h∗S.
4.3 Application: end-to-end networks based on tri-training
Here, we show that the existing asymmetric tri-training network in Saito et al. [45] can be interpreted as an
end-to-end network that attempts to minimize PHD and find a hypothesis h that minimizes our generalization
error bound. As illustrated in Figure 1, in the asymmetric tri-training setting, two models h1, h2 are trained
independently using source data after passing the shared network and one model h learns from pseudo-
labeled target data by h1 and h2. In the training stage, they construct the set of pseudo-labeled target data
TPL := {(xi, yi)| xi ∈ T s.t. h1(xi) = h2(xi) := yi} only with the target data where two models h1
and h2 give same outputs. Then, they learn the target domain with pseudo-labeled target data TPL, which
always satisfy P̂HD
`01
TPL(h1, h2) = 0. After iterations, P̂HD
`
TPL(h1, h2) converges to PHD
`
PT(h1, h2) as the
number of sampled target data increases. Simultaneously, they train h with pseudo-labeled target data, which
indicates that they try to minimize the first term RPT(h, h1) in the RHS of the generalization error bound
in Theorem 1. Note that the term RˆTPL(h, h1) also converges to RPT(h, h1) as the number of target data
increases. More details are given in Theorem 4.
Saito et al. [45] explained that their tri-training network benefits from the discrepancy bound [6, 34].
However, we argue that this is not the case because the term they minimize is inside the supremum term of
the discrepancy. Therefore, a pair h1 and h2 that minimizes the term in the supremum should be lower than
the true supremum value. Therefore, the discrepancy bound in Ben-David et al. [6] is not useful for their
asymmetric tri-training framework, while our generalization error bound based on PHD in Theorem 1 can
explain the success of the asymmetric tri-training network.
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5 Theoretical Analysis
In this section, we show an empirical estimator of PHD converges to the true PHD and can be accurately
estimated from a finite number of data and provide an generalization error bound analysis. To derive
theoretical results of the generalization error bounds using PHD, the Rademacher complexity [2] is used,
which measures the ability of a hypothesis class to fit random noise.
Definition 2 (Rademacher complexity [2]). Let H be a set of real-valued hypotheses defined over a set
X . Given a sample (x1, . . . , xm)∈ Xm independently and identically drawn from a distribution µ, the
Rademacher complexity ofH is defined as
Rm(H) = Ex1,...,xmEσ
[
sup
h∈H
(
1
m
m∑
i=1
σih(xi)
)]
,
where the inner expectation is taken over σ = (σ1, . . . , σm) which are independent random variables taking
values in {−1,+1}.
The following theorem gives an upper bound of the deviation of the empirical PHD from the true PHD.
Theorem 2. LetH be a set of hypotheses taking values in {−1,+1}. When we consider the zero-one loss
` in the binary classification, for empirical risk minimizers hˆi, any true risk minimizers h∗i , for i ∈ {0, 1}
respectively, in the hypothesis classH, and any δ ∈ [0, 1] the following inequality holds with probability at
least 1− δ:
|P̂HD`T(hˆ1, hˆ2)− PHD`PT(h∗1, h∗2)| ≤ 3RnT(H) + 3
√
log(12δ )
2nT
+ R̂`T(hˆ1, h∗1) + R̂`T(hˆ2, h∗2).
The proof of this theorem is given in Appendix. Since this theorem holds for any true risk minimizers,
the true risk minimizer does not need to be unique. Rather, as an empirical risk minimizer approximates one
of the true risk minimizers accurately through the learning procedure, the last two terms can be negligible.
From this theorem, we can see that the empirical PHD converges to the true PHD as the number of target data
increases.
The following theorem shows the generalization bound of PHD in a finite sample case when we consider
the zero-one loss in binary classification (its proof is given in Appendix).
Theorem 3. LetH andH′ be a set of hypotheses taking values in {−1,+1}. When we consider the zero-one
loss ` in binary classification, then, for all h ∈ H′, empirical risk minimizers hˆi and any true risk minimizers
h∗i in the hypothesis classH for i ∈ {0, 1} respectively, all δ ∈ (0,1), then, with probability at least 1− δ,
R`PT(h, fT)−R`PT(h∗T, fT)
≤ R̂`T (h, h∗1) + P̂HD
`
T(hˆ1, hˆ2) +R`PT(h
∗
2, h
∗
T) +RnT(H′)
+ 3RnT(H) + 4
√
log 7δ
2nT
+ R̂`T(hˆ1, h∗1) + R̂`T(hˆ2, h∗2).
This theorem considers the learning procedure of the pair of hypotheses in the estimation of PHD.
However, the algorithm by Saito et al. [45], which was introduced in Section 4.3, does not contain the
estimation of PHD in the learning procedures of h1 and h2. This means that objective functions of hypotheses
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are not related to PHD. Instead, their algorithm samples the target data only when two fixed hypotheses agree,
which makes PHD zero on the sampled target data even though it does not allow direct estimation of PHD.
The following theorem gives a generalization bound of PHD when we are given fixed hypotheses before
the estimation, which can explain the behavior of the algorithms by Saito et al. [45] (its proof is given in
Appendix).
Theorem 4. LetH be a set of hypotheses taking values in {−1,+1}. Suppose that we consider the zero-one
loss ` in binary classification and h1 and h2 are given. Then, for all h ∈ H and δ ∈ (0,1) with probability at
least 1− δ,
R`PT(h, fT)−R`PT(h∗T, fT) ≤ R̂`T (h, h1) + P̂HD
`
T(h1, h2) +R`PT(h2, h
∗
T) + 2RnT(H) + 2
√
log 2δ
2nT
.
Extensions of the above results to multiclass problems are given in supplementary material. Theorem 4
shows a generalization error bound in a finite sample case when two hypotheses are fixed a priori. In this
case, the generalization error bound becomes tighter than Theorem 3, where the learning procedure of two
hypotheses is contained.
6 Experiments
In this section, we provide experiment results to demonstrate the usefulness of PHD. We pick h2 := hSSL
based on semi-supervised learning as discussed in Section 4.2. We used two semi-supervised learning
methods: semi-supervised binary classification based on positive-unlabeled classification (PNU) [47] for
Section 6.1, and virtual adversarial training (VAT) [37] which can be used in both binary and multiclass
classifications for Sections 6.2 and 6.3. Note that target data used to train hSSL were not used to calculate
PHD to make sure that we calculated PHD with unseen data. All experiment results are reported in the
mean values with standard deviation over 10 trials. PHD was calculated with respect to the zero-one loss
P̂HD
`01
T (h∗S, hSSL) to be compared with existing methods. Note that all values were calculated based on
empirical risk minimizers ĥ, but for simplicity, we denote it as h in this section. In all experiments, Adam [23]
with AMSGRAD [43] was used as an optimization algorithm. The learning rate was set at 0.001. Note that
hS and hSSL were obtained independently. The details of implementation and datasets and more experimental
results are given in Appendices B and C.
6.1 Comparison with existing methods
We first explain the notations used in the results reported in Tables 1 and 2. hS(%) denotes the accuracy of
empirical risk minimizer hS with respect to the true labeling function fS in the source domain. Clearly, the
performance of hS is crucial for both PHD and S-disc. Here, to compare with existing methods which are
limited to the binary setting, we used the MNIST [30] and EMNIST (extended MNIST) [10] datasets divided
into the odd and even numbers. Note that EMNIST is the dataset that has 4 times more data than the original
MNIST dataset.
Linear Model: For linear models, existing discrepancy measures and PHD worked properly in that the values
of discrepancy measure terms were small when the source and target domains are identical as illustrated
Table 1. This result shows these discrepancy measures are useful for a simple hypothesis class.
MLPs Model: It is observed from Table 1 that when the complex models are applied, estimated values of
existing methods were large although the source and target domains are identical. This result shows that
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Table 2: Empirical generalization error bounds of PHD and S-disc. Since the source and target domains
are identical, discrepancy measures and infeasible terms are supposed to be small. The mean and standard
deviation over 10 trials are reported. In the multiclass setting, existing methods [4, 28, 34] cannot be computed
to the best of our knowledge. We used the boldface for the best performance in a discrepancy measure and
the infeasible term respectively.
Binary Setting Discrepancy Measure Infeasible Term
Dataset Model hS(%) S-disc PHDVAT R`01T (hVAT, h∗T) R
`01
T (hS, h∗T)
MNIST MLP 97.21 (0.124) 0.6952 (0.186) 0.0157 (0.025) 0.0176 (0.002) 0.0210 (0.002)
EMNIST MLP 99.03 (0.062) 0.2379 (0.012) 0.0069 (0.001) 0.0069 (0.000) 0.0086 (0.000)
CIFAR-10 MLP 72.53 (0.379) 0.7220 (0.026) 0.1496 (0.007) 0.2374 (0.011) 0.2461 (0.005)VGG11 84.21 (0.543) 0.9699 (0.004) 0.1268 (0.009) 0.1385 (0.007) 0.1402 (0.005)
Multiclass Setting Discrepancy Measure Infeasible Term
Dataset Model hS(%) PHDVAT R`01T (hVAT, h∗T) R
`01
T (hS, h∗T)
MNIST MLP 96.83 (0.313) 0.0291 (0.004) 0.0305 (0.003) 0.0368 (0.003)
CIFAR-10 VGG11 73.66 (0.817) 0.2223 (0.008) 0.2348 (0.133) 0.2415 (0.010)
SVHN MLP 75.73 (0.601) 0.1833 (0.006) 0.2246 (0.006) 0.2374 (0.006)VGG11 90.39 (0.339) 0.0852 (0.005) 0.0817 (0.006) 0.0898 (0.003)
even when the source and target domains are identical, in the complex model, we may try to adapt the same
domains unnecessarily if we used existing methods.
6.2 Observation of the term R`PT(h2, h
∗
T) and the tightness of the empirical generalization
error bound
Here, we take a closer look at the infeasible term R`PT(h2, h
∗
T) in the generalization error bound in the target
domain. In unsupervised domain adaptation, we cannot estimate this term since there is no information to
learn the target hypothesis h∗T. Therefore, we calculate the infeasible term using target labels to illustrate
the value of the infeasible term for all methods. Note that the target labels are not given to any methods. By
having both the infeasible term and discrepancy measure term, the generalization error bound in the target
domain can be calculated empirically. Moreover, the first term in the RHS of the generalization error bound
in (2) and (4) can be minimized by training h and thus we ignored this term when comparing the bound.
To calculate h∗T, we divided train data of each dataset into disjoint subsets. Note that true values of each
discrepancy measure and infeasible terms are zero when two domains identical, however, because of its
difficulty in estimation, existing method gives unreliable values in the complex model.
Binary: As illustrated in Tables 1 and 2, PHD was always smaller than S-disc when they were applied to
complex models. In most cases, R`01T (hVAT, h∗T) was smaller than R
`01
T (hS, h∗T). By the generalization error
bound in Ineq. (2) and Theorem 1, PHD always provided the tighter bound empirically than S-disc and the
discrepancy distance when the complex models such as MLPs and CNNs were applied.
Multiclass: Unlike existing methods, PHD can be easily estimated in the multiclass setting since it only
considers two hypotheses and has no supremum term. From Table 2, PHD was observed to be stable for
binary and multiclass settings since it outputted similar values for both settings. In most experiments for the
multiclass setting, R`01T (hVAT, h∗T) shows a slightly better performance than R
`01
T (hS, h∗T).
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Table 3: Empirical generalization error bound of PHD in the multiclass setting with VGG11 model
Infeasible Term
Source Target hS(%) PHDVAT R`01PT (hVAT, h
∗
T) R
`01
PT
(hS, h∗T)
MNISTM
MNISTM 95.10 (0.323) 0.0501 (0.005) 0.0436 (0.004) 0.0540 (0.005)
SVHN 95.18 (0.384) 0.8589 (0.072) 0.8693 (0.045) 0.5968 (0.008)
CIFAR10 95.03 (0.349) 0.8960 (0.022) 0.9007 (0.005) 0.9223 (0.006)
Different domains: As a discrepancy measure, PHD should become small when two domains are similar
and large when two domains are different. From the Table 3, we can see that the value of PHD becomes
large when two domains are different. More specifically, its values are close to 0.9 which can be obtained
by random guess when the number of classes is 10. It could be interpreted as the pair of hypotheses are
unrelated.
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Figure 2: Source selection score (dashed line) and accuracy (solid line) in the target domain with selected
source after adapted by correlation alignment (CORAL) [53] in the multiclass setting. Higher values are
better.
6.3 Source selection
Finally, we show the performance of PHD and the Wasserstein-1 (W1) distance [44] in the source selection
task in the multiclass setting where existing methods [4, 28, 34] cannot be used. The experiment was designed
similarly to the one that was considered by Kuroki et al. [28], which is an experiment to select a better source.
The goal of source selection is to correctly rank clean source domains over noisy source domains based on
discrepancy measures in multiclass setting. The score indicates how many clean sources are ranked within
the top-5 rank out of 10 sources (5 sources are clean among them). The accuracy indicates how well a
classifier trained on data in the selected sources with the simple adaptation method, correlation alignment
(CORAL) [53], classifies the target data.
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In this experiment, we used grayscale MNIST-M as the five clean source domains, grayscale MNIST-M
corrupted by Gaussian random noise as five noisy source domains and MNIST as the target domain. We used
the Gaussian noise with different standard deviations σ for the noisy source domains. The value of mean and
standard deviation of grayscale MNIST-M data are (0.4591, 0.2352) which means that noise over 0.55 might
be meaningless since the value of each pixel could easily exceed 1.0 which is unrealistic to the grayscale
image. 5-layer MLP model with batch normalization [21] are used to calculate PHD while we calculated the
W1 distance [44] by a Lipschitz function using the gradient penalty with the 5-layer MLP model without
batch normalization.
Figure 2 shows the score and accuracy of each discrepancy measure with different noise rates. PHD
achieved a better performance as the noise rate increases. However, the W1 distance could not distinguish be-
tween noisy and clean source domains effectively when the small noise is applied. Moreover, the performance
of W1 distance was not improved significantly as noise increased, which incurred accuracy drops in the target
domain. Note that the W1 distance does not take the hypothesis class into account and also cannot utilize
the source labels, which can be less desirable. On the other hand, PHD exploits the label information in the
source domains and considers a pair of fixed hypotheses. This might be the reason why PHD outperformed
the W1 distance in this experiment.
7 Conclusion
We proposed a novel discrepancy measure for unsupervised domain adaptation called paired hypotheses
discrepancy (PHD), which can be applied effectively for complex models such as deep neural networks. The
key idea is that PHD only considers a pair of hypotheses, not the whole hypothesis class. Furthermore, we
derived generalization error bounds for our proposed method. We also showed that PHD can influence some
algorithms in domain adaptation. Finally, we show that PHD can be estimated effectively in both the binary
and multiclass settings and demonstrated its usefulness in our experiments.
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A Proofs
A.1 Theorems used in proofs
Theorem 5 (Theorem 3.2 in Mohri et al. [38]). Let H be a family of functions taking values in {−1,+1}
over a sample T of size nT drawn according to PT, h1 is given and ` is the zero-one loss function. Then, for
any δ ∈ (0, 1), with probability at least 1− δ, the following inequality holds for all h ∈ H:
|R`PT(h, h1)− R̂`T(h, h1)| ≤ RnT(H) +
√
log 2δ
2nT
.
Theorem 6 (Theorem 2 in Kuznetsov et al. [29]). Let H be a family of hypotheses mapping X × Y to R,
with Y = {1, . . . , k} in k-class classification. Fix ρ ≥ 0 and h1 is given. Then, for any δ ∈ (0, 1), with
probability at least 1− δ, the following inequality holds for all h ∈ H:
R`PT(h, fT) ≤ R̂
`ρ
T (h, h1) +
4k
ρ
RnT(Π1(H)) +
√
log 1δ
2nT
,
where Π1(H) = {(x, y)→ h(x, y) : y ∈ Y , h ∈ H}.
A.2 Proof of Theorem 2
Proof. By applying the triangle inequality, we could get two inequalities:
|P̂HD`T(hˆ1, hˆ2)−PHD`PT(h∗1, h∗2)|
≤ |P̂HD`T(hˆ1, hˆ2)− P̂HD
`
T(hˆ1, h∗2)|+ |P̂HD
`
T(hˆ1, h∗2)− PHD`PT(h∗1, h∗2)|, (6)
and
≤ |P̂HD`T(hˆ1, hˆ2)− P̂HD
`
T(hˆ2, h∗1)|+ |P̂HD
`
T(hˆ2, h∗1)− PHD`PT(h∗1, h∗2)|. (7)
Ineq. (7) holds because of the symmetric property of zero-one loss `, i.e., `(a, b) = `(b, a). Combining
these two inequalities (6) and (7) with the property of the zero-one loss, `(a, b)− `(c, b) = `(a, c), leads to
following inequality:
|P̂HD`T(hˆ1, hˆ2)− PHD`PT(h∗1, h∗2)| ≤
1
2 |P̂HD
`
T(hˆ1, h∗2)− PHD`PT(h∗1, h∗2)|
+ 12 |P̂HD
`
T(hˆ2, h∗1)− PHD`PT(h∗1, h∗2)|+
1
2(P̂HD
`
T(hˆ1, h∗1) + P̂HD
`
T(hˆ2, h∗2)).
To derive the result, we need following inequalities.
|PHD`PT(hˆ1, h∗2)− PHD`PT(h∗1, h∗2)|
= |PHD`PT(hˆ1, h∗2)− PHD`PT(h∗1, h∗2) + P̂HD
`
T(hˆ1, h∗2)− P̂HD
`
T(hˆ1, h∗2)
+ P̂HD
`
T(h∗1, h∗2)− P̂HD
`
T(h∗1, h∗2)|,
≤ 2 sup
h∈H
|PHD`PT(h, h∗2)− P̂HD
`
T(h, h∗2)|+ |P̂HD
`
T(hˆ1, h∗2)− P̂HD
`
T(h∗1, h∗2)|,
= 2 sup
h∈H
|PHD`PT(h, h∗2)− P̂HD
`
T(h, h∗2)|+ P̂HD
`
T(hˆ1, h∗1). (8)
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Eq. 8 is derived by the property of the zero-one loss, non-negativity and `(a, b) − `(c, b) = `(a, c). By
Theorem 5, the following inequality holds with the probability 1− δ,
|PHD`PT(hˆ1, h∗2)− PHD`PT(h∗1, h∗2)| ≤ 2RnT(H) + 2
√
log 4δ
2nT
+ P̂HD
`
T(hˆ1, h∗1).
Again, by Theorem 5, the following inequality holds with the probability 1− δ,
|P̂HD`T(hˆ1, h∗2)− PHD`PT(h∗1, h∗2)| ≤ 3RnT(H) + 3
√
log 6δ
2nT
+ P̂HD
`
T(hˆ1, h∗1).
Similarly for the second term and by the deifinition of PHD, the following inequality which holds with the
probability 1− δ:
|P̂HD`T(hˆ1, hˆ2)− PHD`PT(h∗1, h∗2)| ≤ 3RnT(H) + 3
√
log(12δ )
2nT
+ R̂`T(hˆ1, h∗1) + R̂`T(hˆ2, h∗2), (9)
which concludes the proof.
A.3 Proof of Theorem 3
Proof. Combining Theorem 2 and Theorem 5 concludes the proof.
A.4 Proof of Theorem 4
Proof of Theorem 4 started from the following lemma:
Lemma 1. Let us consider the loss function ` bounded by a positive constant M . Then, for given h1 and h2,
and δ ∈ (0,1), it holds with probability at least 1− δ that
PHD`PT(h1, h2)− P̂HD
`
T(h1, h2) ≤M
√
log 1δ
2nT
,
|PHD`PT(h1, h2)− P̂HD
`
T(h1, h2)| ≤M
√
log 2δ
2nT
where P̂HD
`
T(h1, h2) = R̂`T(h1, h2).
Proof. Let two samples (x1, . . . , xi, . . . , xm) ∈ T and (x1, . . . , x′i, . . . , xm) ∈ T ′ be a set of m ≥ 1
independent random variables and assume that the loss function ` is bounded by a positive constant M and h
and h′ are given, then the function R`(h, h′) : Xm → R satisfies that following condition for McDiarmid’s
inequality [36]:
|R̂`T(h, h′)− R̂`T′(h, h′)| ≤
M
m
.
Thus McDiarmid’s inequality concludes the proof.
17
A.5 Bound for multiclass classification in the margin loss
Theorem 7. Let H be a set of hypotheses which maps X × Y to R, where Y = {1 . . . , k} and k is the
number of output classes. Fix a margin ρ > 0 and assume that ` is the zero-one loss and `ρ is a margin loss
function, h1 and h2 are given. Then, for any δ ∈ (0,1) with probability at least 1− δ, the following bound
holds for all h ∈ H:
R`PT(h, fT)−R`PT(h∗T, fT) ≤ R̂
`ρ
T (h, h1)+P̂HD
`
T(h1, h2)+R`PT(h2, h
∗
T)+
4k
ρ
RnT(Π1(H))+2
√
log 2δ
2nT
,
where R̂`ρT (h, h′) = ET[1h(x,y)−maxy′ 6=y h(x,y′)≤ρ] for y = arg max
y∈Y
h′(x, y) and Π1(H) = {(x, y) →
h(x, y) : y ∈ Y , h ∈ H}.
Proof. Combining Theorem 6 and Lemma 1 concludes the proof.
B Datasets and Settings
To evaluate method more precisely, we divide datasets into disjoint subsets.
B.1 Datasets used in Section 6.1
MNIST[30]: We divide train data into two parts, 50,000 for source train and 10,000 for source test, and use
MNIST test data as target train and test data. And label them as odd/even.
EMNIST[10]: extended MNIST dataset which has 4 times more data than MNIST. We divide train data into
three parts, 40,000 for source train, 160,000 for target train, 40,000 for source test, and use EMNIST test for
target test. And label them as odd/even.
B.2 Datasets used in Section 6.2
MNIST, MNISTM[17]: 10,000 for source train, source and target test, 30,000 for target train.
EMNIST: 40,000 for source train, 160,000 for target train, 20,000 for both source and target train.
CIFAR-10[27], SVHN[40]: 10,000 for source train, 5,000 for source and target test, 30,000 for target train.
B.3 Architecture of networks
For simplicity, we denote convolutional neural network as Conv[out_channel, kernel size, stride, zero-
padding], max pooling layer as Max[kernel size, stride] and average pooling layer as Avg[kernel size, stride].
[]*n means there are n such layers.
B.3.1 MLP in PNU
five-layer fully connected neural network with rectifier (ReLU) [39] as activation function: d-512-512-512-
512-1
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B.3.2 MLP in VAT
five-layer fully connected neural network with Leaky rectifier (LReLU) [33] which slope is 0.1 as activation
functions: d-512-512-512-512-1. Batch normalization layer [21] was applied before hidden layers.
B.3.3 CNN in VAT
Conv[128, 3, 1, 1]*3 - Max[2, 2] - Dropout - Conv[256, 3, 1, 1]*3 - Max[2, 2] - Dropout - Conv[512, 3, 1, 0]
- Conv[256, 1, 1, 0] - Conv[128, 1, 1, 0] - Avg[2, 2] - Full Connected layer.
Note that after every convolution layer we use batch normalization and leaky rectifier as activation
functions. We changed the input image size as [32, 32] if image size is different from [32, 32].
B.3.4 MLP in Section 6.3
PHD and Classifier in the target domain: same architecture with MLP in VAT in Section B.3.2.
Wasserstein-1 distance: same architecture with MLP in VAT in Section B.3.1.
C Experiments results
C.1 binary setting
Table 4: Empirical generalization error bound of PHD in the binary setting, MLP model
Infeasible Term
Source Target hS(%) PHDPNU R`01PT (hPNU, h
∗
T) R
`01
PT
(hS, h∗T)
MNIST MNIST 97.828 0.0071 (0.001) 0.0176 (0.001) 0.0172 (0.001)
MNIST CIFAR-10 97.828 0.6828 (0.229) 0.4874 (0.043) 0.4951 (0.060)
Differently from the case where two domains are identical, PHD and two infeasible terms give a high value
when two domains are not related. This is very intuitive since these values represent the distance between
two domains. Note that value around 0.5 means random guess in the binary setting, which shows that two
hypotheses are not related in the target domain.
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C.2 multiclass setting
Table 5: Empirical generalization error bound of PHD in the multiclass setting
Infeasible Term
Source Target Model hS(%) PHDVAT R`01PT (hVAT, h
∗
T) R
`01
PT
(hS, h∗T)
MNISTM MNISTM
VGG11 96.48 (0.169) 0.0349 (0.002) 0.0294 (0.002) 0.0333 (0.002)
CNN 98.03 (0.117) 0.0189 (0.002) 0.0166 (0.001) 0.0208 (0.002)
SVHN SVHN
MLP 75.73 (0.601) 0.1833 (0.006) 0.2246 (0.006) 0.2374 (0.006)
VGG11 90.39 (0.339) 0.0852 (0.005) 0.0817 (0.006) 0.0898 (0.003)
CNN 91.83 (0.407) 0.0729 (0.005) 0.0652 (0.003) 0.0751 (0.004)
CIFAR-10 CIFAR-10
VGG11 73.66 (0.817) 0.2223 (0.008) 0.2348 (0.013) 0.2415 (0.010)
CNN 71.21 (0.598) 0.2012 (0.008) 0.2118 (0.006) 0.2184 (0.008)
MNIST SVHN MLP 96.72 (0.329) 0.8888 (0.040) 0.8852 (0.0301) 0.8695 (0.005)
MNISTM
SVHN
VGG11 95.18 (0.384) 0.8589 (0.072) 0.8693 (0.045) 0.6391 (0.008)
CNN 96.69 (0.280) 0.8647 (0.045) 0.8980 (0.014) 0.7614 (0.011)
CIFAR-10
VGG11 95.03 (0.349) 0.8960 (0.022) 0.9007 (0.005) 0.9223 (0.006)
CNN 96.63 (0.484) 0.8142 (0.043) 0.9145 (0.023) 0.9167 (0.005)
As the model becomes more complex, our proposed method PHD can be estimated more accurately differently
from existing methods even in the multiclass setting. When domains are not identical, PHD and two infeasible
terms are supposed to be high, and estimation of it also gives high values which support informativeness of
our proposed discrepancy measure. Note that value around 0.9 means random guess which may imply two
domains are not related.
C.3 Wasserstein-1 distance
As a baseline, the Wasserstein-1 distance, which does not utilize any source label information, was calculated.
We used a architecture following Radford et al. [42] with gradient penalty [1].
Table 6: Wasserstein-1 distance as a baseline measure.
Source MNIST SVHN MNISTM CIFAR-10 MNIST MNISTM MNISTM
Target MNIST SVHN MNISTM CIFAR-10 SVHN CIFAR-10 SVHN
0.3893 0.1465 0.1642 0.2008 17.14 7.305 8.036
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C.4 Source selection task
Table 7: Source selection task
Noise rate (σ)
Evaluation Methods 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
ACC
PHD 93.55 (0.231) 93.36 (0.364) 93.57 (0.418) 93.47 (0.364) 93.31 (0.429) 93.4 (0.431) 93.49 (0.667) 93.457 (0.530) 93.53 (0.526)
W1 93.12 (0.260) 93.35 (0.264) 93.28 (0.364) 92.74 (0.513) 92.68 (0.609) 91.98 (1.034) 91.013 (1.354) 91.23 (1.115) 90.37 (1.687)
Score
PHD 2.5 (0.67) 2.5 (0.92) 3.4 (0.66) 3.6 (0.49) 3.6 (0.49) 3.9 (0.70) 4.1 (0.7) 3.8 (0.4) 4.4 (0.66)
W1 2.3 (0.64) 2.1 (1.04) 2.2 (0.6) 2.1 (0.54) 1.8 (0.75) 1.7 (0.9) 1.5 (0.67) 1.8 (0.6) 1.5 (0.81)
From Table 7, we can see that our proposed method PHD maintained the accuracy in the target domain
by selecting clean sources successfully compared to the Wasserstein-1 distance (W1) which failed to select
clean sources and degraded the overall performance in the target domain. Even though the degradation is not
significant, it can be interpreted as our proposed method can prevent even small degradation in the target
domain by appropriately estimating the discrepancy between domains, which might be overlooked by the W1
distance.
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