Abstract. To every subfactor planar algebra was associated a II1 factor with a canonical abelian subalgebra generated by the cup tangle. Using Popa's approximative orthogonality property, we show that this cup subalgebra is maximal amenable.
The construction of Jones et al. [JSW10] associated a II 1 factor M to a subfactor planar algebra P. This II 1 factor contains a generic MASA A ⊂ M , see section 2.2, that we call the cup subalgebra. The main theorem of this paper is Theorem 0.1. For any non trivial subfactor planar algebra P, the cup subalgebra is maximal amenable.
Note that the construction of [JSW10] has been extended for unshaded planar algebras in [Bro12] and in [BHP12] . In those construction, we have proven that the cup subalgebra is still a MASA. It seems very plausible that it is also maximal amenable. Note that the cup subalgebra is analogous of the radial MASA in a free group factor. We don't know if for a certain subfactor planar algebra those two subalgebras are isomorphic or not. 
approximative orthogonality property and maximal amenability
We briefly recall Popa's approximative orthogonality property for an abelian subalgebra A ⊂ M and how it implies the maximal amenability of A, whenever A ⊂ M is a singular MASA. Definition 1.1. (see [Pop83a, Lemma 2.1]) Consider a tracial von Neumann algebra (M, tr) and a subalgebra A ⊂ M . Let ω be a free ultrafilter on N. Then A ⊂ M has the approximative orthogonality property (in short AOP) if for any x ∈ M ω ⊖ A ω ∩ A ′ and any b ∈ M ⊖ A we have xb ⊥ bx in L 2 (M ω ), i.e. lim n→ω tr(x n bx * n b * ) = 0 where (x n ) n is a representative of x.
Remark 1.2. By polarization, the definition of AOP is equivalent to ask that for any
We recall the fundamental theorem of Popa that is contained in the proof of [Pop83a, Theorem 3.2]. A more detailed explanation of Popa's theorem has been given in [CFRW10, Lemma 2.2 and Corollary 2.3].
Theorem 1.3. [Pop83a] Let A ⊂ M be a singular MASA with the AOP in a II 1 factor M . Then A ⊂ M is maximal amenable.
2. Construction of the cup subalgebra 2.1. Construction of a II 1 factor from a subfactor planar algebra. Consider a subfactor planar algebra P = (P n ) n 0 with modulus δ > 1. Let us recall the construction given in [JSW10] . We assume that the reader is familiar with planar algebras. For more details on planar algebras, see Jones [Jon99, Jon12] or the introduction of Peters [Pet10] . Let Gr(P) be the graded vector space equal to the algebraic direct sum n 0 P n . We decorate strands in a planar tangle with natural numbers to represent cabling of that strand. For example k = k · An element a ∈ P n will be represent as a box:
We assume that the distinguished first interval is at the top left of the box. We consider the inner product ·, · on each P n that is:
, for all a, b ∈ P n .
We extend this inner product on Gr(P) in such a way that the spaces P n are pairwise orthogonal. We still write P n when it is considered as the n-graded part of Gr(P). Let H be the Hilbert space equal to the completion of Gr(P) for its prehilbert structure. Note that H is the Hilbert space equal to the orthogonal direct sum of the spaces P n . We define a multiplication on Gr(P) given by the tangle:
For a fix a ∈ Gr(P), the map b ∈ Gr(P) −→ ab ∈ Gr(P) is bounded for the inner product ·, · . This gives us a representation of the * -algebra Gr(P) on H. We denote by M the von Neumann algebra equal to the bicommutant of this representation. It is a II 1 factor by [JSW10] . We identify the graded algebra Gr(P) and its image in the von Neumann algebra M . The unique faithful normal trace tr of M is the one coming from the planar algebra structure of P. It is equal to the formula tr(a) = a, 1 , where 1 is the unity of Gr(P). Let L 2 (M ) be the Hilbert space coming from the GNS construction over the trace tr. Note that the standard representation of the von Neumann algebra M on the Hilbert space L 2 (M ) is conjugate to the action of M on the Hilbert space H. We will identify those two representations. Also, we identify M with its image in L 2 (M ). The left and right action of M on the Hilbert space L 2 (M ) are denote by π and ρ, i.e. π(x)ρ(y)z = xzy, for x, y, z ∈ M . The norm of M (resp. L 2 (M )) is denoted by · (resp. · 2 ). It the context is sufficiently clear, we would denote the norm of L 2 (M ) by · . We define a multiplication on Gr(P) by requiring that if a ∈ P n and b ∈ P m , then a • b ∈ P n+m is given by
.
We remark that a • b 2 = a 2 b 2 , for all a ∈ P n and b ∈ P m . By the triangle inequality, the bilinear function
is continuous for the norm · 2 . We extend this operation on L 2 (M ) × L 2 (M ) and still denote it by •.
2.2. The cup subalgebra. The cup subalgebra A ⊂ M is the abelian von Neumann algebra generated by the self-adjoint element cup:
We denote cup by the symbol ∪. Also we use the following notation
We use the convention that 0 = ∪ •k for k < 0 and 1 = ∪ •0 . Let n 1 and V n be the subspace of P n of elements which vanish when a cap is placed at the top right and vanish when a cap is placed at the top left, i.e.
We denote by V the orthogonal direct sum of the V n , i.e.
Let ℓ 2 (N) be the separable Hilbert space with orthonormal basis {e n , n 0} and S ∈ B(ℓ 2 (N)) the unilateral shift operator.
defines a unitary transformation, where k, l, r 0, v ∈ V and δ is the modulus of the planar algebra. We have that
and
where q e 0 is the rank one projection on Ce 0 and 1 V , 1 ℓ 2 (N) are the identity operators of the Hilbert spaces V and ℓ 2 (N).
Proof. See [JSW10] [theorem 4.9.].
Corollary 2.2. The cup subalgebra is a singular MASA.
We have the inclusion 1 if and only if the automorphism a ∈ A → uau * is trivial. This implies that u ∈ A ′ ∩ M . Hence u ∈ A, a contradiction. Therefore, A ⊂ M is singular.
2.3. Basic facts on the unilateral shift operator. Consider the semi-circular measure
defined on the interval [−2; 2]. Let P i ∈ R[X] be the family of polynomials such that P 0 (X) = 1, P 1 (X) = X and P i (X) = XP i−1 (X) − P i−2 (X) for all i 2. By [DNV92, example 3.4.2], we have that the map Proof. Let us prove the simple convergence to +∞. Suppose there exists t 0 ∈ [−2; 2] such that the sequence (R I (t 0 )) k does not converge to +∞. The polynomiasl P i have real coefficient. Hence, for any t ∈ [−2; 2], P i (t) is real; thus, (R I (t 0 )) k is an increasing sequence in R. If this sequence does not diverge, then it is bounded. Then, the sequence (P i (t 0 )) i is square summable. In particular we have lim i→∞ P i (t 0 ) = 0. We put ε i = P i (t 0 ). We have that ε i+1 = t 0 ε i −ε i−1 and lim i→∞ ε i = 0. There is only one sequence that satisfies those axioms and it is the sequence equal to zero. Since 0 = 1 = P 0 (t 0 ) = ε 0 , we arrive to a contradiction and thus, lim I→∞ S I (t) = +∞ for any t ∈ [−2; 2]. To conclude we use the following well known result due to Dini: Let (f I ) I be a sequence of continuous functions from a compact topological space K to R such that f I f I+1 . If for any t ∈ K, lim I→∞ f I (t) = +∞, then the sequence (f I ) I converges uniformly to +∞.
2.4.
Proof of Theorem 0.1. According to the Theorem 1.3 and Corollary 2.2 it is sufficient to show that the cup subalgebra has the AOP. Fix x ∈ M ω ⊖ A ω ∩ A ′ and b ∈ M ⊖ A. Let us show that xb ⊥ bx. By the Kaplansky density theorem we can assume that their exists J 1 such that b ∈ J j=0 P j . Suppose that x 1 and fix a sequence x n ∈ M which is a representative of x such that x n ∈ M ⊖ A and x n 1 for all n 0. Consider the closed subspaces of L 2 (M ):
We claim that for any z ∈ M which is orthogonal to A and Z J−1 we have
The element z is a weak limit of finite linear combinations of
for any i, j J and k, r J − 1. It is easy to see that v • ∪ •n •ṽ is an element of V for any n. Hence, the product (
and so does zb. A similar computation shows that bz is in the closed vector space
Therefore, we have zb ⊥ bz. This proves 2. Hence, if we show that x is in the orthogonal of Z ω J−1 then we would have proven that xb is orthogonal to bx. Consider Q J : L 2 (M ) −→ Z J−1 , the orthogonal projection of range Z J−1 . We remark that
where Θ is the unitary transformation defined in Section 2.3 and 1 V , 1 ℓ 2 (N) are the identity operators of V and ℓ 2 (N). By symmetry, it is sufficient to show that
where ξ n := Θ(x n ). We know that x ∈ M ω ∩ A ′ . Hence by conjugation by Θ we obtain the equation
We will show that 4 implies 3. All the operators involved in our context act trivially on the factor V . For simplicity of the notations we stop writing the extra "⊗1 V ⊗" in the formula and denote the identity operator 1 ℓ 2 (N) by 1. Therefore, we assume that ξ n is a vector of ℓ 2 (N) ⊗ ℓ 2 (N). The equation 3 and 4 becomes (5) lim n→ω (q e i ⊗ 1)ξ n = 0, for any i 0 and
Consider the partial isometry v i ∈ B(ℓ 2 (N)) such that v * i v i = q e i and v i v * i = q e 0 . We claim that for all i 0 we have
where {P i } i is the family of polynomials defined in Section 2.3. Remark that for all k 2 we have
Therefore, the equation 6 implies that lim n→ω (P (S + S * ) ⊗ 1 − 1 ⊗ P (S + S * ))ξ n = 0, for all polynomials P.
In particular,
Note that P i (S + S * )(e 0 ) = e i , for all i 0.
Furthermore, P i has real coefficient. Therefore, the operator P i (S + S * ) is self-adjoint. We have q e 0 • P i (S + S * )e l , e r = P i (S + S * )e l , q e 0 e r = δ r,0 P i (S + S * )e l , e 0 = δ r,0 e l , P i (S + S * )e 0 = δ r,0 δ l,i , where i, l, r 0 and δ n,m is the Kronecker symbol. This shows that q e 0 • P i (S + S * ) = v i , for all i 0. We have
Therefore, we have lim
This proves the claim. We have
This means that
Hence, we have
Therefore, to prove 5 it is sufficient to show that lim n→ω (q e 0 ⊗ 1)ξ n = 0.
Let us fix ε > 0, we have to find an element of the ultrafilter E ∈ ω such that for any n ∈ E, (q e 0 ⊗ 1)ξ n < ε. By the triangle inequality, we have
for all i 0. We have (v i ⊗ 1)ξ n ξ n 1; thus,
By Lemma 2.3, there exists an integer I ∈ N such that inf t∈[−2;2]
We have
where Ψ is the unitary transformation defined in section 2.3. By 7, there exists an element of the ultrafilter E ∈ ω such that for any n ∈ E and i ∈ {0, · · · , I} we have (10) ((q e 0 ⊗ P i (S + S * )) − (v i ⊗ 1))ξ n < 1 4 .
By Pythagoras theorem and the inequalities 8, 9 and 10 we have This implies (q e 0 ⊗ 1)ξ n ε, for all n ∈ E.
We have proved that lim n→ω (q e 0 ⊗ 1)ξ n 2 = 0.
Therefore, lim n→ω Q J (x n ) = 0 which implies that x is orthogonal to Z ω J−1 . The equality 2 implies that xb ⊥ bx. Thus, the cup subalgebra A ⊂ M has the AOP. By Corollary 2.2, A ⊂ M is a singular MASA. Hence, by Theorem 1.3, the cup subalgebra is maximal amenable.
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