Abstract. We study the field isomorphism problem of cubic generic polynomial X 3 + sX + s over the field of rational numbers with the specialization of the parameter s to nonzero rational integers m via primitive solutions to the family of cubic Thue equations x 3 − 2mx 2 y − 9mxy 2 − m(2m + 27)y 3 = λ where λ 2 is a divisor of m 3 (4m + 27) 5 .
Introduction
Let K be an arbitrary field and K(s) the rational function field over K with indeterminate s. Let S n and C n denote the symmetric group of degree n and the cyclic group of order n respectively. We take the cubic polynomial f s (X) = X 3 + sX + s ∈ K(s) [X] .
The polynomial f s (X) is known as a generic polynomial for S 3 over K. Namely the Galois group Gal K(s) f s (X) of f s (X) over K(s) is isomorphic to S 3 and every Galois extension L/M over an arbitrary field M ⊃ K with Galois group S 3 can be obtained as L = Spl M f a (X), the splitting field of f a (X) over M, for some a ∈ M (cf. [7 
, Section 2.1]).
Because the generic polynomial f s (X) = X 3 +sX +s supplies us all Galois extensions with Galois group S 3 over the base field K by specializing the parameter s to elements a ∈ K, it is natural to ask the following problem:
Field isomorphism problem. For a, b ∈ K, determine whether Spl K f a (X) and Spl K f b (X) are isomorphic over K or not.
In the cyclic cubic case, Morton [10] gave an explicit answer to this problem for the generic polynomial X 3 + sX 2 − (s + 3)X + 1 for C 3 over a field K with char K = 2 (see also [1] and [3] ). In [2] , the authors investigated the field isomorphism problem of f s (X) over a field K with char K = 3 and gave the following theorem: 
Theorem 1 ([2, Corollary 8]).
Assume that char K = 3. For a, b ∈ K \ {0, −27/4} with a = b, the splitting fields of f a (X) and of f b (X) over K coincide if and only if there exists u ∈ K such that b = a(u 2 + 9u − 3a)
For the polynomial f a (X), we assume that a = 0, −27/4 since the discriminant of f a (X) is given by −a 2 (4a + 27). As a consequence of Theorem 1, we see that for an infinite field K and a fixed element a ∈ K, there exist infinitely many elements b ∈ K such that the field overlap Spl K f b (X) = Spl K f a (X) occurs.
For m ∈ Z, we define the cubic form
The aim of this paper is to study the field isomorphism problem of f s (X) over the field Q of rational numbers with the specialization s → m ∈ Z in more detail by Theorem 1 via certain integral solutions (x, y) ∈ Z 2 to the family of cubic Thue equations
The main result of this paper is as follows:
If there exists n ∈ Z\{0} with n = m such that the splitting fields of f n (X) and of f m (X) over Q coincide then there exists a primitive solution (x, y) ∈ Z 2 with y > 0 to
for such a λ ∈ Z as λ 2 is a divisor of m 3 (4m + 27) 5 . In particular, the primitive solution (x, y) ∈ Z 2 to ( * ) can be chosen to satisfy the relation
Conversely if there exists a primitive solution (x, y) ∈ Z 2 to ( * ) with a λ ∈ Z such that λ 2 is a divisor of m 3 (4m + 27) 5 , then for the rational number n ∈ Q determined by (1) the splitting fields of f n (X) and of f m (X) over Q coincide, except for the cases of n = 0 and of n = −27/4. For a fixed m ∈ Z \ {0}, furthermore, there exist only finitely many n ∈ Z such that the splitting field of f m (X) and of f n (X) over Q coincide.
We should consider only primitive solutions (x, y) ∈ Z 2 (i.e. gcd(x, y) = 1) because (x, y) and (cx, cy) for c ∈ Z \ {0} give the same n ∈ Z by (1). For (x, y) ∈ Z 2 with y = 0, we may assume that y > 0 because, if (x, y) is a solution to ( * ) for λ, then (−x, −y) becomes a solution to ( * ) for −λ. For (x, 0) ∈ Z 2 , we may assume that x > 0. For this reason, we exclude (−1, 0) ∈ Z 2 from primitive solutions. Then the trivial primitive solution (1, 0) ∈ Z 2 \ {(−1, 0)} to ( * ) for λ = 1 implies the trivial equality n = m by (1). The converse also holds if Gal Q f m (X) ∼ = S 3 . In general, we may obtain the following assertion which complements Theorem 2:
Theorem 3. For m, n ∈ Z \ {0}, we assume that the splitting fields of f m (X) and of f n (X) over Q coincide. Then we have:
then there exists only one primitive solution (x, y) ∈ Z 2 \ {(−1, 0)} with y ≥ 0 to ( * ) which satisfies the condition (1) with respect to m and n. In particular,
for some b ∈ Z and there are exactly three primitive solutions (x, y) ∈ Z 2 \ {(−1, 0)} with y ≥ 0 to ( * ) which satisfy the condition (1) with respect to m and n. In particular, for m = n such solutions are given by (1, 0) By Theorem 3, we get the following corollary:
Corollary 4. For m ∈ Z \ {0}, let N be the number of all primitive solutions (x, y) ∈ Z 2 \ {(−1, 0)} with y ≥ 0 to ( * ) for λ ∈ Z varying under the condition that λ 2 divides m 3 (4m + 27) 5 . Then we have
In Section 2, we prepare some lemmas and recall the result in [3] which gives a generalization of Theorem 1 (cf. also the survey paper [5, Theorem 5.1]). In Section 3, we prove Theorem 2 and Theorem 3. We note that for fixed m, n ∈ Z with Spl Q f m (X) = Spl Q f n (X), the corresponding primitive solutions to ( * ) can be obtained by (1) explicitly. In Sections 4 and 5, we give some numerical examples of Theorem 2 via integral solutions to the family F m (X, Y ) = λ of cubic Thue equations. This computation was achieved by using PARI/GP [11] and we checked it by Mathematica [13] . For instance, we will give the following numerical example (cf. Table 2 in Section 4): 
Preliminaries
We take the cubic generic polynomial
for S 3 over the base field K. The discriminant of f s (X) is −s 2 (4s + 27). Hence the quadratic subfield of Spl K(s) f s (X) is given by K(s)( √ −4s − 27) unless char K = 2. We treat the case where K = Q and take the specialization s → m ∈ Z \ {0}. Then we first see the following lemmas:
Proof. If f m (X) is reducible over Q for m ∈ Z then f m (X) has a linear factor. Hence there exist a, b, c ∈ Z such that f m (X) = X 3 + mX + m = (X − a)(X 2 + bX + c). By comparing the coefficients, we have
Hence we see a ∈ {−2, 0}. According to a = −2 and a = 0, we have (a, b, c, m) = (−2, −2, −4, −8) and (0, 0, 0, 0), respectively.
Proof.
In this case, m = −(a 2 +27)/4 ∈ Z and hence a = 2b + 1 for some b ∈ Z. Thus we get m = −b
For m, n ∈ Z, we define a sextic polynomial
The discriminant of R m,n (X) with respect to X is given by
It follows from Theorem 1 that for m, n ∈ Z \ {0} with m = n, there exists u ∈ Q such that R m,n (u) = 0 if and only if Spl Q f m (X) = Spl Q f n (X).
We define the decomposition type DT(R) of the polynomial R(X) of degree l by the partition of l induced by the degrees of the irreducible factors of R(X) over Q. For m, n ∈ Z \ {0}, we put
In [3] and [4] , the authors gave the following theorem for a field K with char K = 3 as a generalization of Theorem 1 (cf. also [2, Theorem 7] and [5, Theorem 5.1]). Here we state the theorem only for the case where K = Q and m, n ∈ Z.
Theorem 9. For m, n ∈ Z \ {0} with m = n, we assume that Table 1 shows. 
We did not exclude the case G m,n ∼ = C 2 × C 2 from Table 1 although it does not occur for m, n ∈ Z \ {0} as we see from Lemma 7. This is because the table shows all cases for m, n ∈ Q \ {0, −27/4} with m = n.
For u ∈ Q with R m,n (u) = 0, we write u = x/y as a quotient of relatively prime integers x, y ∈ Z with y > 0. Put z := 1/u = y/x unless u = 0. We take
Then R m,n (u) = 0 if and only if R Note that Theorem 9 is valid not only for R m,n (X) but also for R ′ m,n (X) (cf. for example, [3] , [4] , [5] and [6] ). For n = m, we see
This means that, in the case of n = m, the polynomial R m,m (X) becomes quintic, and the vanishing root corresponds to the point at infinity (i.e. 
Next we consider the cases of n = 0 and of n = −27/4. By (2), the sextic polynomials R m,0 (X) and R m,−27/4 (X) have multiple roots. Indeed we have R m,0 (X) = m(X 2 +9X −3m) Proof
. In this case, we see m = b(b + 9)/3 and a = −b − 9. Thus, b = 3c for some c ∈ Z, and hence m = 3c(c + 3). Conversely if m = 3c(c + 3), then we have R 3c(c+3),0 (X) = 3c(c + 3)(X − 3c) 3 (X + 3c + 9) 3 . (ii) If there exists u ∈ Q such that R m,−27/4 (u) = (4m + 27)(u 3 + 9mu + 27m) 2 /4 = 0, then there exist integers a, b, c ∈ Z such that u 3 +9mu+27m = (u−a)(u 2 +bu+c). By comparing the coefficients, we obtain b = a, c = 3a
9(a + 3) .
Thus a = 3d for some d ∈ Z, and As an application, by using the sextic polynomial R m,n (X) for u = x = 0, we get the following example of the overlap Spl Q f m (X) = Spl Q f n (X) of the splitting fields. Hence if n ∈ Z, then we have 243/(2m + 27) ∈ Z. Then we finally see m = −135, −54, −27, −18, −15, −14, −13, −12, −9, 0, 27, 108. We exclude the cases m = −135, −27, 0, 108 because we obtain (m, n) = (−135, −25/3), (−27, −27), (0, 0), (108, −16/3), respectively, in these cases.
Next we put
as in Theorem 2 and study the cubic polynomial
The discriminant of F m (X, 1) is −m 2 (4m + 27) 3 .
Lemma 13. For m ∈ Z \ {0}, the splitting fields of f m (X) = X 3 + mX + m and of F m (X, 1) = X 3 − 2mX 2 − 9mX − m(2m + 27) over Q coincide. In particular, the polynomial F m (X, 1) is reducible over Q only for m = −8, and F −8 (X, 1) = (X + 2)(X 2 + 14X + 44).
Proof. The assertion follows directly from the fact that f m (X) can be transformed to F m (Z, 1) by the following Tschirnhausen transformation:
The inverse transformation is also given as
It follows from Lemma 7 that for m ∈ Z \ {0}, the polynomial F m (X, 1) is reducible over Q if and only if m = −8.
Proof of Theorem 2 and of Theorem 3
We use Theorem 1 in the case where K = Q. Take
For m ∈ Z \ {0}, we assume that there exists n ∈ Z \ {0}, n = m, such that Spl Q f n (X) = Spl Q f m (X). By Theorem 1, there exists u ∈ Q such that
which is equivalent to the condition that R m,n (u) = m(u 2 + 9u − 3m) 3 − nF m (u, 1) 2 = 0. We write u = x/y as a quotient of relatively prime integers x, y ∈ Z with y > 0. Then we have
We put
Then λ 2 divides m(4m + 27)y(x 2 + 9xy + 27y
Proof of Theorem 2. In order to prove Theorem 2, we should show that λ 2 divides m 3 (4m + 27) 5 . Then it follows by Thue's theorem that for a fixed m ∈ Z, there exist only finitely many n ∈ Z such that Spl Q f m (X) = Spl Q f n (X) because λ runs over a finite number of integers.
We will use the standard method via resultant and the Sylvester matrix (cf. 
We take the resultant
of g(u) and h(u) with respect to u. Now we expand the polynomials g(u) and h(u) with respect to u as
Then the resultant r m is also given as the following determinant:
hence we have
By (5) and (6), we have
Hence we get
It follows from gcd(x, y) = 1 and λ = x 3 −2mx 2 y −9mxy 2 −m(2m+27)y 3 that gcd(λ, y) = 1. Hence we conclude that
Conversely if n ∈ Q is given by (1) in Theorem 2 then, by (4), the sextic polynomial R m,n (X) = m(X 2 + 9X − 3m) 3 − nF m (X, 1) 2 has a root u ∈ Q, and hence Spl Q f m (X) = Spl Q f n (X) except for the cases of n = 0 and of n = −27/4. We note that for m ∈ Z \ {0} if m = 3c(c + 3) for any c ∈ Z (resp. m = −8) then n = 0 (resp. n = −27/4) by Lemma 11.
Proof of Theorem 3. We give a proof of Theorem 3 by using Theorem 2, Theorem 9 and Lemmas 7, 8 and 10 in the previous section.
We first treat the case where m = n. From the assumption, there exists u ∈ Q such that R m,n (u) = m(u 2 + 9u − 3m) 3 − nF m (u, 1) 2 = 0. We write u = x/y with x, y ∈ Z, y > 0 and gcd(x, y) = 1. Then, by (4), R m,n (u) = 0 if and only if (x, y) ∈ Z 2 satisfies the condition (1). We note that the sextic polynomial R m,n (X) has no multiple roots by (2) . Hence it follows from Theorem 9 that the number of the set {u ∈ Q | R m,n (u) = 0} equals exactly µ where µ = 1, 3, 2 according to Gal Q f m (X) ∼ = S 3 , C 3 , C 2 , respectively (see the number of 1's in DT(R m,n ) as on Table 1 ).
We also see that by the assumption m = n, (1, 0) ∈ Z 2 dose not hold the condition (1). Thus the number of the primitive solutions (x, y) ∈ Z 2 \ {(−1, 0)} with y ≥ 0 to ( * ) which satisfies (1) is exactly µ and the assertion follows when m = n.
In the case where n = m, we recall that R m,m (X) becomes quintic and (1, 0) ∈ Z 2 corresponds the vanishing root. By Lemma 10, the number of the set {u ∈ Q | R m,n (u) = 0} equals exactly µ − 1 and (1, 0) ∈ Z 2 satisfies the condition (1) . Hence the number of the primitive solutions (x, y) ∈ Z 2 \ {(−1, 0)} with y ≥ 0 to ( * ) which satisfies (1) also equals µ. For m = n, the corresponding primitive solutions (x, y) ∈ Z 2 \ {(−1, 0)} satisfy
If Gal Q f m (X) ∼ = C 3 then by Lemma 8 there exists b ∈ Z such that m = −b 2 − b − 7, and hence we have
Thus, the corresponding three primitive solutions are (1, 0),
Hence the corresponding two primitive solutions are given by (1, 0) and (−4, 1).
Numerical example 1
We give some numerical examples of Theorem 2, Theorem 3 and Corollary 4. By using PARI/GP [11] , we computed for m ∈ Z \ {0} in the range −10 ≤ m ≤ 5, all primitive solutions (x, y) ∈ Z 2 \ {(−1, 0)} with y ≥ 0 to F m (x, y) = λ where λ 2 is a divisor of m 3 (4m + 27) 5 as on the following table (Table 2) . We checked Table 2 by Mathematica [13] . By the result on Table 2 , we get Corollary 5 which we stated in Section 1, because all integers n ∈ Z which satisfy Spl Q f n (X) = Spl Q f m (X) appear on Table 2 . By Theorem 1, we evaluated those integers m, n ∈ Z \ {0} in the range (i) − 6 ≤ m < n ≤ 2 × 10 5 , i.e. Spl Q f m (X) is totally imaginary,
(ii) − 2 × 10 5 ≤ n < m ≤ −7, i.e. Spl Q f m (X) is totally real for which R m,n (X) has a linear factor over Q, namely, Spl Q f m (X) = Spl Q f n (X). Note that we should check only for m, n ∈ Z \ {0} which satisfy that (4m + 27)(4n + 27) is square. We also computed the corresponding primitive solutions (x, y) ∈ Z 2 to F m (x, y) = λ and to F n (x, y) = λ ′ with respect to {m, n} and to {n, m} respectively. The result of the case (i) (resp. (ii)) is given on Table 3 (resp. on Table 4 ). 
