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Abstract 
 
 Natural user interface is a fairly new concept in the field of human-computer interaction.  
It is the idea of using every day natural human behaviors and actions to control a device.  An 
example of a natural user interface is touch control technology in smartphones, tablets, and new 
laptops.  The interaction is more direct when compared to artificial input devices like a keyboard 
and mouse.  Though natural user interface devices might not perform as well as standard input 
devices for certain applications, for other applications they are now the de facto standard.  A new 
user interface that is poised to be the next natural user interface in human-computer interaction is 
eye-control, or the ability to control an interface with just the user’s eyes using technology that 
has been around for a long time called eye trackers.  The problem for much of the existence of 
eye trackers is the cost.  Most modern commercial eye trackers cost anywhere between $10,000 
and $40,000, and that is too expensive for regular consumers to buy and use. 
 In this paper, we build a low cost system for eye-control using an open source program 
called ITU Gaze Tracker.  In the process, we developed an interface which allows a user to pilot 
a Parrot AR.Drone quadrocopter using just their gaze.  In this explorative study, we explore the 
performance of this eye-control system to keyboard control in the operation of an AR.Drone 
around an obstacle course.  We collected certain performance metrics like lap completion time, 
number of total collisions, number of crashes, number of missed objectives and user reported 
ease of use score.  The data, according the selected performance metrics, show that there is no 
statistical difference in performance between the two control modes when piloting an AR.Drone. 
 
Keywords:  Eye tracking, eye-control, Human-Computer Interaction (HCI), Natural User 
Interface (NUI), ITU Gaze Tracker, AR.Drone, quadrocopter, classification, Processing, 
ARDroneForP5   
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1.  INTRODUCTION 
 Computers have become an essential part of a modern human lifestyle, and it will 
continue to be so in the future.  Digital computing technologies will continue to proliferate, and 
the way humans interact with computers will indeed evolve.  The study, planning, and design of 
these interactions between people and computers is known as human-computer interaction 
(HCI).  Most HCIs use unnatural control interfaces, like a keyboard or a mouse, whose operation 
has to be learned and mastered through repetitive use.  In computing, a keyboard and a mouse is 
normally used in conjunction with a command-line interface (CLI) or graphical user interface 
(GUI), but recently, there has been an emerging paradigm shift from the current point and click 
GUI to a more natural user interface (NUI).  An example of this would be the proliferation of 
smartphones and tablets that use a multi-touch interface, a much more natural alternative to the 
standard keyboard and mouse combination. 
 A natural user interface uses intuitive actions related to everyday human behaviors.  So 
unsurprisingly, the question arises, “what is the next natural user interface?”  In this study, we 
explore a particular biological signal that is readily available, fast, and information-rich:  gaze 
direction or point of gaze.  Using someone’s eyes as a mode of control, or eye-control for short, 
is not something new.  It has been looked at in the past as a machine interface specifically for the 
paralyzed and disabled.  Unfortunately, for much of this time, eye tracking technology has been 
quite expensive.  It is only recently that startup companies started developing low-cost eye 
tracking systems that can be used by regular consumers.  Within the next year, computer users 
will see eye tracking technology become more apparent and available as a peripheral for their 
computers. 
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Motivation 
 When observing everyday human behavior, it is interesting to notice how people’s eyes 
behave during ordinary human-human communication.  When a person talks to someone, they 
normally address the person by looking at him or her, and when a person wants to know more 
about an object from someone else, they normally reference the object with their point of gaze.  
These little examples illustrate that the human eyes are not only meant to enable vision, but is 
also an important part of human-human communication.  As such, an eye-gaze interface seems to 
be a promising candidate for human-computer communication. 
The goal of this project is to incorporate low-cost devices and open-source software to 
use this information-rich biosignal in its own natural context.  More specifically, the objective is 
to use real-time eye tracking data to pilot a Parrot AR.Drone quadrocopter, and see how well this 
eye-control system performs in comparison to a standard keyboard control. 
 
2.  OVERVIEW AND REVIEW OF RELATED WORK 
Natural User Interface 
Definition 
 A natural user interface (NUI) is defined as a system for human-computer interaction that 
a user operates through intuitive actions related to natural, everyday human behavior [1]. 
History of Natural User Interface 
 Human-computer interfaces originally started out as just computer interfaces.  Meaning, 
the original computers were not all that interactive.  Early computer inputs were punch cards, 
magnetic tapes, and consoles.  In a CLI, users had to learn series of strict, codified inputs that 
had a limited amount of responses using an artificial means of input.  Eventually, these simple 
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computer interfaces transitioned towards a more interactive graphical user interface, in the 
1980s.  For more than 40 years, researchers have been trying to make computing interactive by 
simulating the real world and emulating direct controls [2].  They developed metaphorical 
control modes like a keyboard, a mouse, and a handheld controller, which emulated direct 
controls.  These metaphorical controls required training and had to be learned in order to be 
proficient in it.  In a GUI, the mouse enabled users to learn and explore the interface more easily 
in comparison to a simple CLI, but still required metaphors for interacting with on-screen 
content and objects. 
Starting in the 1970s and reaching into the 1990s, Steve Man developed a handful of new 
user-interface strategies using natural interaction with the real world as an alternative to the 
standard CLI and GUI.  He would refer to his work as “Natural User Interfaces”, “Direct User 
Interfaces”, and “Metaphor-Free Computing”.  Others during this time were also exploring the 
future of the user interface:  transitioning from the idea of learning the user interface to where the 
user interface learns from human behaviors.  The sensors and devices that allows for a NUI have 
been available for a long time, but the difference now is affordability, power, and efficiency.  
With computing power doubling every 18 months according to Moore’s Law, smartphones of 
today have more computer power than all of NASA’s computers back in 1969 [3].  The Sony 
PlayStation 3 of today, which costs approximately $300, has the power of a military 
supercomputer of 1997, which costs millions of dollars [3].   
Examples of Natural User Interface 
The human interface devices and software that detect and process human behavior fall 
under the following categories as shown in Table 1. 
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Table 1.  Human Interface Devices and Software (taken from [2]) 
Categories Examples 
Physical Multi-touch, Tactile, Haptics, Game 
Controllers, Physical Objects 
Visual Cameras, Depth Cameras, Stereo 
Cameras, Display panel Video sensors, 
Video Input Processors, Eye/Gaze 
Tracking Processors, Gesture recognition 
subsystems 
Auditory Microphones, Array microphones, 
Environmental microphones, Audio input 
processors, Ambient sound processors 
(always listening) 
Biometric Brain-Computer Interface(BCI), 
Implantable, Neuroprosthetics, Security 
sensors, Medical sensors 
Environmental GPS, RFID, Magnetometer, Temperature, 
Pressure, Gyros, Accelerometers, 
Molecular detection 
 
 A specific example of the devices mentioned above is touch screen interfaces that are 
found on smartphones, tablets, and even laptops.  These multi-touch interfaces lets users interact 
with controls and applications that can be more intuitive than cursor-based interfaces because 
they are more direct.  Normally, with a mouse, a user needs to move a cursor on the screen to 
select a file and double click on it to open it, but with a touch interface the user touches a 
graphical representation of the file to open it; hence, touch control is more direct [1]. 
 Another great example of a natural user interface is Microsoft’s Kinect, a motion sensing 
input device for the Xbox 360 video game console and Windows PC.  This device allows a user 
to interact through body motions, gestures, and spoken commands [1].  Many developers and 
research groups around the world are exploring possible applications of the Kinect beyond 
playing video games.  One such interesting application was using the Kinect as a natural 
interface for Google Earth navigation [4]. 
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 There are many other great examples of NUI, such as speech recognition software that 
allows users to interact with a system through spoken commands, and brain-machine interfaces 
that reads neural signals and use specialized software to translate those signals into a certain 
action.  These systems exist and are still being perfected.  Another system that has been looked 
into in the past is eye tracking for eye-based interactive control.  This type of control is poised to 
make a very big impact in personal computing and in human computer interaction, and is the 
main focus of this paper. 
Eye Tracking 
Definition 
 Eye tracking is defined as the process by which the direction of the user’s gaze is 
estimated, and the point upon which the gaze falls is identified [5, 6].  This complex process is 
carried out by a device called an eye tracker in conjunction with eye tracking software. 
History of Eye Tracking 
The first qualitative approaches to track eye movements date back to the 18
th
 century 
conducted by William Porterfield (1737) and William Charles Wells (1792) [6, 7].  In the 
following century, Louis Émile Javal (1879) and Lamare (1892) observed the eye movements of 
readers and introduced the French word, saccade, describing the abrupt movements of the eyes 
[6].  Till the end of the 19
th
 century, most of the eye tracking methods were obtrusive and 
invasive; however, at the turn of the 20
th
 century, Raymond Dodge and Thomas Sparks Cline 
(1901) made the first unobtrusive measurements of eye movements, using a photographic 
method and light reflections from the eye, but only recording eye movements in the horizontal 
direction [6, 8].  In 1905, during the advent of motion picture photography, Judd, McAllister and 
Steel used this emerging video technology to do a frame-by-frame analysis of the eyes’ motion.  
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In 1939, there was a shift from photographic measurements to electric potential measurements of 
eye movement.  Using a method called electrooculography (EOG), Jung simultaneously 
measured vertical and horizontal eye movements using electrodes close to the eyes [6].  EOG 
was the first method of eye tracking that allowed for real-time processing of gaze data using 
special analog electronics [6].  In 1948, Hartridge and Thompson invented the first head-
mounted eye tracker, which allowed for free head movement [9].  Marked improvements in eye-
tracking technology took place in the 1970s:  they were less intrusive, provided better accuracy 
than their predecessors, and they were capable of differentiating eye movements from head 
movements by using multiple reflections from the eye [6, 10].  It was around this time that 
researchers in psychology started studying perception and cognition, using eye trackers.  With 
the power of computing increasing rapidly in the 1980s, computers were powerful enough to do 
real-time video-based eye tracking [6].  This gave way to the possibility of using video-based eye 
trackers for HCI.  Ahead of his time, Richard A. Bolt (1981) envisioned the very first eye-based 
interactive application method for computers [11].  Starting from the 1990s to now, there has 
been a steady increase in the use of eye trackers mainly in market research, behavioral studies, 
and usability studies due to falling prices for tracking systems. 
Methods of Eye Tracking 
 There are four current eye tracking methods, and they are as follows [5]: 
1. Scleral search coil method 
2. Infrared occulography (IROG) 
3. Electro-occulography (EOG) 
4. Video occulography (VOG) 
 
 In this paper, the focus will be on a video-based eye tracking method or VOG.  The 
estimation of the direction of gaze is calculated using the pictures delivered by a video camera.  
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One possible approach would have been to detect the iris using the high contrast of the sclera 
(white part of the eye) and the dark iris [6].  This approach has great horizontal accuracy, but 
fails when it comes to vertical accuracy due to the upper and lower part of the iris being covered 
by the eye-lid.  For this reason, most video-based eye trackers work with the detection of the 
pupil instead (see Figure 1) [6]. 
 
Figure 1.  Structure of the human eye (taken from [12]) 
 There are currently two types of video-based eye trackers:  head-mounted and remote.  
Head-mounted eye trackers are wearable and allow free mobility of the user.  Normally, head-
mounted systems are used in conjunction with another head-mounted camera that records the 
field of view or the scene [6].  However, the most common mechanical setup is a stationary or 
remote eye tracker.  Remote eye trackers permit the user to use the system without wearing 
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anything on their head, which is preferred in human computer interaction.  Slight head 
movements are tolerated in remote eye tracking systems.  The system that was used in this study 
was remote. 
 When it comes to remote, non-intrusive, eye tracking, the most commonly used technique 
is Pupil Center Corneal Reflection (PCCR).  In PCCR, the basic concept is to use a light source 
to illuminate the eye, which causes highly visible reflections on the cornea called glints.  Since a 
normal cornea has a near perfect sphere shape, the glint stays in the same position independent of 
the gaze direction [6].  The image captured by the camera is used to identify glint and the pupil 
center [13].  There are two basic methods of illumination to detect the pupil: 
1. Dark pupil method 
2. Bright pupil method 
 
In bright pupil eye tracking, the illuminator is placed close to the optical axis of the 
camera, which causes the pupil to appear bright/white.  This is similar to the phenomenon that 
causes red eyes in photos.  Dark pupil eye tracking is where the illuminator is placed away from 
the optical axis causing the pupil to appear darker than the iris [6, 13].  There are different factors 
that can affect pupil detection during remote eye tracking.  For example, ethnicity is a factor that 
affects bright/dark pupil response.  For Hispanics and Caucasians the bright pupil detection 
method works very well, while dark pupil method provides better tracking among Asians [13, 
14].  Complexity of the camera and of the illuminator circuitry varies between the two methods 
of illumination.  Bright pupil tracking requires a camera with a trigger output and complex 
circuitry for the illumination, which increases the complexity of the system and might yield 
better results [15].  Dark pupil does not require any special cameras with trigger outputs, and the 
illuminator circuitry is less complex in comparison, which in effect decreases the cost of the 
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system build using dark pupil tracking [15].  The system in this paper uses the dark pupil 
tracking method. 
 
Figure 2.  Depiction of the mapping of the glint-pupil vector and the position of nine 
calibration points.  (taken from [6]) 
 
A pupil detection algorithm is required by all video-based eye tracking methods; this is 
done by image recognition, such as edge detection, which is used to estimate the elliptical 
contour of the pupil [6].  After the image processing software detects the center of the pupil and 
position of the glint, a vector from the glint to the pupil center is used to calculate gaze direction 
and eventually the position of gaze on a monitor.  In order to find the point of gaze on a monitor, 
a calibration procedure is used to estimate the parameters of the eye tracking system and the 
user.  Four points, like the corners of the screen, are enough to do a calibration, but most eye 
trackers use at least nine calibration points to achieve better results, because more points reduce 
the inaccuracy which lies in the measurement for a single point [6].  These parameters calculated 
during calibration are then used to map the glint-pupil vector to positions on the screen (see 
Figure 2) [6].  All other points on the screen are then interpolated from the mapping. 
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History of Eye-Based Interactive Applications – Related Work 
 Interaction by gaze became a possibility with the advancements in the design of eye 
tracking systems and the increase in processing speed of computers.  As mentioned before, MIT 
researcher Bolt was the one of the first to foresee the very first applications of eye based 
interaction with computers, in 1981.  In his paper titled “Gaze-orchestrated dynamic windows” 
[11], he described a media room with 15 to 20 big displays streaming dynamic content 
simultaneously, which he called “World of Windows”.  The idea was that this system will be 
able to detect where the user is looking at and zoom the content in the particular display of focus.  
In his paper, he described two methods for eye-based interaction.  His first method was to use 
dwell time, or how long the user looked at a particular display or window.  His second method 
was to use an additional modality like a speech command to activate the zoom, based on the 
content the user is looking at. 
A few years later in 1987, Ware and Mikaelian systematically researched on eye trackers 
as an input device [16].  They looked at three different input methods, which they called:  dwell 
time button, screen button, and hardware button.  For the dwell time button method, gaze of the 
user had to stay on an icon for a certain amount of time to trigger the action associated with the 
button.  The screen button method did not require the user to hold gaze position on a specific 
icon for a set amount time, instead they move their gaze from the icon of intended action to the 
screen button to trigger the action.  This is similar in concept to the modern idea of eye/gaze 
gestures.  The last method, unlike the other two gaze-only methods, requires the user to press a 
physical key to visually select the icon of interest. 
In 1990, Robert J.K. Jacob introduced one of the first eye-based interactive systems, by 
demonstrating an intelligent gaze-based informational display [17, 18].  In his system, a text 
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window would scroll to show information on visually selected items.  Jacob’s system was one of 
the first to use eye tracking technology interactively, and he is well-known for the identification 
of an important problem in eye-based interactive systems:  the Midas Touch problem [17].  This 
problem occurs if the eyes are used as a selection tool like the mouse, because eyes do not 
technically turn “off”.  Everywhere the user looks activates a command, and the user cannot look 
anywhere without issuing a command.  In order to bypass the Midas Touch problem, Jacob, in 
his paper, discussed a few possible solutions including the use of blinks, and finally promoting 
the use of dwell time as a selection mechanism. 
In the same year (1990), Starker and Bolt also presented an early eye-based interactive 
system [17, 19].  This system allowed the user to navigate a three-dimensional graphical world 
with their gaze.  The non-player characters (NPCs) in the graphical environment responded in 
interesting ways in response to the user’s gaze.  Visual fixations, or maintaining gaze on a single 
location, by a user, activated NPC behaviors. When fixated on, NPCs would blush and/or 
provide a verbal narrative. 
In 1999, Zhai, Morimoto, and Ihde explored another methodology to gaze-based 
interaction [17, 20].  They figured out a way to use gaze as a sort of predictive pointing aid rather 
than a direct effector of selection, which helps to lessen the effects of the Midas Touch problem.  
This is a particularly interesting strategy to the original “eye-pointing” method.  In their paper, 
they present an acceleration technique where a cursor is warped to the vicinity of a fixated target.  
The acceleration would either occur immediately by eye movement, or delayed until the mouse 
moves first.  Users of this system subjectively reported that it felt faster than just using a mouse 
alone. 
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In 2000, Tanriverdi and Jacob presented a new gaze-based interactive system as a faster 
interaction method compared to conventional 3D pointing like hand pointing, especially in 
environments where objects were placed far away from the user’s location [21].  Objects that 
were near did not give any performance benefits.  Even though the researchers saw an increase in 
pointing speed with gaze selection, they noticed that subjects were having a tough time recalling 
locations they interacted with when using gaze-based selection in comparison to the standard 
hand selection method. 
The original gaze-based pointing application for eye trackers was eye typing [6, 17].  
Since the time of Jacob’s first publication on eye-tracking applications, eye tracking established 
a standard interface in the field of accessibility, especially for the paralyzed [6].  Most eye typing 
systems are implemented using a virtual keyboard that is displayed to the user on a monitor or a 
projector.  Using dwell time as the selection mechanism, the system selected which letter the 
user is looking at and decided whether or not to type this letter.  Starting from 2002, Majaranta 
and Räihä have looked into two decades worth of eye typing technology and design issues [22].  
The following year (2003), their research group looked into auditory and visual feedback for eye 
typing [23], and in 2004, they looked into the effects of short dwell times [24]. 
 Gestures are a well-known concept for HCI and are a familiar concept in the context of 
other input devices, like a mouse.  Being relatively new, only a small body of research has 
looked into eye gestures as a possible method of using eye tracking technology for HCI.  In 
2000, Isokoski did the first research on gaze gestures using off-screen targets for text input [25].  
His system required the user to visit the off-screen targets with their gaze in a certain order to 
enter characters.  His form of gaze gestures was not scalable and could not be performed in any 
location like other gesture methods, because the off-screen targets forced the gesture to be 
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performed in a fixed location and fixed movement size.  In 2007, Wobbrock and group, 
published ideas on how to use EdgeWrite gestures for gaze entry of letters [26].  The group 
reported in their study that EdgeWrite users were able to write 7.99 words per minute.  Even 
though their system resulted in an increase in accuracy, they found that the system was 
somewhat slower than the traditional dwell-time eye typing method, so there clearly seems to be 
a speed-accuracy trade-off between the two approaches.  They also mentioned that using their 
system caused less fatigue than the on-screen keyboard typing.  Later in 2010, Istance and group 
defined gaze gesture as “a definable pattern of eye movements performed within a limited time 
period, which may or may not be constrained to a particular range or area, which can be 
identified in real-time, and used to signify a particular command or intent” [27]. 
 
3.  EXPERIMENTAL METHODS AND MATERIALS 
 Currently, in our lab, we use a commercial EyeLink eye tracking system (see Figure 3) 
that costs approximately $40,000.  My advisor, Dr. Lucas C. Parra, wanted to move away from 
this expensive system to a more low-cost, open source method.  In our discussions, we came 
across a research team from IT University of Copenhagen, Denmark called ITU GazeGroup.  
Their primary focus was on eye tracking, gaze interaction, and the use of gaze for usability 
studies.  As a member of the Communication by Gaze Interaction Association (COGAIN), their 
group’s aim was to help disabled people communicate by developing novel means of computer 
interaction, and in their pursuit, they developed a highly sophisticated, open-source software for 
gaze tracking.  They called their software ITU Gaze Tracker. 
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Figure 3.  Commercial EyeLink Eye Tracking System 
 
ITU Gaze Tracker 
 The ITU Gaze Tracker software is developed in C#, and employs the Open Source 
Computer Vision Library or OpenCV for image processing [28].  ITU Gaze Tracker supports 
tracking the pupil center and one or two glints.  The software was developed to work with low-
cost webcams in conjunction with an infrared light source; there is also support for more 
expensive video cameras.  The software supports 3 modes of tracking:  head-mounted tracking, 
monocular remote tracking, and binocular remote tracking.  All these modes use the dark pupil 
detection method, because it lessens the overall cost of the hardware setup [15].  By thresholding 
the image from the camera and extracting points in the contour between the pupil and the iris, the 
pupil center can be calculated [28].  The extracted points are fitted to an ellipse using a 
RANSAC procedure that eliminates potential outliers [28].  After estimating the pupil center, a 
cross-hair is drawn on the image of the user’s eye as shown in Figure 4.  During remote tracking, 
the glints are also tracked and a cross hair is drawn to show their estimated position as well. 
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Figure 4.  ITU Gaze Tracker display window showing the pupil being tracked for a head-
mounted setup. 
 
Project Milestones 
Head-mounted Eye Tracker 
 This project initially started out as a push towards finding a cheaper yet reliable way to 
do eye tracking.  After finding out about the ITU Gaze Tracker software, I spent few weeks 
figuring out the software package, and set out to build a simple eye tracking camera.  Following 
a general build from the GazeGroup forum [29], I was able to build a simple head-mounted eye 
tracker, which cost under $40 to make (see Figure 5 and Table 2).  This setup provided great 
accuracy, but required the user to keep their head completely still. 
Figure 5.  Custom head-mounted eye tracker. 
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Table 2.  Head-mounted eye tracker build 
Items Cost 
Microsoft Lifecam VX1000 $15.75 
Emitter IR 5MM Hi EFF 940nm $4.28 
Pyramex SB1810S Venture (Safety Glasses) $5.53 
Aluminum Craft Wire 12 Guage 39 Feet $8.29 
Resistor 10 Ohm ¼ (5pk) $1.19 
Total: $35.04 
 
The ITU Gaze Tracker outputs raw gaze data to port 6666 on the local computer using 
the UDP network protocol.  The raw data includes the X and Y gaze position on the screen and 
the pupil size of the user, which allows for the creation of real-time applications.  Using a simple 
open source programming language called Processing, I was able to re-implement a gaze based 
application called EyeMap, which was original developed by Mohammod Arafat, Krishan 
Mistry, and Lucas C. Parra in MATLAB using Psychtoolbox and plugin for the EyeLink eye 
tracker [30].  This simple application for gaze based interaction works by allowing the user to 
scroll around a 2D map using just their gaze.  The basic idea of the program is that the object 
being locked at by the user is moved gradually to the center of the screen. 
Remote Eye-Tracker 
After attaining great results with the head-mounted eye tracker setup, the project shifted 
to a remote setup (see Figure 6) which provided a couple of benefits.  The first benefit being that 
the user would not have to constrain their head movements as rigorously and the sytem tolerated 
some head movements.  The second benefit was that the user would not have to wear anything 
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A. B. 
on their head, which makes it more pleasing to the user.  Also, the ITU Gaze Tracker has an 
optimized software routine for a particular camera for the remote setup, but it did, however, 
increase the cost of the overall setup (see Table 3).  
 
 
 
 
 
 
 
 
 
Figure 6.  Custom remote eye tracker using a Thorlabs Camera.  (A)  Hardware setup (B)  Image 
from Gaze Tracker software.  Notice the white cross indicating the location of the glint. 
 
Table 3.  Remote eye tracker build 
Items Cost 
Thorlabs USB 2.0 CMOS Monochrome Camera (DCC1545M) $345.00 
Arecont Vision Varifocal Megapixel Lens 8-16mm (MPL8-16) $109.46 
Opteka HD
2
 37mm R72 720nm Infrared IR Filter (OPTIR37) $14.95 
Giottos Mini Ball Head with Single Knob (MH1004) $12.99 
Clover Electronics Night Vision IR Light (IR010) $34.89 
Total: $517.29 
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AR.Drone Eye-Control 
Using this new system, I decided to re-implement another program that our group in the 
City College of New York has developed, and that is the EyeDrone program for gaze controlled 
navigation of an AR.Drone quadrocopter with a front facing camera [31].  The original 
EyeDrone application was developed in C, but I found a simpler AR.Drone Library in Processing 
developed by Shigeo Yoshida called ARDroneForP5 [32].  This library did not require any extra 
configurations for the system and only required that the system had Processing installed.  I used 
Processing to read in the raw gaze data and based on where the user was looking on the screen, 
move the AR.Drone or drone accordingly.  The screen on the monitor that user is looking at is 
displaying the image from the front facing camera of the drone.  The original eye-control policy 
was that when the user looks left or right a certain distance away from the center of the screen 
the drone would rotate (yaw) left or right, respectively.  When the user looks down, the drone 
would move forward, and when the user looks up, the drone would move backward.  In this 
setup, the user would have no control over the elevation of the drone with their gaze.  The idea 
behind this control policy is that when the user looks left or right, the user wants to see more of 
the scene in that particular direction.  For example, when user looks left he or she wants to see 
more of the environment to the left of the drone, so rotating the drone left would reveal that 
environment to the drone’s front facing camera.  The motive behind the up and down gaze 
position policy is based on how the drone tilts when it operationally moves forward or backward.  
Physically, when the drone moves forward it pitches its nose down, which means the camera is 
tilting down, and vice-versa when it moves backward.  In simple terms, the gaze position of the 
user controls where the camera on the drone points. 
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 After some preliminary tests of the AR.Drone eye-control system, it has been shown that 
the forward and backward movement of the drone, by looking down and up, respectively, was 
not as intuitive or natural as turning left and right.  I ran a simple test to see what users do with 
their eyes when they control a drone around a track with a standard keyboard.  In this test, the 
user moved the drone with the arrow keys, where the up arrow moved the drone forward; the 
down arrow moved the drone backwards; the left arrow turned the drone left; and the right arrow 
turned the drone right.  Figure 7 shows a simple scatter plot of the data showing distributions of 
the users gaze position at different key presses.  Notice how the distribution between left key 
press (turn left) and right key press (turn right) have clearly separated distributions, but the up 
key press (forward) and the down key press (backward) do not provide the same separation (see 
Figure 7B). 
Figure 7.  Scatter plot and plot of the mean and standard deviation of each distribution relative to 
key press from a user using keyboard control.  Units in both graphs are in pixels where (0,0) is 
the center of the screen, and the screen resolution is 1600×1200.  “Do Nothing” is when the user 
did not press a button.  (A) Shows the distribution of the gaze position color coded for each key 
press.  (B)  The crosses in this plot represent the mean and one standard deviation for each gaze 
distribution. 
 
A. B. 
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 At this point, a decision was made to change how the drone would behave for the up and 
down gaze directions.  Instead of backward and forward, the up and down gaze directions 
controlled the elevation of the drone, so when the user looked up past a certain threshold the 
drone would ascend and then descend when the user looks down.  In this policy, the drone 
always moves forward when the user is not looking in one of the four cardinal directions (i.e. 
user’s gaze is within the threshold box).  This new setup resulted in a more intuitive gaze control 
system for the user.  Another test was run to look into how the user’s eyes behave in this new 
setup when controlling the drone with a standard keyboard where the drone ascends and 
descends instead of moving backwards and forwards.  Figure 8 shows the distribution of gaze 
position for each of the different key presses for the new setup.  Note how the distribution of the 
gaze position for up (ascend) and down (descend) key presses seem to better separated than 
when up key press was forward and down key press was backward; however, the separation is 
still not as well defined as turn left and turn right.  This observation was not always seen across 
participants, but the ascend/descend control was more natural than forward/backward control. 
Figure 8.  Scatter plot and plot of the mean and standard deviation of each distribution relative to 
key press from a user using keyboard control.  “Do Nothing” is when the user did not press a 
A. B. 
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Figure 9.  Pictures detailing AR.Drone 
modification to tilt front facing camera down.  (A) 
Unmodified AR.Drone.  (B) Removal of EPS foam 
from the bottom back of the camera.  (C) Removed 
approximately 2.79 mm of EPS foam from the 
bottom of the drone.  (D)  Picture before tilting the 
camera.  (E)  Picture after tilting the camera. 
A. B. C. 
D. E. 
button and drone moves forward automatically.  (A) Shows the distribution of the gaze position 
color coded for each key press.  (B)  The crosses in this plot represent the mean and one standard 
deviation for each gaze distribution. 
 
 Another observation that was made with the preliminary data was that the average gaze 
position on the screen when not pressing anything was always below the center of the screen 
across most participants.  This observation was attributed to the fact that the camera on the 
AR.Drone was pointed directly forward and was not fixed at a certain angle down.  When the 
drone takes off the horizon of the environment is not aligned to the center of the camera image.  
In an attempt to fix this problem and help shift the average gaze position towards the center of 
the screen a modification was made to the drone’s front facing camera to tilt it slightly 
downward at approximately 4~5 degrees (see Figure 9).  The idea behind this modification is to 
make the user look at more of the screen by tilting the camera, which raises the horizon in the 
image. 
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The modification raised the horizon in the image on the screen and provided more view 
of the ground.  The hope for this modification was to raise the average gaze position of the user 
to the middle of the screen.  Figure 10 shows how the modification made to the AR.Drone’s 
camera affected the distribution of the gaze data during keyboard control flight.  Also note that 
this observation was not always seen across participants, but it did help the user, because they 
wanted to see more of the environment below the horizon. 
Figure 10.  Scatter plot and plot of the mean and standard deviation of each distribution relative 
to key press from a user using keyboard control after camera modification.  (A) Shows the 
distribution of the gaze position color coded for each key press.  (B)  The crosses in this plot 
represent the mean and one standard deviation for each gaze distribution. 
 
Threshold Box 
 A couple more tests were done to see if the threshold box should be adaptive to the user 
or if it should be a static box.  After some runs, it was understood that users were capable of 
adapting to any simple thresholding rule as long as it was made known to them beforehand, so 
for the rest of the study we transitioned from figuring out a classification rule for the gaze data 
we collected to just using a simple threshold box.  This threshold box was centered on the screen 
A. B. 
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with set width and height relative to the screen, and when a user looked past the sides of this 
threshold box in a certain direction, a movement command was issued to the drone accordingly 
(see Figure 11).  For the Dell UltraSharp 2001FP 20.1” LCD screen with a screen resolution of 
1600×1200, the width and height of the threshold box was a third of the screen resolution. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 11.  Representation of the final thresholding policy for the AR.Drone eye-control system.  
When a user looks at a particular region on the screen, the corresponding action occurs.  Regions 
are not drawn to scale.   
 
Participants & Experimental Procedures 
 Ten volunteers (7 males and 3 females; 20-30 years old) were recruited for this 
exploratory study to compare the performance of the AR.Drone eye-control system to standard 
keyboard control.  Users were brought to the flight room, where they were asked to sit in front of 
a cart that held the eye tracker, AMD Phenom II X4 HP Pavilion Elite HPE desktop computer 
Ascend 
(Up) 
Descend 
(Down) 
Turn Left Turn Right 
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Figure 12.  Pictures showing the experimental 
setup.  The users will place the keyboard on their 
lap to avoid shaking the eye tracking during use.  
Refer to Appendix A for more detailed instructions 
on how to setup this system. 
running Windows 7 64-bit, and a Dell UltraSharp 2001FP 20.1” LCD screen (see Figure 12).  
They were positioned 2.5 to 3 feet away from the monitor depending on what provided the best 
tracking of the eye.  Using only the image from the screen displaying the front facing camera of 
the AR.Drone, the users were asked to pilot the drone a set number of laps around an obstacle 
course as quickly as possible alternating between keyboard control and eye-control. 
 
 
 
 
 
 
 
 
 
 
 
 The experiment was divided into four tasks, where the user had to complete three laps 
around the course, while clearing an obstacle rope by either maneuvering the drone above or 
below it, according to the instructions given to the user at the onset of experiment.  A transparent 
orange marker was overlaid on the image from the drone.  This marker indicated where the 
software estimated the user was looking at.  If during a task, the orange marker disappeared that 
means the system lost tracking of the user’s eye, and that particular task had to be restarted.  The 
difference between each task is the control mechanism for the drone’s movement.  Task 1 and 3 
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required the user to operate the drone using a standard keyboard, while task 2 and 4 required the 
user to operate the drone with just their gaze (eye-control).  For the eye-control tasks (task 2 and 
4), the user was provided with an onscreen threshold guide.  For all tasks, it was essential that the 
user used the screen as the only viewpoint of where the drone was in the course (see Figure 13).  
Before each task, the eye tracker was recalibrated to the user to prevent drifts in eye tracking data 
that might occur over time.  For each task after the drone has taken off and stabilized, the drone 
will start to move forward automatically at a constant velocity.  The user at this point can issue a 
command to the drone to turn left, turn right, move up, or move down using one of the control 
modes (keyboard or eye-control) depending on the task.  During a lap, number of collisions, 
number of crashes, and number of missed objectives (i.e., not clearing the rope obstacle correctly 
or going around obstacles in the wrong direction) were recorded.  After each lap, the lap time 
was recorded using a stopwatch, and at the end of the third lap the user was instructed to land the 
drone.  After each task, the user was asked to rate the ease of use of that task with a 0 to 10 
Likert scale where 1 is very difficult and 10 is very easy.  Gaze position was logged for all tasks. 
 
 
 
 
 
 
 
Figure 13.  Participant using the eye-control system during an experiment.  His left hand is held 
ready over the takeoff (Shift) and land (Ctrl) key on the keyboard.  Takeoff and land is not issued 
through gaze. 
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4.  RESULTS 
 After collecting the data from all the participants, the data were all entered into an Excel 
spreadsheet organized by lap times, collisions, crashes, missed objectives, and ease of use rating 
scale. 
Lap Time Analysis 
 The following table shows the lap times in seconds from all the ten participants (see 
Table 4) organized by control mode, task, and lap number.  The table is grouped by control mode 
where there are n = 60 data points for keyboard control and n = 60 data points for eye-control.   
Table 4.  Recorded lap times in seconds. 
 
Keyboard Lap Times (seconds) Eye-Control Lap Times (seconds) 
 
Task 1 Task 3 Task 2 Task 4 
User # Lap 1 Lap 2 Lap 3 Lap 1 Lap 2 Lap 3 Lap 1 Lap 2 Lap 3 Lap 1 Lap 2 Lap 3 
1 80.92 75.32 90.62 80.27 73.43 65.88 75.96 60.50 68.44 74.99 73.00 78.62 
2 95.11 90.50 89.00 82.27 72.82 71.09 77.02 76.87 100.31 81.36 85.78 92.88 
3 93.68 54.40 68.44 84.02 66.40 72.88 76.02 78.00 80.00 86.55 84.10 80.25 
4 75.70 71.32 74.56 93.68 66.84 67.66 80.40 82.87 81.06 81.08 72.22 98.06 
5 77.92 58.94 63.09 75.93 52.18 73.19 75.11 81.41 70.00 83.52 87.53 62.16 
6 78.02 69.09 78.47 86.74 67.56 72.19 86.21 79.44 81.47 87.30 81.12 86.97 
7 96.74 65.56 74.13 83.02 77.63 82.94 79.93 71.40 95.78 65.43 65.59 76.66 
8 87.33 82.12 90.91 80.30 81.72 97.25 72.12 77.12 90.00 71.62 67.37 69.03 
9 94.99 98.56 100.69 68.05 70.78 74.78 67.92 112.19 74.37 74.55 68.41 72.00 
10 103.80 87.41 91.46 83.30 76.28 72.37 76.86 63.00 99.00 71.83 69.00 81.00 
 
 The lap time distributions were graphed on a histogram (see Figure 14), and a boxplot 
was created (see Figure 15).  The average lap time across all participants for the standard 
keyboard control was 78.87 ± 11.49 seconds (MEAN±SD), while the average lap time across all 
participants for eye-control was 78.68 ± 9.94 seconds.  As you can see from the histogram of the 
two distributions, they are aligned quite well with each other.  In the following analysis, the 
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standard keyboard control lap times will be considered the control group, while eye-control lap 
times will be set as the experimental group. 
 
 
 
 
 
 
 
 
 
Figure 14.  Histogram of the lap times between keyboard and eye-control.  A Gaussian 
distribution curve was plotted on top of each of the histograms. 
 
 
 
 
 
 
 
 
 
 
Figure 15.  Box plot of the lap times between keyboard and eye-control 
 
Lap Time Distribution 
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Paired t-test:  Lap Times 
 We ran a paired t-test to determine if there is a significant difference in lap times between 
the two groups.  Lap times in this study are used as a performance metric where a shorter lap 
time is indicative of better performance.  In MATLAB, the paired t-test resulted in a p-value of 
0.9219.  This means the null hypothesis of no difference cannot be reject at the 5% significance 
level.  In other words, this test shows that there is no significant difference between the two 
groups based on lap time times alone. 
Collisions Analysis 
 The following table shows the total number of collisions for all ten participants between 
each control mode (see Table 5).  A collision is defined as the action of the AR.Drone colliding 
with an obstacle in the course, but continues to operate normally and does not stall.  Figure 16 
illustrates the data from Table 5 in a graphical format.  The average total collisions across all 
participants for the standard keyboard control were 2.10 ± 1.85 collisions, while the average total 
collisions across all participants for eye-control were 2.70 ± 2.06 collisions. 
 
Table 5.  Total number of collisions per user for each control mode. 
 
Total Keyboard Collisions Total Eye-Control Collisions 
User # Task 1 & 3 Task 2 & 4 
1 0 0 
2 2 2 
3 1 1 
4 0 3 
5 1 3 
6 2 2 
7 4 3 
8 2 1 
9 6 7 
10 3 5 
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Figure 16.  Plot of total collisions of all participants between keyboard and eye-control. 
 
Paired t-test:  Total Collisions 
 We ran a paired t-test to determine if there is a significant difference in total collisions 
between the two groups.  Total collisions in this study are used as a performance metric where 
less overall collisions are an indication of better performance.  In MATLAB, the paired t-test 
resulted in a p-value of 0.1934.  This means the null hypothesis of no difference cannot be reject 
at the 5% significance level.  In other words, this test shows that there is no significant difference 
between the two groups based on total collisions. 
Missed Objectives and Crashes 
 Unlike the other two metrics mentioned before (i.e., lap times and collisions), missed 
objectives and crashes among users were not frequent and did not occur in multiple tasks, which 
is a positive indication of the systems handling.  In fact, only two users missed objectives during 
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the experiment, and it only occurred during the keyboard control task (see Table 6).  In terms of 
crashes, only 3 users crashed during the experiment, and they all occurred during an eye-control 
task (see Table 7).  These two metrics were not used for the analysis, since their individual 
frequency is too low, and would not provide any meaningful results. 
Table 6.  Total number of missed objectives per user for each control mode. 
 
Total Keyboard Missed 
Objectives 
Total Eye-Control Missed 
Objectives 
User # Task 1 & 3 Task 2 & 4 
1 0 0 
2 0 0 
3 0 0 
4 0 0 
5 0 0 
6 0 0 
7 3 0 
8 0 0 
9 1 0 
10 0 0 
 
 
Table 7.  Total number of crashes per user for each control mode. 
 
Total Keyboard Collisions Total Eye-Control Collisions 
User # Task 1 & 3 Task 2 & 4 
1 0 0 
2 0 0 
3 0 1 
4 0 0 
5 0 0 
6 0 0 
7 0 0 
8 0 0 
9 0 1 
10 0 1 
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Ease of Use Analysis 
 Ease of use is based on a 1 to 10 Likert scale where the value 1 is very difficult and the 
value 10 is very easy.  Immediately at the end of each task, the user was asked to rate/score the 
current control mode based on its ease of use.  The following table shows the average ease of use 
score across each control mode for each subject (see Table 8).  The average ease of use score 
across all subjects for keyboard control is 7.10 ± 1.81, and the average ease of use score across 
all subjects for eye-control is 6.45 ± 1.91. 
Table 8.  Average ease of use response from each user for each control mode. 
 
Keyboard 
Average Ease of Use 
Eye-Control 
Average Ease of Use 
User # Task 1 & 3 Task 2 & 4 
1 9 7.5 
2 8 5 
3 5 8 
4 8.5 6.5 
5 5.5 3.5 
6 8 6.5 
7 9 10 
8 4 5.5 
9 8 7.5 
10 6 4.5 
 
Paired t-test:  Average Ease of Use Score 
 We use a paired t-test to determine if there is any difference in the average ease of use 
score between the two control modes.  Figure 17 below illustrates the data from Table 8.  In 
MATLAB, the paired t-test resulted in a p-value of 0.3042.  This means the null hypothesis of no 
difference cannot be reject at the 5% significance level.  In other words, this test shows that there 
is no significant difference between the two groups based on average ease of use score. 
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Figure 17.  Plot of average ease of use score of all participants between keyboard and eye-
control. 
 
Gaze Data 
 Gaze data from each user was logged and saved for all tasks.  Depending on the level of 
zoom during eye tracking, the sampling rate of the ITU Gaze Tracker was between 40 to 70 Hz.  
The gaze position data was not used in the performance assessment of the eye-control system 
versus standard keyboard control.  Please refer to Appendix B to see plots of user’s gaze position 
between both control modes. 
Beta Error (β) 
 The goal of a statistical test is to determine if the null hypothesis can be rejected.  A 
statistical test can either reject (prove false) or fail to reject (fail to prove false) a null hypothesis, 
but it cannot prove it true.  This means failing to reject a null hypothesis does not technically 
prove that it is in fact true.  In our case, all our t-tests on lap time, total collisions, and average 
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ease of use came out to show that we failed to reject the null hypothesis for all of them.  We do 
not want to make the mistake of making a Type II error, which is normally denoted by the Greek 
letter β.  A type II error occurs when the null hypothesis is false, but we erroneously fail to reject 
it (false negative).  Statistician denote the chance of erroneously accepting the hypothesis of no 
difference by β, which happens to be          .  A type I error, denoted by the Greek letter α 
(significance level), is something we set before we start the analysis.  It is the when null 
hypothesis is true, but we went ahead and rejected it (false positive) (see Table 9). 
Table 9.  Type I and Type II errors 
 Null hypothesis (H0) is true Null hypothesis (H0) is false 
Reject null hypothesis 
Type I error 
False positive 
Correct outcome 
True positive 
Fail to reject null hypothesis 
Correct outcome 
True negative 
Type II error 
False negative 
 
 G*Power 3.1.7 statistical software was used to determine the post hoc power and 
required sample size.  G*Power was created by faculty from the Institute for Experimental 
Psychology in Dusseldorf, Germany [33].  The following table displays the calculated post hoc 
statistical power and Beta error of each test done and the required sample size to achieve a power 
of 85% and a Beta error of 25% (see Table 9).  Our Beta errors and required sample sizes are 
quite high according to this calculation. 
Table 10.  Post hoc power, Beta error, and required sample size. 
 
Keyboard 
(Mean±SD) 
Eye-Control 
(Mean±SD) 
Sample Size 
(Data points) 
Power Beta 
Required 
Sample Size 
Lap Time (s) 78.87 ± 11.49 78.68 ± 9.94 60 5% 95% ~114950 
Collisions 2.10 ± 1.85 2.70 ± 2.06 10 10% 90% ~385 
Ease of Use 7.10 ± 1.81 6.45 ± 1.91 10 11 89% ~297 
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 Post-hoc power analysis has been criticized in the past as a means of interpreting negative 
study results [34].  Realistically, because post-hoc analyses are usually only calculated on 
negative trials (when the p-value ≥ 0.05), such an analysis will produce a low post-hoc power 
result, which can be misinterpreted as the trial having inadequate power.  Especially, in my case 
the very low power can definitely be attributed to the fact that the means of the two groups are so 
close together even though the lap times were recorded using a simple handheld stopwatch.  The 
difference between the two lap time means is 0.19 seconds.  The actual precision would not be 
that fine. 
 According to some, an alternative to the post-hoc power analysis is the calculation of the 
width and magnitude of the 95% confidence interval, which maybe a more appropriate method 
of determining statistical power.  Assuming the lap time data from both groups are normally 
distributed, the confidence interval of keyboard control is 75.90 to 81.83 seconds, while eye-
control is 76.11 to 81.25 seconds.  Notice how the 95% confidence interval of eye-control is 
completely incased in the confidence interval of the keyboard control. 
 
5.  DISCUSSION 
 This study did not show that eye-controlled operation of the AR.Drone performs better 
than standard keyboard control of the drone, but it also did not show that eye-control performs 
worse than keyboard control.  In this study, performance was defined in terms of lap completion 
time, number of total collisions, and ease of use responses from the user.  Eye-based interaction 
is a fairly new concept for mass market consumer electronics, and so, not many people have 
experienced the notion of controlling a device with their eyes.  In terms of familiarity, there 
should have been a bias towards keyboard control, because keyboards are the de facto standard 
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for human-computer interaction.  So in terms of ease of use, we would have expected a bias in 
favor of keyboard control, which we did see (70% of the participants scored keyboard control 
slightly easier than eye-control), but not enough to cause a statistical difference between the 
score values of each control mode.  In fact, the bias towards keyboard control did not seem to 
affect the ease of use scores as drastically as we would have thought, which is promising.  
Unfortunately, according to the post hoc power analysis, the power of the test was too low and 
would require a very high sample size to detect a change.  Low power means there is high Beta 
error or high chance that we could be making a Type II error of saying there is no difference 
between the groups, when in fact there is.   
Another thing to mention here is that there is not much of a learning curve for eye-
control.  The users for this experiment were not given a test run with eye-control, and their first 
time using the eye-control system is in task 2.  It is interesting to note that no user had difficulty 
understanding and using the eye-control system.  Keyboards which is an artificial input device 
takes time and practice to master, but an eye-control system is more direct and does not require 
as much time or practice to be proficient in it.  At least that is the goal of an eye-control 
interface. 
 Users were asked to comment about their experience after using the eye-control system.  
One of the top comments was that they wished there was a better wide angle view from the 
drone, so that they can see scene better.  Another comment that appeared frequently is in regards 
to the Midas Touch problem.  Users normally expect to be able to look at an item without having 
the look “mean” something.  When there is no obstacle in front of the drone during flight, the 
user had no problem flying the drone around with their eyes.  In fact, some users reported that 
the eye-control system felt more responsive that keyboard control.  This could be attributed to 
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the fact that our eyes make the fastest movements that our body can make [5, 6].  When there is, 
however, an obstacle in the point of view of the drone that the user wants to avoid, they tend to 
track that object with their gaze.  This in effect causes the drone to turn towards that object 
instead of away.  Users had to consciously make the effort to move their eyes away from 
obstacles in order to maneuver the drone around them.  This brings up an interesting question for 
this form of control:  is there a way to differentiate between gaze data that shows a user is 
fixating on an obstacle and when a user is not, and then change the control method on the fly 
based on this?  Or more importantly is there a way to turn off eye-control automatically based on 
eye movement behaviors of a user, so that they can observe the environment on the screen 
without the risk of moving in the wrong direction? 
 The low cost hardware employed in the experiments generated some jitter or noise in the 
gaze position data.  All eye tracking systems produce some form of jitter and/or noise, and they 
are normally decrease by running the data through a smoothing filter.  This, however, introduces 
a delay between actual eye movement and calculated gaze position on the screen.  A smoothing 
filter would take away the benefit of eye control being fast without a lag time, and in this 
experiment we used the raw data to fly the drone using a simple pointing mechanism and large 
regions for fixation.  Even during fixation, the eyes move; the eyes are rarely entirely still.  
During fixation, a user believes he or she is looking steadily at a single point or object on the 
screen, but he or she is not consciously aware of the small, jittery motions that his or her eyes 
naturally make, and this also contributes to the overall jitter in the gaze data (18).  It is also 
important to note that a user is able to pay attention to a smaller area than the entire width of the 
fovea (area of high visual acuity in the eye) and then move their attention around within the 
fovea without actually making any eye movements at all (35).  This means no matter how 
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accurate eye trackers become, we can only estimate the position of the user’s attention or actual 
gaze position to only within the one-degree width of the fovea (35). 
 
Promising Eye-Control Technologies and Companies 
Tobii 
 
 
 
 
 
 
 
Figure 18.  Images of the Tobii REX eye tracker for gaze interaction.  [36] 
 
 
 Tobii is a well know company in eye tracking technology and research.  This fall 2013 
they will be launching their very first gaze interaction device for regular consumers called the 
Tobii REX.  The Tobii REX is a small strip that attaches beneath a computer monitor for both 
desktops and laptops, and plugs into a USB port (see Figure 18).  The device works with their 
proprietary software called Tobii Gaze.  The final consumer version cost is still unknown, but the 
developer version currently costs approximately $995, which is a big improvement from the 
conventional $10,000 to $30,000 range.  They are hoping to bring eye tracking to the mass 
consumer market as a new and big part of human-computer interaction in the future [36]. 
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The Eye Tribe 
 
 
 
 
 
 
Figure 19.  Images of the Eye Tribe tracker for gaze interaction.  [37] 
 The Eye Tribe is a company I am particular interested in, and there is good reason for 
that.  The founders of the company are the original developers of the open source ITU Gaze 
Tracker software that I used to develop this eye-control system.  They are also one of the first 
alongside Tobii to produce a device for regular consumers specifically for gaze interaction.  The 
most surprising fact about their device is the cost.  The Eye Tribe tracker (see Figure 19) would 
be the first most affordable consumer eye tracker at only $99.  The remote open-source eye 
tracker system I built cost in total $517.29, so for them to build and sell an eye tracker for only 
$99 dollars is amazing, and they did not cut corners for their device specifications (see Table 11). 
Table 11.  Specifications of The Eye Tribe Tracker (taken from [037]). 
Sampling Rate 30 Hz and 60 Hz mode 
Accuracy 0.5° (average) 
Spatial Resolution 0.1° (RMS) 
Latency <20ms at 60Hz 
Calibration 5, 9, 12 points 
Operating range 45cm -75 cm 
Tracking area 40 cm x 30 cm at 6 cm distance 
Screen size Up to 24” 
API/SDK C++, C# and java included 
Data output Binocular gaze data 
Dimensions (W/H/D) 20 x 1.9 x 1.9 cm (7.9 x 0.75 x 0.75 inches) 
Weight 70 g 
Connection USB 3.0 Superspeed 
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6.  CONCLUSION 
 The purpose of this paper was to develop and test a low cost open source system for eye-
control of AR.Drone.  According to the data, we can say eye-control for this particular 
application performed comparably as well as keyboard control.  There are still problems that 
need to be figured out such as how to best avoid the Midas Touch problem without losing 
responsiveness of the system, but the overall concept is possible and holds promise.  A simple 
point and select technique with gaze was employed in our system, and so there might be better 
eye-control techniques out there. 
 The second, purpose of this paper is to promote the idea of eye based human computer 
interaction.  Eye tracking for human-computer interaction and user experience in the mass 
market consumer electronics is still in its infancy.  There is still a lot of work to be done to the 
user interface and robustness of the technology, before it can be implemented and accepted in 
actual consumer devices.  The first step to get it accepted into the consumer market is lowering 
the cost, and that is exactly what is happening currently in the eye tracking field.  It was only 10 
years ago that no one had smartphones with touch screens.  Many companies made attempts to 
market touch screen technology, but it never really caught on until Apple introduced a pre-
calibrated system for touch control that was sufficiently robust, accurate, and affordable.  
Eventually, touch control technology became mainstream.  Eye tracking technology is the same 
and is still very early in its technology lifecycle, but it is currently poised to go through a 
transition or technological evolution.  I cannot wait to see how human-computer interaction will 
change in the next year or so. 
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APPENDIX A:  Detailed Instructions for Setting up the AR.Drone Eye-Control System 
Hardware setup 
 
 
 
 
 
 
 
 
 
 
Figure A1.  Diagramed images of the hardware setup for the AR.Drone Eye-Control System. 
 
1. From the red box, remove the lens, lens filter, camera mount and horizontal stand.   
2. From the Thorlabs box, remove the camera base (DCC1545M) and the USB Cable.   
3. From the IR light box, remove the IR lamp and the power adapter.   
4. Assemble and arrange items as shown in the picture above. 
5. Remove the AR.Drone carefully from its box and insert a fully charged LiPo battery into 
the battery bay of the drone. 
6. Keep drone on a flat surface 
Software Setup 
Phase 1:  Acquire Proper Image from the Thorlabs Camera 
1. After setting up the camera and the making sure the IR Source is on and facing the user’s 
face, run the uc480 viewer program from your desktop (comes with the Thorlabs Driver). 
Lens and Lens Filter 
Thorlabs Camera 
Camera Ball Mount Horizontal Stand 
IR Source 
A. 
B. 
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2. Click the first Icon on the top left  (open camera), now you should see the video 
stream from the camera 
3. Reposition the camera by moving the horizontal stand and/or adjusting the camera ball 
mount.   
4. There are three manual knobs on the lens attached to the camera, 2 of the knobs need to 
be adjusted accordingly and adjust the position of the IR lamp: 
a. The front knob (closest to the user) is zoom, and should not be adjusted, since it is 
already set on maximum zoom. 
b. The middle knob is the aperture, and should be adjusted, so that the user’s face is 
illuminated properly 
c. The last knob is the focus, and this should be adjusted until the image on the 
screen is in focus. 
5. After getting the image in focus, slowly adjust the middle knob to decrease image 
brightness.  Darker the image the better, but enough brightness to visually see the eyes 
and glint (IR reflection on the eye) 
6. Close the uc480 Viewer  
 
Phase 2:  Run the ITU Gaze Tracker Software and Calibrate 
1. Launch the GazeTracker UI.exe file from the 3-19-2013 folder 
2. Click “Setup”, to get the configuration dialog box 
3. Switch to the “Camera” Tab, and turn off the “flip image” option.  Make sure image is 
not upside down. 
4. Switch to the “Tracking” Tab, and click the Advanced option on the same window 
5. Click on “component placing” 
6. Change “Number of IR sources” to “1” 
7. Rearrange the placement of the camera and the IR source icons to reflect your physical 
setup by dragging the corresponding icons. 
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Figure A2.  Screenshot of the Gaze Tracker Interface for component placement. 
 
8. Click “Save” 
9. Adjust the brightness and focus of the image with the corresponding knobs on the lens 
until the software starts tracking an eye 
a. During this step you might need to readjust the users head position 
b. You will notice that the image will zoom to where the programs thinks the eyes 
are and zoom out when the eye position is lost.  It will keep doing this.  To stop 
the zooming out, turn off the Eye Tracking option immediately after the image is 
properly zoomed in. *VERY IMPORTANT* 
c. If you increased the aperture knob (middle knob) to the maximum position and 
the image is still too dark, then you will need to restart the Gaze Tracker software, 
just make sure to change the aperture knob back to the position set in Phase 1, and 
then start Phase 2 again. 
10. Once the image is zoomed onto one eye and eye is visually being tracked, adjust the 
Pupil and Glint Sensitivity sliders accordingly so that only the pupil is shaded red in the 
image and that the glint is properly tracked.  Normally, the pupil sensitivity slider is 
moved left slightly and the glint sensitivity slider is moved to the right slightly.  Adjust 
accordingly. 
11. Click “Calibration” from the main window 
a. During calibration try not to blink and keep you head as steady as possible 
b. Follow the moving white circle across the screen, focus on its center. 
c. Once calibration is done, look at the results and redo specific calibration points 
that have too much scatter or show red deviation cues. 
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i. To redo a calibration point, just click on the corresponding calibration 
circle while focusing on the point. 
ii. Repeat step i for any desired points. 
d. If accuracy level is less than 1 and there is no red deviation cues, press 
“Continue”.  Otherwise press “Recalibrate”. 
12. If the eye is still being tracked and calibration was successful move onto the next phase 
 
Phase 3:  Connect to AR.Drone’s WiFi 
1. Click on the WiFi selection icon on Windows 7 and connect to the AR.Drone’s WiFi 
 
Phase 4:  Run AR.Drone Eye-Control program in Processing 
1. Run Processing 2.0 
2. Click on “File”  “Sketchbook”, then find and select 
“ARDroneEYECONTROL_UPDOWN” 
3. Click on “Sketch”  “Present” 
4. The program will run full screen shortly 
a. If no image is shown please double check if the computer is connected to the 
AR.Drone’s WiFi 
5. Once the video stream from the drone is displayed on the screen, make sure the 
transparent orange circle indicating gaze position is present and displayed properly. 
6. Press the Shift button on the keyboard to takeoff 
7. Once the AR.Drone is in the air, press the Spacebar to enable eyetracking and automatic 
forward movement 
8. Use your eyes to fly the drone 
a. Look up to ascend 
b. Look down to descend 
c. Look right to turn right 
d. Look left to turn left 
9. Press Ctrl to land 
a. DO NOT PRESS ESCAPE BEFORE LANDING THE DRONE 
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10. Once the AR.Drone has landed safely, Press Esc to exit the program 
a. If you exited the program before landing, the drone will stay in place.  You can 
flip the drone manually with your hands to do an emergency shutoff.  To do so, 
hold the top and bottom of the drone and rotate the drone upside down.  This will 
force the drone to do an emergency cutoff of all engines, or 
b. You can try running the sketch again and the drone should immediately land once 
the program initializes. 
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APPENDIX B:  Gaze Data 
User 1 
Keyboard Control 
 
 
 
 
 
 
 
 
Eye-Control 
 
 
 
 
 
 
 
 
Figure B1.  Graphs of gaze data from User 1.  (A) Shows the distribution of the gaze position 
color coded for each key press during keyboard control.  (B) The crosses in this plot represent 
the mean and one standard deviation for each gaze distribution during keyboard control.  (C) 
Shows the distribution of the gaze position color coded for each movement command during 
eye-control.  (D)  The crosses in this plot represent the mean and one standard deviation for each 
gaze distribution during eye-control. 
 
A. B. 
C. D. 
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User 2 
Keyboard Control 
 
 
 
 
 
 
 
 
Eye-Control 
 
 
 
 
 
 
 
 
Figure B1.  Graphs of gaze data from User 2.  (A) Shows the distribution of the gaze position 
color coded for each key press during keyboard control.  (B) The crosses in this plot represent 
the mean and one standard deviation for each gaze distribution during keyboard control.  (C) 
Shows the distribution of the gaze position color coded for each movement command during 
eye-control.  (D)  The crosses in this plot represent the mean and one standard deviation for each 
gaze distribution during eye-control. 
 
A. B. 
C. D. 
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User 3 
Keyboard Control 
 
 
 
 
 
 
 
 
Eye-Control 
 
 
 
 
 
 
 
 
Figure B1.  Graphs of gaze data from User 3.  (A) Shows the distribution of the gaze position 
color coded for each key press during keyboard control.  (B) The crosses in this plot represent 
the mean and one standard deviation for each gaze distribution during keyboard control.  (C) 
Shows the distribution of the gaze position color coded for each movement command during 
eye-control.  (D)  The crosses in this plot represent the mean and one standard deviation for each 
gaze distribution during eye-control. 
 
A. B. 
C. D. 
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User 4 
Keyboard Control 
 
 
 
 
 
 
 
 
Eye-Control 
 
 
 
 
 
 
 
 
Figure B1.  Graphs of gaze data from User 4.  (A) Shows the distribution of the gaze position 
color coded for each key press during keyboard control.  (B) The crosses in this plot represent 
the mean and one standard deviation for each gaze distribution during keyboard control.  (C) 
Shows the distribution of the gaze position color coded for each movement command during 
eye-control.  (D)  The crosses in this plot represent the mean and one standard deviation for each 
gaze distribution during eye-control. 
 
A. B. 
C. D. 
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User 5 
Keyboard Control 
 
 
 
 
 
 
 
 
Eye-Control 
 
 
 
 
 
 
 
 
Figure B1.  Graphs of gaze data from User 5.  (A) Shows the distribution of the gaze position 
color coded for each key press during keyboard control.  (B) The crosses in this plot represent 
the mean and one standard deviation for each gaze distribution during keyboard control.  (C) 
Shows the distribution of the gaze position color coded for each movement command during 
eye-control.  (D)  The crosses in this plot represent the mean and one standard deviation for each 
gaze distribution during eye-control. 
 
A. B. 
C. D. 
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User 6 
Keyboard Control 
 
 
 
 
 
 
 
 
Eye-Control 
 
 
 
 
 
 
 
 
Figure B1.  Graphs of gaze data from User 6.  (A) Shows the distribution of the gaze position 
color coded for each key press during keyboard control.  (B) The crosses in this plot represent 
the mean and one standard deviation for each gaze distribution during keyboard control.  (C) 
Shows the distribution of the gaze position color coded for each movement command during 
eye-control.  (D)  The crosses in this plot represent the mean and one standard deviation for each 
gaze distribution during eye-control. 
 
A. B. 
C. D. 
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User 7 
Keyboard Control 
 
 
 
 
 
 
 
 
Eye-Control 
 
 
 
 
 
 
 
 
Figure B1.  Graphs of gaze data from User 7.  (A) Shows the distribution of the gaze position 
color coded for each key press during keyboard control.  (B) The crosses in this plot represent 
the mean and one standard deviation for each gaze distribution during keyboard control.  (C) 
Shows the distribution of the gaze position color coded for each movement command during 
eye-control.  (D)  The crosses in this plot represent the mean and one standard deviation for each 
gaze distribution during eye-control. 
 
A. B. 
C. D. 
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User 8 
Keyboard Control 
 
 
 
 
 
 
 
 
Eye-Control 
 
 
 
 
 
 
 
 
Figure B1.  Graphs of gaze data from User 8.  (A) Shows the distribution of the gaze position 
color coded for each key press during keyboard control.  (B) The crosses in this plot represent 
the mean and one standard deviation for each gaze distribution during keyboard control.  (C) 
Shows the distribution of the gaze position color coded for each movement command during 
eye-control.  (D)  The crosses in this plot represent the mean and one standard deviation for each 
gaze distribution during eye-control. 
 
A. B. 
C. D. 
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User 9 
Keyboard Control 
 
 
 
 
 
 
 
 
Eye-Control 
 
 
 
 
 
 
 
 
Figure B1.  Graphs of gaze data from User 9.  (A) Shows the distribution of the gaze position 
color coded for each key press during keyboard control.  (B) The crosses in this plot represent 
the mean and one standard deviation for each gaze distribution during keyboard control.  (C) 
Shows the distribution of the gaze position color coded for each movement command during 
eye-control.  (D)  The crosses in this plot represent the mean and one standard deviation for each 
gaze distribution during eye-control. 
 
A. B. 
C. D. 
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User 10 
Keyboard Control 
 
 
 
 
 
 
 
 
Eye-Control 
 
 
 
 
 
 
 
 
Figure B1.  Graphs of gaze data from User 10.  (A) Shows the distribution of the gaze position 
color coded for each key press during keyboard control.  (B) The crosses in this plot represent 
the mean and one standard deviation for each gaze distribution during keyboard control.  (C) 
Shows the distribution of the gaze position color coded for each movement command during 
eye-control.  (D)  The crosses in this plot represent the mean and one standard deviation for each 
gaze distribution during eye-control. 
  
A. B. 
C. D. 
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