Abstract-In this paper we study the problem of designing and specifying standard program components applicable to a wide variety of tasks; we choose for this study the specific problem domain of data structures for general searching problems. Within this domain Bentley and Saxe [11 have developed transformations for converting solutions of simple searching problems to solutions of more complex problems. We discuss one of those transformations, specify precisely the transformation and its conditions of applicability, and prove its correctness; we accomplish this by casting it in terms of abstract data typesspecifically by using the Alphard form mechanism. The costs of the structures derived by this transformation are only slightly greater than the costs of the original structures, and the correctness of the transformation definition together with the correctness of the original structure assure the correctness of the derived structure. The transformation we describe has already been used to develop a number of new algorithms, and it represents a new level of generality in software engineering tools.
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I. INTRODUCTION
IN THIS paper we will study the use of data abstraction techniques to specify precisely and to verify a very general mechanism that yields solutions to a broad class of problems. Within a specific problem domain we will explore ways to transform mechanically a solution of one problem to obtain a solution of another (related) problem without using detailed knowledge about the implementation of the original solution. We will investigate the utility of data abstraction techniques in defining the transform and specifying the conditions under which it can be applied.
Our chosen problem domain is that of data structures for general searching problems. (In a searching problem we must organize a set of objects so that queries about that set can be answered quickly-we will elaborate this definition of searching problems and give several examples of Section II.) In particular, we will study a transformation due to Bentley and Saxe [11 that transforms a static data structure (in which all elements must be known before any searches are performed) to a dynamic structure (in which queries and insertions may be intermixed). We will specify precisely what we expect of the various data structures, and we will give code for converting a static structure to a dynamic structure.
We will use the Alphard language (see Hilfinger et al. [2] ) for the formal statement of specifications and programs. This decision has several beneficial effects. First, it gives us an expressive tool: the style imposed by the language encourages precise, formal statements of assumptions and calls attention to places where assumptions about types or values are being made. Second, the specification methodology is well-suited to high-level abstract descriptions; this is particularly important for the transformation discussed here, because it applies in a broad but well-defined set of circumstances. Third, Alphard allows the graceful merging of code and abstract specifications, which enables us to move smoothly from specification to implementation and to prove the correctness of the result. Finally, we will make critical use of the generic facilities of Alphard, which allow us to define very general objects by partially specifying their desired properties.
Before going into the details of the transformation, it is important to state the primary contributions of this work, which are the following.
1) A precise description of a novel object. The transformation we will investigate is a more general operator on data structures than operators examined in previous work, and as such it indicates directions for research on the use of very general objects as software engineering tools.
2) A new level ofgenerality in a generic definition. Previous definitions of generic objects have very simple parameters, including variables and data types with a few restrictions. The transformation described in this paper has a much more general parameter: an entire data structure involving several types and very explicit constraints on the properties of the operators and other functions.
Note that the first contribution involves the substance of software tools, while the second deals with their form (that is, with the language features needed to support them).
Before we describe the general transformation we need a more complete definition of search problems; this is provided in Section II. Section III uses a particular example to illustrate and motivate the general transform. It also provides an informal introduction to the portions of Alphard that are used in Section IV. Section IV then develops the general case, including a complete Alphard form and its verification. Conclusions are offered in Section V.
II. SEARCHING PROBLEMS
Many problems in computing are stated directly as searching problems while many others are reducible to searching prob-0098-5589/80/1 100-0572$00.75 © 1980 IEEE 572 lems. Perhaps the best-known example of a searching problem is member searching. In this problem we are given a set F of elements (the stored elements) to organize so that we can quickly answer subsequent queries asking if a given element x (the query object) is in F. Member searching arises in such applications as database systems and statistical packages; many other problems (such as symbol tables in compiler building) can be reduced to member searching. Knuth [3] describes many data structures available for solving the member searching problem. To analyze the cost of searching a particular data structure we must give the following three functions of n (the number of elements in the set F):
1) P(n), the processing time required to organize the set into a data structure, 2) Q(n), the time required to answer a query, and 3) S(n), the storage required by the structure.
The simplest structure for member searching is the "linear search" structure in which the elements are stored as a sequence and a search then compares the new element x to every element in F. This structure has costs P (n) = 0(n), Q(n) = 0(n), and S(n) = 0(n). (All of the structures we will see throughout this paper have linear storage costs; we will often omit this cost for brevity.) A more sophisticated structure is the sorted array combined with binary search; its costs are P(n) = 0(n log2 n) and Q(n) = O(log2 n). Thus, if many searches are expected to be performed, it is cost-effective to organize the set in advance to decrease query costs. Our discussion of member searching has so far been limited to the static case: all of the elements were presented for processing before any queries were handled. Many applications, however, demand a dynamic structure-one in which new elements may be inserted as the queries are processed. To analyze the computational efficiency of a dynamic structure we give the same three cost functions as before: processing, query, and storage costs. In this context, however, P(n) denotes the total time required to insert the first n elements. There are many kinds of balanced tree data structures that perform dynamic member searching with costs P(n) = 0(n log2 n) and Q(n) = 0(log2 n) (see Knuth [3] ). It is pleasing to note that in making the transition from static to dynamic member searching, the asymptotic complexity of the algorithms does not increase. This apparently happy situation is marred by the realities of implementation, however; the constants hidden in the "big-ohs" of the cost functions are substantially increased in the dynamic case, and the programs for manipulating balanced trees are much more complex than those for static structures.
There are many other types of searching problems besides member searching. In general, a (static) searching problem calls for organizing some set F of stored objects into a data structure S so that queries concerning a new query object x can be answered quickly. To 
Q(n) = 0(log2 n), and S(n) = 0(n).
This algorithm can be proved to be optimal under a fairly strong model of computation.
Although Lipton and Tarjan's structure gives us a fast method for static nearest neighbor searching, their method does not appear to be amenable to modification for performing dynamic searches. In this section we will study a structure for dynamic nearest neighbor searching based on the LiptonTaran structure that does not attempt to modify it, but rather employs it only as a subroutine. Our (Alphard) discussion of this structure will proceed in the following way. In Section III-A we will specify precisely what we expect of both static and dynamic nearest neighbor structures. In Section Ill-B we will see how the dynamic structure can be implemented by using the static structure, and then discuss the correctness and performance of that implementation in Section IlI-C. Finally, in Section III-D, we will summarize the important points of this particular example as they relate to the general problem studied in Section IV. A. Specifications In this section we will specify precisely (in the Alphard language) what properties we assume of dynamic and static nearest neighbor structures. We use a modeling specification technique, in which the properties of a new data structure are formally specified in terms of some other, presumably well- The functions Listify and Concat have the obvious meanings; they are formally specified in Section IV-D.
C. Correctness and Performance
The correctness of our dynamic nearest neighbor structure DNN can be established if we assume the correctness of Lipton and Tarjan's static structure. The insertion algorithm of our structure ensures that the set of points currently stored in the structure will be partitioned into sets which are then stored as LTS's; at any moment every point stored in the dynamic structure is stored in one and only one of the static structures. We can use this fact together with the correctness of the LTS and the fact that min correctly "combines" nearest neighbors to prove the correctness of the QueryD routine. The formal proof of this can be achieved as a specialization of the proof that will be given in Section IV.
To analyze the efficiency of our dynamic structure DNN we note that if the structure contains n elements then we are using at most log2 (n + 1) LTS's. Since each is of size less than n we know that we can perform a nearest neighbor search on any one of them in O(log2 n) time. The total time required to search all log2(n + 1) LTS's is therefore Q(N) = O((log2 n)2). Since each of the LTS's requires space linear in the number of elements it contains, the total space requirement of the DNN is also linear. To count the total coAt of having inserted n elements into a DNN is a bit more difficult.
In the process of building a DNN of n elements (where n is one less than a power of two), a structure of size m = 2J is built (n + 1)/2i' +1 times. (This is the number of times the jth bit in a binary word turns from zero to one in counting from zero to n.) For n one less than a power of two a simple sum shows that P(n) = O(n (log2 n)2). This fact can be used to show that P(n) is of the same order for all values of n.
D. Summary ofDynamic Nearest Neighbor Searching
In the next section we will see how the transformation that allowed us to convert the nearest neighbor structure can be applied to a number of other data structures. Before we proceed to the general case, however, we will review the important steps in the conversion of the nearest neighbor searching from static to dynamic. On the most basic level, we were (presumably) given code that implemented the Lipton-Tarjan structure, and we then produced new code for the dynamic structure. The correctness proof for this structure can be obtained if we assume the correctness of the underlying LTS; we sketched this above and we will prove this formally in Section IV-E. Finally, we were given the complexity analysis of Lipton and Tarjan's structure, namely, P(n) = O(n log2 n), and Q(n) = O(log2 n) and we showed that our new structure has performance P(n) = O(n (log2 n)2), and
(where P(n) now denotes the total time required to insqfk n elements IV. THE GENERAL TRANSFORMATION In Section III we saw how a static data structure for nearest neighbor searching could be transformed into a dynamic structure for the same problem. In this section we will see how the same transformation can be used to convert a number of static search structures into dynamic structures. This transformation applies to a class of problems called the decomposable searching problems; we define this class in Section IV-A. The formal specifications of data structures for the static and dynamic cases are then given in Sections IV-B and IV-C. An Alphard fonn implementing the transformation is given in Section IV-D, and is proved and analyzed for efficiency in Sections IV-E and IV-F. Section IV-G then shows how the form can be used.
A. Decomposable Searching Problems
The transformn that allowed us to convert a static nearest neighbor searching structure into a dynamic structure can be used to convert a number of structures from static to dynamic. The essential point in the structure we saw above is that the nearest neighbor problem (not the Lipton-Tarjan structure) has the following property: we could partition the set F into subsets, answer the query on the subsets, and then combine those answers to yield an answer to the original problem. This property is called decomposability by Bentley and Saxe [1] . We will identify a searching problem P by the query it asks-we write Q(x,F) for the query asking the relation of object x to set F. Formally, a searching problem P is said to be decomposable if its query satisfies the condition
for some binary operator, "box," that is computable in constant time. We use the name "box" for the operator both for consistency with the original presentation in Bentley and Saxe [1] and to avoid any assumption that it is a particular operator. Common instances of box include min, max, plus, and, or, and union.
All of the searching problems that we have mentioned so far are decomposable. Nearest neighbor searching is decomposable because nearest neighbor queries satisfy the property NN(x, A U B) = min ( NN(x,A), NN(x,B) ).
It was this decomposability of nearest neighbor that allowed us to split the points in our dynamic nearest neighbor structure DNN into separate LTS's and then combine answers on those to form an answer to the original problem. Likewise, Member searching is decomposable because it satisfies Member(x, A U B) = or( Member(x,A), Member(x,B)).
The problem of Range searching is also decomposable, satisfying Range (x, A U B) = U( Range(x,A), Range (x,B)).
(Here x is a rectangle and a range search returns all points in the planar point set that lie within that rectangle.) Bentley and Saxe [11 list over 20 other searching problems that are decomposable.
B. Specifications of the Static Problem
The properties of the dynamic searching structure as defined in Alphard depend critically on the properties of the underlying static structure. In this section we state the properties required of the static structures somewhat more explicitly than we did in Section IV-A. This will motivate the precise specifications of the static problem that will be given in the next section.
The discussion of Section IV-A dealt informally with the types of the vanous components of a searching problem. A correct program must be much more precise. Three data types are involved: 1) Ti: the "query objects," or the subjects searches; 2) T2: the "stored objects," or the elements of the set in which the search is carried out; and 3) T3: the answer to the query.
Three decomposable searching problems were discussed in Section IV-A. The types of the components and the operations box and Q are summarized in the following A complete definition of a static problem must include programmed routines for searching a static structure (which we call QueryS), constructing a static structure (Build), extracting the stored objects from a static structure (UJnBuild), creating an empty static structure (Empty), and determining whether one is in fact empty (IsEmpty). In addition, the problem definition must supply a function for computing the box operation and a guarantee that the query and box operations jointly satisfy the assumption of decomposability. With the above discussion of the required types, we can specify precisely what we assume in general about a static solution in the following Alphard code:
fonn Stat(T2: form) is specs aux var St: Multiset(T2); initially { St={ };
with the structure of size one, we look at successively larger structures until one is missing, at which point we use BuildS to make a new structure whose size is that power of two. We can then query the Dynamic by searching each Stat with QueryS; because the problem is decomposable the given box operator can be used to combine these answers. We now address the exact implementation of the transform, casting it as an Alphard forn. We gather the specifications given above and combine them with the code for the imple- In other words, any static structure must have three aspects: an underlying static data structure (named Stat) with the appropriate routines, a box operation, and a guarantee that box satisfies the "axiom of decomposability."
C. Specifications of the Dynamic Problem
We now tum to the definition of dynamic structure Dynamic. It must display these properties: of the data structure that are needed to achieve the efficiency we require.
From by the definition of the static problem (with formal name Static). The precise assumptions that the static definition must satisfy in order for the form to be used (sketched in Section IV-B) are given in an ''assumes" clause. Briefly, these are a suitable data structure for the static problem and an operator "box" for combining the results of the static queries; the query function for the data structure and the box function must jointly satisfy the decomposability property, specified here as an axiom.
The properties of both the static and dynamic structures are specified abstractly by modeling the structures as multisets. In both cases, the abstract specification (spec part) of the form contains routine headers and assertions couched in terms of multisets (and, in the case of Stat, sequences). The information provided here is sufficient to use the Dynamic definition.
An implementation is given only for the dynamic structure. This implementation is based on an extendible vector of static structures (a "FlexVec"); the concrete specifications reflect this. The implementation (impl part) of Dynamic gives both the Alphard code for implementing a dynamic structure and concrete specifications: assertions about the properties of the data structure that must be preserved (invariant), about the effects of the two routines (post), and about properties that must hold during execution of the routines (assert-e.g., loop invariant). In the concrete specifications, the P [i] may be treated as multisets because Stats are abstractly specified in terms of multisets. Note also that when assertion (pre, invariant) is true, it is omitted from the program. The complete Alphard form implementing Dynamic is shown in Fig. 2 .
The implementation depends on two other nonscalar types, List (linear lists) and FlexVec (vectors with flexible upper bounds). The portions of the specifications of these two types that we assume here are Formal definitions of sequences and sets are assumed here and in the definition of Dynamic.
E. Correctness Proof
The correctness of the dynamic structure can be seen intuitively if we assume the correctness of the underlying static structure. The insertion algorithm guarantees that if the n query objects have been inserted into our dynamic structure, then the set represented by the structure has been partitioned into subsets whose sizes are distinct powers of two, and that each of these is represented by a Stat. The essential point here for the correctness of Dynamic is that we have a partitioning of the set of query objects (each point in S is stored in exactly one Stat)-the powers of two are important only in establishing the efficiency of the dynamic structure. We have thus sketched that the insertion algorithm maintains a "reasonable" representation of its set of inputs. Given this, it is easy to show that the search algorithm returns the correct value. We have assumed that the underlying Stat is in fact correct, so we know that each of the (up to) log2 (n + 1) searches correctly answers the query Q in each of the sets ofthe partitioning. The decomposability property stated in the axiom of the Static specification then guarantees that the correct answer for the complete set is computed.
The above sketch makes the validity of the transform believable; we will now show how we can use the formal correctness of Static to formalize the arguments we have just sketched to show rigorously the correctness of our Dynamic structure. Several steps are required to verify an Alphard form. We must show that the representation is valid and that each instance is initialized properly; we will demonstrate these facts rigorously in Sections IV-El and IV-E2. In addition, for each operation (Insert and QueryD) we must both verify the concrete assertions about its implementation and show a proper relation between concrete and abstract specifications. In Section IV-E3 we will sketch these proofs; the full details of the proofs can be found in Appendix I. All the proofs up to this point establish only weak correctness; we examine the issue of termination in Section IV-E4. 
Computing weakest preconditions for the assignment statements yields
This is clearly true.
3) Overview of the Verification of the Routines: Having established the validity of representation and the proper initialization of a Dynamic, our next step in the verification of the form is the correctness of the routines that operate on the form. For each routine we must show two things: the correctness of the concrete program and the correspondence of the concrete program to the abstract specification. In this section we will sketch such proofs for routines QueryD and Insert; as mentioned before, the full details of the proofs can be found in the Appendix.
In treating routine QueryD our first task is to prove the concrete correctness of the program. The theorem to prove is 3gin(x,F) A Ic(F) { body } gout(x,F) A I(F).
In words, we must show that if both the concrete precondition for routine QueryD and the concrete invariant for the 580 Dynamic structure are known to hold before execution of QueryD, then afterwards both the concrete postcondition of the routine and the concrete invariant of the structure will hold. Showing that the invariant is maintained is trivial: the routine does not alter the structure. Showing that the concrete postcondition follows from the concrete precondition and structural invariant is a fairly straightforward exercise in program verification. The crucial element in that proof is the role of the decomposability axiom. It allows us to assert that combining the current answer with the response to the next (static) query via the box operator yields the correct answer to a query on a larger subset of the stored elements. This shows that the invariant holds through each iteration of the loop, and the rest of the proof is rather mechanical.
The second step in the verification of QueryD is to show the relation between the concrete and abstract assertions. The first theorem to be proved is
This says that the concrete precondition of the structure and the abstract precondition of the routine must together imply the concrete precondition of the routine. For the case of QueryD this is trivial because the concrete precondition is true. The second representation theorem to show is
In words this says that the concrete invariant, the abstract precondition (predicated of the original structure), and the concrete postcondition together imply the abstract postcondition. The proof of this follows from the representation mapping.
The verification of routine Insert proceeds in the same two steps. The concrete correctness of the routine is again just a rather tedious exercise in verification techniques; the complicated part is showing that the invariant is preserved through the loop. The second step of the proof is the relation between abstract and concrete assertions; this step again reduces to observations about similarities in the representation mapping and the conditions. 4) Termination: Thus far in this correctness proof we have confronted only the question of weak correctness-namely, that if the program terminates, then it will produce output in accordance with specifications. In this section we will sketch how all the routines of a Dynamic can formally be shown to terminate. The termination of the initialization is trivial since the procedure consists of only two statements (with no iterations). The termination of QueryD is almost as easy if we assume the termination of QueryS-the only iteration is in a for loop, which must always halt. To show the termination of Insert we must assume the termination of Build and UnBuild. We must then show that the while loop of routine Insert always halts. This is guaranteed by the invariant, however, which asserts that P[Highl is always an empty Stat.
The arguments that we have just sketched can be formalized to show rigorously the strong correctness of the Dynamic structure.
F. Performance
The termination of the routines of Dynamic assures us only that they will indeed halt after some finite number of steps; in this section we will examine the time complexity of the routines. In the conversion from the static nearest neighbor structure to the dynamic (in Section III-C) we saw that factors of log2 n were added to both query and processing times. That particular example was indicative of the general case.
Bentley and Saxe [1] have shown that if Qs(n) is the time for searching a Stat containing n elements, then the time for searching a Dynamic of n elements is bounded above by QD(n) < Qs(n) (log2 n) (as long as Qs is monotone increasing). Bentley and Saxe also -show that if Ps(n) (the time to build a static structure of n elements) grows at least linearly, then the time for inserting the first n elements into a Dynam will be bounded above by PD(n) < PS(n) (log2 n). These bounds are somewhat pessimistic; a more careful analysis shows that the factors of log2 n can be considerably reduced in many problems. We can now easily describe the application of Dynamic to achieve (approximately) the DNN structure of Section III. We would first have to define a form named LTSPack that gives the LTS structure as Stat, the min procedure as box, and additionally specifies the axiom of decomposability as it applies to nearest neighbor searching. We can then achieve the effect of Section III by the declaration var DNN: Dynamic(LTSPack);
Note that given any other static data structure for a decomposable searching problem, we can efficiently transform it to a dynamic structure by use of Dynamic. This fact gives us tremendous leverage in building a searching subroutine package: the amount of work we invested in constructing Dynamic greatly decreases the time required to construct a subroutine implementing a dynamic data structure. V. CONCLUSIONS We have described and specified a general generic definition that is applicable in a specific (but broad) problem domain. The definition, in effect, takes the solution to one problem as a parameter and automatically yields a solution to a related problem. Specifically, we transformed solutions of static searching problems to a solutions of dynamic problems.
This work also shows the efficacy of formal specification and verification techniques for problems in algorithm design. The formal specification makes precise the domain in which the transformation is applicable. The fact that the form is verified allows the transformation to be applied with confidence-and without knowledge of the implementation of either the static solution or of the transformation itself. These advantages were emphasized during the development of the form given here: the abstract algorithm was reformulated in several important ways while the formal definition was being developed.
The particular static-to-dynamic transformation we have studied here illustrates a general paradigrn. Bentley and Saxe [1] have developed a spectrum of similar transformations that allow tradeoffs to be made in the factors added to processing and query times. Such a spectrum is very useful if we know a priori the expected ratio of queries to insertions in the particular application for which we are designing the structure. Bentley and Saxe have also described two other completely different transformations for decomposable searching problems. One of these transforms allows queries to be further specified by "range variables" and the other transform can be used to make tradeoffs between processing and query times in a very general framework. Each of these three transforms have been used to yield new results in concrete complexity. These additional transforms can be described precisely as Alphard forms and rigorously verified, just as Dynamic was. This would lead to a set of software engineering tools as well as a set of components useful to the algorithm designer in building correct and efficient algorithms with known complexity.
This paper has demonstrated a technique for writing parameterized abstractions that are much more general than procedures. The ability to specify formally the minimal assumptions made about the parameter was crucial to the development. This approach has the potential to affect the practice of software engineering, both by supporting a library or handbook of software tools with known properties and by making the algorithm descriptions of concrete complexity more precise. Naturally, much research remains to be done before achieving those goals. The present work does, however, show that ideas and results can cross the boundary between analysis of algorithms and-software engineering.
APPENDIX A DETAILED CORRECTNESS PROOF
In this Appendix we will provide the details of the proofs we sketched in Section IV-E. We will employ here the same notations as in that section. In the first part of this Appendix, we will prove the correctness of the QueryD routine. We then prove the correctness of the Insert routine in the second part.
A. Verification ofRoutine QueryD
We perform the proof of this routine in two steps, one for the correctness of the concrete program and one for its correspondence to the abstract specification. The preconditions for both routines are true, the abstract postcondition is expressed in terms of sets, and the concrete postcondition is expressed in terms of the FlexVec P and the integer High.
Concrete This proves that the body of QueryD implements its concrete assertions.
Relation between Concrete and Abstract Assertions: Two theorems must be proved:
Since 3in is true, the first is vacuously true. Since I3pre is true, the second reduces to
That is, the abstract postcondition is a direct mapping of the concrete postcondition, and the theorem is proved.
B. Verification ofRoutine Insert As in our proof of QueryD, we first show the correctness of the concrete program, and then the relation between the concrete and abstract assertions. The program has (implicitly) abstract and concrete preconditions of true. The abstract postcondition is given in the specification part of the form, near the procedure header; it is stated in terms of the set represented by the parameter F. The concrete postcondition is given in the implementation part of the fonn, just before the body; it is stated in terms of the P and High components of the parameter F and also in terms of the parameter f.
Concrete Correctness: The theorem to prove is gin(F,f3) A Ic(F) { body I f0iut(F,f) A lc (F) or that the body satisfies its concrete specifications and preserves the concrete invariant.
We first show the correctness of the loop invariant, then work the postcondition backward through the program. We argue correctness by showing the state of the computation at three points: just after the loop, just before the loop, and at the beginning of the routine body. Let Z denote the loop body We have arrived at the beginning of the routine, so F'.High= F.High and F'.P=F.P; thus, the right side of the implication is a tautology and the theorem is proved. These three steps prove that the body of Insert implements its concrete assertions.
Relation between Concrete and Abstract Assertions: Two theorems must be proved: That is, the abstract postcondition is a direct mapping of the concrete postcondition, and the theorem is proved. 
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