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Abstract
Continuous stochastic processes are widely used to model time series that exhibit a
random behaviour. Predictions of the stochastic process can be computed by the
conditional expectation given the current information. To this end, we introduce the
controlled ODE-RNN that provides a data-driven approach to learn the conditional
expectation of a stochastic process. Our approach extends the ODE-RNN frame-
work which models the latent state of a recurrent neural network (RNN) between
two observations with a neural ordinary differential equation (neural ODE). We
show that controlled ODEs provide a general framework which can in particular
describe the ODE-RNN, combining in a single equation the continuous neural ODE
part with the jumps introduced by RNN. We demonstrate the predictive capabilities
of this model by proving that, under some regularities assumptions, the output
process converges to the conditional expectation process.
1 Introduction
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Figure 1: A Black Scholes trajectory
where the true conditional expectation
is given by E(Xt+s|Xt) = Xteµs. The
controlled ODE-RNN is able to learn the
conditional expectation given the last ob-
servation without any model assumption
on the stochastic process Xt.
Stochastic processes are widely used in many fields to
model time series that exhibit a random behaviour. In
finance for example, the standard method to describe a
stock price is to model it by a stochastic process (Xt)t≥0.
Often this process is the solution of a stochastic differential
equation (SDE) of the form
dXt = µ(t,Xt)dt+ σ(t,Xt)dWt ,
with certain assumptions on the drift µ and the diffusion
σ. The basic example is the Black Scholes model with
µ(t, x) = µ0x and σ(t, x) = σ0x, where the parameters
µ0 and σ0 are calibrated on previous quotations. The best
prediction of a future stock price is provided by the con-
ditional expectation given the current stock price, which
can easily be approximated by a Monte Carlo (MC) sim-
ulation. However, this approach strongly depends on the
assumptions made on the form of the drift µ and the dif-
fusion σ. A more flexible approach is given by neural
SDEs, where the drift µ and diffusion σ are modelled by
neural networks [Tzen and Raginsky, 2019, Li et al., 2020,
Jia and Benson, 2019]. Nevertheless, modelling the diffu-
sion can be avoided if one is only interested in estimating
conditional expectations.
An alternative approach is to use Recurrent Neural Networks (RNN), where a neural network
dynamically updates a latent variable with the observations of a discrete input time-series. RNNs
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are successfully applied to tasks for which time-series are regularly sampled, as for example speech
or text recognition. However, input as well as the output time-series of RNNs are discrete, while
stochastic processes are continuous in time. Moreover, often observations are irregularly sampled in
time as for example illiquid price quotations. The solution of dividing the time-line into equally-sized
intervals and imputing or aggregating quotations is again making assumptions and information is
lost. A framework that overcomes this issue is the ODE-RNN introduced by Rubanova et al. [2019],
which combines a RNN with a neural ODE [Chen et al., 2018]. In standard RNNs, the hidden state is
updated at each observation and constant in between. Conversely, in the ODE-RNN framework, a
neural ODE is trained to model the continuous evolution of the hidden state of the RNN between two
observations.
We show that the latent process of the ODE-RNN can be described as a càdlàg process within the
framework of controlled ODEs [Cuchiero et al., 2019, Herrera et al., 2020a]. In particular, the latent
process is described by the following single equation, which combines the continuous neural ODE
part with the jumps introduced by the RNN:
dht = fθ(ht−, t−)︸ ︷︷ ︸
neural ODE
dt+ rRNNCell(ht−, xt)︸ ︷︷ ︸
jumps
du(t),
where u is a pure jump process. We propose an extended version of the ODE-RNN with a new loss
function to compute the conditional expectation of the process X given the previous observations.
We prove that the convergence of the ODE-RNN output to the conditional expectation process is
guaranteed, using the compact formulation of the controlled ODE. Only weak regularity assumptions
on the drift µ and diffusion σ are needed and no particular parametrization is imposed in them.
Moreover, once the model is trained, the conditional expectation of the process X at any future time
given its last observation can be computed on-line by evaluating the model.
We make the assumption that there are a random number of observations at random times of a
stochastic process X . We then describe the conditional expectation process Xˆ and show that it is the
optimal prediction of X given the available information (Section 2). We explain why the ODE-RNN
is a special case of controlled ODEs and present its extended version together with the new objective
function (Section 3). Finally, the main results concerning the convergence are presented (Section 4)
which are supported by experiments on synthetic data (Section 5).
2 Setup
2.1 Stochastic process X
Let dX , dW ∈ N and T > 0 be the fixed time horizon. Consider a filtered probability space
(Ω,F ,F := {Ft}0≤t≤T ,P), on which an adapted dW -dimensional Brownian motion {Wt}t∈[0,T ]
is defined. We define the stochastic process1 X := (Xt)t∈[0,T ] as the solution of the stochastic
differential equation (SDE)
dXt = µ(t,Xt)dt+ σ(t,Xt)dWt , (1)
for all 0 ≤ t ≤ T , where X0 = x ∈ RdX is the starting point and the measurable functions
µ : [0, T ] × RdX → RdX and σ : [0, T ] × RdX → RdX×dW are the drift and the diffusion
respectively.
We assume thatX is continuous and square integrable, µ and σ are both globally Lipschitz continuous
and their growth is at most linear in the second component, µ is bounded and continuous in its first
component (t) uniformly in its second component (x) and that σ is càdlàg in the first component and
satisfies σ ∈ L2(W ). The exact definitions are recalled in Appendix A.
2.2 Random observation dates
Here we describe the observation dates. We consider a second probability space (Ω˜, F˜ , P˜), on which
the observation times of the stochastic process X are defined. More precisely, we assume that:
1A stochastic process is a collection of random variables Xt : Ω→ RdX , ω 7→ Xt(ω) for 0 ≤ t ≤ T .
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• n : Ω˜→ N>0 is a random variable with EP˜[n] <∞, the amount of observations.
• ti : Ω˜→ [0, T ] for 0 ≤ i ≤ n are sorted 2 random variables, the observation times.
We denote the joint pushforward measure of n and {ti}0≤i≤n as P˜t := (n, t0, . . . , tn)#P˜. The
random variable n can but does not have to be unbounded. If it is bounded, we define K :=
max
{
k ∈ N | P˜(n ≥ k) > 0
}
to be the maximal value of n, which otherwise is infinity. Then we
can define for each 1 ≤ k ≤ K a measure on the time interval
λk : B([0, T ])→ [0, 1], B 7→ λk(B) := P˜(n≥k,(tk−)∈B)P˜(n≥k) , 3
for which it is shown in Lemma B.2 that it defines a probability measure. Moreover, we define τ as
the time of the last observation before a certain time t,
τ : [0, T ]× Ω˜→ [0, T ], (t, ω˜) 7→ τ(t, ω˜) := max{ti(ω˜)|0 ≤ i ≤ n(ω˜), ti(ω˜) ≤ t}.
2.3 Information σ-algebra
In the following, we leave away ω˜ ∈ Ω˜ whenever the meaning is clear. We define the filtration of the
currently available information A := (At)t∈[0,T ] by
At := σ(Xti |ti ≤ t),
where ti are the observation times and σ(·) denotes the generated σ-algebra. By the definition of
τ we have At = Aτ(t) for all t ∈ [0, T ]. (Ω × Ω˜,F ⊗ F˜ ,F ⊗ F˜ ,P × P˜) is the filtered product
probability space which, intuitively speaking, combines the randomness of the stochastic process
with the randomness of the observations. Here, F ⊗ F˜ consists of the tensor-product σ-algebras
(F ⊗ F˜)t := Ft ⊗ F˜ for t ∈ [0, T ]. As explained in Remark B.4, At can be identified with a
sub-σ-algebra of (F ⊗ F˜)t.
2.4 Optimal approximation Xˆ of the stochastic process X
We are interested in the “best” approximation (or prediction) Xˆt of the process X that one can make
at any time t ∈ [0, T ], given the currently available information At. For us “best” refers to the
L2(Ω× Ω˜,P× P˜)-minimizer, therefore, this approximation is given by the conditional expectation.
Indeed, if we define ∆ := {(t, r) ∈ [0, T ]2|t+ r ≤ T}, and the function
µ˜ : ∆× RdX → RdX , (t, r, ξ) 7→ E [µ(t+ r,Xt+r)|Xt = ξ] ,
this is proven in the following proposition.
Proposition 2.1. The optimal A-adapted process in L2(Ω × Ω˜,F ⊗ F˜ ,P × P˜) approximating
(Xt)t∈[0,T ] is given by Xˆ := (Xˆt)t∈[0,T ] with Xˆt := EP×P˜[Xt|At]. Moreover, this process is unique
up to (P× P˜)-null-sets. In addition we have (ω˜-wise for ω˜ ∈ Ω˜) that
Xˆt = Xτ(t) +
∫ t
τ(t)
µ˜
(
τ(t), s− τ(t), Xτ(t)
)
ds, (2)
Proposition 2.2. The function µ˜ is (jointly) continuous.
A thorough derivation of Proposition 2.1 with an in-depth discussion is provided in Appendix C. The
proof of Proposition 2.2 is given in Appendix D.
3 Controlled ODE-RNN
The ODE-RNN framework [Rubanova et al., 2019] uses a combination of a neural ODE [Chen
et al., 2018] and a RNN to describe a latent variable process. We use an extended version of the
ODE-RNN to model the optimal approximation Xˆ of X . In Appendix E we recall the definition of
the ODE-RNN. Below, we thoroughly explain how this model can be described by controlled ODEs
and then introduce a new objective function adapted to our learning problem.
2For all ω˜ ∈ Ω˜, 0 = t0 < t1(ω˜) < · · · < tn(ω˜)(ω˜) ≤ T .
3Here, (tk−) means the left-point of tk, for example, if t0 = 0, t1 = 1 we have t0 ∈ [0, 1), t1 /∈ [0, 1) but
t0− /∈ [0, 1), t1− ∈ [0, 1).
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3.1 Residual ODE-RNN as a special case of controlled ODE
Residual ODE-RNN. We replace the standard RNN cell by a residual RNN cell (rRNN), as it
was described e.g. in Yue et al. [2018]. In particular, instead of applying the RNN cell such that
hti = RNNCell(hti−, xi) we use a residual RNN cell to have hti = hti− + rRNNCell(hti−, xi).
The residual RNN is as expressive as the standard RNN and was empirically shown to perform very
similarly or even better than the standard framework [Yue et al., 2018]. This way, the residual RNN
cell models exactly the jump of the latent variable (i.e. the differences) that occurs at the time ti+1
when taking into account the next observation xti+1 . Therefore, we can rewrite the ODE-RNN (25)
as {
hti+1− := ODESolve(fθ, hti , (ti, ti+1))
hti+1 := hti+1− + rRNNCell(hti+1− , xi) .
(3)
Controlled Ordinary Differential Equation. We briefly recall the definition of controlled ODEs as
it was given in [Herrera et al., 2020a, Section 4.1] and used in [Cuchiero et al., 2019, Herrera et al.,
2020a] to describe neural networks. We fix `, d ∈ N and define for 1 ≤ i ≤ d the vector fields
Vi : Θ× R≥0 × R` → R`, (θ, t, x) 7→ V θi (t, x),
which are càglàd4 in t and Lipschitz continuous in x. Furthermore, we define the scalar càdlàg control
functions
ui : R≥0 → R, t 7→ ui(t),
which have finite variation and satisfy ui(0) = 0. Then we define the process Z := (Zt)t≥0 as the
solution of the controlled ODE
dZt =
d∑
i=1
V θi
(
t, Zt−
)
dui(t), Z0 = z, (4)
where z ∈ R` is some starting point. (4) is written in Itô’s differential notation for (stochastic)
integrals. The solution of (4) exists and is unique under much more general assumptions than we
made here [Protter, 2005, Chap. V, Thm. 7].
Special Case: ODE-RNN. To write the ODE-RNN as controlled ODE, we set d = 2 and define
V θ1 := fθ, V2 := rRNNCell and u1(t) := t. As pointed out by Herrera et al. [2020a], one can take
the ui to be semimartingales instead of deterministic functions. In line with this, we define u2 := u
as the pure jump stochastic control process
u : Ω˜× [0, T ]→ R, (ω˜, t) 7→ ut(ω˜) :=
n(ω˜)∑
i=1
1[ti(ω˜),∞)(t). (5)
We note that u is an adapted process starting at 0 with finite variation on the product probability space
(Ω× Ω˜,F ⊗ F˜ ,F⊗ F˜ ,P× P˜), since the variation of u up to time T is n and EP×P˜[n] < ∞. The
following result shows that the residual ODE-RNN can compactly be described as a controlled ODE.
The proof is given in Appendix F.
Proposition 3.1. Using the vector fields and controls defined above, the latent variable process
h = (ht)t≥t0 of the residual ODE-RNN can equivalent be written as the solution of the controlled
ODE
dht = fθ(ht−, t−)dt+ rRNNCell(ht−, xt)du(t), ht0 = h0. (6)
3.2 Architecture
Extended inputs. Compared to (6), we slightly extend the input to the ODE dynamics and the RNN
cell, such that they can make use of all known information. For the ODE dynamic we additionally
use the time of the last observation τ(t), replace the current time t by the difference t− τ(t) and also
use the last observation Xτ(t). We write ρθ instead of rRNNCell to make the dependence on the
neural network parameters explicit. This results in the extended version of (6)
dht = fθ(ht−, Xτ(t), τ(t), t− τ(t))dt+ ρθ(ht−, Xt)du(t) . (7)
4i.e. left continuous with existing right limits
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Architectural choice for the NNs. We define X ⊂ RdX and H ⊂ RdH to be the observation and
latent space for dX , dH ∈ N. The main interested of this work is a theoretical result about the
approximation capabilities of ODE-RNN, for which the universal approximation theorem [Hornik
et al., 1989, Thm. 2.4] is used. Therefore, we fix the network architectures to be standard 1-hidden-
layer neural networks. In particular, we make the following definitions.
• fθ1 : [−1, 1]dH × [−1, 1]dX × [0, T ]× [0, T ]→ RdH is a 1-hidden-layer neural networks
with a sigmoid activation function5 used to model the ODE dynamics,
• ρθ2 : [−1, 1]dH × [−1, 1]dX → RdH is a 1-hidden-layer neural networks with a sigmoid
activation function used to model the residual RNN cell and
• gθ3 : RdH → RdW is an affine map6 which is a readout, mapping into a the target space
Y ⊂ RdW for dW ∈ N.
The trainable parameters of the neural networks are θ := (θ1, θ2, θ3) ∈ Θ := ∪M≥1ΘM . Here,
for every M ∈ N, ΘM is defined to be the set of all parameters such that fθ1 and ρθ2 have hidden
dimension M . 7.
Bounded inputs. We apply the hyperbolic tangent function to each component of every input except
the time variables, before passing them to the network.8 This ensures that every input to the neural
networks is bounded in the compact set where fθ1 and ρθ2 are defined. Compactness of the domain is
an assumption needed to apply the universal approximation theorem by Hornik et al. [1989].
We define the latent process H := (Ht)t∈[0,T ] and the output process Y := (Yt)t∈[0,T ] as solutions
of the controlled ODE system9
dHt = fθ1
(
tanh(Ht−), tanh(Xτ(t)), τ(t), t− τ(t)
)
dt+ ρθ2 (tanh(Ht−), tanh(Xt)) dut,
Yt = gθ3(Ht).
(8)
Note that, as before, only the values of Xt at the times ti, 0 ≤ i ≤ n are used as inputs. We write
Hθt and Y
θ
t to emphasize the dependence of the latent process H and the output process Y on the
model parameters θ. As fθ1 and ρθ2 are Lipschitz continuous (as composition of Lipschitz continuous
functions) and u is of finite variation, a unique càdlàg solution Hθ exists, once an initial value is
fixed [Protter, 2005, Thm. 7, Chap. V]. Moreover, the resulting process (Y θt )t∈[0,T ] is also càdlàg
and A-adapted.
Initial value. The standard approach to get an initial value for H is to train another neural network
eθ4 : RdX → RdH to encode the initial value of X as H0 := eθ4(X0). Another possibility is to fix
some t−1 < 0 and Ht−1 ∈ RdH and evaluate (8) until t = 0 to get a suitable value for H0. This is
sometimes referred to as warm up.
3.3 Objective function
We introduce a loss function, such that the output Y θ of the controlled ODE-RNN can be trained to
approximate Xˆ , i.e. to model the best on-line prediction of the stochastic process X . To do this we
set dW := dX and the initial condition of (8) to be Y0 = X0.
Objective function. Let us define D to be the set of all RdX -valued A-adapted processes on the
probability space (Ω× Ω˜,F ⊗ F˜ ,F⊗ F˜ ,P× P˜) . Then we define our objective functions
Ψ :D→ R, Z 7→ Ψ(Z) := EP×P˜
[
1
n
n∑
i=1
(|Xti − Zti |2 + |Zti − Zti−|2)2
]
, (9)
Φ :Θ→ R, θ 7→ Φ(θ) := Ψ(Y θ), (10)
5i.e. of the form x 7→ A2ϕ(A1x+ b1) + b2, where Ai are the weight matrices and bi the bias vectors of the
correct dimensions and ϕ a sigmoid activation function that is applied element-wise
6i.e. a map of the form x 7→ Ax+ b for a weight matrix A and a bias vector b of the correct dimensions
7i.e. ΘM ⊂ R(dX+2dH+3)M+dH × R(dX+2dH+2)M+dH × R(dH+1)dW
8By abuse of notation we will write tanh(x) when applying the tanh element wise to a vector x.
9we use capital letters, so that there is no confusion with previous equations
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where Φ will be our (theoretical) loss function. Remark that from the definition of Y θ, it directly
follows that it is an element of D, hence Φ is well-defined.
Monte Carlo approximation of the objective function. Let us assume, that we observe N ∈ N
independent realisations of the path X at times (t˜j1, · · · , t˜jn(j)), 1 ≤ j ≤ N , which are themselves
independent realisations of the random vector (n, t1, · · · , tn). In particular, let us assume that Xj ∼
X and (nj , tj1, · · · , tjnj ) ∼ Pt are i.i.d. random processes (respectively variables) for 1 ≤ j ≤ N and
that our training data is one realisation of them. Then, for Y θ,j being the realization of Y θ given Xj ,
ΦˆN (θ) :=
1
N
N∑
j=1
1
nj
nj∑
i=1
(∣∣∣Xj
tji
− Y θ,j
tji
∣∣∣
2
+
∣∣∣Y θ,j
tji
− Y θ,j
tji−
∣∣∣
2
)2
, (11)
converges (P× P˜)-a.s. to Φ(θ) as N →∞, by the law of large numbers. Therefore, (11) is a good
approximation of Φ (10) that can be used in practice. However, our theoretical result makes use of
the limiting loss function Φ, i.e. we assume to be in the case of having infinitely many independent
training samples.
Ergodic approximation of the objective function. If we only observe one realization of the path
X at times (t˜1, · · · , t˜N ), we can still approximate the objective function by assuming that µ and σ
are time-independent and that the stochastic process X is ergodic in the following sense. We fix
n = 1 and assume that the time increments ∆t˜j := t˜j − t˜j−1 are i.i.d. realizations of the probability
distribution λ1. Furthermore, we consider each observation Xt˜j as one sample with initial condition
Xt˜j−1 for which Y
θ,j is the realization of Y θ. Then we approximate the objective function by
Φˆn(θ) :=
1
N
N∑
j=1
(∣∣∣Xt˜j − Y θ,j∆t˜j ∣∣∣2 + ∣∣∣Y θ,j∆t˜j − Y θ,j∆t˜j−∣∣∣2)2 , (12)
which is assumed to converge by the ergodicity assumption for N →∞ to
EP×P˜
[(∣∣Xt1 − Y θt1 ∣∣2 + ∣∣Y θt1 − Y θt1−∣∣2)2] . (13)
Instead of setting the random variable n = 1, one could similarly fix the time horizon T , and take
for each sample all subsequent observations that lie in the time interval [tstart, tstart + T ], where tstart
is the date of the first observation of this sample. The next sample would then start with the first
observation after tstart + T .
4 Main theorem
We are now ready to state the main result which is proven in Appendix G.
Theorem 4.1. Let θminM ∈ ΘminM := argminθ∈ΘM {Φ(θ)} for every M ∈ N. Then, for M →∞, the
value of the loss function Φ (10) converges to the minimal value of Ψ (9) which is uniquely achieved
by Xˆ , i.e.
Φ(θminM )
M→∞−−−−→ min
Z∈D
Ψ(Z) = Ψ(Xˆ).
Furthermore, for every 1 ≤ k ≤ K we have that Y θminM converges to Xˆ as random variable in
L1(Ω× [0, T ],P× λk). In particular, the limit process Y := limM→∞ Y θminM equals Xˆ (P× λk)-
almost surely as a random variable on Ω× [0, T ].
This result can be extended to any other neural network architecture for which a universal approxima-
tion theorem equivalent to [Hornik et al., 1989, Thm. 2.4] exists. Moreover, the stochastic process X
defined in (1) can be chosen more general, in particular, the diffusion part
∫
σdW can be replaced
by any martingale, as long as the resulting process still is a Markov process and µ˜ stays continuous.
Further remarks about the theorem and its proof are given in Appendix G.
In the following corollary we show, that Theorem 4.1 can be extended to show convergence to the
conditional expectation of ϕ(X), for some function ϕ ∈ C2,b(RdX ,R), i.e. a function that is twice
continuously differentiable with bounded derivatives.
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Corollary 4.2. Let ϕ ∈ C2,b(RdX ,R), then the statement of Theorem 4.1 holds equivalently, when
replacing X in the loss functions Ψ and Φ by Γ = ϕ(X) and Xˆ by the conditional expectation Γˆ,
where Γˆt := EP×P˜[ϕ(Xt)|At].
Corollary 4.2 combined with the monotone convergence theorem for conditional expectation theoreti-
cally enables us to make statements about the conditional law and conditional moments of X under
some a priori integrability assumptions.
5 Experiments
We test our algorithm on three stochastic models, Black-Scholes, Ornstein-Uhlenbeck and Heston,
with fixed parameters. For each model, we generate a dataset by sampling N = 20′000 paths
on the time interval [0, 1] using the Euler-scheme with 100 time steps. Independently for each
path, on average 10% of the grid points are randomly chosen as observation times. The controlled
ODE-RNN architecture is trained as described in Section 3.3 on 80% of the data. On the remaining
20% the model is tested, by comparing the loss function defined in (9) computed with the predicted
conditional expectation provided by the controlled ODE-RNN, with the loss function computed with
the true conditional expectation (Figure 3). The relative difference converges to zero, hence, the true
conditional expectation is replicated, up to Monte Carlo approximation errors. Furthermore, plots of
the predicted and true conditional expectation for sample paths are given in Figure 2, 4, 5. Further
details are given in Appendix J and the code is available at [Herrera et al., 2020b].
0.0 0.2 0.4 0.6 0.8 1.0
1
2
3
4
5
6 true pathcontrolled ODE-RNN
true conditional expectation
observed
Figure 2: Black Scholes
dXt = µXtdt+ σXtdWt
E(Xt+s|Xt) = Xteµs
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Figure 3: For all three models (Black Scholes,
Ornstein-Uhlenbeck and Heston) the relative
difference between the loss function computed
with the predicted conditional expectation and
the loss function computed with the true condi-
tional expectation, ΨˆN (Y
θ)−ΨˆN (Xˆ)
ΨˆN (Xˆ)
converges
to zero with respect to the number of epochs.
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Figure 4: Ornstein Uhlenbeck
dXt = −k(Xt −m)dt+ σdWt
E(Xt+s|Xt) = Xte−ks +m
(
1− e−ks)
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Figure 5: Heston
dXt = µXtdt+
√
vtXtdWt
dvt = −k(vt −m)dt+ σ√vtdZt
E(Xt+s|Xt) = Xteµs
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6 Related work
Learning Stochastic Differential Equations. We do not claim to learn the dynamics of the stochas-
tic process X by learning the drift µ and the diffusion σ of the corresponding SDE. Instead, we only
learn the conditional drift, without assumptions on its form, allowing us to model the conditional
expectation. Similar to the ODE-RNN framework (8), in the neural jump stochastic differential
equation (NJSDE) [Jia and Benson, 2019] the latent process is described by a neural ODE with jumps
at random times. This model is used to describe hybrid systems which evolve continuously in time
but may also be interrupted by stochastic events. Thereby, the continuous evolution can be described
by a deterministic ODE, while the stochastic events lead to jumps at random times. In contrast to that,
we use the latent framework to model the conditional expectation of a continuous stochastic process.
Stochastic filtering theory. Our main theorem is similar to the theoretical results of neural filtering
[Lo, 2009], which is a neural network approach to stochastic filtering theory in discrete time. In
stochastic filtering, potentially incomplete and noisy observations of X are available continuously
in time. This observation process Y is usually described by the dynamics dYt = h(Xt)dt + dBt,
where h is a measurable function and B is a Brownian motion. Stochastic filtering then estimates the
conditional law of Xt given the noisy observations (Ys)0≤s≤t [Bain and Crisan, 2008, Def. 3.2] and
therefore can provide conditional expectations. Comparably, we directly compute the conditional
expectation given the last observation. Similar to our assumptions, in the neural filtering approach of
GRU-ODE-Bayes [Brouwer et al., 2019] and [Ryder et al., 2018] observations are only available at
irregular discrete time points. They approximate the conditional law of X given the last observation
by a Gaussian distribution and learn its mean and variance parameters. In particular, the conditional
expectation is then given by this mean parameter. In contrast, we do not make normality assumptions
about the conditional distribution and we theoretically prove convergence to the true conditional
expectation.
Controlled ODEs in machine learning. Controlled ODEs have been used in [Cuchiero et al., 2019,
Herrera et al., 2020a] to describe deep and continuously deep neural networks, enabling the use of
the rich stochastic analysis theory for dealing with neural networks. In their recent paper, Kidger
et al. [2020] also use controlled ODEs and neural networks to model irregular time series. The
observed datapoints are interpolated and the entire path of the time series is used in a static way for
classification or regression purposes. In contrast, we treat the observations in a dynamical way, where
only information up to the current time are taken into account.
7 Discussion and future work
We presented theoretical guarantees for the Controlled ODE-RNN, a general data-driven framework
for modelling the conditional expectation of a stochastic process given the previous observation.
Many disciplines, including sciences, technology and engineering as well as finance and economics,
use stochastic processes to model time series and make prediction of the future given the current state
of the world.
For instance in finance, the controlled ODE-RNN can have a direct application in the modern portfolio
theory, which consists of selecting the best portfolio of assets, that maximizes the expected return
while minimizing costs like financial risk. Under ergodicity assumptions on the asset prices X , the
single trajectory of past price statements can be used to train our model. Then the expected return
and risk can be estimated with Corollary 4.2.
In some markets we directly have different realizations of paths of X , as for example in the real estate
market. The price of a certain type of object, such as apartments in a specific region of a city with a
certain size, is assumed to follow the dynamics of an SDE. The prices of different objects of the same
type can be understood as irregularly sampled observations of different paths of X .
Controlled ODE-RNN could also be used for computing future prices of derivatives as it is the case in
different financial and risk management problems, such as the computation of value-at-risk or for the
evaluation of American style derivatives [Longstaff and Schwartz, 2001, Lapeyre and Lelong, 2019,
Cheridito et al., 2020]. Indeed, with Corollary 4.2, one only needs to model the Radon-Nikodym
derivative dQ/dP, which is a change from the historical probability P to the risk-neutral measure Q,
to compute conditional expectations under Q.
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Broader Impact
Learning conditional expectations, i.e. L2-optimal inter- or extrapolations, from non-equidistant
observations of a quantity, be it in the stationary case from one observation, or in the non-stationary
case from many observations, is the crucial task in many areas of science and technology. We just
name a few, like health care, weather prediction, or economics. Our works adds a fully non-parametric
technology to this field, which is often solved in a parametric context, which can have a broader
impact. On the downside: fully non-parametric approaches might miss essential a priori information
and should therefore be handled with some care.
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Appendix
A Definitions
Definition A.1. A process {Xt}t∈[0,T ] is square integrable if we have E[X2t ] < ∞ for every
t ∈ [0, T ].
Definition A.2. Let dX , d2 ∈ N. A function ϕ : [0, T ]× RdX → Rd2 is globally Lipschitz continu-
ous if there exists a constant M > 0 for which we have for all t ∈ [0, T ]
|ϕ(t, x)− ϕ(t, y)|2 ≤M |x− y|2 and |ϕ(x, t)|2 ≤ (1 + |x|2)M. (14)
where |·|2 denotes the L2 norm. In particular, this means that the growth of φ is at most linear in x.
Definition A.3. Let dX , d2 ∈ N. ϕ : [0, T ]× RdX → RdX is continuous in its first component (t)
uniformly in its second component (x) i.e. for every t ∈ [0, T ] and ε > 0 there exists a δ > 0 such
that for all s ∈ [0, T ] with |t− s| < δ and all x ∈ RdX we have |ϕ(t, x)− ϕ(s, x)| < 
Definition A.4. Let dX , dW ∈ N. We say that ϕ : [0, T ]× RdX → RdX×dW is L2 integrable with
respect W , i.e φ ∈ L2(W ), when we have
E
 dX∑
i=1
dW∑
j=1
∫ T
0
sup
x
ϕi,j(x, t)
2d[W j ,W j ]t
 = ∫ T
0
|sup
x
ϕ(x, t)|2F dt <∞, (15)
where |·|F denotes the Frobenius matrix norm. We remark that this is in particularly implied when ϕ
is bounded.
B Auxiliary results
For completeness we restate the straight forward generalization of the universal approximation result
[Hornik et al., 1989, Thm. 2.4] to multidimensional output.
Theorem B.1 (Hornik). Let r, d ∈ N and σ be a sigmoid function. Let NN σr,d be the set of
all 1-hidden layer neural networks mapping Rr to Rd. Then for every compact subset K ⊂
Rr, every  > 0 and every f ∈ C(Rr,Rd) there exists a neural network g ∈ NN σr,d such that
supx∈K |f(x)− g(x)|2 < .
Lemma B.2. For 1 ≤ k ≤ K the map
λk : B([0, T ])→ [0, 1], B 7→ λk(B) := P˜(n≥k,(tk−)∈B)P˜(n≥k) .
Proof. First we see that λk([0, T ]) = 1 since tk maps to [0, T ]. Furthermore, for any disjoint sets
Bi ∈ B([0, T ]), i ∈ N, we have {n ≥ k, tk− ∈ ∪˙i≥1Bi} = ∪˙i≥1{n ≥ k, tk− ∈ Bi} and these sets
are F˜-measurable, since they are defined through pre-images of random variables. Therefore, the
additivity of P˜ implies that λk (∪˙i≥1Bi) =
∑
i≥1 λk (Bi).
The following Lemmas are used in the Proof of Theorem 4.1.
Lemma B.3. Let 1 ≤ k ≤ K and let Z ∈ D be a process such that (P × λk)[Xˆ 6= Z] > 0. Then
there exists an ε > 0 such that B˜ := {t ∈ [0, T ] |EP[|Xt−Zt−|22] ≥ ε+EP[|Xt− Xˆt−|22]} satisfies
λk(B˜) > 0.
Proof. First remark that since X is continuous, we have Xt = Xt−. Let us define C := {(ω, t) ∈
Ω × [0, T ] | Xˆt−(ω) 6= Zt−(ω)} and for each t ∈ [0, T ] let Ct := {ω ∈ Ω | (ω, t) ∈ C}. Then we
have for B := {t ∈ [0, T ] |P(Ct) > 0} that λk(B) > 0, since otherwise by Fubini’s theorem
0 < (P× λk)[C] =
∫
[0,T ]
P(Ct)dλk(t) = 0,
which is a contradiction. Now Proposition C.1 yields that for each t ∈ B there exists
some εt > 0 such that EP[|Xt− − Zt−|22] ≥ εt + EP[|Xt− − Xˆt−|22]. This implies
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the claim. Indeed, assume no such ε > 0 exists, then we have for each n ∈ N that
λk
(
{t ∈ [0, T ] |EP[|Xt− − Zt−|22] ≥ 1n + EP[|Xt− − Xˆt−|22]}
)
= 0. Therefore,
λk
(
{t ∈ [0, T ] |EP[|Xt− − Zt−|22] > EP[|Xt− − Xˆt−|22]}
)
≤
∑
n∈N
λk
(
{t ∈ [0, T ] |EP[|Xt− − Zt−|22] ≥ 1n + EP[|Xt− − Xˆt−|22]}
)
= 0,
which is a contradiction to λk(B) > 0.
Remark B.4. The σ-fields At depend on ω˜ ∈ Ω˜ as well. If we look at the product probability
space (Ω × Ω˜,F ⊗ F˜ ,F ⊗ F˜ ,P × P˜), where F ⊗ F˜ consists of the tensor-product σ-algebras
(F ⊗ F˜)t := Ft ⊗ F˜ for t ∈ [0, T ], then
σ(Xti |ti ≤ t)
:= σ
({{
(ω, ω˜) ∈ Ω× Ω˜∣∣Xti(ω˜)(ω) ∈ A,n(ω˜) ≥ i, ti(ω˜) ≤ t} ∣∣∣A ∈ B(RdX ), i ∈ N})
is a well defined sub-σ-algebra of (F ⊗F˜)t. Furthermore, we can recover the ω˜-wise defined version
of At by intersecting each set in it with Ω× {ω˜} and subsequently projecting the intersection on its
first component. We use the notation A˜t := A˜t(ω˜) = σ(Xti(ω˜)|ti(ω˜) ≤ t) to distinguish this ω˜-wise
definition from the definition as sub-σ-algebra of the product space given above. However, Lemma
C.2 implies that for our considerations, both versions of this σ-algebra have the same effect, therefore
we will simply write At for both versions, by abuse of notation.
Lemma B.5. For any A-adapted process Z it holds that
EP×P˜
[
1
n
n∑
i=1
|Xti − Zti−|22
]
= EP×P˜
[
1
n
n∑
i=1
∣∣∣Xti − Xˆti−∣∣∣2
2
]
+ EP×P˜
[
1
n
n∑
i=1
∣∣∣Xˆti− − Zti−∣∣∣2
2
]
.
Proof. First recall that by continuityXti = Xti−. Then the statement is a consequence of Proposition
C.1, Lemma C.2 and Fubini’s theorem, which imply
EP×P˜
[
1
n
n∑
i=1
|Xti− − Zti−|22
]
= EP˜
[
1
n
n∑
i=1
EP
[
|Xti− − Zti−|22
]]
= EP˜
[
1
n
n∑
i=1
(
EP
[∣∣∣Xti− − Xˆti−∣∣∣2
2
]
+ EP
[∣∣∣Xˆti− − Zti−∣∣∣2
2
])]
= EP×P˜
[
1
n
n∑
i=1
∣∣∣Xti− − Xˆti−∣∣∣2
2
]
+ EP×P˜
[
1
n
n∑
i=1
∣∣∣Xˆti− − Zti−∣∣∣2
2
]
.
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C Best estimator Xˆ — Proof of Proposition 2.1
We are interested in the “best” approximation (or prediction) of the process X that one can make at
each time t, given the currently available information At. If “best” refers to the L2(Ω× Ω˜,P× P˜)-
minimizer, then this approximation is given by the conditional expectation, as stated in the elementary
Proposition below (which is proven for example in [Durrett, 2010, Thm. 5.1.8] for R-valued random
variables and can easily be extended to Rd-valued random variables when using the 2-norm).
Proposition C.1. Given a probability space (Ω,F ,P) and a sub-σ-algebra A ⊂ F , the orthogonal
projection of X ∈ L2(Ω,F ,P) on L2(Ω,A,P) is given by Xˆ := E[X|A]. In particular, for every
Z ∈ L2(Ω,A,P) with P(Z 6= Xˆ) > 0 we have
E[|X − Z|22] = E[|X − Xˆ|22] + E[|Z − Xˆ|22] > E[|X − Xˆ|22].
In our case this means, that the optimal A-adapted process in L2(Ω× Ω˜,F⊗F˜ ,P× P˜) approximating
X is given by (Xˆt)t∈[0,T ] with Xˆt := EP×P˜[Xt|At]. Here,At is meant as a sub-σ-algebra of Ft×F˜ .
This process is unique up to (P× P˜)-null-sets. Moreover, the following lemma shows that it coincides
ω˜-wise with EP[Xt|A˜t](ω˜), where A˜t = A˜t(ω˜) is defined in Remark B.4.
Lemma C.2. For P˜-almost-every ω˜ ∈ Ω˜ we have EP×P˜[Xt|At](ω˜) = EP[Xt|A˜t](ω˜) P-almost-
surely.
Proof. Otherwise we have by Fubini’s theorem, Proposition C.1 and an argument similar to the one
in Lemma B.3
EP×P˜
[∣∣Xt − EP×P˜[Xt|At]∣∣22] = EP˜ [EP [∣∣Xt − EP×P˜[Xt|At]∣∣22]]
> EP˜
[
EP
[∣∣∣Xt − EP[Xt|A˜t]∣∣∣2
2
]]
,
which is a contradiction to Proposition C.1.
This proves the first part of Proposition 2.1. The second part of this Proposition, i.e. (2), should be
understood ω˜-wise, for ω˜ ∈ Ω˜. This is justified by Lemma C.2 and derived below. In particular, for
the remainder of this section, all statements are meant ω˜-wise.
With the assumption that µ and σ are Lipschitz, [Protter, 2005, Thm. 7, Chap. V] implies that a
unique solution of (1) exists. Furthermore, this solution is a Markov process as soon as the starting
point x is fixed [Protter, 2005, Thm. 32, Chap. V]. Hence, one can define a transition function P
(compare [Protter, 2005, Chap. V.6]) such that for all s < t and φ bounded and measurable,
Ps,t(Xs, φ) := E[φ(Xt)|σ(Xs)] = EP[φ(Xt)|Fs].
We have that Xτ(s) is Aτ(s)-measurable and therefore, since As = Aτ(s) ⊂ Fτ(s),
Pτ(s),t(Xτ(s), φ) = EP[φ(Xt)|As]. (16)
By our additional assumption on σ it follows from [Protter, 2005, Lem. before Thm. 28, Chap. V]
that
Mt :=
∫ t
0
σ(s,Xs)dWs, 0 ≤ t ≤ T,
is a square integrable martingale, since the Browian motion W is square integrable. In particular, for
0 ≤ s ≤ t ≤ T we have E[∫ t
s
σ(r,Xr)dWr|Fs] = E[Mt −Ms|Fs] = 0. Moreover, the same is true
when conditioning on As 10.
10To see this, we choose a localizing sequence (τn)n∈N such that Mτn is bounded by n (works since
M is continuous). Then the Markov property implies that E[Mτnt −Mτns |As] = E[Mτnt −Mτns |Fs] =
0. Since Mτnt
n→∞−−−−→ Mt P-a.s. and since this sequence is dominated by the integrable random variable
1 + supr≤t‖Mr‖2 (by Doob’s inequality and square integrability of M ), dominated convergence implies that
E[Mt −Ms|As] = 0.
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Using the martingale property of M , we have (ω˜-wise) for every t ∈ [0, T ]
Xˆt = EP[(Xt −Xτ(t)) +Xτ(t)|Aτ(t)]
= Xτ(t) + EP
[∫ t
τ(t)
µ(r,Xr)dr
∣∣∣Aτ(t)
]
+ EP
[∫ t
τ(t)
σ(r,Xr)dWr
∣∣∣Aτ(t)
]
= Xτ(t) +
∫ t
τ(t)
EP
[
µ(r,Xr)|Aτ(t)
]
dr,
(17)
where we used Fubini’s Theorem (for conditional expectations) in the last step. This is justified
because EP[
∫ T
0
|µ(r,Xr)|2dr] < ∞ follows from µ being bounded. Let us define ∆ := {(t, r) ∈
[0, T ]2|t+ r ≤ T} and the function
µ˜ : ∆× RdX → RdX , (t, r, ξ) 7→ Pt,t+r(Xt, µ)
∣∣
Xt=ξ
= EP [µ(t+ r,Xt+r)|Xt = ξ] ,
then we can use (16) to rewrite (17) as
Xˆt = Xτ(t) +
∫ t
τ(t)
µ˜
(
τ(t), s− τ(t), Xτ(t)
)
ds. (18)
This proves the second part of Proposition 2.1.
D Proof of Proposition 2.2
Proof of Proposition 2.2. For any fixed s ∈ [0, T ], x ∈ RdX , we define
ζs,·(x) : [0, T ]× Ω→ RdX , (t, ω) 7→ ζs,t(x)(ω)
to be the solution of the SDE
ζs,t(ξ) = ξ +
∫ t
s
µ(r, ζs,r)dr +
∫ t
s
σ(r, ζs,r)dWr.
This solution exists and is unique by [Protter, 2005, Chap. V, Thm. 7], therefore we have that
Xt = ζ0,t(x) P-almost surely. Furthermore, [Gubinelli, 2016, Thm. 4] implies that for s ≤ t we
have Xt = ζs,t(ζ0,s(x)). Hence, for t = s+ r, we have the identity µ˜(s, r, ξ, ) = E[µ(t, ζs,t(ξ))].
Furthermore, by [Gubinelli, 2016, Thm. 8] we have for any ξ, ξ′ ∈ RdX and (s, r), (s′, r′) ∈ ∆ with
t := s+ r, t′ := s′ + r′ ∈ [0, T ] that there exists some constant C such that
E
[|ζs,t(ξ)− ζs′,t′(ξ′)|22] ≤ C [|ξ − ξ′|22 + (1 + |ξ|2 + |ξ′|2)2 (|t− t′|+ |s− s′|)] . (19)
Therefore, we have that
|µ˜(s, r, ξ)− µ˜(s′, r′, ξ′)|2 = |E [µ(t, ζs,t(ξ))]− E [µ(t′, ζs′,t′(ξ′))]|2
≤ |E [µ(t, ζs,t(ξ))]− E [µ(t′, ζs,t(ξ))]|2
+ |E [µ(t′, ζs,t(ξ))]− E [µ(t′, ζs′,t′(ξ′))]|2
≤ E [|µ(t, ζs,t(ξ))− µ(t′, ζs,t(ξ))|22]1/2
+ E
[|µ(t′, ζs,t(ξ))− µ(t′, ζs′,t′(ξ′))|22]1/2
≤ E [|µ(t, ζs,t(ξ))− µ(t′, ζs,t(ξ))|22]1/2
+M E
[|ζs,t(ξ)− ζs′,t′(ξ′)|22]1/2 ,
(20)
where we used Jensen’s inequality in the second last and (14) in the last step. Hence, for (s′, r′, ξ′)→
(s, r, ξ) we have that the first term of (20) goes to zero due to continuity of µ in its first component
uniformly in the second component. Moreover, the second term of (20) converges to zero by (19).
Together, this proves continuity of µ˜.
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E Recall of the ODE-RNN model
Recurrent Neural Network. The input to a RNN is a discrete time series of observations
{xt1 , · · · , xtn}. At each time ti+1, the latent variable h is updated using the previous latent variable
hti and the input xti+1 as
hti+1 := RNNCell(hti , xti+1), (21)
where RNNCell is a neural network.
Neural Ordinary Differential Equation. Neural ODEs [Chen et al., 2018] are a family of
continuous-time models defining a latent variable ht := h(t) to be the solution to an ODE initial-value
problem (IVP):
ht := ht0 +
∫ t
t0
f(hs, s, θ)ds, t ≥ t0, (22)
where f(·, ·, θ) = fθ is a neural network with weights θ. Therefore, the latent variables can be
updated continuously by solving this ODE (22). We can emphasize the dependence of ht on a
numerical ODE solver by rewriting (22) as
ht := ODESolve(fθ, ht0 , (t0, t)) . (23)
ODE-RNN. ODE-RNN [Rubanova et al., 2019] is a mixture of a RNN and a neural ODE. In contrast
to a standard RNN, we are not only interested in an output at the observation times ti, but also in
between those times. In particular, we want to have an output stream that is generated continuously in
time. This is achieved by using a neural ODE to model the latent dynamics between two observation
times, i.e. for ti < t < ti+1 the latent variable is defined as in (22) and (23), with ht0 and t0 replaced
by hti and ti. At the next observation time ti+1, the latent variable is then updated by a RNN.
Rubanova et al. [2019] write this as{
h′ti+1 := ODESolve(fθ, hti , (ti, ti+1))
hti+1 := RNNCell(h
′
ti+1 , xti+1) .
(24)
Therefore, fixing ht0 := h0, the entire latent process can be computed by iteratively solving an ODE
followed by applying a RNN.
ODE-RNN as càdlàg process. Thinking about the process h := (ht)t≥t0 defined in (24) as a
(stochastic) process in time, it is defined to evolve continuously for ti ≤ t < ti+1 according to the
ODE dynamics fθ and jumps at time ti+1 according to the RNN cell. In particular, it is defined to
be a càdlàg11 process, for which hti+1− is the standard notation for the left limit, i.e. the last point
before the jump at time ti+1. According to this notation we have hti+1− = h
′
ti+1 , hence, we can
rewrite (24) as {
hti+1− := ODESolve(fθ, hti , (ti, ti+1))
hti+1 := RNNCell(hti+1− , xti+1) .
(25)
11i.e. right-continuous with existing left limits, also denoted as RCLL
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F Proof of Proposition 3.1
Proof of Proposition 3.1. By [Protter, 2005, Chap. II, Thm. 17], the stochastic integral is indistin-
guishable from the path-wise Lebesgue-Stieltjes integral if the integrator is of finite variation. Hence,
we can assume that some ω˜ ∈ Ω˜ is fixed and that the following expressions are evaluated at this ω˜
whenever applicable. First note, that u is constant except at the ti where it increases by 1 (cf. Figure
6). In particular, the Lebesgue-Stieltjes integral of some càdlàg function g with respect to u is a sum,
i.e.
∫ t
0
g(s−)dus =
∑
ti≤t g(ti−)∆uti , where ∆uti = uti − uti− = 1. Therefore, integrating (6)
from t0 to t we get
ht = ht0 +
∫ t
t0
fθ(hs−, s−)ds+
∫ t
t0
rRNNCell(hs−, xs)du(s)
= ht0 +
∫ t
t0
fθ(hs−, s−)ds+
∑
ti≤t
rRNNCell(hti−, xti).
In particular, since the first integral is continuous in t, we have for every 1 ≤ k ≤ n
htk = ht0 +
∫ tk−
t0
fθ(hs−, s−)ds+
∑
ti<tk
rRNNCell(hti−, xti) + rRNNCell(htk−, xtk)
= htk− + rRNNCell(htk−, xtk),
(26)
and for tk < t < tk+1
ht = ht0 +
∫ tk
t0
fθ(hs−, s−)ds+
∑
ti≤tk
rRNNCell(hti−, xti) +
∫ t
tk
fθ(hs−, s−)ds
= htk +
∫ t
tk
fθ(hs−, s−)ds.
(27)
Together, (26) and (27) prove that (6) is equivalent to (3). We also emphasize that xt is used as input
only for t = ti, 1 ≤ i ≤ n.
Figure 6: Schematic representation of the stochastic control ut (5).
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G Proof of Theorem 4.1
Proof of Theorem 4.1. We start by showing that Xˆ ∈ D is the unique minimizer of Ψ up to (P×λk)-
null-sets for any k ≤ K. First, we recall that for every ti we have Xˆti = Xti and by continuity of X
that Xti = Xti−. Therefore,
Ψ(Xˆ) = EP×P˜
[
1
n
n∑
i=1
∣∣∣Xti − Xˆti−∣∣∣2
2
]
= EP˜
[
1
n
n∑
i=1
EP
[∣∣∣Xti − Xˆti−∣∣∣2
2
]]
= min
Z∈D
EP×P˜
[
1
n
n∑
i=1
|Xti − Zti−|22
]
≤ min
Z∈D
EP×P˜
[
1
n
n∑
i=1
(|Xti − Zti |2 + |Zti − Zti−|2)2
]
= min
Z∈D
Ψ(Z),
where we used Fubini’s theorem for the second line, Proposition C.1 for the third line and the triangle
inequality for the fourth line. Hence, Xˆ is a minimizer of Ψ. To see that it is unique (P× λk)-a.s.,
let Z ∈ D be a process such that (P × λk)[Xˆ 6= Z] > 0. By Lemma B.3, this implies that there
exists an ε > 0 such that B := {t ∈ [0, T ] |EP[|Xt− − Zt−|22] ≥ + EP[|Xt− − Xˆt−|22]} satisfies
λk(B) > 0.
Now recall that by definition of λk we have λk(B) = P˜(∪˙j≥k{n = j, tk− ∈ B})/P˜(n ≥ k) > 0.
This implies that there exists j ∈ N≥k such that P˜(n = j, tk− ∈ B) > 0. Therefore,
EP˜
[
1
n
n∑
i=1
1{ti−∈B}
]
≥ EP˜
[
1{n=j}
1
n
n∑
i=1
1{ti−∈B}
]
≥ EP˜
[
1{n=j} 1j 1{tk−∈B}
]
= 1j P˜(n = j, tk− ∈ B) > 0.
This inequality implies now that Z is not a minimizer of Ψ, because
Ψ(Z) = EP×P˜
[
1
n
n∑
i=1
(|Xti − Zti |2 + |Zti − Zti−|2)2
]
≥ EP˜
[
1
n
n∑
i=1
EP
[
|Xti − Zti−|22
]]
= EP˜
[
1
n
n∑
i=1
(
1{ti−∈B} + 1{ti−∈BC}
)
EP
[
|Xti − Zti−|22
]]
≥ EP˜
[
1
n
n∑
i=1
(
ε1{ti−∈B} + EP
[∣∣∣Xti − Xˆti−∣∣∣2
2
])]
= εEP˜
[
1
n
n∑
i=1
1{ti−∈B}
]
+ min
Z∈D
Ψ(Z)
> min
Z∈D
Ψ(Z).
Next we show that (8) can approximate Xˆ arbitrarily well. Since the dimension d2 can be chosen
freely, let us fix it to d2 := dX . Furthermore, let us fix θ∗3 such that gθ3 = id and fix H0 := X0 as
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starting point. From Theorem B.1 it follows that for any ε > 0 there exist M ∈ N and θ∗1 , θ∗2 with
(θ∗1 , θ
∗
2 , θ
∗
3) ∈ ΘM such that
sup
(u˜,v˜)∈R2
∣∣ρθ∗2 (tanh(u˜), tanh(v˜))− (v˜ − u˜)∣∣2
= sup
(u,v)∈[0,1]2
∣∣ρθ∗2 (u, v)− (tanh−1(v)− tanh−1(u))∣∣2 ≤ ε, (28)
and
sup
(u˜,v˜,t,r)∈R2×∆
∣∣fθ∗1 (tanh(u˜), tanh(v˜), t, r)− µ˜ (v˜, t, r)∣∣2
= sup
(u,v,t,r)∈[0,1]2×∆
∣∣fθ∗1 (u, v, t, r)− µ˜ (tanh−1(v), t, r)∣∣2 ≤ ε, (29)
where we used that µ˜ is continuous by Proposition 2.2 and substituted u = tanh(u˜), v = tanh(v˜).
Using this, we can bound the distance between Y θ
∗
M
t and Xˆ . In particular, if t ∈ {t1, · · · , tn}, (28)
yields ∣∣∣Y θ∗Mt − Xˆt∣∣∣
2
=
∣∣(Ht− + ρθ∗M (tanh(Ht−), tanh(Xt), t))−Xt∣∣2 ≤ ε,
and if t not in {t1, · · · , tn}, then (2), (29) and the previous bound yield∣∣∣Y θ∗Mt − Xˆt∣∣∣
2
≤
∣∣∣Y θ∗Mτ(t) − Xˆτ(t)∣∣∣
2
+
∫ t
τ(t)
∣∣fθ∗1 (tanh(Hs−), tanh(Xτ(s)), τ(s), s− τ(s))− µ˜ (Xτ(s), τ(s), s− τ(s))∣∣2 ds
≤ ε+ ε T.
Now we can show the convergence of Φ(θminM ) using these two bounds and Xti = Xˆti . Indeed,
min
Z∈D
Ψ(Z) ≤ Φ(θminM ) ≤ Φ(θ∗M )
= EP×P˜
[
1
n
n∑
i=1
(∣∣∣Xti − Y θ∗Mti ∣∣∣
2
+
∣∣∣Y θ∗Mti − Y θ∗Mti− ∣∣∣
2
)2]
≤ EP×P˜
[
1
n
n∑
i=1
(∣∣∣Xˆti − Y θ∗Mti ∣∣∣
2
+
∣∣∣Y θ∗Mti − Xˆti∣∣∣
2
+
∣∣∣Xˆti − Xˆti−∣∣∣
2
+
∣∣∣Xˆti− − Y θ∗Mti− ∣∣∣
2
)2]
≤ EP×P˜
[
1
n
n∑
i=1
(
ε+ ε+
∣∣∣Xti − Xˆti−∣∣∣
2
+ ε (T + 1)
)2]
≤ ε2 (T + 3)2 + EP×P˜
[
1
n
n∑
i=1
(
2ε (T + 3)
∣∣∣Xti − Xˆti−∣∣∣
2
+
∣∣∣Xti − Xˆti−∣∣∣2
2
)]
≤ ε2 (T + 3)2 + 2ε (T + 3)EP×P˜
[
1
n
n∑
i=1
∣∣∣Xti − Xˆti−∣∣∣
2
]
+ EP×P˜
[
1
n
n∑
i=1
∣∣∣Xti − Xˆti−∣∣∣2
2
]
≤ ε2 (T + 3)2 + 2ε (T + 3)
(
min
Z∈D
Ψ(Z) + 1
)
+ min
Z∈D
Ψ(Z)
ε→0−−−→ min
Z∈D
Ψ(Z),
where we used Ψ(Xˆ) = minZ∈D Ψ(Z) and that for a ∈ R, a ≤ a2 + 1 in the last step. It is clear
from the construction before, that ε→ 0 as M →∞.
In the last step we show that the limits limM→∞ Y θ
min
M and limM→∞ Y θ
∗
M exist as limits in the
Banach space L := L1(Ω× [0, T ],F⊗ B([0, T ]),P× λk), for every k ≤ K, and that they are both
equal to Xˆ . Let us fix k ≤ K. First we note that for every B ∈ B([0, T ]) we have
Eλk [1B ] = λk(B) =
P˜(n≥k,tk−∈B)
P˜(n≥k) =
EP˜[1{n≥k}1{tk−∈B}]
P˜(n ≥ k) .
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Using “measure theoretic induction” [Durrett, 2010, Case 1-4 of Proof of Thm. 1.6.9] this yields for
c := (P(n ≥ k))−1 and a B([0, T ])-measurable function Z : [0, T ]→ R, t 7→ Zt := Z(t) that
Eλk [Z] = cEP˜[1{n≥k}Ztk−]. (30)
Moreover, the triangle inequality and Lemma B.5 yield
Φ(θ∗M )−Ψ(Xˆ) ≥ EP×P˜
[
1
n
n∑
i=1
∣∣∣Xti − Y θ∗Mti− ∣∣∣2
2
]
−Ψ(Xˆ)
= EP×P˜
[
1
n
n∑
i=1
∣∣∣Xˆti− − Y θ∗Mti− ∣∣∣2
2
]
.
(31)
For any RdX -valued Z ∈ L the Hölder inequality, together with the fact that n ≥ 1, yields
EP×P˜ [|Z|2] = EP×P˜
[√
n√
n
|Z|2
]
≤ EP×P˜ [n]1/2 EP×P˜
[
1
n
|Z|22
]1/2
. (32)
Together, this implies that limM→∞ Y θ
∗
M = Xˆ as a L-limit. Indeed, with c˜ := EP×P˜ [n]
1/2
<∞ we
have
EP×λk
[∣∣∣Xˆ − Y θ∗M ∣∣∣
2
]
= cEP×P˜
[
1{n≥k}
∣∣∣Xˆtk− − Y θ∗Mtk−∣∣∣2]
≤ c c˜EP×P˜
[
1{n≥k}
1
n
∣∣∣Xˆtk− − Y θ∗Mtk−∣∣∣22
]1/2
≤ c c˜EP×P˜
[
1{n≥k}
1
n
n∑
i=1
∣∣∣Xˆti− − Y θ∗Mti− ∣∣∣2
2
]1/2
≤ c c˜EP×P˜
[
1
n
n∑
i=1
∣∣∣Xˆti− − Y θ∗Mti− ∣∣∣2
2
]1/2
≤ c c˜
(
Φ(θ∗M )−Ψ(Xˆ)
)1/2 i→∞−−−→ 0,
where we used first (30) and (32) followed by two simply upper bounds and (31) in the last step. The
same argument can be applied to show that limM→∞ Y θ
min
M = Xˆ as a L-limit. In particular, this
proves that the limit Y := limM→∞ Y θ
min
M exists as L-limit and equals Xˆ (P× λk)-almost surely,
for any k ≤ K.
Remark G.1. If we used the modified loss function Ψ˜ which is identical to Ψ except that we
drop the factor 1n , everything would work similarly and we could show L
2-convergence instead
of L1-convergence of Y θ
min
M to Xˆ . However, we remark that there might exists Z ∈ D, such that
Ψ(Z) <∞ while Ψ˜(Z) =∞. In particular, if some moment of n does not exist, such a process can
be constructed.
Remark G.2. It follows directly from Theorem 4.1 that limM→∞ Y θ
min
M = Xˆ as random variables
on Ω× [0, T ] except on sets which are null sets with respect to every product measure P× λk for
1 ≤ k ≤ K.
Remark G.3. The result of Theorem 4.1 does not imply that Xˆ and limM→∞ Y θ
min
M are modifications
or indistinguishable. For example, if B ⊂ [0, T ] is a subset such that no left-point of the observation
times (tk−) lies in B with probability greater 0, i.e. λk(B) = 0 for 1 ≤ k ≤ K, then Theorem 4.1
does not tell us how close (limM→∞ Y θ
min
M )t is to Xˆt for t ∈ B. In particular, it does not tell us
whether they are equal P-almost surely. Furthermore, such a set B always exists, since there has to
exists t ∈ [0, T ] such that B := {t} has measure 0 for all k.
Proof of Corollary 4.2. We first remark that Proposition C.1 and Lemma B.3, B.5, C.2 hold similarly
for the conditional expectation Γˆ. Hence, the same argument as in the proof of Theorem 4.1 implies
that Γˆ is the unique A-adapted minimizer of Ψ.
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For simplicity of the notation we assume that dX = dW = 1, i.e. that the processX and the Brownian
motion W are 1-dimensional. However, the following works as well in the general case, where the
correlations of the Brownian motion components have to be taken into account. By Itô’s Formula
[Protter, 2005, Chap. II, Thm. 32], Γ = ϕ(X) is the solution of the SDE
dϕ(X)t = ϕ
′(Xt)dXt + 12ϕ
′′(Xt)d[X,X]t
= ϕ′(Xt)µ(t,Xt)dt+ ϕ′(Xt)σ(t,Xt)dWt + 12ϕ
′′(Xt)σ(t,Xt)2dt
= α(t,Xt)dt+ β(t,Xt)dWt,
for α(t,Xt) := ϕ′(Xt)µ(t,Xt) + 12ϕ
′′(Xt)σ(t,Xt)2 and β(t,Xt) := ϕ′(Xt)σ(t,Xt). Defining α˜
similar to µ˜ as
α˜ : ∆× RdX → RdX , (t, r, ξ) 7→ Pt,t+r(Xt, α)
∣∣
Xt=ξ
= EP [α(t+ r,Xt+r)|Xt = ξ] ,
one can use the boundedness of of ϕ′ and ϕ′′ to show that it is continuous and that
Γˆt = E[ϕ(X)t|At] = Γτ(t) +
∫ t
τ(t)
α˜
(
τ(t), s− τ(t), Xτ(t)
)
ds.
In particular, Proposition 2.1 and 2.2 hold equivalently for Γ.
Similar to (28) and (29), the neural network parameters can be chosen such that
sup
(u˜,v˜)∈R2
∣∣ρθ∗2 (tanh(u˜), tanh(v˜))− (ϕ(v˜)− u˜)∣∣2
= sup
(u,v)∈[0,1]2
∣∣ρθ∗2 (u, v)− (ϕ(tanh−1(v))− tanh−1(u))∣∣2 ≤ ε, (33)
and
sup
(u˜,v˜,t,r)∈R2×∆
∣∣fθ∗1 (tanh(u˜), tanh(v˜), t, r)− α˜ (v˜, t, r)∣∣2
= sup
(u,v,t,r)∈[0,1]2×∆
∣∣fθ∗1 (u, v, t, r)− α˜ (tanh−1(v), t, r)∣∣2 ≤ ε, (34)
which then implies the statement of the Corollary similar as in the proof of Theorem 4.1.
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H Schematic representation of the Latent Process
We give some schematic representation of the Latent Process of the standard Recurrent Neural
Network, the Neural Ordinary Differential Equation [Chen et al., 2018] and the ODE-RNN [Rubanova
et al., 2019]
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Figure 7: Schematic representation of the latent process ht of a standard RNN.
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Figure 8: Schematic representation of the latent process ht of a neural ODE.
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Figure 9: Schematic representation of the latent process ht of a ODE-RNN.
I Algorithm
The proposed controlled ODE-RNN can be trained with the empirical loss function presented in
Section 3.3. Once the training is done, the following algorithm can be used to compute the conditional
expectation on the fly. In particular, the conditional expectation can be computed at arbitrary time
points while the process X is not observed.
Algorithm 1 The controlled ODE-RNN – evaluation of a trained model
Input: Data points with timestamps {(xi, ti)}i=0...n, intermediate evaluation times ti−1 < si1 <
. . . < siki < ti, for ki ∈ N, 1 ≤ i ≤ n
Initialize ht0 = 0
for i = 1 to n do
for j = 1 to ki do
hsij = ODESolve(fθ, tanh(hti−1), tanh(xi−1), (ti−1, s
i
j))
end for
hti− = ODESolve(fθ, tanh(hti−1), tanh(xi−1), (ti−1, ti))
hti = hti− + rRNNCell(tanh(hti−), tanh(xi))
end for
oi,j = outputNN(hsij), oi = outputNN(hti) for all 1 ≤ j ≤ ki, 1 ≤ i ≤ n
return {oi}i=1...n
Figure 10: Pseudocode of the controlled ODE-RNN. Differences from the standard ODE-RNN
[Rubanova et al., 2019] are highlighted in blue.
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J Experimental details
J.1 Further results
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Figure 11: Black Scholes (µ = 2, σ = 0.3, X0 = 1).
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Figure 12: Ornstein-Uhlenbeck (k = 2,m = 4, σ = 0.3, X0 = 1)
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Figure 13: Heston (µ = 2, σ = 0.3, X0 = 1 k = 2, m = 4, v0 = 4, ρ = Corr(W,Z) = 0.5)
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J.2 Implementation
All implementations were done using PyTorch [Paszke et al., 2019]. The code is available at
https://github.com/HerreraKrachTeichmann/ControlledODERNN.
Dataset. For each of the SDE models (Black-Scholes, Ornstein-Uhlenbeck, Heston) a dataset was
generated by sampling N = 20′000 paths using the Euler-scheme. We used an equidistant time
grid of mesh 0.01 between time 0 and T = 1. Independently for each path, observation times were
sampled from Pt, by using each of the grid points with probability 0.1 as an observation time. In
particular, n ∼ Bin(100, 0.1), t0 = 0 and the observation times {ti}1≤i≤n were chosen uniformly
on the time grid. Hence, 10% of the grid points were used on average. For each of these datasets, the
samples were used in a 80%/20% split for training and testing.
Architecture. In our experiments we chose the dimension of the latent variable to be dH = 10. For
fθ1 , g˜θ3 and e˜θ4 we used 2-hidden-layer feedforward neural networks, with 50 nodes in each hidden
layer and tanh activation functions. Then the neural networks gθ3 and eθ4 were defined as residual
versions of g˜θ3 and e˜θ4 , by adding a residual shortcut between the input and the output of the neural
networks. Dropout was applied after each non-linearity with a rate of 0.1. For the residual RNN
cell we used ρθ2(h, x) = −h+ eθ4 , to help the network learn the jumps. As we applied tanh to the
possibly unbounded inputs x and h in every neural network, there was no further need to normalize
or scale the data. To solve the ODE, the simple Euler-method was used.
Training. The neural networks were trained using the Adam optimizer [Kingma and Ba, 2014] with
a learning rate of 0.001 for 200 epochs using a batch size of 200. A random initialization was used
and no hyper-parameter optimization was needed.
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