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Abstract
Long Short-Term Memory (LSTM) infers the long term dependency through a cell
state maintained by the input and the forget gate structures, which models a gate
output as a value in [0,1] through a sigmoid function. However, due to the graduality
of the sigmoid function, the sigmoid gate is not flexible in representing multi-
modality or skewness. Besides, the previous models lack correlation modeling
between the gates, which would be a new method to adopt domain knowledge.
This paper propose a new gate structure with the bivariate Beta distribution. The
proposed gate structure enables hierarchical probabilistic modeling on the gates
within the LSTM cell, so the modelers can customize the cell state flow. Also, we
observed that our structured flexible gate modeling is enabled by the probability
density estimation. Moreover, we theoretically show and empirically experiment
that the bivariate Beta distribution gate structure alleviates the gradient vanishing
problem. We demonstrate the effectiveness of bivariate Beta gate structure on
the sentence classification, image classification, polyphonic music modeling, and
image caption generation.
1 Introduction
One of the most commonly used Recurrent Neural Network (RNN) variant is Long Short-Term
Memory (LSTM) [1], which introduces additional gate structures for controlling cell states. LSTM
controls the information flow from a sequence with an input, a forget, and an output gate. The input
and the forget gates decide the ratio of mixture between the current and the previous information at
each time step. There has been a question on the sigmoid function used for the gates in LSTM. The
sigmoid function is defined to be bounded and monotonically increasing, so the sigmoid has been
a popular choice for such gate mechanisms. For instance, the confined gate value range, which is
narrower than the 0-1 bound, means the majority of gate values fall into the narrower range that makes
the gate values lose potential discrimination power. Some tried to use additional hyper-parameters to
sharpen the sigmoid function, i.e., the sigmoid function with temperature parameter [2], but these
would be limited to the support for the sigmoid function. From this perspective, there are few works
to probabilistically model the flexibility of the gate structure, i.e., G2LSTM [2] with the Bernoulli
distribution, but the current probabilistic model missed the gradual aspect of the gate value change.
Moreover, it has been known that the gates could be correlated, and the performance can be improved
by exploiting this correlation structure. One common conjecture is the correlation between the
input and the forget gate values in LSTM [1]. However, the structure of LSTM does not explicitly
model such correlation, so its enforcing structure was handled at the technical implementation level.
For instance, CIFGLSTM [3] enforces the negative correlation between the input and the output
gate values. CIFGLSTM show competitive performance with reduced parameters because of the
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Figure 1: CIFGLSTM Figure 2: G2LSTM
it = G(Wxixt +Whiht−1 + bi, τ) (1)
ft = G(Wxfxt +Whfht−1 + bf , τ) (2)
c˜t = tanh(Wxcxt +Whcht−1 + bc) (3)
ct = ft  ct−1 + it  tanh(c˜) (4)
ot = σ(Wxoxt +Whoht−1 + bo) (5)
ht = ot  tanh(ct) (6)
correlation modeling. However, CIFGLSTM enforces the strict negative correlation; -1 only, and it
may not align to datasets. We can improve the correlation structure that the correlation is adaptable to
the dataset and its range lies in [-1,1] flexibly.
We propose a bivariate Beta LSTM (bBLSTM) which improves the sigmoid function in the input gate,
and the forget with a bivariate Beta distribution. bBLSTM has three advantages over the LSTM. First,
since a Beta distribution is a generalized distribution of the uniform distribution, the power function,
and the Bernoulli distribution with 0.5 probability; the Beta distribution can represent values of [0,1]
flexibly. The Beta distribution can represent either symmetric or skewed shape by adjusting two shape
parameters. Second, the bivariate Beta distribution can represent the covariance structure of input
and forget gates because a bivariate Beta distribution shares the Gamma random variables which
make the correlation between two sampled values. We utilized the property of the bivariate Beta
distribution for modeling the input and the forget gates in bBLSTM. 1. The bivariate Beta distribution
covariance could be further elaborated by expanding the probabilistic model, i.e., adding a common
cause prior to the input gate and the forget gate distributions. Third, the bivariate Beta distribution
can alleviate the gradient vanishing problem of LSTM. Under a certain condition, we verify that the
derivative of gates in bBLSTM is greater than those of LSTM, experimentally and theoretically.
2 Preliminary: Stochastic Gate Mechanism in Recurrent Neural Networks
Since RNN is a deterministic model, it is difficult to prevent overfitting and to generate diverse
outputs. Therefore, multiple methods were explored to model the stochasticity in sequence learning.
First, dropout methods for RNN [4–6] demonstrated that a stochastic masking can improve its
generalization. Second, latent variables were a good combination with the RNN structure, such as
Variational RNN (VRNN) [7] and latent variable hierarchical recurrent encoder decoder (VHRED)
[8]. Third, gate mechanisms, which is extensively used in RNN variants due to the vanishing gradient,
can be substituted with probabilistic models.
When we investigate further on the gate mechanism, there have been efforts in reducing the number
of gates [9], enabling a gate structure to be a complex number [10], correlating gate structure [3],
modeling gates to be probabilistic [11]. For instance, Gumbel Gate LSTM (G2LSTM) [2] replaces
the sigmoid function of the input and the forget gates with Bernoulli distributions. The Bernoulli gates
in G2LSTM turns the continuous gate values to be the binary value of 0 or 1. This work is interesting
because of its reparameterization effort to model the Bernoulli distribution. However, this work can
be expanded to incorporate a continuous spectrum, a multi-modality, and stochasticity, at the same
time. Furthermore, G2LSTM uses a Gumbel-Softmax which still remains in the realm of sigmoid
gates, so the limitations discussed in the Introduction are still applicable. Figure 2 enumerates the
gate and the information flow in G2LSTM, and G is the Gumbel-softmax function with a temperature
parameter of τ [12].
When we consider a stochastic expansion on gate mechanisms, it is natural to structure the random
variables with conditional independence and priors. For example, the input and the forget gates
are both related to the cell state in the LSTM cell, so we may conjecture its correlations through a
common cause prior. To our knowledge, CIFGLSTM [3] in Figure 1 is the first model to introduce a
structured input and forget gate modeling by assuming ft = 1− it. This hard assignment is not a
flexible covariance modeling, so this can be further extended by adopting the previous probabilistic
gate mechanism.
1We illustrate the gate and correlation value for the synthetic dataset in Appendix C
2
3 Methodology
Our probabilistic gate model will reside in a neural network cell, as Figure 3, the inference on
the distribution parameters should utilize the reparameterization technique, read Appendix A for
details. Our reparametrization on the Beta distribution uses a composition of reparametrized Gamma
distributions2. The followings are its technical walkthrough. We sample a random variable u(j)t
from a Gamma distribution with U (j)t shape parameter, which is parameterized by the current input
and the previous hidden state. As we follow the reparameterization technique of optimal mass
transport (OMT) gradient estimator [14] which utilize the implicit differentiation, we can compute
the stochastic gradient of random variable u(j)t with respect to U
(j)
t without inverse CDF.
(a) BLSTM (b) bBLSTM(3G) (c) bBLSTM(5G) (d) bBLSTM(5G+p)
Figure 3: The cell structure of our proposed models. The red and yellow circle denotes a cell state and
gates, respectively. The blue circle represents random variables which follow the Gamma distribution.
The input and the forget gates in bBLSTM(5G) and bBLSTM(5G+p) shares random variables, such
as u3,4,5.
3.1 Beta LSTM
This section proposes a Beta LSTM (BLSTM) that embeds independent Beta distributions on the
input and the forget gates, instead of the sigmoid function. We construct each Beta distribution with
two Gamma distributions.
U
(j)
t = gj(xt, ht−1), j = 1, ..., 4 (7)
u
(j)
t ∼ Gamma(U (j)t , 1), j = 1, .., 4 (8)
it =
u
(1)
t
u
(1)
t + u
(2)
t
, ft =
u
(3)
t
u
(3)
t + u
(4)
t
(9)
We formulate U (j)t , the shape parameter of a Gamma distribution; as a function, gj of the current
input xt and the previous hidden state ht−1. We omit the amortized inference on the rate parameter
of a Gamma distribution by setting it as a constant of 1. Each gj can be a multi-layered perceptron
(MLP) that combines xt and ht−1. Given the shape parameter’s constraint of being positive, the final
output of the MLP can be gained by either softplus or Relu.
3.2 bivariate Beta LSTM
BLSTM improves LSTM to have more flexible input and forget gate values, but these inputs and
forget gates are modeled independently, which is the same as LSTM. However, as we surveyed in
the above, there is a growing interest in modeling the covariance of the gate values. To consider the
correlation efficiently, we further expanded BLSTM to have a structured gate modeling. We adopt
the bivariate Beta distribution to reflect the correlation between input and forget gates by maintaining
the flexibility of the Beta distribution. We can construct a bivariate Beta distribution with three
independent random variables which follow a Gamma distribution, independently [15]. We name the
bivariate Beta LSTM cell with three Gamma distributions as bBLSTM(3G). The formulation of U (j)t
and u(j)t is same within Equation 7,8 for all j.
it =
u
(1)
t
u
(1)
t + u
(3)
t
, ft =
u
(2)
t
u
(2)
t + u
(3)
t
(10)
2We can approximate a random variable it ∼ Beta(U (1)t , U (2)t ) by rewriting it = u(1)t /(u(1)t + u(2)t ) where
u
(1)
t ∼ Gamma(U (1)t , 1) and u(2)t ∼ Gamma(U (2)t , 1) [13].
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The bivariate Beta distribution utilizes Gamma random variables to handle the correlation between the
input and the forget gate values, but bBLSTM(3G) can only model the positive correlation between
0 and 1 [15]. In practice, for example, natural language processing, the input and the forget gates
might show both positive and negative correlations in cases. Sequential correlated words, i.e., idioms
or phrases, would prefer a positive correlation because the cell state should include both previous
and current information. On the contrary, if there is a connection that is semantically turning the
information, the cell state should disregard the previous information and adapt the current information.
The latter case will require a negative correlation, but bBLSTM(3G) lack this functionality. We
extended the bivariate Beta distribution in bBLSTM(3G) to be bBLSTM(5G) that uses a bivariate
Beta distribution with a more flexible covariance structure. bBLSTM(5G) consists of five random
variables following a Gamma distribution, and bivariate Beta distribution with five random variables
can handle both negative and positive correlation [16]. bBLSTM(5G) is a generalized model of
CIFGLSTM with a probabilistic covariance model in terms of correlation. The formulation of U (j)t
and u(j)t is same within Equation 7,8 for all j.
it =
u
(1)
t + u
(3)
t
u
(1)
t + u
(3)
t + u
(4)
t + u
(5)
t
, ft =
u
(2)
t + u
(4)
t
u
(2)
t + u
(3)
t + u
(4)
t + u
(5)
t
(11)
Another advantage of using a bivariate Beta distribution as an activation function is resolving the
gradient vanishing problem of LSTM. We provide a proposition that the gradient value of a gate value
in bBLSTM(5G) with respect to the gate parameter is larger than that of LSTM under the certain
condtion.
Proposition 1. (Given the proof in Appendix D.) Assume that u(j)t < 0.8 or 8 < U
(j)
t which satisfy
the |u(j)t − U (j)t | ≤ δ · U (j)t for all j and δ > 0, and that u3:5 be 0.5. Then,
(i) for 0 < δ ≤ 81167 , the range of ∂it∂U(1)t |U(1)t =0.5 lies in [(S0, S1)]
(ii) for δ > 81167 , the range of
∂it
∂U
(1)
t
|
U
(1)
t =0.5
lies in [(S0, 626006318180288 )] where S0 =
−(36125δ2+107780δ−214200)
38880(4−δ)2 and S1 =
−(36125δ2−107780δ−214200)
38880(4+δ)2
3.3 bivariate Beta LSTM with Structured Prior Model
Hierarchical Bayesian modeling can impose uncertainty on a model as well as a mutual dependence
between variables. bBLSTM(5G) has a component of probabilistic modeling, and it is easy to
incorporate a prior distribution to the likelihood of the gate value. We present bBLSTM(5G) with
prior, bBLSTM(5G+p), and we optimize bBLSTM(5G+p) by maximizing the log marginal likelihood
of the target sequence y1:T in Equation 12, see Figure 3d However, the direct maximization of
the log marginal likelihood is intractable, so we approximate the log marginal likelihood with the
evidence lower bound (ELBO) [17, 18] in Equation 13 with a variational distribution, q, which is a
feed-forward neural network with the current input xt and the previous hidden ht−1.
log p(y1:T ) = log
∫ ∏
t=1
p(u
(1:5)
t )p(yt|u(1:5)t )du(1:5)t (12)
LELBO =
T∑
t=1
E
q(u
(1:5)
t |xt,ht−1)[p(yt|u
(1:5)
t )]−KL[q(u(1:5)t |xt, ht−1) ‖ p(u(1:5)t )] (13)
The prior distribution in Equation 12,13 becomes a distribution with either constant parameters or
the parameters inferred by a neural network. VRNN [7] and VHRED [8], which are the variational
recurrent model for the context modeling, set up their priors as neural networks depending on the
previous input. Similarly, we model a prior distribution of p(u(1:5)t ), as a Gamma distribution which
is a conjugate distribution of the Gamma distribution of u(1:5)t in Equation 13. A Gamma distribution
takes two parameters, which are shape and rate, and our framework enables learning of the two
parameters with an inference network.
The prior on the gate in bBLSTM(5G+p) is extended to incorporate other probabilistic or deep
generative models, such as Latent Dirichlet Allocation (LDA) [19] or word vector, i.e. Glove [20].
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Considering the proposed gate resides in a LSTM cell at a certain time, t, the prior can be bet-
ter off from a global context extracted from x1:T . To demonstrate this capability, we adapted
Equation 13 to be
∑T
t=1 Eq(u(1:5)t |xt,ht−1)[p(yt|u
(1:5)
t )] − λ{KL[q(u(3:5)t |xt, ht−1) ‖ p(u(3:5)t )] +
KL[q(u
(1:2)
t |xt, ht−1) ‖ p(u(1:2)t |βt−1, βt)]}. Here, λ is the weight of the prior regulariza-
tion, to balance the likelihood and KL regularization term; and βt is the topic probabil-
ity of a word at time t in the sequence, which follows the definition in the original LDA.
Figure 4: The sentiment classification
accuracy of bBLSTM variants with or
without prior learning on a 0th fold of
CR dataset
While we used a pre-trained LDA model, a modeler
can alternatively learn the LDA parameter since it has
its own ELBO for the gradient descent. Finally, we as-
sume p(u(1:2)t |βt−1, βt) = Gamma(kRBF (βt, βt−1), 1).
Since a radial basis kernel function, kRBF , is used, its
length and scale parameters is also learnable. The model
on p(ut) can be adapted to domains, and our modeling
motivation is capturing the significant word semantic com-
positions to influence the input and the forget gate outputs.
It should be noted that kRBF can be replaced by MLP. Ad-
ditionally, β can be substituted by a word vector, i.e. Glove.
Figure 4 illustrates three insights. First, the strength of
the prior should be limited by λ. Second, the prior with
LDA is generally better than the prior with a static param-
eter, bBLSTM(5G+p). Third, it is important to learn the
inference model, i.e. the kernel hyperparameters used for
the parameter of p(u(1:2)t |βt−1, βt). For the formal experi-
ments in the next section, we utilized a constant parameter
because of the computational burden.
4 Experiments
4.1 Text Classification
Text classification is one of the most frequent benchmark tasks for LSTM. To perform a sentence-
level classification task, we need to model the overall semantics of a sentence by focusing on
keywords. Effective modeling on input and forget gates are necessary to attend the keywords and
to preserve the selective information, respectively. We compare our models on six benchmark
datasets. For the comparison on a sentence-level classification task, we use customer reviews (CR)
[21], sentence subjectivity (SUBJ) [22], movie reviews (MR) [23], questions type (TREC) [24],
opinion polarity (MPQA) [25], and Stanford Sentiment Treebank (SST) [26] dataset. 3 For LSTM
model structure, we use a two-layer structure with 200 hidden dimensions for each layer. We set
the hidden dimensions of models to have the same number of parameters across the compared
models. Table 1 shows the test accuracies for each model and each dataset. bBLSTM(5G+p)
performs better than other models on all datasets except TREC with a marginal difference.
Models Size CR SUBJ MR TREC MPQA SST
LSTM 351k 82.9±2.9 92.6±0.8 80.4±0.9 94.4±1.0 89.4±0.5 88.1±0.6
CIFGLSTM 356k 83.3±1.7 92.7±0.8 79.9±0.9 94.0±0.7 89.1±0.9 87.6±0.4
G2LSTM 351k 83.3±1.6 92.7±0.7 80.1±1.1 94.7±0.3 89.3±0.5 88.4±0.9
BLSTM 361k 84.4±1.8 93.3±0.8 81.1±0.9 94.4±0.6 89.6±0.4 88.6±0.6
bBLSTM(3G) 348k 83.6±2.1 93.2±0.7 81.4±0.9 94.2±0.4 89.4±0.9 88.2±0.6
bBLSTM(5G) 360k 84.4±1.9 92.8±0.7 81.0±1.0 94.3±0.6 89.4±0.6 88.8±0.4
bBLSTM(5G+p) 360k 84.6±2.4 93.3±0.7 81.6±0.9 94.6±0.7 89.6±0.4 88.9±0.6
Table 1: Test accuracies on sentence classification task.
3 Appendix B provides the detailed statistical description for the datasets and the experimental settings.
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Figure 5: The correlation of bBLSTM(5G+p) on
CR (Left) and MR (Right) dataset.
We visualize the input gate, the forget gate, and
the correlation of bBLSTM(5G+p) to verify our
model assumption. Figure 6 shows the input and
the forget gates for each model, and Figure 5
shows the correlation between the input and the
forget gates. The qualitative observation meets
our assumption because the input and the forget
gate outputs fully utilize the range of [0,1] in
bBLSTM(5G+p), and the correlation between
gates can exhibit both negative and positive val-
ues in bBLSTM(5G+p).
(a) LSTM (b) CIFGLSTM (c) G2LSTM (d) bBLSTM(5G+p)
Figure 6: Histogram of input gate value (first row) and the forget gate value (second row) on CR
dataset. Our proposed model bBLSTM(5G+p) shows the more flexible gate value than that of other
models. CR dataset is used for the sentiment classification, and only a few words are important
instead of whole words. As a result, the input gate in all models has a relatively higher portion of 0
than the portion of value 1. The bBLSTM(5G+p) is more likely to have such a tendency, and it leads
to better performance of bBLSTM(5G+p) on CR dataset.
To further understand the model structure and its assumptions, we performed qualitative analysis on a
sentence example in the MR dataset. Figure 7 shows the heatmap of the input gate and the forget gate
for each model; and the correlation from our proposed model, bBLSTM(5G+p). bBLSTM(5G+p)
model has a large input gate value on "but he loses his focus" (t = 22 ∼ 26) and a large forget gate
value on 25 and 26 timestep to propagate the "losses" information well. Because of the appropriate
input and forget gate modeling, bBLSTM(5G+p) can compose the meaning of "but he loses his
focus" well. This effect originates from the structured gate modeling, which handles the correlation
while other models, such as LSTM, G2LSTM, and BLSTM, do not model. There is a relatively large
correlation in the "his focus" (t = 25, 26), and as a result, both input and forget gates have large
values to propagate the important information efficiently. The sentiment label for the sentence is
negative, and only bBLSTM(5G+p) classifies the label correctly.
4.2 Polyphonic Music Modeling
Unlike the text classification whose purpose is predicting a single label for entire timesteps, polyphonic
music modeling predicts a binary vector at every timestep. Therefore, it is important to model the
input and the forget gate appropriately for every timestep. We use four polyphonic music modeling
benchmark datasets: JSB Chorales, Muse, Nottingham, and Piano [27, 28]. Table 2 shows the test
negative log-likelihood(NLL) on four music datasets.3 For the comparison, we use two-layered RNNs
with 200 hidden dimensions for each layer with Adam optimizer [29]. For a fair comparison, all
models are adjusted to have the same number of parameters. Our proposed model, bBLSTM(5G+p),
performs better than other models. The number of training samples in polyphonic music dataset is
relatively small, and it shows that the prior modeling to the gate improves the robustness.
6
Figure 7: Visualization of input and forget gates for each model and the correlation for
bBLSTM(5G+p). The dataset is designed for the sentiment classification task, and the "but he
losses his focus"t = 22 ∼ 26 is an important part. At time step 25, both input gate and forget gate
have high values to propagate the information "losses his" efficiently. This is the result of a relatively
large correlation value at time step 25, and this correlation helps to propagate the information through
the model.
4.3 Pixel by Pixel MNIST
Pixel-by-pixel MNIST task is predicting a category for a given 784 pixels [30]. There are two tasks
for sequential MNIST: sMNIST, and pMNIST. sMNIST task handles each pixel with a sequential
order, and pMNIST task models each pixel in a randomly permutated order. 784 timesteps are longer
than the average text sentence length, so it becomes a challenging task to overcome the long term
dependency.
We divide the MNIST dataset into three sets: 50,000, 10,000, 10,000 for the train, the validation,
and the test dataset, respectively. For LSTM baseline, we use a single-layer model with 128 hidden
dimensions with Adam optimizer3. We set an appropriate hidden dimension for other models to
the fair comparison. Table 3 shows the test error rates for sMNIST and pMNIST. For the pMNIST
classification task, bBLSTM(5G+p) shows the best performance, while CIFGLSTM shows the
best performance on the sMNIST classification task. Left in Figure 8 shows the gradients flow
for each time step and the validation error curve for each training epoch on the pMNIST dataset.
From the perspective of the gradient flow, we calculate the Frobenius norm of the gradient ∂LELBO∂ct ,
and we average the norm over the image instance. We found that our proposed models, BLSTM,
bBLSTM(5G), and bBLSTM(5G+p), propagate the information to the early timestep efficiently.
Right in Figure 8 shows the validation error curve, and our proposed model bBLSTM(5G+p), which
incorporates the prior, shows the relatively stable learning curve among the stochastic models.
Models JSB Muse Nottingham Piano
LSTM 8.61 7.15 3.25 7.99
CIFGLSTM 8.68 7.30 3.27 8.33
G2LSTM 8.67 7.16 3.21 8.18
BLSTM 8.62 7.12 3.29 8.02
bBLSTM(5G) 8.56 7.14 3.28 7.83
bBLSTM(5G+p) 8.30 7.02 3.16 7.55
Table 2: Negative log-likelihood on polyphonic music
Models sMNIST pMNIST
LSTM 3.99 9.81
CIFGLSTM 1.32 8.83
G2LSTM 4.46 9.49
BLSTM 3.76 8.30
bBLSTM(5G) 2.10 8.04
bBLSTM(5G+p) 1.47 7.89
Table 3: Test error rates on MNIST
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Figure 8: Average gradient norm, ‖∂LELBO∂ct ‖ for loss LELBO over each time step. BLSTM and
bBLSTM(5G+p) considers long-term dependency relatively well because they have larger gradients
for initial timesteps, (left). bBLSTM(5G+p) which incorporates the prior distribution shows relatively
stable validation error curve between stocahstic models, G2LSTM, BLSTM, and bBLSTM(5G+p)
(right).
4.4 Image Captioning
To verify the compatibility of our proposed model with other models, we evaluate our model on the
image captioning task with Microsoft COCO dataset(MS-COCO) [31]. For the experiment, we split
the dataset into 80,000, 5,000, 5,000 for the train, the validation, and the test dataset, respectively [32].
We use 512 hidden dimensions for the conditional caption generation, and we also used Resnet152
[33] to retrieve image feature vectors3. Table 4 shows the test performance for MS-COCO dataset
based on Show&Tell [34] encoder-decoder structure. bBLSTM(5G+p) shows the best performance
in BLEU, ROGUE-L, and SPICE.
Models B-1 B-2 B-3 B-4 METEOR CIDEr ROUGE-L SPICE
DeepVS [32] 62.5 45.0 32.1 23.0 19.5 66.0 — —
ATT-FCN [35] 70.9 53.7 40.2 30.4 24.3 — — —
Show & Tell [34] — — — 27.7 23.7 85.5 — —
Soft Attention [36] 70.7 49.2 34.4 24.3 23.9 — — —
Hard Attention [36] 71.8 50.4 35.7 25.0 23.0 — — —
MSM [37] 73.0 56.5 42.9 32.5 25.1 98.6 — —
Adaptive Attention [38] 74.2 58.0 43.9 33.2 26.6 108.5 — —
h−detach [39]
Show&Tell with Resnet152 71.7 54.4 39.7 28.8 24.8 93.0 — —
Show&Tell with Resnet152 (Our implementaion)
LSTM 72.0 54.6 39.8 28.8 24.8 94.7 52.5 17.9
CIFGLSTM 71.2 53.9 39.3 28.5 24.4 93.0 51.9 17.7
G2LSTM 71.7 54.3 39.7 28.8 24.6 93.0 52.3 17.5
bBLSTM(5G+p) 72.2 55.0 40.1 29.0 24.7 94.2 52.6 18.0
Table 4: Test performance on MS-COCO dataset for image captioning for BLEU [40], METEOR [41],
CIDER [42], ROUGE [43], SPICE [44] evaluation metric. We re-implement the ShowandTell[34]
based on resnet152, and compare the performance between models.
5 Conclusion
We propose a new structured gate modeling which can improve the LSTM structure through proba-
bilistic modeling on gates. While the current sigmoid gate would satisfy the boundedness, we improve
the sigmoid function with a Beta distribution to add flexibility. Moreover, bBLSTM enables detailed
modeling on the covariance structure between gates, and bBLSTM+prior guides the learning of the
covariance structure. Also, our propositions state the improved characteristics of our probabilistic
gate compared to the sigmoid function. This work envisions how to incorporate the neural network
models with probabilistic components to improve its flexibility and stability. We demonstrated our
model is a case study of incorporating the prior to the gate structure.
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