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Abstract
Meshes with (recursive) subdivision connectivity, such as subdivision surfaces, are increasingly popular in
computer graphics. They present several advantages over their Delaunay-type based counterparts, e.g., Triangulated
Irregular Networks (TINs), such as efficient processing, compact storage and numerical robustness. A mesh having
subdivision connectivity can be described using a tree structure and recent work exploits this inherent hierarchy
in applications such as progressive terrain visualization, surface compression and transmission. We propose a
hierarchical, fine to coarse (i.e., using vertex decimation) algorithm to reduce the number of vertices in meshes
whose connectivity is based on quadrilateral quadrisection (e.g., subdivision surfaces obtained from Catmull–Clark
or 4-8 subdivision rules). Our method is derived from optimal tree pruning algorithms used in modeling of adaptive
quantizers for compression. The main advantage of our method is that it allows control of the global error of the
approximation, whereas previous methods are based on local error heuristics only. We present a set of operations
allowing the use of global error and use them to build an O(n logn) simplification algorithm transforming an input
mesh of n vertices into a multiresolution hierarchy. Note that a single approximation having k < n vertices is
obtained in linear running time. We show that, without using these operations, mesh simplification using global
error has O(n2) computational complexity in the RAM model. Our approach uses a generalized vertex decimation
method which allows for choosing the optimal vertex in the rate-distortion sense. Additionally, our algorithm can
also be applied to other types of subdivision connectivity such as triangular quadrisection, e.g., obtained from Loop
subdivision.
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Simplification algorithms for meshes attempt to reduce the number of vertices used to describe the
shape of a surface. Ideally, we would like smooth regions to be described using few vertices, whereas
many vertices should be used to represent regions with significant details. Assuming that the vertices are
connected to form a set of polygons, the tessellation of a simplified mesh is locally adaptive (e.g., denser)
according to the smoothness of the region.
In this work, we are interested in meshes whose connectivity is obtained by recursive subdivision.
In other words, the vertices are regularly connected using recursive rules (Figs. 1(a)–(c)). The vertices
are typically connected as triangles or quadrilaterals (or more simply quads). These meshes are opposed
to so-called irregular networks, where vertices can have arbitrary valence. In particular, triangulated
irregular networks (TINs) typically result from Delaunay-type algorithms. On the other hand, meshes
with subdivision connectivity can be obtained for example from subdivision surfaces. In terrain rendering
applications, simple triangulation techniques are known to yield meshes with subdivision connectivity.
For example, the so-called quadtree triangulation is used to visualize matrices of elevation data [16]. The
set of vertices in Fig. 1(c) is connected using the procedure shown in Fig. 5. Examples of tridimensional
models having subdivision connectivity are shown in Figs. 2(a)–(b). In order to obtain models with
arbitrary shapes, a coarse base mesh composed of triangles or quads is used to fix the topology. Then
subdivision is applied to each face of the base mesh (e.g., as in Figs. 1(a)–(c)). The vertices connecting
the base mesh can have arbitrary valence and are never decimated.
Meshes with subdivision connectivity have several advantages over TINs, such as the existence
of a parametrization, at least locally, and implicit connectivity (due to regularity) resulting in
compact description. As a result, their processing and storage is generally efficient. The most popular
subdivision schemes are based on triangular quadrisection (e.g., Fig. 1(a)) or (triangulated) quadrilateral
quadrisection (e.g., Figs. 1(b)–(c)). Typical subdivision rules for the former are Catmull–Clark’s [4] and
4-8 [18], whereas the latter is obtained using Loop’s subdivision [15]. Our algorithm applies to 4-8
connected meshes (as shown in Figs. 1(c) or 2(b)), which are formed of triangulated quadrilaterals.
Subdivision surfaces based on Catmull–Clark’s or Loop’s rule yield C2 surfaces, whereas Velho
and Zorin have recently presented 4-8 subdivision rules leading to C4 surfaces [18]. The quadtree
(a) (b) (c)
Fig. 1. Types of subdivision connectivity. (a) Triangular quadrisection. (b) Quadrangular quadrisection. (c) Triangulated
quadrangular quadrisection.
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Fig. 2. Example of models having subdivision connectivity. (a) Loop subdivision (triangle-based subdivision). (b) 4-8 sub-
division (triangulated quadrilateral subdivision).
triangulation as used in terrain applications [7,14,16] is also an instance of a 4-8 connected mesh (e.g.,
in Fig. 6). However in this case the triangulation interpolates a given elevation matrix.
Meshes with subdivision connectivity are inherently hierarchical constructions. Hence, it is natural to
represent their structure using a tree. In contrast, there is no easy way to describe an irregular network
using a tree structure. This hierarchy is exploited in numerous applications. Typically a quaternary tree
(quadtree) is mapped onto the triangulation. Fig. 3(a) illustrates the correspondence: Each node in the tree
corresponds to a triangulated quad. In the quadtree representation of Figs. 3(a)–(b), we link nodes at the
same level having a common parent. In Fig. 3(a), the top arrow links a leaf node to its triangulated quad
in the mesh. The vertices represented by this node are depicted in gray. The bottom arrow links a subtree
to its triangulated region. In this case, the gray vertices correspond to the vertices attached to the root of
the subtree, whereas the white ones are represented by the subtree leaves.2 Hence, a subtree represents a
hierarchy of triangles. Such a mesh is often called a quadtree triangulation in the literature [17]. Note that,
for storing models with arbitrary topology (e.g., in Figs. 2(a)–(b)) a forest of quadtrees is used. Hence,
any instance of a simplified terrain, or more generally of an adaptive mesh, is represented by a partial
quadtree (or a partial forest of quadtrees in the general case). The partial quadtree in Fig. 3(b) corresponds
to the adaptive tessellation of the surface depicted on the left handside. Note that terrains can also be
represented using TINs (see for example Garland et al. [8]). However using a quadtree triangulation,
2 The representation described here is redundant, since neighbor quadtree nodes share common vertices. However our
description is sufficient for the present work. More details on the practical implementation of mesh storage using quadtrees
is available in [1].
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Fig. 3. Mesh storage using a quadtree. (a) Each tree node represents a triangulated quadrilateral (e.g., top arrow) and corresponds
to a small set of vertices (e.g., gray vertices). A subtree (bottom arrow) corresponds to a larger region. The gray vertices at the
bottom of the figure are represented by the root of the subtree, whereas the white ones are represented by the subtree leaves. (b)
A partial quadtree corresponds to an adaptive tessellation of the surface.
a multiresolution terrain is naturally described by a nested family of quadtrees. The representation is
therefore progressive, compact, and suitable for handling large datasets. For these reasons, state-of-the-
art terrain applications use quadtree triangulations (see Koller et al. [11]). Preserving the tree structure
of subdivision surfaces has also shown to yield superior results in compression [10], editing [3] and
transmission [12].
Our simplification technique, presented in Section 6.2, is inspired from optimal tree pruning
algorithms used in modeling of adaptive quantizers for compression [5]. Quantizers are modeled using
binary trees and an adaptive quantizer is represented using a partial tree. The partial tree is computed
using a rate-distortion framework, i.e., a rate and a distortion functionals are defined on the tree. More
precisely, a rate functional returns the average cost in bits of the quantizer represented by the tree and a
distortion functional returns the average quantization error. An optimal adaptive quantizer is defined as
the one incurring the least distortion at a given operational rate. An adaptive quantizer is computed as
follows: Starting from the initial (full) tree, nodes are iteratively pruned until the rate criterion is satisfied.
At each iteration, any node or more generally any subtree can be pruned.
1.1. Contributions
In this paper we present a computational analysis of a simplification algorithm for meshes with 4-8
subdivision connectivity. The algorithm decomposes the input mesh into a multiresolution hierarchy
represented by a set of nested subtrees. All computational bounds are evaluated in the RAM model.
The advantage of our method is that it allows the control of the global error of the approximation.
In comparison, previous approaches [7,14,16] use local error approximations when trying to satisfy
the target error bound. We present a method to update the global error efficiently, by exploiting the
tree hierarchy, during the optimization process. We name this technique merging domain intersections
(MDIs). We present a model to evaluate the complexity of MDIs accurately. As done in work for
modeling of adaptive quantizers, we allow the decimation of any vertex in the tree hierarchy. Therefore
a set of vertices can be decimated at a single iteration. This contrasts with previous work where vertices
are always considered individually [7,14,16]. This allows for making optimal choices in the operational
rate-distortion sense: At each iteration the algorithm decimates the vertex, or the set of vertices such
that the decrease in rate (e.g., the number of vertices in the mesh) is maximized for a minimal increase
in distortion (e.g., distance in l2 norm with the original surface). Moreover, our generalized decimation
L. Balmelli et al. / Computational Geometry 25 (2003) 171–196 175
technique automatically leads to a conforming mesh, i.e., free of cracks. Our algorithm has O(n logn)
computational complexity, where n is the size of the input mesh. This accounts for decomposing the input
model into a multiresolution hierarchy. In comparison, we show that without using MDIs decomposing
the input mesh into a multiresolution hierarchy using global error has cost O(n2).
Overall, the complexity of simplification algorithms is often evaluated heuristically. A computational
analysis of basic mesh operations, as presented in this paper, is useful in many aspects: It provides tools
to design algorithms and forecast their cost. It also allows for more elaborated error metrics to be built,
improving algorithm performances. In [2], we apply our algorithm to a series of standard models and
show the superiority of our method compared to algorithms based on local heuristics. In this paper, we
focus on the computational analysis of the algorithm.
2. Previous work on simplification algorithms
For meshes with subdivision connectivity, basically two approaches exist in order to compute a
simplified mesh (we assume that the simplification technique conserves the hierarchical structure of
the mesh): Algorithms that are either based on vertex decimation (e.g., when starting from a dense
mesh) or on vertex insertion (e.g., when starting from a coarse mesh). Many simplification algorithms
for the quadtree triangulation (i.e., 4-8 connected meshes, as shown in Fig. 1(c)) based on decimation
or insertion are given in the context of terrain visualization [7,14,16]. Methods based on insertion are
given by Lindstrom et al. [14] and Pajarola et al. [16]. Duchaineau et al. [17] present an algorithm based
on vertex decimation (i.e., fine to coarse), but the selection is restricted to vertices in leaf nodes of the
quadtree only. In contrast with previous approaches, our technique allows selection of any vertex in the
tree hierarchy, as done in modeling of adaptive quantizers for compression [5].
An important concern is that the mesh resulting from simplification must be conforming, i.e., free of
cracks (Fig. 4). A restricted quadtree [17] defines a partial quadtree (e.g., as in Fig. 3(b)) corresponding
to a conforming mesh. Techniques to obtain a conforming mesh are only described for algorithms using
vertex insertion [14,16] or simple cases of decimations (as used in [7]). We are not aware of any existing
method where decimation is generalized to an arbitrary vertex in the tree hierarchy.
For subdivision surfaces, most implementations are based on (locally) nonadaptive representations
to avoid the added complexity and performance penalty traditionally associated with adaptive schemes.
Recall that we defined a mesh as adaptive when the density of the tessellation depends on the local
smoothness of the surface. Such a tessellation is typically nonuniform over the mesh (e.g., as in Fig. 3(b)).
When simplifying a mesh, an error criterion is used to select vertices to insert or decimate. For example,
Fig. 4. Non-conforming mesh. The mesh on the right handside is non-conforming because some triangles have a vertex in the
interior of an edge (circles). These vertices yield cracks when the meshes are used for tridimensional rendering.
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an error can be computed at each vertex according to local variations in curvature. Therefore, each
simplification step modifies the model’s shape, and some errors must be recomputed. In previous works,
local heuristics are used to recompute error criteria since computational efficiency is often a requirement
in many applications. To the authors’ knowledge no computationally efficient method for recomputing
global error was yet available prior to this work. Finally, for mesh with arbitrary connectivity, Ciampalini
et al. [6] report a decimation algorithm based on global error. The authors provide results based on
empirical time complexity but do not evaluate theoretical bounds or give any analysis. In contrast we
actually demonstrate that our algorithm uses global error to decimate the mesh in Section 6.2.
3. Background
3.1. 4-8 mesh construction
We present a simple construction of a 4-8 mesh connecting an elevation matrix z (e.g., terrain data as
in Fig. 6), i.e., the coordinates x, y are implicit. For the sake of clarity, we represent our meshes as tilings
of the plane R2. A 4-8 mesh connecting the dataset is created using the recursive procedure depicted
in Fig. 5. Initially, a quad formed with two triangles is connected using the four corner vertices. Then,
each triangle’s hypotenuse is bisected to connect a vertex at the midpoint. We denote each connection
step by l, Fig. 5 depicts steps l = 1,2,3,4. After l = 2d connection steps the mesh contains n = 2 · 4d
triangles, where d is equal to the number of levels in the quadtree used to store the triangulation. The
unique vertex inserted at step l = 1 is called the root vertex and is denoted by v0.
The 4-8 connectivity takes its name from an instance of regular tilings studied by Laves in
Cristallography [13]. A 4-8 mesh corresponds to a [4 · 82] tiling. The notation suggests that each triangle
has one vertex of valence four and two vertices of valence eight (except for border vertices).
An example of elevation matrix connected using the procedure in Fig. 5 is shown in Fig. 6. The results
is a quadtree triangulation as used for terrain visualization. For illustration, the underlying tessellation of
the surface is projected in the plane R2. The corner vertices are suggested in the figure. The properties
of 4-8 meshes analyzed in this paper derive from the vertex hierarchy and the particular 4-8 connectivity
of the vertex set. Hence, an analysis of the mesh as a tiling of R2 is sufficient. Moreover, the analysis is
also valid for tridimensional representations as the ones shown in Fig. 2(b) since each face of the coarse
mesh used to fix the topology can actually be expressed as a matrix of elevations.
Fig. 5. Connection of a matrix of elevations z using the 4-8 tiling. Initially, a square formed by two triangles is created using
the corner vertices. Then, triangle hypotenuses are bisected to connect a vertex at the midpoint. The connection step is denoted
next to each vertex in the figure.
L. Balmelli et al. / Computational Geometry 25 (2003) 171–196 177Fig. 6. Quadtree triangulation of an elevation matrix. The figure depicts a rendered surface in R3 and its underlying triangulation
is projected in the plane R2. The elevations z of the surface are depicted only for the corner vertices for the sake of clarity.
Subdivision surfaces are used to generate 4-8 meshes with arbitrary topology [18], as shown in
Fig. 2(b). A coarse control mesh composed of a small set of triangulated quads fixes the topology and is
used as an initial mesh. Then, subdivision rules are used to create new vertices connected on each quad
(as in Fig. 5). Note that an excellent introduction to subdivision surfaces is given by Zorin and Schröder
in [19].
3.2. Constraints when simplifying 4-8 meshes
The iterative procedure used to connect the vertices naturally yields hierarchical constraints over the
set of vertices. The vertices at each level form a set of triangles, embedding a set of finer triangles obtained
at the next step. Hence, the construction defines a hierarchy of triangulations (e.g., Fig. 5), as well as a
hierarchical set of vertices.
As said previously, the hierarchy of triangulations is naturally described using a quadtree. In contrast,
the hierarchical set of vertices forms a directed acyclic graph (DAG). Fig. 7(a) shows the DAG
connecting the vertices in Fig. 5. The index next to each vertex is the connection step l. These indices
correspond to the ones in Fig. 5. Each vertex is linked to its descendants by an arrow. Dotted lines are
used to suggest vertices in neighbor quads. We can see that, except for terminal vertices (i.e., without
descendant), each vertex has four descendants (not taking into account border effects).
When decimating an arbitrary vertex in the hierarchy, all its descendants have to be decimated jointly
with it in order to ensure that the resulting mesh is conforming. We call merging domain and denote by
Mv the set of descendants for a particular vertex v. This set is simply found by following the arrows in
Fig. 7(a) starting at v. The size of this set depends on the position of the vertex in the hierarchy. The larger
the connection step the smaller the domain. An example of a merging domain is given in Fig. 7(b). The
vertices in the merging domain of the central vertex, denoted by v, are colored in gray. Once this set is
decimated the resulting mesh is conforming and we call support the remaining set of triangles (Fig. 7(c)).
Moreover the hierarchy between vertices is preserved. Note that a dual set can easily be defined: Starting
from any vertex in the DAG, we call splitting domain and denote by Sv the set of vertices found by
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Fig. 7. Constraints in 4-8 meshes. (a) Representation of the directed acyclic graph (DAG) formed by the vertices. (b) Example
of merging domain: the domain is attached to the central vertex v. (c) Support of the merging domain shown in Fig. 7(b).
backtracking the arrows in Fig. 7(a). Consider the insertion of an arbitrary vertex in the mesh, then the
splitting domain contains all the vertices to insert jointly in order to preserve the hierarchy. In a tree
analogy, the splitting domain is the set containing all the ancestors of a node towards the root. Note that
since the vertices in the mesh are hierarchically connected as a DAG, our decimation algorithm actually
performs graph pruning.
In the previous section, we explained that the decimation of an arbitrary vertex may have many
different outcomes, depending on the vertex position in the hierarchy. For example the merging domain
of vertex v0 (the root vertex in the mesh, as shown in Fig. 5) contains all the vertices in the mesh.
Therefore decimating v0 implies removing all the vertices. This is equivalent to pruning the root node
in a tree structure, i.e., the whole tree is pruned. In contrast the merging domain of a terminal vertex
only comprises the vertex itself. The size of the merging domain can then be seen as a measure of
importance when decimating a vertex. Therefore an error metric must consider the vertex as well as all
its descendants. In other words the error attached to a vertex must be evaluated on the merging domain
of the vertex. For example, the cost of removing v0 is equal to the cost of removing all the vertices in the
mesh.
Allowing the decimation of an arbitrary vertex leads to optimal choices in the operational rate-
distortion sense as explained below. Let us define the rate of a mesh as the number of vertices it contains
and the distortion as the deviation of any approximation with the original surface in, for example, l2
norm. Consider a flat terrain represented with a mesh of n triangles, as shown in Fig. 8(a). Since the
surface is flat, two triangles are sufficient to perfectly represent the surface. Moreover, the error at each
vertex is zero since no decimation has any influence on the quality of the approximation. By definition, an
optimal decimation in the operational rate-distortion sense maximizes the decrease in rate for a minimal
increase in distortion. In this case, the optimal move is to decimate the merging domain rooted at v0 since
it contains all the vertices in the mesh (Fig. 8(b)).
Our simplification algorithm has basically three steps:
• First, a vertex satisfying the error criterion is chosen.
• Second, the vertex and its merging domain are decimated.
• Third, errors for the vertices are recomputed and the algorithm is iterated.
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Fig. 8. Optimal choice in the operational rate-distortion sense. (a) For a flat model, all vertex errors are zero. (b) When the
merging domain rooted at v0 is decimated, then all vertices in the mesh are removed. The decrease in rate is maximal for a
minimal increase in distortion.
The first step has cost O(logn) on average since this accounts for searching a vertex in the quadtree.
The second step is analyzed in the following two sections. In Section 4.1 we evaluate the computational
complexity of decimating the merging domain of a vertex. This is basically equivalent to computing the
asymptotical size of the DAG imposing the vertex hierarchy. We also evaluate the cost of inserting a
vertex in the mesh for comparison. Then in Section 4.2 we explain how to find ancestors for a vertex in
the mesh.
The third step is analyzed in Section 5: We address the problem of updating the global error using
merging domain intersections. We first give a model for describing the intersection between two merging
domains in Sections 5.1 and 5.2. Then we compute computational bounds in Section 5.3 and give an
algorithm to compute MDIs in Section 5.4. Finally, using the results in the above sections we derive
several computational costs for common optimization strategies in Section 6 and compare them to our
method using global error.
4. Analysis of simplification operations
4.1. Decimation and insertion of a vertex
We first evaluate the cost of decimating a vertex. To do so, we compute the number of triangles
connected in the merging domain Mv , since this number is linearly proportional to the number of vertices
in the domain. We denote by |Mv| the number of triangles tiling the merging domain Mv . We denote by
M˘v the set containing the vertices used to connect the triangles tiling the support (e.g., the white vertices
in Fig. 7(c)). Hence, |M˘v| is the number of triangles covering the support. Although the asymptotical
sizes of |Mv| and |M˘v| can be estimated with simple geometric arguments, we use a slightly more
involved approach that yields closed form expressions (1) and (2). These are handy for implementing
optimization metrics based on triangles (see Appendix A).
Both |Mv| and |M˘v| are functions of the size of the mesh n and the connection step l of the
vertex. Then, Proposition 1 gives the sizes |Mv|(l, n) and |M˘v|(l, n), i.e., as functions of n and l.
These functions return the sizes of a “fully expanded” merging domain, i.e., the mesh boundaries are
ignored. Hence the largest overestimate is obtained for the root vertex, e.g., |Mv|(1, n) > n. The sizes
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are correct for vertices close to the center of the mesh and having a sufficiently large l. The proof is given
in Appendix A.Proposition 1 (Size of the merging domain). Consider a uniform 4-8 mesh containing n= 2 ·4d triangles
with d > 0. The number of triangles |Mv|(l, n) for a vertex v connected at step 1 l  2d is given by
|Mv|(l, n)=

(2 log4 n− l)2
1−ln, l > 2d − 4,
128 · c2 + 4
(
c2 ·
(
24− 12 · c−11 + 43c−21
)+ 83c−12 c21 − 16 · c1), l  2d − 4, (1)
where c1(l, n)= 2log4 n− l+42  and c2(l, n)= 2−ln/16. The number of triangles |M˘v|(l, n) is given by
|M˘v|(l, n)=

2
1−ln− 2, l > 2d − 4,
32
(
2−(l+4)n · c−11 + 32 · c1
)− 16(log4 n− l2)− 18, l  2d − 4, (2)
with c1(l, n)= 2log4 n− l+42 .
For arbitrary n, the maximum of both (1) and (2) is attained for l = 1. We use this value to obtain their
asymptotical behavior with respect to n: For (1) we have that c1(1, n) ∈ O(√n) and c2(1, n) ∈ O(n),
hence
|Mv|(1, n) ∈ O(n), (3)
whereas for (2), replacing 1/8√n/2 c1(1, n) 1/4√n/2 yields(
4+ 3√2 )√n− 16 log4 n− 26 |M˘v|(1, n) (27/2 + 6√2 )√n− 16 log4 n− 26,
|M˘v|(1, n) ∈ O
(√
n
)
. (4)
Since the size of Mv depends on the connection step of v, we compute the average size, denoted by E(·),
over all vertices. Observe that at each successive connection step l, l + 1, . . . (Fig. 5), the number of
triangles in the mesh is multiplied by four, whereas merging domain sizes |Mv|(n) are roughly divided
by four. Therefore we compute weighted averages to find the expected sizes. Hence for n sufficiently
large, we can find a constant c > 0 such that
E
[|Mv|(n)] 1
n
d−1∑
i=0
4i · c · n
4i
∈O(logn). (5)
The same observation can be used to compute an average value for |M˘v|(n), i.e., for n sufficiently large,
we can find a constant c > 0 such that
E
[|M˘v|(n)] 1
n
d−1∑
i=0
4i · c ·
√
n
4i
 1
n
· c√n
d−1∑
i=0
2i , (6)
and
∑d−1
i=0 2i ∈O(
√
n ), therefore we have
E
[|M˘v|(n)] ∈O(1). (7)
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We compute now the cost for inserting a vertex. To do so, we calculate the number of triangles |Sv|
connected with at least one vertex in Sv . Finding Sv only requires a bottom-up traversal of the mesh
structure. Since the quadtree has O(n) nodes, then the tree has O(logn) levels. Therefore, we have|Sv| ∈O(logn). (8)
The function |Sv| increases linearly with the connection step, and |Sv| is minimum for the root vertex.
Therefore, averaging |Sv| over all vertices yields again
E
[|Sv|] ∈O(logn). (9)
4.2. Sets of ancestor vertices
Consider a decimation algorithm: We denote by AMv the set of vertices whose merging domain
connectivity is modified after decimating a vertex Mv . Note that in simplification algorithms, where
an error is computed at each vertex, the set AMv contains the vertices whose error is modified after
decimating Mv . Similarly, consider an insertion algorithm: We denote by ASv the set of vertices whose
splitting domain connectivity is modified after inserting a vertex v, i.e., inserting Sv . Both vertices in
AMv and ASv are called ancestors. The set AMv refers to vertices not yet decimated, whereas ASv refers
to vertices not yet inserted.
We explain first how to find the ancestor sets AMv : We are looking for vertices a such that Mv ⊂Ma
(Fig. 9(a)), and for vertices a whose domain Ma partially overlaps Mv (Fig. 9(b)). In these figures, we
depict the merging domains using their support for clarity. The decimation of Mv has removed vertices
in the merging domain of both types of vertices a as defined above.
An important property of 4-8 meshes is obtained by construction: When the mesh is subdivided, the
merging domain of a vertex v is embedded in at most two merging domains of vertices connected at the
previous step. This can be seen in the DAG of Fig. 7(a): Each vertex has two incident arrows. We call
these vertices parents of v. Each vertex has two parents connected at the previous step, except for the
border vertices, which have only one parent. Figs. 10(a)–(d) depict four connection steps. The root vertex
(Fig. 10(a)) has no parents by definition. For steps l > 1 (Figs. 10(b)–(d)), an arrow links each vertex to
its parents (at the previous step l). Symmetrically reversing the arrows links a vertex to its descendants,
as in the DAG of Fig. 7(a). To find a chain of ancestors, denoted by Av , for any vertex v, the arrows
linking v to its parents are recursively followed until the root vertex is reached. This results in a bottom-
(a) (b)
Fig. 9. Visual representation of the ancestors of Mv . (a) Mv ⊂Ma . (b) Overlap between Mv and Ma . The dark region depicts
the domains’ overlap, and the thick line is the intersection boundary.
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Fig. 10. Finding the parent vertices: In each figure, the parents are represented in white and an arrow points from each vertex to
its parents. (a) The root vertex has no parents by definition. Parents of the vertices inserted at steps (b) l = 1, (c) l = 2 and (d)
l = 3.
(a) (b)
Fig. 11. Ancestor vertices. (a) The chain of ancestors ai built from v by recursively finding its parents towards the root vertex.
Note that a10 = v0. (b) The white vertices in Mv are the only ones with one parent not belonging to Mv .
up traversal of the mesh. For example, in Fig. 11(a) we depict the chain of ancestors Av = {ai}, i = 1 : 10
of vertex v. In the example, a10 is the root vertex v0. The ancestor with the smallest connection step is
always the root vertex v0. Hence for any vertex v
∀ai ∈Av, Mv ⊂Mai ⊂Mv0 . (10)
Moreover, ∀i, ai /∈Mv . Recall that the set Sv is found by backtracking the arrows in the DAG of Fig. 7(a)
starting at v. However, the set Sv is composed of vertices not yet inserted, hence recursions (e.g., as
shown in Fig. 11(a)) are stopped when a vertex already in the mesh is met.
Following the above discussion, the ancestors a of Mv such that Ma ⊂ Mv are simply found by
building a chain of ancestors Av . To complete the set AMv , we are left now with finding the ancestors
whose domain partially overlaps Mv , as explained below.
These ancestors are found by building ancestor chains from a selected set of vertices in Mv . Denote
by a1, a2 the parents of a vertex (found by following the arrows in Figs. 10(a)–(d)). For some vertices in
Mv we have a1, a2 ∈Mv , i.e., Ma1 ⊂Mv and Ma2 ⊂Mv . We would like to avoid these vertices since their
domain is contained in Mv . Only a small set of vertices in Mv have one parent which does not belong
to Mv . The remaining ancestors a are found by building an ancestor chain from these particular vertices,
starting at the parents not belonging to Mv . These vertices are depicted in white in Fig. 11(b). There is
exactly one such vertex per triangle tiling the support of the merging domain. Therefore, with (7) we
know that we have O(1) such vertices on average per domain.
It is not difficult to compute an upper bound for the average size of AMv : Clearly Av has size O(logn)
since a bottom-up traversal suffices to find the ancestors of v. For a vertex connected at step l, the length
L. Balmelli et al. / Computational Geometry 25 (2003) 171–196 183
of a bottom-up traversal is d− l, where d is the depth of the quadtree used to store the mesh. Following (4)
a good estimate of the number of ancestors whose domain partially overlap Mv is given by
√
n/4l ·(d− l).
Therefore the average size over all vertices is given byE
[|AMv |] = 1
n
d∑
l=0
4l
√
n/4l · (d − l)+O(logn)
= 1√
n
d∑
l=0
4l/2(d − l)+O(logn)
 c√
n
· d · 4d/2 ∈O(logn), (11)
where c is a positive constant.
We explain now how to find ASv : A property of the vertices in Mv is
∀w ∈Mv, v ∈Aw, (12)
i.e., all the vertices w ∈ Mv have v as an ancestor. For ASv we are looking for the vertices a whose
splitting domain connectivity has changed after inserting v, i.e., at least one vertex was inserted in Sa .
More precisely, the vertices such that ∃w ∈ Sv,w ∈ Sa . Therefore, we have to find a subset of vertices
wi in Av (the ancestor chain built from v) with the smallest connection step, such that no pair wi,wi+1
verifies Mwi ⊂Mwi+1 . Otherwise, the set {wi} is redundant. Call these vertices minl(Av), then following
(12), we have
ASv =
⋃
w∈minl (Av)
Mw. (13)
Using (5), we can conclude that, on average,
|ASv | ∈O(logn). (14)
5. Merging domain intersections
In the following section, we propose a method for finding MDIs. Recall that two types of ancestors
exist for Mv : the vertices a such that Mv ⊂Ma (Fig. 9(a)) and the vertices a whose domain Ma partially
overlaps Mv (Fig. 9(b)). When Mv ⊂Ma , then Mv ∩Ma =Mv . Therefore, we are interested in finding
the intersection in the second case. We proceed in two steps: First, we compute the size of an intersection.
The metric used to compute the size is defined in the next section. Second, we provide an algorithm that
can be used to find Mv ∩Ma for all ancestors a whose domain partially overlaps Mv .
5.1. How to describe an intersection
We describe the intersection between two merging domains as the union of a set of (smaller) merging
domains. Using merging domains as building blocks provides a compact and efficient description for
intersections. Finding the vertices in Mv only requires searching around v using a single pattern, whereas
finding Mv ∩Ma is difficult due to the multiplicity of cases: Just consider all the possible locations for
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Fig. 12. The intersection between merging domains in vertical position. (a) The intersection is maximum for direct vertical (as
depicted) and horizontal neighbors. The shaded parts in (b) I2d−1, (c) I2d−3 and (d) I2d−5 depict the intersections between the
domains Mv and Ma .
neighboring ancestors a. Hence, Fig. 9(b) is just a particular example of arrangement for Mv ∩Ma .
Following (11), in total we have O(logn) such arrangements.
Consider the following example: In Fig. 12(b), the intersection Mv ∩Ma is the single domain Mw.
In general, more than one domain is needed to represent the intersection. Consider then Mv ∩Ma in
Fig. 12(c): In this case, the intersection is
Mw1 ∪Mw2 ∪Mw3, (15)
which makes sense, since the vertices contained in the intersection belong to the domains Mwi , i = 1,2,3.
We would like to represent the intersection as an exclusive set of vertices, i.e., as in (15). Consider
Mv ∩ Ma in Fig. 12(d): The domain Mw3 overlaps with the domains Mw2 and Mw4 . We write the
intersection as
5⋃
i=1
Mwi =
5⊕
i=1
Mwi \D, (16)
where the operator
⊕
“gathers” the vertices in the sets Mwi , and D denotes the set of vertices to
remove in order to obtain an exclusive set—in this case, the vertices in Mw3 ∩Mw2 and Mw3 ∩Mw4 .
To minimize the number of terms in the union (16), the domains Mwi should be as large a possible (e.g.,
as depicted in Fig. 12(d)). Finally, the set D in (16) is also expressed as a union of smaller domains.
Therefore, computing this term again involves removing redundant vertices. This suggests that finding
an intersection often requires recursively adding (⊕) and subtracting (\) domains (inclusion-exclusion
principle).
We address the problem as follows. We identify a worst case, i.e., the pair of neighbor vertices v
and a with the largest intersection. Then, we propose a model to compute the size of the intersection
(Sections 5.2 and 5.3). The size is given in terms of domains to add or subtract, e.g., as in (16), in
order to obtain an exclusive set of vertices. Finally, we provide an algorithm for computing all possible
intersections of a merging domain Mv with its neighbors a in AMv (Section 5.4).
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5.2. Modeling the intersection between a pair of merging domainsConsider two vertices v and a arranged as in Fig. 12(a). The intersection size is maximum between
domains of central vertices in two horizontal (or vertical) adjacent quads (Fig. 12(a)). Figs. 12(b) to 12(d)
depict the union between two domains3 attached to vertices connected respectively at step 2d−1, 2d −3
and 2d − 5 for a mesh of size n = 2 · 4d (recall that the subdivision steps l range between 1 and 2d).
These vertices are located at the center of a quad. The intersection between the domains is shaded. We
denote by I2d−1, I2d−3 and I2d−5 these unions, hence
I2d−1 = (Mv ⊕Ma) \Mw1 , with v and a as in Fig. 12(b),
I2d−3 = (Mv ⊕Ma)
∖( 3⊕
i=1
Mwi
)
, with v and a as in Fig. 12(c). (17)
Assume that C(·) is an operator measuring the cost to find I2d−j , j  1, as defined in the previous section.
Then, we have that C(I2d−1)= 2 and C(I2d−3)= 4. To verify this, simply count the number of times an
operator ⊕ or \ is used in the above equations.
Finding I2d−5 requires a little more work. Call basic domains the domains forming an intersection in
I2d−j . For example, I2d−1, I2d−3 and I2d−5 have one, three and five basic domains, respectively. Then,
Fig. 13(a) depicts the intersection in I2d−5 and a decomposition into a set of basic domains Mwi , i = 1 : 5
is shown in Fig. 13(b). Unlike I2d−1 and I2d−3, some of the basic domains intersect and the left part in
Fig. 13(b) shows that Mw2 ∩Mw3 is an instance of I2d−1. Symmetrically, the same observation can be
made for Mw3 ∩Mw4 . Therefore, to find I2d−5, we must first deal with the embedded I2d−1’s. Hence,
I2d−5 can be written as
(a) (b)
Fig. 13. Decomposition of the intersection in I2d−5. (a) The intersection in I2d−5. (b) Decomposition of the intersection into a
set of basic domains Mwi , i = 1 : 5. The embedded intersection Mv2 ∩Mv3 is split further. This intersection is an instance of
I2d−1 (Fig. 12(b)).
3 In the figures, we choose to depict Ma as triangulated to explicitly show the density of triangles needed for the intersection.
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I2d−5 = (Mv ⊕Ma)\︸ ︷︷ ︸
2
( 5⊕
i=1
Mwi︸ ︷︷ ︸
\
left︷ ︸︸ ︷
I2d−1 \
right︷ ︸︸ ︷
I2d−1︸ ︷︷ ︸
2(C(I2d−1)+1)
)
, (18)4
where “left” and “right” above the equation stand for the left and right I2d−1’s in Fig. 13(b). The costs
of the individual part of (18) are given below the equation. How is the cost C(I2d−5) computed in this
case? First, we account for the cost of each I2d−1 and the cost to subtract them from
⊕5
i=1 Mwi . Then, we
add the cost for adding the five basic domains forming the intersection and the cost for subtracting them
to Mv ⊕Ma . We called this latter part of the cost basic cost because it does not account for embedded
intersections. Hence, the total cost to compute (18) is
C(I2d−5)= 6︸︷︷︸
basic cost
+2 · (C(I2d−1)+ 1)= 6+ 2 · (2+ 1)= 12. (19)
More generally, finding I2d−j ’s with j  5 always involves dealing with smaller embedded I2d−j ’s.
The tree in Fig. 14 efficiently models the problem: Each level, as well as each node, represents an instance
of I2d−j . For example, I2d−5 is represented by the first level in the tree. The two nodes at this level depict
the symmetrical embedding of I2d−1’s as represented in Fig. 13(b). Hence, the tree is recursive: Consider
for example I2d−9, which contains two instances of I2d−5. Then, each instance embeds I2d−1’s and is
represented by the first level of the tree.
Only I2d−1 and I2d−3 do not contain embedded intersections to resolve. We can obtain a nonrecursive
formulation of the tree as follows: First, we replace each node representing an instance of I2d−j , j  5,
by the level representing its embedded instances I2d−1 and I2d−3. We call T1,3 the resulting tree. The right
half of T1,3 after substitution is shown in Fig. 15(a). The left half is a vertically mirrored version.
Then, we need a new tree T5,7 to represent pairs of instances I2d−5 and I2d−7, embedded in I2d−j , j  9
(Fig. 15(b)). Also, we need a tree T9,11 to account for pairs I2d−9 and I2d−11 in I2d−j , j  13, etc. More
generally, we need a set of trees T2d−j,2d−j−2 to represent instances of pairs I2d−j and I2d−j−2, with
j  2d − j + 2. Therefore the recursive tree model in Fig. 14 is replaced by a set of trees.
We give now an example: How can we find C(I2d−9) with our nonrecursive set of trees? Computing
C(I2d−9) involves two trees: First, we account for the set of embedded instances I2d−1 and I2d−3 in T1,3
(third level in the tree of Fig. 15(a)). Then, we account for the embedded instances of I2d−5 in T5,7 (first
level in the tree of Fig. 15(b)). Finally, the basic domains forming the intersection in I2d−9 are taken into
account.
Fig. 14. Embedding of intersection problems using a recursive tree: Each level of the tree, as well as each node, represents an
instance of embedded intersection in I2d−j , j  5.
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Fig. 15. Trees for the nonrecursive model. (a) The tree T1,3 in the figure is obtained by replacing the embedded I2d−i ’s, i  5,
in Fig. 14 by their associated levels. (b) The tree T5,7 in the figure models the occurrences of embedded I2d−5 and I2d−7 in
I2d−i ’s, i  9.
5.3. Computational cost
The advantage of the nonrecursive formulation is that the appearance pattern of any pair I2d−j , I2d−j−2
is represented by a single generic tree T2d−j,2d−j−2. It suffices then to study this tree in order to evaluate
the asymptotical cost for finding I2d−j .
Let us denote by Φ and Ψ the number of pairs of problems I2d−j and I2d−j−2, respectively. The
repetition pattern is given by the following recurrence equations:
Φ(k)=Φ(k − 1)+ 2Ψ (k− 1),
Ψ (k)=Φ(k − 1),
k  0, Φ(0)= 1, Ψ (0)= 0.
(20)
The case k = 0 corresponds to the first level in the tree, where we have a single pair of subproblems I2d−j
(Figs. 15(a)–(b)), therefore Φ(0)= 1 and Ψ (0)= 0. The system (20) has the solution
Φ(k)= 1
3
(−1)k + 2
3
2k,
Ψ (k)=−1
3
(−1)k + 1
3
2k,
(21)
where k  0.
We compute the cost C(I2d−j ) as follows. First, we rename each cost C(I2d−j ) by C(Ii), where
i = j/2. This allows for computing the costs as a single-parameter function and simplifies our
computation. Then, we weight the number of pairs Φ(k),Ψ (k) of problems I2d−j and I2d−j−2 with their
basic costs, since the nonrecursive model lets us use a summation across a set of trees in order to account
for embedded intersections. In general, the basic cost for I2d−j is j + 1, or equivalently 2i + 2 in our
single-parameter cost function. The first problem involving two trees is C(I2d−7), i.e., C(I3). Therefore
the cost for i > 2 is
C(Ii)= 2i + 2+ 2
p∑
j=1
(4j − 1)Φ(i − 2j)+ 2
q∑
j=1
(4j + 1)Ψ (i − 2j), (22)
where p = i − 1 −  i−12  and q =  i−12 . To obtain the asymptotical behavior, we sum the equation,
leading to
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C(Ii) = 2i + 90272
i + 1− 2
i
4p+1
[
64
9
(p+ 1)+ 16
27
]
− 2
i
4q+1
[
32
9
(q + 1)+ 56
27
]
4 i
[
2 2 3 q + 1
]
+
3
(−1) (p+ 1) + 1− (q + 1) −
2
(p+ 1)+
2
. (23)
A quick analysis is performed by observing the magnitude of each term:
i, p, q ∈O(logn), 2i ∈O(n), 4−p, 4−q ∈O( 1
n
)
. (24)
Therefore,
C(Ii) ∈O(n), (25)
since 2i is the dominant term in (23). As for (1) or (2), the cost C(Ii) decreases exponentially when i
increases. Hence averaging (25) over all vertices yields
E
[
C(Ii)
] ∈O(logn). (26)
5.4. Algorithm for computing all intersections
We give now an inclusion-exclusion algorithm to compute in the sets D in (16) between Mv and all
the ancestors in AMv .
To illustrate the algorithm with a simple example, we compute the term D in (16). Recall the
decomposition in Fig. 13(b). Then D = (Mw2 ∩ Mw3) ⊕ (Mw3 ∩ Mw4). We restrict our example to
computing the first term of D. The intersection Mw2 ∩Mw3 is shown in Fig. 12(b), hence in our example
Mw2 ∩Mw3 =Ma ∪Mv . Assume that a and v are connected at step l. Then, w in Fig. 12(b) is connected
at level l + 1 and Aw = {a, v, . . .}, where the dots suggest additional vertices. The algorithm iteratively
decimates vertices starting at the ones with the largest connection step (l+1 in our example). Each vertex
is removed from all the merging domains of its ancestors. Assume that D gathers the removed vertices
forming Mw2 ∩Mw3 , then the algorithm proceeds as follows. First, ∀a ∈Aw , decimate w from Ma , i.e.,
Ma \ {w}. The same is done for all other vertices connected at step l + 1 in Ma and Mv (see the dots in
D below). Then after the first step, we have
D = {w, . . .}, Ma = {a}, Mv = {v}. (27)
Algorithm 1. Compute all intersections between Mv and Ma , with a ∈AMv
(1) for all vertices w connected at step 2d . . . l
(a) for all a ∈Aw
(i) Ma ←Ma \w
(ii) if a /∈Mv then Da ←Da ⊕w
(b) end
(2) end
At the second step, the vertices connected at step l are considered. Hence, the vertices a and v are
decimated and D = {w,a, v, . . .}. The set D contains only one w and an exclusive set is obtained.
Algorithm 1 computes all intersections between Mv and Ma , with v connected at step l and a ∈AMv .
As suggested before, our algorithm finds the intersection by decimating Mv , although this is not
mandatory to implement the algorithm. At each ancestor a ∈ AMv , a set Da gathers the vertices in the
L. Balmelli et al. / Computational Geometry 25 (2003) 171–196 189
intersection between Mv and Ma . Note that the decimation must be performed step-wise and starts at
vertices with the largest step l. Since Mv contains O(logn) vertices on average and O(logn) operations
are required to find the ancestor chain Av , the cost of the algorithm is O(log2 n).We summarize our results in the following proposition.
Proposition 2. The vertices in the intersections of a merging domain Mv with the domains of its ancestors
AMv can be found in O(log2 n) operations.
6. Application
This section is organized as follows. First, we briefly evaluate the computational costs of insertion and
decimation algorithms using local error with the results obtained in Section 4. Then, we introduce our
decimation algorithm using global error.
6.1. Cost of algorithms using local error
Consider an algorithm using generalized decimation, taking as input a dense 4-8 mesh of vertices in
R
3
. A progressive representation is computed using iterated decimation. An error in l2 norm is computed
for each vertex v as the sum of the squared differences between the vertices in Mv and their projection
in the domain’s support averaged by |Mv|. Then, at each step we need O(logn) operations (5) to
decimate the vertices, and O(logn) operations (11) to find the ancestors. For each ancestor, O(logn)
vertex errors (5) have to be locally recomputed, hence the cost for updating all errors is O(log2 n). On
average, the algorithm requires n/O(logn) steps to fully decompose the mesh; therefore, the minimal
cost is O(n logn).
Now consider an algorithm using insertion. The input mesh has minimal resolution (e.g., rightmost
mesh in Fig. 5) and is iteratively refined using vertex insertion. Then, at each step we need O(logn)
operations (8) to insert the vertices, and O(logn) operations (14) to find the ancestors. Again, for each
ancestor, O(logn) vertex errors (8) have to be locally recomputed, hence the cost for updating all errors
is O(log2 n). On average, the algorithm requires n/O(logn) steps on to fully refine the mesh, therefore
the minimal cost is again O(n logn). We conclude with the following proposition.
Proposition 3. On average, an algorithm based on local error (evaluated over the vertex domains) and
using generalized decimation or insertion requires O(n logn) operations to fully decompose or refine a
4-8 mesh with n triangles.
6.2. Algorithm based on generalized decimation and global error
This section introduces our decimation algorithm based on global error and shows that it computa-
tionally outperforms an approach not using MDIs. We give extensive experimental results for a set of
common computer graphic models using this algorithm in [2]. This allows us to show that the algorithm
also outperforms standard greedy approaches based on local heuristics in terms of approximation qual-
ity. Our algorithm is inspired from an algorithm used to compute adaptive quantizers for compression
presented by Chou et al. [5]. Note that in the context of adaptive quantizers, less constraints are incurred
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since no notion of “conforming” solutions is defined. We apply our algorithm to meshes built on matrices
of elevations z, e.g., terrain data. We use mesh functionals u :Mv → R to compute properties for v over
its domain Mv . We use two mesh functionals R and D: R is called the rate and counts the number of
triangles, whereas D is called the distortion and measures the distance in l2 norm between the original
surface and an approximation. Note that R(Mv) can be computed in closed form using (1) and (2) if
overestimates are allowed for the vertices at the mesh boundaries. Hence, for each v we compute the
vector value u(Mv)= (R(Mv),D(Mv)).
Call M0 the input mesh and M a simplified version, then the problem to solve is
D(R)= min
|M||M0|
{
D(M) |R(M) r}, (28)
where r denotes a constraint in rate. A progressive representation for M is found by solving the problem
for all values 2  r  n. We further define the variation of a functional as $u(Mv)= u(Mv)− u(M˘v).
Hence, $u(Mv)= ($R(Mv),$D(Mv)). The variation $u(Mv) is the change in rate and distortion when
Mv is decimated. Therefore, a vector $u(Mv) corresponds to a simplified mesh in the space of values
spanned by R and D (this plane is usually called rate-distortion plane in the compression literature [9]).
The ratio λ(v)=−$D(Mv)/$R(Mv) is the trade-off between rate and distortion when Mv is decimated
and represents a slope in the rate-distortion plane.
The algorithm proceeds as follows. Initially, the variations $u(Mv) for each vertex are computed.
Recall that Mv0 contains all the vertices in the mesh. Therefore, R(Mv0) and D(Mv0) measure the rate
and the distortion of the entire mesh, respectively. At each iteration the vertex v with minimal λ(v) is
chosen. Then Mv is decimated, and the ancestor errors are updated, as described below.
We use Algorithm 1 to decimate Mv and update the functional variations. For each ancestor a, the
variation of vector-functional values are replaced by
$u(Ma)−$u(Mw), w ∈Mv (29)
where w ∈Mv . The variations $u(Ma) updated with $u(Mw) are found by constructing an ancestor
chain Aw. Hence (29) replaces step (i) in Algorithm 1 and and step (ii) is no longer necessary. After
the initialization step, the variations $u(Mv) are global, since no vertex is yet decimated. The following
example illustrates how this property is maintained after the update: Assume that all vertices in Mv are
decimated except v. Therefore, following (12) the updated variation at v and v0 are
$u(Mv)−
∑
w∈Mv,w =v
$u(Mw), $u(Mv0)−
∑
w∈Mv,w =v
$u(Mw). (30)
Assume that v is now decimated, then using (29), the variation at v0 is now
$u(Mv0)−$u(Mv), (31)
which shows that the global error is used.
6.3. Complexity
Algorithm 2 is used to compute a full decomposition of the mesh. The output is a progressive
representation of the input dataset (e.g., terrain). An example of approximation is shown in Fig. 16.
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Fig. 16. Example of terrain decomposition. Series of models at decreasing rate using approximatively (a) 6400, (b) 1600,
(c) 800 and (d) 400 triangles.
Algorithm 2. Surface simplification
initialization:
for all v
compute $D(Mv), $R(Mv) and λ(v)= −$D(Mv)$R(Mv) .
iteration:
i = 1 (counter for the approximations)
while R(Mv0) > 2
search the optimal vertex v& = arg min
v∈M
λ(v).
Mi ←Mi−1 \Mv& .
update $D(Ma) and $R(Ma), ∀a ∈AMv& .
end
end
The cost of the algorithm is computed as follows. Initially, the values $u(Mv) and λ(v) are stored
for each vertex. Additionally, we use a value λmin at each vertex to store the minimal slope among all
its descendants. Following (5) and considering that the number of vertices in the mesh is proportional
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to n, this initialization has cost O(n logn). At each iteration, the optimal vertex v& (having minimal slope
λ(v&)) is found in O(logn) operations using the values λmin. The cost to decimate Mv and update the
variations for the vertices in AMv is O(log2 n). The values λ(v) and λmin are also recomputed and the
algorithm is iterated. On average, n/O(logn) steps are necessary to decompose the mesh. Hence, the
cost to compute the full decomposition is O(n logn).
The mesh simplification problem selects vertices or subtrees given an importance measure, and
therefore creates an order among them. This problem is consequently tightly related to a sorting
problem. While we do not have a formal proof so far, we conjecture the lower bound '(n logn) for
the computational complexity of this problem, which would imply that our algorithm is computationally
optimal in the RAM model.
Following (12), then without using MDIs an algorithm needs to recompute the global error over each
ancestors’ domain. An upper bound for this update is obtained as follows. We have roughly O(4l+1)
vertices at step l and l ∈ O(logn) ancestors exists. Call a any such ancestor, then |Ma|(i, n)≈ n/4i−1,
1 i  l. Therefore, an upper bound for the complexity is
log4 n∑
i=0
4i
i∑
j=0
n
4j
= 16
9
n2 − 1
3
n log4 n−
7
9
n ∈O(n2). (32)
Note the above approximation accounts only for the ancestors a such as Mv ⊂ Ma . Accounting for
the update of the ancestors whose domain partially overlaps does not change the order of magnitude.
However, this evaluation is complex due to the O(logn) cases of overlap one has to deal with
(Section 5.1). We conclude with the following proposition.
Proposition 4. On average, an algorithm based on global error and using generalized decimation
requires O(n logn) operations to fully decompose a 4-8 mesh with n triangles when merging domain
intersections are used to update the vertex errors.
7. Conclusion
We presented several results in computational complexity for simplification algorithms processing 4-8
meshes. We have shown that O(logn) operations are necessary to decimate or insert a vertex in the mesh
while preserving the hierarchy over the vertex set. These operations yield a conforming mesh, hence
the represented surface can be rendered without shape discontinuity. We have shown how to efficiently
update the vertex errors when decimating or inserting vertices. More precisely, the latter operations
change the errors at O(logn) vertices, and on average, O(log2 n) operations are needed to update them.
Since n/O(logn) steps are necessary to decompose or refine a mesh of n triangles, the total cost of the
algorithm is O(n logn).
We addressed the problem of finding merging domain intersections (MDIs) and provided a model for
obtaining a closed form for the computational cost of this operation. More precisely, we have shown
that O(logn) operations are required to compute an intersection and that all intersections between the
merging domain of a vertex and the domain of its ancestors can be found in O(log2 n) operations. We
used these results to provide an algorithm using generalized decimation and global error to decompose a
mesh in O(n logn). We explained that, without using MDIs an algorithm using the same error criterion
would need O(n2) operations to perform the decomposition.
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Appendix A. Proof of Proposition 1
We give a proof in two parts. First, we show how computational bounds can be quickly found
using geometric observations. Then we compute closed forms for |Mv| and |M˘v|. The interest for
having closed forms is that optimization metric based on triangles can be easily implemented. For
example, |Mv| and |M˘v| can be used as operators returning numbers of triangles. Then the variation
$R(Mv), as needed in Algorithm 2 (Section 6.3), can be evaluated exactly posing $R(Mv)(l, n) =
||Mv|(l, n)− |M˘v|(l, n)|, where l and n are the connection step and the number of triangles in the
mesh, respectively.
We compute sizes for |Mv| and |M˘v| as follows. We construct a dual representation of the support
using a tree structure, as depicted in Fig. A.1. The left part of the figure shows supports at different levels
in the hierarchy and their dual tree structure. The right part depicts the triangulated counterparts. In the
tree representation, each triangle corresponds to a node and the branches expand towards the boundaries
of the support (Fig. A.2(a)).
The dual tree representation of the support immediately shows that for d subdivision step (Fig. 5) the
total number of triangles is upper bounded by a sum of nodes in a binary tree, i.e.,
|M˘v|(l, n) c
d∑
l=0
2i  c
(
2d+1 − 1), (A.1)
where c > 0 is a constant, and n= 2 · 4d . Therefore,
|M˘v|(l, n) ∈O
(√
n
)
. (A.2)
Fig. A.1. The left part depicts a set of supports at different levels of the vertex hierarchy, and the right part are the triangulated
counterparts.
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Fig. A.2. Computing |Mv| and |M˘v|. (a) A dual representation of the support is constructed using a tree structure. (b) Tree
structure expanding towards the boundaries. The node labeled “R” corresponds to the node in part (a).
To compute the size of the triangulated domain, each node in the tree is weighted by an exponentially
growing number of triangles. The number of triangles increases for the nodes towards the root. Therefore
the total number of triangles in this case is upper bounded by a weighted sum of nodes in a binary tree,
i.e.,
|Mv|(l, n) c
d∑
l=0
2d−l4l  c
(
4d+1/2 − 2d), (A.3)
where c > 0 is again a constant. Hence
|M˘v|(l, n) ∈O(n), (A.4)
which concludes the first part of this proof.
We analyze now the tree structure in more detail and compute the closed forms for |M˘v| and |Mv|.
As shown above, |M˘v| is found by summing the tree nodes and |Mv| is a weighted version of the
sum. At the center of the support, the tree is balanced, i.e., each node has two children. However, the tree
becomes unbalanced towards the boundaries. Fig. A.2(b) depicts the tree at the bottom part of the support
(note that the same tree expands towards the other cardinal directions). The label “R” in Figs. A.2(a) and
A.2(b) points out the sibling nodes. The shaded region in Fig. A.2(b) shows the unbalanced part of the
tree.
We count the tree nodes as follows. We compute two sums, one for the balanced part and one for the
unbalanced part. Assume that i counts the tree levels and denote by |M˘v|b(i) the number of triangles in
the balanced part, then
|M˘v|b(i)=
i∑
k=1
2k = 2i+1 − 2, i  4. (A.5)
Assume now that j counts the unbalanced levels (vertical axis in Fig. A.2(b)), i.e., j = i−4. Then for the
unbalanced part, we use the following observation: For j odd 2j nodes have two children and 2j+1 − 2
nodes have one child. Moreover for j even, 2j+1 nodes have two children and 2j+1 − 2 nodes have one
child. Then, the sum of nodes for the unbalanced part is again split into two sums: one over odd j and one
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over even j . For any j , we have j −j/2 odd indices and j/2 even indices. We denote by |M˘v|u(j)
the the number of nodes in the unbalanced part, then for j  1( )|M˘v|u(j) = 4
j−j/2∑
k=1
(
2k+2 − 2)+ j/2∑
k=1
(
2k+2 + 2k+1 − 2)
= 32(2j− j2  + 3 · 2 j2 −1)− 8j − 80. (A.6)
Hence, for i > 4
|M˘v|(i) = |M˘v|b(4)+ |M˘v|u(i − 4)
= 32(2i− i−42 −4 + 3 · 2 i−42 −1)− 8i − 18. (A.7)
We now compute |Mv| using a weighted version of the sums (A.5) and (A.6). Each tree node is weighted
using the number of triangles embedded in the triangle represented by the node. This number is a function
of the total number of tree levels i and the level k of the tree node. More precisely, the weight is given by
wk = 2i−k+1. Hence, the weighted sum of (A.5) yields
|Mv|b(i)=
i∑
k=1
2i−k+12k =
i∑
k=1
2i+1 = i · 2i+1, i  4. (A.8)
Since we used two sums for the unbalanced part, we use w0k = 2j−2k+1 for the sum over even j ’s and
w1k = 2j−2k+2 for the sum over odd j ’s. Hence,
|Mv|u(j) = 4
(
j−j/2∑
k=1
(
2k+2 − 2)2j−2k+2 + j/2∑
k=1
(
2k+2 + 2k+1 − 2)2j−2k+1
)
= 24 · 2j + 8
3
22
j
2 −j − 16 · 2 j2  − 12 · 2j− j2  + 4
3
2j−2
j
2 . (A.9)
Hence, for i > 4
|Mv|(i) = |Mv|b(4)+ |Mv|u(i − 4)
= 128 · c2 + 4
(
c2 ·
(
24− 12 · c−11 +
4
3
c−21
)
+ 8
3
c−12 c
2
1 − 16 · c1
)
, (A.10)
where c1 = 2 i−42  and c2 = 2i−4. To conclude, we need to express (A.7) and (A.10) in terms of the total
number of triangles n and the connection step l. The parameter i is linked to n and l as 2i = n · 2l , or
equivalently n = 4(i+l)/2. For example, a triplet i, n, l is found as follows: In a uniform mesh of n = 8
triangles, i = 2 tree levels are needed to compute |Mv|(l = 1, n= 8) or |M˘v|(l = 1, n= 8). Hence, we
replace i = 2 · log4 n− l in (A.5), (A.7), (A.8) and (A.10), Therefore, for |Mv|(i) we have
|Mv|(l, n)=

(2 log4 n− l)2
1−ln, l > 2d − 4,
128 · c2 + 4
(
c2 ·
(
24− 12 · c−11 + 43c−21
)+ 83c−12 c21 − 16 · c1), l  2d − 4, (A.11)
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with c1(l, n)= 2log4 n− l+42 , c2(l, n)= 2−ln16 , 1 l  2d and n= 2 · 4d , whereas for |M˘v|(i), we have
˘
21−ln− 2, l > 2 log4 n2 − 4,|Mv|(l, n)=32(2−(l+4)n · c−11 + 32 · c1)− 16(log4 n− l2)− 18, l  2 log4 n2 − 4. (A.12)
and c1(l, n)= 2log4 n− l+42 , 1 l  2d and n= 2 · 4d . ✷
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