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ABSTRACT
Although machine learning is frequently associated with neural networks, it also com-
prises econometric regression approaches andother statistical techniqueswhose accu-
racy enhances with increasing observation. What constitutes high quality machine
learning is yet unclear though. Proponents of deep learning (i.e. neural networks)
value computational efficiency over human interpretability and tolerate the ‘black box’
appeal of their algorithms, whereas proponents of explainable artificial intelligence
(xai) employ traceable ‘white box’ methods (e.g. regressions) to enhance explainability
to human decisionmakers. We extend Brooks et al.’s [2019. ‘Financial Data Science: The
Birth of a New Financial Research Paradigm Complementing Econometrics?’ European
Journal of Finance 25 (17): 1627–36.] work on significance and relevance as assess-
ment critieria in econometrics and financial data science to contribute to this debate.
Specifically, we identify explainability as the Achilles heel of classic machine learning
approaches such as neural networks, which are not fully replicable, lack transparency
and traceability and therefore do not permit any attempts to establish causal infer-
ence. We conclude by suggesting routes for future research to advance the design and
efficiency of ‘white box’ algorithms.
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Machine learning occurs whenever a ‘computer program is said to learn from experience E with respect to some
class of tasks T and performance measure P, if its performance at tasks in T, as measured by P, improves with
experience E’ (Mitchell 1997, 14). According to this common definition, machine learning would occur if an
econometric regressionmodel operationalised in a computer code (e.g. in Python or R) had identified an authen-
tic economic relationship T that it could forecast with increasing accuracy P as the amount of data / degrees of
freedom E increases. In other words, many econometric regression models constitute machine learning. Hence,
it is unsurprising that regressions repeatedly feature in reviews of machine learning algorithms although the
majority of machine learning research is conducted with neural networks, support vector machines and other
classification algorithms (Basha andRajput 2019;Mahdavinejad et al. 2018; Portugal, Alencar, andCowan 2018).
Recently, machine learning has experienced a strong trend towards explainable artificial intelligence, so
called XAI, which classifies neural networks, support vector machines or tree ensembles as so called ‘black
box’ machine learning algorithms, since they are hard to interpret and practically impossible to trace. In con-
trast, ‘white box’ machine learning methods such as regressions or Bayesian models have gained popularity
recently, which balance computational power and human interpretability and allow for attempts of causal infer-
ence (Barredo Arrieta et al. 2020; Yang et al. 2019). In other words, XAI substantially increases attention on
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regression typemodels well known to econometricians and financial data scientists (BarredoArrieta et al. 2020).
In fact, ‘[t]here has been a trend of moving away from blackbox models towards white-box models, particularly
for critical industries such as healthcare [and] finance’ (Loyola-Gonzalez 2019, 154096). While recent papers
on XAI explore and define over a dozen concepts such as trustworthiness, informativeness or decomposability
(e.g. Barredo Arrieta et al. 2020), we are to the best of our knowledge not aware of a single paper published on
the topic in a finance journal.
Hence, in introducing this special issue, we extend the work of Brooks et al. (2019) and discuss the con-
cepts of significance, relevance and, in particular, explanainability from a statistical and societal (e.g. economic)
perspective. While econometricians and financial data scientists routinely assess the statistical significance of
their models and increasingly measure the economic significance by examining the sign and magnitude of the
parameter estimate, the concept of relevance is gaining some traction via a desire to support evidence-based
policy making or research impact assessments such as the UK’s Research Excellence Framework.1
In statistical terms, relevance and significance are seamlessly separatable, with statistical significance describ-
ing the confidence in themeaningfulness of the coefficient estimate and relevancemeasuring and comparing the
extent of variation explained bymultiple coefficients.2 Statistical relevance thereby indicates how commonly the
respective coefficient occurs as explanation of the dependent variable’s behaviour. In other words, while coef-
ficients compete for statistical relevance, their statistical significance is, in principle, indifferent of each other3
and largely dependending on the available degrees of freedrom (Brooks et al. 2019).
In economic terms, we observe a similar differentiation, whereby the coefficients’ economic significance is, in
principle, indifferent of each other, while economic relevance allows for a direct comparison. Economics signifi-
cance, also called economic substance, usually describes themeaningfulness of the coefficient in terms of impact
on the dependent variable, preferably via scaling the coefficient by the dependent variable’s standard deviation.
Scaling multiple regression coefficients by the dependent variable’s standard deviation in a linear regression set-
ting assesses howmeaningful a one unit change in the respective coefficient would be for the dependent variable.
However, it does not allow to compare the coefficients’ relevance among each other, as it makes no statement
regarding how often such a one unit change occurs. Hence, economic relevance can be measured by scaling
the multiple regression coefficients in the standard deviation of the respective independent variable. Conse-
quently, economic relevance allows to compare coefficients on the extent to which they can commonly impact
the dependent variable.4 We summarise this classification visually in Table 1.
Explainability, however,might appear an obvious virtue to applied econometricians. In the context ofmachine
learning and its primemethod ‘neural networks’, which have been popularised in finance academia byGu, Kelly,
andXiu (2020) and in finance practice by López de Prado (2019), explainability is far fromeasy, as the explainable
artificial intelligence (xai) research movement demonstrates (e.g. Barredo Arrieta et al. 2020; Rai 2020). While
neural networks are expected to replace humans for any mental task which ‘a typical person can do ... with less
than one second of thought’ (Ng 2016, 2), neural networks have substantial weaknesses too, especially when
compared with econometric regression approaches. Four weaknesses are effectively the Achilles heel of neural
networks.
First, neural networks have a random seed and are hence not entirely replicable. Every repetition of a neural
network with a different random seed will lead to slightly diverging results, substantially different results if the
gradient descent does not converge (near) optimal. Second, neural networks lack transparency by design, as
Gary Marcus explains:
In their current incarnation, deep [neural network] learning systems havemillions or even billions of parameters, identifiable
to their developers not in terms of the sort of human interpretable labels . . . but only in terms of their geography within a
complex network (e.g. the activity value of the ith node in layer j in network module k). . . . The transparency issue . . . is a
potential liability when using deep learning for problem domains like financial trades or medical diagnosis, in which human
users might like to understand how a given system made a given decision. (Marcus 2018, 10–11)
Consequently, statistical explanations of the decision processes resulting from neural networks are (very)
limited.
Third, given this lack of practical transparency, human users cannot trace individual aspects of the decision
process. Such inability for spot checking is unlikely to build trust towards users in credence services such as
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Table 1. Assessment of significance, relevance and explainability of machine learning algorithms in statistical and economic/societal terms.
Discipline (horizontal) |
Concept (vertical) Statistical Economic/Societal
Significance Conventional statistical significance levels of 1, 5% and
10%may need to strengthen to 0.1%, 0.5% and 1%
given the vastly increasing statistical power of big
data. (see Brooks et al. 2019, Table 1)
The effect size of estimated coefficients scaled by
the standard deviation of the dependent variable
assesses the economic or societal significance of
the coefficients, since it measures the coefficients’
impact on the dependent variable.
Relevance Since individual coefficients’ probabilities of being
statistically significant increase with statistical
power, their statistical relevance becomes crucial,
which can be measured using Shapley Values.
The effect size of the estimated coefficient scaled
by the standard deviation of the respective
independent variable assesses the relevance that
a feasible change (i.e. one standard deviation) in
the respective independent variable has on the
dependent variable.
Explainability To ensure explainability from a statistical perspective,
a machine learning algorithm needs to be fully
transparent and entirely replicable.
To ensure explainability from an economic/societal
use case, a machine learning algorithm needs to be
entirely traceable to ensure that human decision
makers can interpret each (relevant) analytical
decision step.
Notes: This table extends Table 2 of Brooks et al. (2019) by the concept of explainability and further refines some of its content to reflect advances
in econometrics and financial data science. Since machine learning applications represent economic as well as broader societal use cases, we
amended the name of the column presented on the right. If Shapley Values are computationally too intensive for a specific use case (e.g. more
than 10–15 independent variables), we recommendQuasi Shapley values, which are computed like Shapley Values with the exception that they
drop all regression combinations for computation efficiency except the first and final step (i.e. they are computed based (i) on each variables’
stand alone ability to explain the variation of the outcome variable and (ii) the loss in explanatory power when dropping the respective variable
from the final model).
finance or health care, where the customer can often only ex-post assess the quality of the service and hence
requires substantial ex-ante trust. Fourth, as a consequence of this lack of transparency and traceability, neural
network are not fully interpretable for human experts and do not allow for attempts at causal inference (Barredo
Arrieta et al. 2020; Marcus 2018).5
In this context, we structure our manuscript around the concepts of significance, relevance and explain-
ability before we conclude suggesting routes for future research. Specifically, the papers in this special issue of
The European Journal of Finance inform academics, practitioners and policymakers regarding developments in
Financial Data Science and Econometrics and provide insight on how cutting-edge data and/or cutting-edge sta-
tistical techniques can be applied to enhance our understanding of financial phenomena. Three broad themes
are covered in these research papers: financial forecasting and the related statistical significance (McMillan 2020;
Meligkotsidou et al. 2020), financial risk modelling and related statistical relevance (Kim, Park, and Yoon 2020;
Lin, Kolokolova, and Poon 2020; McGee and Olmo 2020), and explaining novel datasets (Asimakopoulos, Asi-
makopoulos, and Zhang 2020; Dechezleprêtre, Muckley, and Neelakantan 2020; Petukhina, Reule, and Härdle
2020),
2. Significance in financial forecasting
Standard statistical significance levels can be easily obtained as a result of the sheer scale of the observations.
This can be partly addressed by using far more stringent significance levels, but moreover, it means much more
emphasis needs to be placed on the incremental explanatory power of a variable (statistical relevance) as well as
the economic magnitude (i.e. significance) of the effect. Thus, with huge datasets, we need to be examining: (i)
is the predictor variable of interest statistically significant at a confidence level of 1% or better (statistical signifi-
cance)? (ii) howmuch the predictor variable of interest generates extra explanatory power (statistical relevance)?
and (iii) how big is the response of the dependent variable to a change in the predictor variable, both scaled in
standard deviations of the predicted variable (economic significance) as well as in one standard deviation of the
predictor variable (economic relevance)?
Financial forecasting is an area which continues to attract huge interest. Much of the literature focuses on
the real-time prediction of the US equity premium. The debate was reignited by Welch and Goyal (2008) who,
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in a comprehensive study, argue that most existing predictors of the US equity premium fail to outperform the
historical average. This conclusion was soon challenged, notably by (i) Campbell and Thompson (2007) who
argued that placing economically motivated restrictions on the model lead to small improvements in forecast
powerwhich could lead to substantial economic gains and (ii) byRapach, Strauss, andZhou (2009)who illustrate
that combining forecasts can lead to larger improvements in forecast power. The papers byMcMillan (2020) and
Meligkotsidou et al. (2020) revisit this crucial topic of forecasting the US equity premium and contribute new
predictors, newmethods and new results. The tone of McMillan (2020) is broadly in-line withWelch and Goyal
(2008) that finding models that consistently beat the historical average is very difficult and few models, if any,
can do this consistently. However, McMillan (2020) highlights that the purchasing managers’ index is a new
variable that generally performs well across a vast array of tests conducted and that information contained in
the term structure is also valuable for investors. These measures are both forward-looking measures of future
economic conditions which can theoretically lead to time-variation in expected returns.
Meligkotsidou et al. (2020) build on the line of research stimulated by Rapach, Strauss, and Zhou (2009),
which lead to the development of the complete subset linear regression framework (Elliott, Gargano, and Tim-
mermann 2013). They demonstrate that by (i) applying quantile forecasts to the complete subset approach and
then (ii) combining these quantile forecasts into a point forecast can lead to statistically significant improve-
ments in forecast accuracy and to economically substantial gains to an investor, thereby demonstrating both
statistical and economic significance (Meligkotsidou et al. 2020). This research highlights the importance and
usefulness of advances in modelling which can help us to both more accurately represent financial phenomena
as well as generate superior outcomes for end-users.
3. Statistical relevance in risk modelling
Research that can explain twice as much variation as previous work is a great example for statistical relevance,
especially in the field of financial risk modelling. Lin, Kolokolova, and Poon (2020) explore two novel endoge-
nous systematic risk factors explaining CDS spreads. Their slow-moving factor is based on a CreditGrades (CG)
model to price CDS, while their fast-moving factor represents the estimation errors adjusted cross-sectional
mean absolute deviation between the observed CDS spread and the respective fitted value from the CG model.
Analysing the 5-year CDS spreads of US non-financials, they find the statistical relevance of their factors to
exceed their peers substantially. Specifically, they observe in terms of statistical relevance that individual firm-
specific factors only explain 11% of individual CDS spreads and individual illiquidity only explains about half of
this, whereas their novel factors can account for twice the variation than the firm-specific factor (i.e. 22%). Curi-
ously, adding their new endogenous systematic risk factors to a model of determinants of CDS spreads yields
established systematic risk factors such as VIX and term spread to become insignificant (Lin, Kolokolova, and
Poon 2020).
McGee and Olmo (2020) provide an interesting analysis of the size anomaly. This anomaly dates back at
least to Banz (1981), who finds that stocks with a small market capitalisation outperform large stocks on a risk-
adjusted basis (Banz 1981). McGee and Olmo (2020) set out to analyse the extent to which lottery-like features
are relevant in explaining this anomaly. They begin with a simple analysis where, at each point in time, they
exclude the best-performing stocks from the sample of investable securities. Interestingly, the authors document
that the trading strategy that captures the size anomaly, by purchasing small firms while simultaneously taking
short positions in large firms, disappears once the best performing assets are excluded. Pursuing their analysis,
the authors explore the asset pricing implications of this result. The paper shows that the exclusion of the best
performing assets does not materially affect the exposure to the size factor. However, it significantly reduces the
magnitude of the size risk premium.
The paper byKim, Park, andYoon (2020) examines the role of time-variation and asymmetries in correlations
for portfolio allocations. In particular, the paper derives the optimal consumption and investment strategies
allowing for regime-dependent correlations. The paper derives the utility function under different conditions
and conducts an empirical exercise based on US data for the market (S&P500) and five industry portfolios.
The results reveal that failure to account for asymmetries and regime dependency leads to misallocation of
portfolio weights and result in a loss of wealth (Kim, Park, and Yoon 2020). Most notably, while performance
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during ‘normal’ market times is comparable to other portfolio allocation approaches, the 2007–9 financial crisis
increases the relevance of accounting for time-variation and asymmetry becomes more prominent.
4. Explainability of novel data sets
Many Financial Data Scientists have a keen interest in novel data and its exploration. Interest maybe sparked,
for example, through there being a new data source that is now being examined in a financial context or through
there being a much bigger dataset that is being analysed than has hitherto been examined, which may now be
feasible due to advances in computational power. Thus, breaking away from datasets which have been heavily
analysed, data-mined even, such as CRSP and Compustat is a natural feature of Financial Data Science. The
use of novel datasets can also lead to the opportunity to explain relationships that have the potential for huge
societal impact (e.g. climate change, Covid-19, fintech). The creation of newmarkets also inevitably leads to the
availability of new data.
One area that has received great interest both in the media and more recently in academia has been the
development of cryptocurrency markets. There are important differences between cryptocurrency markets and
traditional financial markets; for example, traders in cryptos are mainly anonymous and usually trade directly
with each other in a peer-to-peer digital network with extremely low transaction costs. A timely overview of
cryptocurrencies and how to explain them is provided by Härdle, Harvey, and Reule (2020). The novel research
topic investigated by Petukhina, Reule, and Härdle (2020) is if trading in these new cryptocurrency markets
leads to a domination of machines, especially algorithmic traders. Algorithmic trading has grown in promi-
nence within traditional financial markets over recent years. However, little is known about their use for trading
in crypto markets, although we are aware that huge computing power is harnessed in the mining process of
cryptos. Focusing on high-frequency trading, Petukhina, Reule, and Härdle (2020) explain the patterns in this
data, which are characterised by (very) high levels of kurtosis, fluctuating levels of volatility and modest cross-
correlations between the cryptos. The authors examine trading activity during the week and find a clear drop
off in activity on Saturdays and Sundays (Petukhina, Reule, and Härdle 2020). This is consistent with human
trading in the market. However, there is no reason why algorithms should not be active in these markets at the
weekends. Thus, while these crypto markets appear ideal environments for machines to operate, in terms of
trading, it seems that humans still play a major role.
Dechezleprêtre, Muckley, and Neelakantan (2020) demonstrate how novel data can be used to address a new
research question and explain the results of societal importance in an interpretable manner. To be specific, they
use a global patent database (PATSTAT) to examine filings by more than 15,000 firms and distinguish between
(i) ‘clean’ innovation (e.g. renewable energy and electric cars) and (ii) ‘dirty’ (e.g. fossil fuels and combustion
engines) innovation. Their main finding is that the stockmarket values firms which engage in ‘clean’ innovation
more highly than firms which engage in ‘dirty’ innovation (Dechezleprêtre, Muckley, and Neelakantan 2020).
These results are robust across various alternative specifications and an extensive set of controls. A key implica-
tion of the study is that there is no deterrent from the equity market for firms that engage in ‘clean’ innovation
which is aligned with recent findings of no deterrent to ‘clean’ entrepreneurship (Cojoianu et al. 2020). On the
contrary, there appears to be support from themarket for such firms given a valuation premium is given to ‘clean’
innovators. Thus, the market seems to be behaving in a way that is consistent with global de-carbonisation in
the long-term and the European Union supporting the sustainable finance sector through its green taxonomy
(Slevin et al. 2020) and its Paris Agreement aligned equity index concepts (Hoepner et al. 2019).
Asimakopoulos, Asimakopoulos, and Zhang (2020) examine the impact of credit rating changes on firm
dividend behaviour. They explain that firms listed in the S&P500 typically operate a dividend smoothing policy.
The paper then proceeds to consider how credit rating down- and up-grades affect such dividend smoothing.
The paper reveals that credit downgrades lead to a lower degree of dividend smoothing. Notably, the empirical
results in the paper report that while the payout ratio has declined from earlier work (reported at around 25%,
approximately half the previously reported value), the degree of smoothing remains broadly constant (with an
AR(1) parameter of 0.7). The paper argues this effect is a desire of firmmanagement to hold onto cash to ensure
normal operations.
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5. Conclusion and directions for future research
The field of econometrics and financial data science as outlined in Brooks et al. (2019) is rapidly developing with
researchers exploring new data sources and methods while assessing results in terms of statistical significance
(e.g. Meligkotsidou et al., 2020), relevance (e.g. Lin, Kolokolova, and Poon 2020) and societal explainability
(Dechezleprêtre, Muckley, and Neelakantan 2020). Simultaneously, a debate between ‘black box’ and ‘white box’
approaches has commenced in the related and currently very prominent field of machine learning. Although
we, as econometricians and financial data scientists, might not have immediately recognised our involvement,
we are considerably engaged as white box machine learners have adopted a substantial part of our algorithmic
tool kit. Hence, it is important for our community to contribute. To do so, we extend Brooks et al.’s (2019)
work on significance and relevance as assessment critieria in econometrics and financial data science to con-
tribute to this debate. Specifically, we identify explainability as the Achilles heel of neural networks, which are
not fully replicable, lack transparency and traceability and therefore do not permit any interpretations as to
causal inferences.
We concludewith three suggested routes for future research to advance the design and efficiency of ‘white box’
algorithms. First, we recommend to define clear boundaries when statistical approaches lose their traceability.
For instance, ratios or orthogonalizations are fully traceable to their conceptual origins while this is harder for
principle components. Second, it would be suitable to develop a framework for non-linear regressions which
introduced the non-linearity in a controlled manner that is less at risk of overspecifying on any given sample.
Third, to enhance the computational efficiency of ‘white box’ approaches where relevant, variable pre-processing
may be suitable to reduce the temptation of including an unnecessarily large set of variables and address potential
multicollinearity obstacles.
Notes
1. For more details on evidence-based policy making https://www.kcl.ac.uk/aboutkings/facts/WorldStatisticsDay/policymaking.
2. We recommend operationalising statistical relevance as relative explanatory power measurable by (Quasi) Shapley Value.
3. Multicollinearity due to independent variable interdependencies can, of course, create spurious significance in a poorly specified
model.
4. Scaling multiple regression coeffcients by the standard deviations of the dependent variable and the respective independent
variable allows consequently a simultaneous assessment of economic significance and relevance.
5. For a more extensive criticism of (deep) neural networks, see Marcus’ (2018) ten criticisms.
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