The main result of this paper is that every action of a finite index subgroup of SL(3, Z) on S 2 by area preserving diffeomorphisms factors through a finite group. An important tool we use, which may be of independent interest is the result that if F : S 2 → S 2 is a non-trivial, area preserving, orientation preserving diffeomorphism and if Fix(F ) contains at least three points, then F has points of arbitrarily high period. In addition we show that up to isotopy relative to its fixed point set, every orientation preserving diffeomorphism F : S → S of a closed orientable surface has a normal form. If the fixed point set is finite this is just the Thurston normal form.
Introduction and Notation
This article is motivated by the program of classifying actions of higher rank lattices in simple Lie groups on compact manifolds. More specifically, we are concerned here with actions of SL(3, Z) on the sphere S 2 . A standard example of such an action is given by projectivizing the usual action of SL(3, Z) on R 3 . Our objective here is to show that there are essentially no such actions which are symplectic or, what amounts to the same thing in this case, area preserving. Indeed there are essentially no such actions for a finite index subgroup of SL(3, Z). Our main result is Theorem 1.1. Every action of a finite index subgroup of SL(3, Z) on S 2 by area preserving diffeomorphisms factors through a finite group.
An analogous result for area preserving actions on surfaces of genus at least two was proved by L. Polterovich (see Corollary 1.1.D of [18] ).
In developing tools to prove this result we have obtained two results about single maps of S 2 which are significant in their own right. The first of these is the following. It was previously known (see [8] , [9] ) that even a homeomorphism F satisfying these hypotheses has infinitely many periodic points. However, the substantially stronger conclusion of this result is needed for the proof of Theorem 1.1.
The second result is closely related to, and depends on, a celebrated result of Thurston [20] which provides a canonical form, up to isotopy relative to a finite invariant set, for any homeomorphism of a compact surface. With the added hypothesis that the homeomorphism is a diffeomorphism, we obtain an analogous result for isotopy relative to the fixed point set of the map, even if that fixed point set is infinite.
Theorem 1.3. Every orientation preserving diffeomorphism F : S → S of a closed orientable surface has a normal form up to isotopy relative to its fixed point set.
More details, including the definition of normal form is provided below in §4. The paper is organized as follows. In sections 4 -6 we reduce Theorem 1.1 to Theorem 1.2. There are two main parts to the argument. First, well known algebraic properties of SL(3, Z) imply that it is sufficient to prove that if F : S 2 → S 2 is an area preserving diffeomorphism that can be written as a commutator [G, H] where G and H are area preserving diffeomorphisms that commute with F , then F is periodic. Second, Theorem 1.3 allows us to apply mapping class group techniques to prove that infinitely many iterates of F are isotopic to the identity relative to their fixed point set. These pieces are tied together in section 6. Theorem 1.3 is also used (section 6) to reduce Theorem 1.2 to the case that F is isotopic to the identity rel Fix(F ). A mean rotation number argument (also section 6) is used to reduce to the case that Fix(F ) is zero dimensional. The proof of Theorem 1.3 under these two hypothesis is given in sections 7-11. Building on ideas from [12] and [13] we study the dynamics of f = F | M where M = S 2 \ Fix(F ) under the assumption that f is periodic point free. This produces a compactified infinite cyclic cover A of M and an extended liftf : A → A that pointwise fixes ∂A but that 'moves an invariant set around the annulus'. These arguments take place in sections 8 -10 and do not use the area preserving hypothesis. In section 11 we use these cyclic lifts and the area preserving hypothesis to prove the theorem.
Area preserving maps
We will make use of two standard facts about area preserving surface homeomorphisms. The first of these is the following result, a proof of which can be found in [7] . Proof. The Poincaré recurrence theorem says there is a recurrent point in the interior of D 2 . The Brouwer fixed point theorem then asserts that the restriction of f to the interior of the disk must have a fixed point.
Hyperbolic preliminaries
Some of our proofs rely on mapping class group techniques that use hyperbolic geometry. In this section we establish notation and recall standard results about hyperbolic structures on surfaces. Let S be a closed orientable surface. Suppose that F : S → S is an orientation preserving homeomorphism, that K ⊂ S is a closed F -invariant zero dimensional set and that if K is finite then S| K has negative Euler characteristic. Let M = S \ K and f = F | M : M → M.
If K is infinite, the surface M can be written as an increasing union of finitely punctured compact connected subsurfaces M i whose boundary components determine essential non-peripheral homotopy classes in M. We may assume that boundary curves in M i+1 are not parallel to boundary curves in M i . It is straightforward (see [3] ) to put compatible hyperbolic structures on the M i 's whose union defines a complete hyperbolic structure on M. Of course, when K is finite, M also has a complete hyperbolic structure.
We use the Poincaré disk model for the hyperbolic plane H. In this model, H is identified with the interior of the unit disk and geodesics are segments of Euclidean circles and straight lines that meet the boundary in right angles. A choice of hyperbolic structure on M provides an identification of the universal coverM of M with H. Under this identification covering translations become isometries of H and geodesics in M lift to geodesics in H. The compactification of the interior of the unit disk by the unit circle induces a compactification of H by the 'circle at infinity' S ∞ . Geodesics in H have unique endpoints on S ∞ . Conversely, any pair of distinct points on S ∞ are the endpoints of a unique geodesic.
We use the identification of H withM and writef : H → H for lifts of f : M → M to the universal cover. A fundamental result of Nielsen theory is that every lift f : H → H extends uniquely to a homeomorphism (also called)f :
(A proof of this fact appears in Proposition 3.1 of [13] ). If f : M → M is isotopic to the identity then there is a unique liftf , called the identity lift, that commutes with all covering translations and whose extension over S ∞ is the identity. For any extended liftf : H ∪ S ∞ → H ∪ S ∞ there is an associated actionf # on geodesics in H defined by sending the geodesic with endpoints P and Q to the geodesic with endpointsf (P ) andf(Q). The actionf # projects to an action f # on geodesics in M.
Normal Form
In this section we introduce a normal form for certain mapping classes of infinitely punctured surfaces.
Definition 4.1. An orientation preserving homeomorphism F : S → S of an orientable closed surface has a normal form relative to its fixed point set if there is a finite set R of simple closed curves in M = S \ Fix(F ) and a homeomorphism φ isotopic to F rel Fix(F ) such that:
Let {S i } be the components of S \ ∪A j , let X i = Fix(F ) ∩ S i , let M i = S i \ X i and let r i be the smallest positive integer such that φ
(3) If X i is finite then M i has negative Euler characteristic and φ r i | M i is either pseudoAnosov or periodic.
We say that φ is a normal form for F and that R is the set of reducing curves for φ.
If R has minimal cardinality among all sets of reducing curves for all normal forms for F , then we say that R is a minimal set of reducing curves. The following lemma asserts that, up to isotopy rel Fix(F ), there is a unique minimal set R(F ) of reducing curves.
Lemma 4.2. If F has a canonical form relative to its fixed point set then the minimal reducing set R(F ) is well defined up to isotopy rel Fix(F ).
Proof of Lemma 4.2 Suppose that R is a minimal reducing set for the normal form φ. Let Y (F ) be a finite subset of Fix(F ) that contains each finite X i and at least two points from each infinite X i . Then φ is a Thurston normal form [20] for the isotopy class of F relative to Y (F ) and R is a minimal set of reducing curves for this relative isotopy class. It is shown in section 2 of [15] that R is well defined up to isotopy rel Y (F ). Since this holds for all Y (F ), R is well defined up to isotopy rel Fix(F ).
Proof of Theorem 1.3 By Lemma 4.1 of [14] there is a neighborhood W of the accumulation set A(F ) of Fix(F ) such that:
• W and S \ W have finitely many components.
• F | W : W → S is isotopic to the inclusion relative to Fix(F ) ∩ W .
• if x ∈ W \ Fix(F ) then the path from F (x) to x determined by this isotopy is contained in W \ Fix(F ).
We may assume without loss that each component of W intersects Fix(F ) in an infinite set. The second and third item imply that F is isotopic rel Fix(F ) to φ 1 : S → S satisfying φ 1 | W = identity. By [4] Denote S \ Fix(F ) by M. At this point M \ (W ∩ M) consists of a finite number of unpunctured annuli on which φ acts by Dehn twists and finitely many, finitely punctured subsurfaces of negative Euler characteristic. Apply the Thurston decomposition theorem to each of the non-annular subsurfaces to produce φ : S → S. Let R be the union of the boundary curves of W , the reducing curves from the Thurston decompositions and the core curves of the Dehn twist annuli. After modifying φ on annular neighborhoods of the reducing curves we may assume that (1) is satisfied. Properties (2) and (3) are immediate from the construction.
We now restrict our attention to S 2 . • all elements of R are φ-invariant.
• each r i = 1.
• if φ| M i is periodic then it is the identity.
Proof of Lemma 4.3 Each reducing curve in R partitions Fix(F ) into two nonempty sets. Since the partitions are φ-invariant and since elements of R determine distinct isotopy classes in M, the permutation of R induced by φ is trivial. This establishes the first item. To prove the second item note that each curve γ in R separates S 2 into two disks, each of which contains fixed points. Since γ is invariant under φ each component of its complement is also. Hence all components of the complement of the union of the curves in R are invariant under φ, i.e. each r i = 1. If φ| M i is periodic then it is realized as an isometry of a hyperbolic structure on M i . The third item follows from the fact (see, for example, Remark 2.4 of [14] ) that a non-trivial isometry induces a non-trivial permutation on ends of M i .
Commutators
In this section we apply Theorem 1.3 to a special case that is relevant to SL(3, Z). We denote by [ Proof of Lemma 5.3 Let p 1 :Ã → R be projection onto the first coordinate and let T :Ã →Ã be the indivisible covering translation T (x, y) = (x + 1, y). We claim that |p 1 (ṽ(x)) − p 1 (x)| < 8 for allx ∈ ∂Ã.
Sinceũ i commutes with T ,ṽ is independent of the choice ofũ i . We may therefore assume that |p 1 (ũ i (x i )) − p 1 (x i )| < 1 for somex i ∈ ∂ 1Ã and hence that |p 1 (ũ i (x)) − p 1 (x)| < 2 for allx ∈ ∂ 1Ã . The claim forx ∈ ∂ 1Ã follows immediately. The analogous argument on ∂ 0Ã completes the proof of the claim.
The preceding argument holds for any u i that preserve the components of ∂A and in particular for all iterates u N i . We conclude (Remark 5.2) that |p 1 (ṽ N 2 (x))−p 1 (x)| < 8 allx ∈ ∂Ã and all N and hence that the ω-limit set ω(ṽ,x) is non-empty for all x ∈ ∂Ã. The lemma follows easily.
and that E is an end of U that does not correspond to a single point of Fix (F ) . Then E can be compactified by a circle C and f = F | M can be extended continuously over C by f | C = identity.
Proof of Lemma 5.4
The existence of C and a continuous extension of f over C is an immediate consequence of the theory of prime ends (see [17] for a good modern exposition). Moreover, a dense set of points of C correspond to accessible points in Fix(F ), i.e. for any p in dense subset P ⊂ C there is a continuous arc α : [0, 1] → U ∪ C with α(0) = p and α((0, 1]) ⊂ U and such that the restriction of α to (0, 1] extends to a continuous mapα : [0, 1] → S 2 withα(0) ∈ Fix(F ). A result of Mather (Theorem 18 of [17] ) asserts that two such extensions,α 1 andα 2 correspond to the same point of C if and only ifα 1 (0) =α 2 (0) andα 1 andα 2 are homotopic by a homotopy with support in U. A consequence of this is that the homeomorphism f | C depends only on the isotopy class of F relative to Fix(F ). Since F is isotopic rel Fix(F ) to a homeomorphism that is the identity on a neighborhood of E, f | C is the identity.
Proof of Proposition 5.1 Let φ be a canonical form for F with minimal reducing set R(F ). Let M = S 2 \ Fix(F ) and denote the restrictions of F, G and H to M by f, g and h respectively. There is no loss in assuming that M is connected.
We first rule out the possibility that some φ| M i is pseudo-Anosov. Lemma 4.2 implies that both g and h permute the elements of R(F ) up to isotopy. Choose n > 0 so that g n and h n fix the elements of R(F ) up to isotopy. There are well defined
For concreteness we give the argument for g n . Since g n preserves the isotopy class of each element of R(F ), g n preserves the isotopy class of each component of ∂M i and g n ≃ g 1 where [14] ) in contradiction to the fact
This completes the proof that φ| M i is not pseudo-Anosov so by Lemma 4.3 f is isotopic to a composition of non-trivial Dehn twists along the curves of R(F ).
Suppose at first that R(F ) contains an element γ that is not peripheral in M. Then M has at least three ends and so can be given a complete hyperbolic structure in which γ is a geodesic. Choose a liftγ ⊂ H to the universal cover and let T : H ∪ S ∞ → H ∪ S ∞ be the indivisible covering translation that preservesγ. Choose liftsg,h : H ∪ S ∞ → H ∪ S ∞ that commute with T (and so fix the endpoints T ± ofγ in S ∞ ) and letf = [g,h] . Let A be the annulus obtained as the quotient space of H ∪ S ∞ by the action of T , and letf ,ĝ,ĥ : A → A be the homeomorphisms induced byf,g andh. Sincefg andgf project to the same homeomorphism of M and commute with T , they differ by an iterate of T . Thusf andĝ commute. The symmetric argument shows thatf commutes withĥ. Lemma 5.3 implies thatf fixes points in both component of S ∞ \ {T ± }. But this means that there is a geodesic in M that crosses γ and that is fixed by f # . This contradicts the assumption that f is a non-trivial Dehn twist along each element of R(F ).
We are now reduced to the case that all elements of R(F ) are peripheral. The end E of M into which γ is isotopic does not correspond to a single point in Fix(F ); if it did then γ could be removed from R(F ). By prime end theory (see [17] , for example) we can compactify E with a circle C and extend f, g and h over C. The extension is canonical so we maintain the property that f = [g, h]. By Lemma 5.4 f | C = identity. We are therefore reduced to showing that if M ′ is a (possibly punctured) surface with boundary
the identity and if f
′ is isotopic to the identity, then f ′ is isotopic to the identity relative to 
= identity. In other wordsf
′ is the identity lift of f ′ . That the identity lift of f fixes each point ofγ is exactly the condition that f is isotopic to the identity rel γ.
Reductions
In this section we reduce Theorem 1.1 to Theorem 1.2 and show that in proving Theorem 1.2 we may assume that Fix(F ) is zero dimensional and that F is isotopic to the identity rel Fix(F ).
Lemma 6.1. Theorem 1.2 implies Theorem 1.1
Proof of Lemma 6.1 Let H ⊂ SL(3, Z) be the finite index subgroup on which the action is defined.
Say that an element of SL(3, Z) has the commutator property [in H] if it can be written as a commutator of elements [in H] with which it commutes. We will make use of a special set G of generators of SL(3, Z) which have the commutator property. If E ij is the matrix with 1 in the ij entry and 0 elsewhere then the set G = {I + E ij , i = j}. If i, j and k are distinct then [I + E ij , I + E jk ] = I + E ik and I + E ik commutes with I + E ij and I + E jk . Hence every element of G has the commutator property. Moreover, for all n > 0, the subgroup A n of SL(3, Z) generated by the n th powers of elements of G has finite index in SL(3, Z) (see [19] ). For each α ∈ G let β, γ ∈ G commute with α and satisfy α = [β, γ]. Let n = m 2 where m is chosen so that α m ∈ H for all α ∈ G. Then each α n has the commutator property in H by Remark 5.2 and A nk is a finite index subgroup of H for all k ≥ 1. It suffices to show that for some k > 0, each element of A nk acts trivially on S 2 . In particular, it suffices to show that if F, G, H : S 2 → S 2 are area preserving diffeomorphisms such that F = [G, H] and such that F commutes with both G and H then some iterate of F is the identity.
Since F is orientation preserving and area preserving, Fix(F ) contains at least two points, by Theorem 2.2. Let us first rule out the possibility that Per(F ) contains only two points, say p and q. In that case, F, G and H restrict to area preserving, orientation preserving diffeomorphisms of the open annulus A = S 2 \{p, q}. Since they were smooth at the points {p, q} this open annulus can be compactified by blowing up these two points. We need this only to observe the the diffeomorphisms
and H 2 , all of which are isotopic to the identity, have a well defined mean rotation vector. So the equation
together with the fact that the mean rotation number is a homomorphism from the group of area preserving homeomorphisms of a closed annulus that are isotopic to the identity to the group R/Z imply that the mean rotation of F 4 must be zero. By Theorem 2.1 of [11] , F 4 has a fixed point in A and we have reached the desired contradiction.
After replacing F by an iterate we may assume that Fix(F ) has at least three points. We assume that F = identity and argue to a contradiction. By [4] each component U of S 2 \ Fix(F ) is F -invariant. Theorem 1.2 applied to the homeomorphism of S 2 that agrees with F on U and is the identity on S 2 \ U implies that F has a periodic point in U.
Let x ∈ U be a point of period p and let α be an arc with all but its terminal endpoint in U such that α connects p to Fix(F ). Proposition 5.1 and Remark 5.2 imply that
If U has at least three ends, equip U with a complete hyperbolic structure and let f : H ∪ S ∞ → H ∪ S ∞ be the identity lift. Then α lifts to an arcα connecting a point in S ∞ to a liftx of x. The homotopy rel Fix(F ) ∪ {x} between F p 2 (α) and α lifts to a homotopy rel endpoints betweenf p 2 (α) andα. In particular,x isf -periodic in contradiction to the Brouwer translation theorem and the fact thatf is fixed point free.
If U is an open annulus, then (Lemma 5.4) an end E of U can be compactified by a circle C over which f extends by the identity. Call the extended space and map f :Ū →Ū . We may assume that α connects x to E and, in fact, extends to an arc connecting x to a point of Fix(F ). Hence α ∩ U extends to an arcᾱ ⊂Ū with an endpoint on C. Moreover,f p 2 (ᾱ) is homotopic toᾱ relative to x ∪ C. Letf :Ũ →Ũ be the restriction to the universal cover of U of the lift off to the universal cover of U that pointwise fixes the pre-image of C. As in the previous case,f is fixed point free but not periodic point free and we have obtained the desired contradiction. Let φ be a canonical form for F with minimal reducing set R(F ). Let Y be a finite subset of Fix(F ) that contains all finite X i and at least two points from each infinite X i . Then φ is a Thurston normal form for F relative to Y . If some φ| M i is pseudo-Anosov then ( [20] ) F has periodic points of arbitrarily high period and and we are done. We may therefore assume that φ is a composition of non-trivial Dehn twists along the elements of R(F ). If R(F ) is non-empty choose an element γ and let U and V be the components of
With respect to any lift of F | A , x 2 and y 2 have rotation numbers that differ by the degree of the Dehn twist aboutγ. By Theorem 2.1 F has periodic points of arbitrarily high period and we are done. We may therefore assume that F is isotopic to the identity rel Fix(F ).
Let U be a component of S 2 \ Fix(F ). An area preserving homeomorphism of an open disk has a fixed point (Theorem 2.2), so U can not have one end. If U is an open annulus, then (Lemma 5.4) there is an end E of U that can be compactified by a circle C over which f extends by the identity. We claim that the other end can also be compactified, by adding by adding a circle, in such a way that F extends continuously to the compactification. If the other end corresponds to a single point in S 2 then we compactify by blowing up that point. If the other end corresponds to a compact connected set with more than one point, we can again apply Lemma 5.4. Hence the mean rotation number of F is well defined (modulo 1). If the mean rotation of F is zero , then U contains a fixed point by Theorem 2.1 of [11] . If the mean rotation of F is not zero, then there are periodic points with different rotation numbers (because C contains fixed points with rotation number zero) so Theorem 2.1 implies that U contains periodic points of arbitrarily high period.
Finally, if U has at least three ends then we may replace F with the homeomorphism of S 2 obtained from F | U by collapsing each component of S 2 \ U to a point. We may therefore assume that Fix(F ) is zero dimensional. This completes the proof of the reduction.
7
Translation and Reeb Classes
We will denote the orbit, backward orbit and forward orbit of x by O(x), O − (x) and O + (x) respectively. Unless stated otherwise, all maps are assumed to be orientation preserving homeomorphisms.
In this section we recall and enhance some results from [13] . 
with distinct orbits, then we say that f is a translation class relative to X if the isotopy class of f relative to X is conjugate to the isotopy class of T r relative to the union of some (and hence any -see Lemma 2.1 of [13] ) r distinct orbits of T r. Definition 7.2. Let R : R 2 → R 2 be a homeomorphism that preserves R × {0, 1} and that agrees with translation to the left [respectively right] by one unit on R × {1}
is an orientation preserving homeomorphism and if X = O(x) ∪ O(y) for some x, y ∈ R 2 with distinct orbits then we say that f is a Reeb class relative to X if the isotopy class of f relative to X is conjugate to the isotopy class of R relative to the union of the R-orbits of (0, 0) and (0, 1).
Parts (1) and (2) (1) f is a translation class relative to any one of its orbits.
(2) f is either a translation class or a Reeb class relative to any two of its orbits.
Several of our arguments proceed by contradiction and so require a method for proving that the conclusions of Theorem 7.3 fail. Lemma 7.7 below provides this method.
Definition 7.4. Suppose that S = R 2 or S = int(A) and that f : S → S is an orientation preserving homeomorphism. An arc
. For our applications there will be a closed discrete set X ⊂ S that is the union of orbits and that intersects β ′ exactly in x and f (x). Equip M = S \ X with a complete hyperbolic structure. We say that the unique geodesic β ⊂ M in the homotopy class of β ′ is a translation arc geodesic for x relative to X. Remark 7.5. In [13] a more general object called a homotopy translation arc is considered but for our present purposes this simpler definition will suffice. 
and f is a Reeb class relative to X then translation arc geodesics for x ∈ X are unique. In particular:
• no free disk contains two elements of X.
• a translation arc geodesic for f i (x 1 ) can not intersect a translation arc geodesic for f j (x 2 ). 
Proof of Lemma 7.7 (1) is Theorem 2.2 of [13] .
To prove (2) we will prove the stronger statement that there is a unique geodesic arc α ⊂ M connecting x to f (x) with the property that f # (α) ∩ α = f (x). It suffices to assume that f = R, x 1 = (0, 1) and x 2 = (0, 0). We will give the argument for x 1 , all other cases being completely analogous. We may assume that R × {0, 1} is a union of geodesics. Suppose that α = [0, 1] × {1}. After an isotopy that preserves R × {0, 1}, we may assume (c.f. Lemma 3.5-(3) in [13] ) that R(α) is a geodesic. In particular R(α) and α intersect only in their common endpoint. Let α 0 be the maximal initial segment of α whose interior is disjoint from R × {0, 1} and let w be the terminal endpoint of α 0 . Since regions bounded by a pair of geodesic arcs must contain punctures, α 0 = α. In particular R(α 0 ) is disjoint from α 0 . There are three possibilities: w ∈ (−1, 1) × {1}; w ∈ (k, k + 1) × {1} for some k = −1, 0; and w ∈ R × {0}. The first option is impossible since the region bounded by a pair of geodesic arcs must contain punctures. The latter two are impossible because in those cases R(α 0 ) could not be disjoint from α 0 . This proves the main statement in (2). The first bulleted item follows from the standard construction of translation arcs (see, for example, Lemma 4.1 in [13] ) since the existence of a free disk containing two elements of X would give rise to two translation arcs not isotopic relative to X. The second bulleted item follows from the fact that R × {0} and R × {1} are disjointly embedded lines.
As above, the proof of (3) will use the fact that f # (β i ) ∩ β i is exactly the terminal endpoint of β i but not the fact that β i is isotopic to a translation arc. It suffices to assume that f = T r, x 1 = (0, 0) and x 2 = ( , 0). We may assume that R × {0} is a union of geodesics. Let K be any disk that contains [0, 1] × {0} and that has geodesic boundary. We may assume that T r(β 1 ) is geodesic and in particular that T r(β 1 ) and β 1 have no interior intersections. It follows immediately that the union of all
and so can be isotoped into the left half plane. The analogous argument shows that β 2 can be isotoped into the right half plane. As geodesics have minimal intersections in their isotopy classes, this completes the proof.
We only use the following result for k = 2 but the proof is the same for general k. ((0, j) ). 
(1) the α and ω limit sets are single points α(
(2) the elements of {α(x i )} and {ω(x i )} alternate around ∂D 2 .
Then f | int(D 2 ) is a multiple Reeb class relative to
. Proof of Lemma 7.9 We will prove there are disjoint properly embedded lines B i ⊂ intD 2 that contain O(x i ) and that are f -invariant up to isotopy relative to X. The theorem then follows from (2) .
By Theorem 2.7 of [13] there is a line λ ⊂ int(D 2 ) \ X such that:
• λ is properly embedded in int(D 2 ).
• f (λ) ≃ λ relative to X.
• both components C 1 and C 2 of int(D 2 ) \ λ intersect X non-trivially.
By (2), we may assume (see the last paragraph of the proof of Theorem 2.3 on page 258 of [13] ) that the ends of λ converge to single points in ∂D 2 \ ({α(x i )} ∪ {ω(x i )}. After an isotopy relative to X we may assume that f (λ) = λ.
By induction on the number of orbits in X ∩ C j , there are disjointly embedded lines B i ⊂ int(D 2 ) that contain O(x i ) and that are f -invariant up to isotopy relative to X ∩ C j(i) where O(x i ) ⊂ C j(i) . There is no loss in assuming that B i ⊂ C j(i) . Since B i and f (B i ) are contained in C j(i) , B i is invariant up to isotopy relative to X as desired.
The following lemma is the analogue of Lemma 7.7(2). It's proof is virtually the same as that of Lemma 7.7 (2) and is left to the reader. 
Limit points on S ∞
Suppose that S is a closed orientable surface, that F : S → S is an orientation preserving homeomorphism that is isotopic to the identity relative to Fix(F ), that Fix(F ) is zero dimensional and that M = S \ Fix(F ) is equipped with a complete hyperbolic structure. The restriction of F to M is denoted f : M → M and the identity lift of f is denotedf :
Recall that a pair of distinct points in S ∞ determines a geodesic in H and hence a geodesic in M. The following proposition (which is essentially Proposition 5.1 of [12] ) assigns two points in S ∞ to each orbit but does not establish that they are distinct. Proposition 8.1. For anyx ∈ H the α and ω limit sets forf are single points α(x) and ω(x) in S ∞ .
Proof of Proposition 8.1 We give the argument for ω(x). The Brouwer translation theorem implies that ω(x) ⊂ S ∞ . Sincef | S∞ is the identity, ω(x) is connected. If the lemma fails then ω(x) contains an interval I ⊂ S ∞ .
Choose a geodesicγ ⊂ H with endpoints in the interior of I and let U be the component of H \γ whose closure intersects S ∞ in a subinterval J of I.
We claim that there is a pointỹ ∈ H whose backward orbit is contained in the closureŪ of U. To constructỹ choose positive integers m i < n i such that:
Choose also a fundamental domain W for the action of the covering translation T corresponding toγ and let l i satisfyz i = T l i (f n i −1 (x)) ∈ W . Thenz i ∈ U ∩ W and f (z i ) ∈ U. It follows thatz i lies in a compact neighborhood of the intersection ofγ with W and hence that the accumulation set of thez i 's in H is non-empty. Letỹ be any such accumulation point. The second and third item imply that O − (y) ⊂Ū . For the rest of the argument translation arc geodesics forf : H → H are defined relative to X = O(x) ∪ O(ỹ).
There are translation arc geodesics α i forf i (x), i > 0, whose union is an immersed line with accumulation set equal to I. (For a proof that translation arcs can be locally constructed see, for example, Lemma 4.1 of [13] ). Similarly, there are translation arc geodesics β j forf −j (ỹ), j > 0, whose union is an immersed line with accumulation set contained in J. Since J is contained in the interior of I there are arbitrarily large i and j such that α i ∩ β j = ∅. This contradicts Theorem 7.3 and Lemma 7.7. Definition 8.2. If α(x) = ω(x) then defineγ(x) ⊂ H to be the oriented geodesic connecting α(x) to ω(x) and define γ(x) ⊂ S to be its projected image. We say that γ(x) [respectively γ(x)] is the geodesic associated to O(x) [respectively O(x)]. Denote the union of all oriented geodesics in M that occur as some γ(x i ) by Γ(f ).
Annuli
We continue with the notation of the previous section. Every covering translation T : H → H commutes withf and so induces a homeomorphismf : A → A on the closed annulus A that is the quotient space of H ∪(S ∞ \T ± ) by the action of T (where T ± are the endpoints of the axis of T ). This section contains two results (Lemma 9.2 and Lemma 9.5) whose proofs require an analysis off : A → A. We state both results before turning to their proofs. Definition 9.3. Suppose that U is a free disk for f that contains both x and f t (x) for some x ∈ M and t > 0. Choose liftsx ∈Ũ ⊂ H. The covering translation T : H → H satisfyingf t (x) ∈ T (Ũ) is called a near cycle forx of period t. If the period is not relevant to the discussion then we will simply say that T is a near cycle forx.
Remark 9.4. This definition of near cycle is less general than the definition of near cycle in [12] but is sufficient for our purposes. We will derive these results as corollaries of a pair of technical lemmas that use the 'fitted family' technique of [13] .
Letx ∈ A be the image ofx ∈ H and, assuming that neither α(x) nor ω(x) is T + or T − , let their images in ∂A be α(x) and ω(x) respectively. Given a finite union of f -orbitsX ⊂ int(A), letM = int(A) \X and define translation arc geodesics forf with respect toM . Proof of Lemma 9.6 Choose liftsx i ∈ H ofx i . The argument for (1) takes place in a disk neighborhood
with support in U projects to an isotopy relative toX with support in the imageÛ ⊂ A of U.
There are two cases. In the first we assume that T k (α(x j )) = ω(x i ) for all i, j and k. In this case we may assume that U ∩ X ⊂ O(x i ). There are translation arc geodesicsβ(n,x i ) forf n (x i ) that converge to ω(x i ) as n → ∞. For all sufficiently large n, say n ≥ N,f (β(n,x i )) andβ(n + 1,x i ) are contained in U. Lemma 7.7-(1) implies thatf (β(n,x i )) andβ(n + 1,x i ) are isotopic in H relative to U ∩ X and hence isotopic in U relative to X. Thusf # (β(n,x i )) =β(n + 1,x i ). It follows that B 
As in the previous case there are translation arc geodesicsβ(n,x i ) forf n (x i ) that converge to ω(x i ) as n → ∞. If f (β(n,x i )) and β(n + 1,x i ) are contained in U but are not isotopic relative to U ∩ X then for some m < 0, β(n,x i ) ∪f # (β(n,x i ) separatesf m (T k (x j )) from itsf -image. In that case every translation arc geodesic forf m (T k (x j )) intersects eitherβ(n,x i ) orf # (β(n,x i )). Theorem 7.3 and Lemma 7.7 imply that this can not happen for sufficiently large n, say n > N. We may therefore defineβ This completes the proof of (1). Condition (2) follows by replacing f with f −1 . It is clear from the construction that (3) will be satisfied if N is sufficiently large.
Let ∂ 0 A and ∂ 1 A be the components of ∂A. Assume thatB ± i are as in Lemma 9.6. Let W j = {x i : ω(x i ) ∈ ∂ j A} and A j = {x i : α(x i ) ∈ ∂ j A}. Intersection with circles arbitrarily close to ∂ j A induces a cyclic ordering on {B
and hence a cyclic ordering on {ω(x i ) :x i ∈ W j } ∪ {α(x i ) :x i ∈ A j }. We say that {α(x i }'s and {ω(x i )}'s alternate around ∂A if no two points in {ω(x i ) :x i ∈ W j } and no two points in {α(x i ) :x i ∈ A j } are adjacent in the cyclic ordering on {ω(x i ) : Proof of Lemma 9.7 Rather than introduce all the notation of [13] and repeat arguments from that paper with occasional minor variation we have chosen to refer the reader to specific arguments there. The proof is divided into a series of steps to clarify the logic.
Step 1: (A fitted family T ) Letβ We may now assume that for some i and all N, (∪ ∞ n=Nf n # (β − i )) ∩ W has infinitely many components. For sufficiently large N all of these components have both endpoints on ∂W . Since W is finitely punctured andB − i has no self-intersections these components determine finitely many relative homotopy classes of arcs in (W, ∂W ). In the language of [13] these relative homotopy classes are a fitted family T .
Step 2: (Preferred elements of T ) The first half (up to the very end of page 252) of the proof of Theorem 5.5 of [13] applies directly to this context to prove that there exists K ≥ 1 and elements t 1 , . . .
and all sufficiently large l. (The precise definition of f # (·) ∩ W is given on page 249 of [13] .) This is the step that uses the hypothesis thatf | intA is periodic point free.
Step 3: (Reducing lines) The second half (omitting the first two paragraphs on page 257) of the proof Lemma 6.4 of [13] applied with t k , 1 ≤ k ≤ K, as in Step 2 produces disjoint lines λ k ⊂ int(A) \X that are properly embedded in int(A), that are not homotopic to each other or into ∂A relative toX and that are permuted bŷ f up to isotopy relative toX.
Step 4: (Improving λ k ) The argument in the last paragraph (page 258) of the proof of Theorem 2.3 of [13] applies directly to our context and allows us to assume that the ends of λ k converge to single points in ∂A that are distinct from all α(x i ) and ω(x i ). We may therefore consider the λ k 's to be arcs in A with endpoints in ∂A.
Step 5: (K =1) After an isotopy relative toX we may assume thatf permutes the λ k 's and so also the complementary components of the union of the λ k 's. Each such component contains at least one orbit ofX and so must be invariant. Sincef is orientation preserving the λ k 's aref -invariant and K = 1.
Step 6: (Conclusion) If λ 1 has endpoints on both components of ∂A then set ν = λ 1 . Otherwise, λ 1 and an interval in ∂A bound a disk D in A. By induction on m there exists an embedded arcν connecting the components of ∂A such thatf (ν) is isotopic toν relative toX ∩ (A \ D). Assuming without loss that int(ν) ∩ D = ∅, f (ν) is isotopic toν relative toX.
Proof of Lemma 9.2 We may assume without loss that the cycle σ = µ 1 · · · · · µ r is simple and that there are no oriented cycles composed of fewer than r segments.
Choose liftsμ i ⊂γ(x i ) such thatμ 1 ·· · ··μ r is a fundamental domain of a liftσ ⊂ H. Theorem 2.3 of [13] rules out the possibility thatσ is a closed curve or equivalently that σ is null-homotopic. Let T be the covering translation corresponding toσ and letf : A → A be the homeomorphism induced by T .
Since r is minimal, {α(x i )} and {ω(x i )} satisfy the hypotheses of Lemma 9.6 and alternate around ∂A. Letν be as in Lemma 9.7. Let {ν j ⊂ H : −∞ < j < ∞} be the full pre-image ofν. We may assume that theν j 's are ordered so that T (ν j ) =ν j+1 for all j. After an isotopy relative to X = ∪ Proof of Lemma 9.5 Letx ∈ H be a lift of x ∈ M. Given a covering translation T of H such that {α(x), ω(x)} ∩ {T ± } = ∅, letf : A → A be the induced homeomorphism and letν be as in Lemma 9.7. Let {ν j : −∞ < j < ∞} ⊂ H be the full preimage ofν. We may assume that T (ν j ) =ν j+1 for all j. After an isotopy relative to
and Tγ(x) are anti-parallel sof is Reeb class relative to O(x) ∪ O(Tx). On the other hand, by hypothesis, T is a near cycle. This means there is a free disk containing both T (x) and somef t (x) in contradiction to Lemma 7.7(2).
Birecurrent Points
We continue with the notation of the previous section and make the further assumption that Per(f ) = ∅. Let B ⊂ M be the set of birecurrent points and letB ⊂ H be the full pre-image of B.
Proof of Lemma 10.1 Suppose thatα(x) =ω(x) = P . We will show this leads to a contradiction. Lemma 9.5 implies that P is the endpoint of the axis of an indivisible covering translation T and that all near cycles forx are iterates of T . Letf : A → A be the homeomorphism of the annulus determined by T and letx ∈ A be the image
Thusx is bi-recurrent forf . We recall from [7] that a disk chain for some surface homeomorphism f is a finite set U 0 , U 1 , . . . , U n of embedded free disks in the surface satisfying
If U 0 = U n we say that U 0 , . . . , U n is a periodic disk chain. Proposition (1.3) of [7] asserts that if f is an orientation preserving homeomorphism of R 2 and f possesses a periodic disk chain then f has a fixed point.
We note that the fact thatx is bi-recurrent forf and the fact that lim n→∞f n (x) = P = lim n→−∞f n (x) implies for any U containingx, which is the lift of a free disk containing x, there are positive integers p, q such thatf p (U) ∩ T q (U) = ∅ and there are positive integers u, v such thatf
The second of these implies
We can then form a disk chain by setting U i = T qi (U) for 0 ≤ i ≤ v. We continue it by setting U v+i = T qv−vi (U) for 0 ≤ i ≤ q. Since U v+q = T qv−vq (U) = U this is a periodic disk chain. It follows thatf has a fixed point which is a contradiction. Hence it is not possible that α(x) =ω(x) = P .
We will need the following facts about near cycles. 
and if S is the corresponding near cycle forx of period s, then ST S −1 is a near cycle forf s (x) of period t.
Proof of Lemma 10.2 There is a free disk U that contains x and f t (x). Choose δ > 0 satisfying (2) so that V = D δ (x) and f t (V ) are both contained in U. Let V ⊂Ũ ⊂ H be the lifts that containx. Thenf Proof of Lemma 10.3 Given a near cycle T for an element of O(x) we will prove that either the axis of T isγ(x) or every neighborhood of ω(x) contains the axis of a near cycle for an element of O(x). Thus either (1) holds or (2) holds for neighborhoods of ω(x). Applying this with f −1 replacing f completes the proof. There is no loss in assuming that T is a near cycle forx; let t be its period and A 0 its axis. Choose δ > 0 as in Lemma 10.2 and let {s i } be the set of return times of x to D δ (x). More precisely {s i } is the set of integers satisfying f s i (x) ∈ D δ (x). We may assume that s 0 = 0 and that the s i 's are increasing. Denotef s i (x) byx i and let S i be the covering translation satisfyingx i ∈ S i (D δ (x)).
For i > 0, Lemma 10.2 implies that
is a near cycle forx i with axis A i = S i A 0 . The distance that T i movesx i is uniformly bounded so the distance between A i andx i is uniformly bounded. Since x i → ω(x), at least one endpoint of A i tends toward ω(x). The translation length of T i is independent of i. Since the set of axes of covering translations with uniformly bounded translation length is discrete and closed in H, either there exist n i → ∞ such that A n i → ω(x) or A i = A * for all sufficiently large i, say i ≥ N, where A * is the axis of a covering translation T * with one endpoint at ω(x). In the former case we are done so assume the latter.
We claim that for all integers i each W i = S i S −1 i−1 has axis A * . For i > N this follows from A i+1 = W i+1 A i and the assumption that A i = A * for all i ≥ N. It remains to show that W i and W i+1 have the same axis for all integers i. The idea of the proof is that birecurrence forces all possible behavior to be exhibited near the end of the orbit. Since the W i 's have the same axis for large i they should have the same axis for all i.
Given i choose ǫ = ǫ(i) > 0 so small that D ǫ (x i ) has the same 'return behavior' to D δ (x) as x i does for iterates in the interval [0, s i+2 − s i ]. More precisely, for all y ∈ D ǫ (x i ) andỹ ∈ D ǫ (x i ):
Choose n > N with
satisfies Vx n ∈ D δ (S ix ) and hence also Vx n ∈ D ǫ (x i ). We will apply (1)- (4) to y = x n andỹ = Vx n . The four conditions guarantee that s n+1 − s n = s i+1 − s i and 
Definition 10.5. A geodesic is birecurrent if it is contained in the accumulation set of its forward end and the accumulation set of its backward end.
Lemma 10.6. (1) The map that assigns the unordered pair {α(x),ω(x)} tox ∈B is continuous.
(2) If x ∈ B then γ(x) birecurrent and transversely orientable.
Proof of Lemma 10. 6 We first show that continuity atx implies that γ(x) is birecurrent and transversely orientable. Choose x i = f n i (x) with n i > 0 such that x i → x; choose also liftsx i →x. The geodesicsγ(x i ) are translates ofγ(x). Ifγ(x) is the axis of a covering translation, then γ(x) is a simple closed curve and we are done. We may therefore assume that theγ(x i ))'s are distinct as unoriented lines. We may also assume there is a free disk that contains x and each x i .
The continuity assumption implies thatγ(x i ) →γ(x) as unoriented lines. Lemma 9.2 implies that theγ(x i )'s are disjoint. Lemmas 7.9 and 7.10 therefore imply that for sufficiently large i, say i > N, theγ(x i )'s are consistently oriented (i.e. the lines are parallel and not anti-parallel). Moreover, if T is a covering translation and Tγ(x) is contained in the region bounded byγ(x i ) andγ(x j ) for i, j > N, then the orientation on Tγ(x) agrees with the orientationγ(x i ) andγ(x j ). This proves that γ(x) is transversely orientable. Let T i be the covering translation that carriesf n i (x) tox i and hence alsoγ(x) toγ(x i ). Sincef n i (x) → ω(x) andγ(x i ) →γ(x) there are points y i ∈γ(x) such thatỹ i → ω(x) and T i (ỹ i ) →x. This proves that γ(x) is contained in the accumulation set of its forward end. By symmetry, it is also contained in the accumulation set of its backward end so γ is birecurrent.
It remains to establish (1) . Suppose thatx i ,x ∈B and thatx i →x. According to Lemma 10.3 there are two cases to consider. In the first, every neighborhood U + of ω(x) contains the axis of a near cycle T + for an element of O(x) and every neighborhood U − of α(x) contains the axis of a near cycle T − for an element of O(x). For sufficiently large i both T + and T − are near cycles for elements of O(x i ). Corollary 9.5 implies that {α(x i ), ω(x i )} intersects both U + and U − for all sufficiently large i. This completes the proof of (1) in the first case and so also the proof of (2) in the first case.
In the remaining case, Lemma 10.3 implies thatγ(x) is the axis of a near cycle forx so we have proved (2) . As in the first case, for all sufficiently large i, say i > N, γ(x) is the axis of a near cycle for an element of O(x i ). Lemma 9.2 and (2) imply that γ(x i ) andγ(x) are either disjoint or equal for i > N. Lemma 9.5 therefore implies that they are equal.
The following immediate corollary of Lemma 10.6 will be used in the next section to complete the proof of Theorem 1.2.
Corollary 10.7. If S = S 2 , Per(f ) = ∅, and x ∈ B then γ(x) is a simple closed curve.
Proof of Theorem 1.2
We are now prepared to complete the proof of the following result from §1. Proof. Suppose to the contrary that the periods of points in Per(F ) are bounded. Then replacing F with an iterate we may assume Fix(F ) = Per(F ), and we will show this leads to a contradiction. Let M = S 2 \ Fix(F ), let f = F | M and let f : H ∪ S ∞ → H ∪ S ∞ be the identity lift.
We continue with the notation of the previous sections while making the further assumption that S = S 2 . Recall that by the Poincaré recurrence theorem the set of birecurrent points of M has full measure. Corollary 10.7 and the fact that there are only countably many simple closed geodesics in M imply that there is a simple closed geodesic γ and a set X ⊂ S 2 of positive measure such that γ(x) = γ for all x ∈ X. Letγ be a lift of γ with covering translation T and letf : A → A be the homeomorphism of the closed annulus A determined by T . To obtain the desired contradiction it suffices to show thatf has a periodic point in the interior of A. We will do so through the following three lemmas. Proof. By taking an ergodic component of ν if necessary we may assume that ν is an ergodic probability measure. We define the function φ : A → R by φ(x) = (F (x)−x) 1 wherex is a lift of x. Then
Since ν is ergodic, by the ergodic theorem we know that ρ(y,F ) = A φ(x)dν = A ρ(x,F )dν for ν almost all y. Clearly if A φ(x)dν = 0 then ρ(y,F ) = 0 for some y.
Hence we may assume A φ(x)dν = 0 and show this leads to a contradiction. Under this assumption, a result of Atkinson [1] asserts that for a full measure set of values of x ∈ A there are infinitely many values of n
This clearly contradicts the fact that lim Proof. Recall that an area preserving diffeomorphism is said to be exact symplectic if it is isotopic to the identity and the smooth area two-form ω which is preserved by f satisfies ω = dγ for some one-form γ with the property that for any closed path C
We observe first that f : M → M is exact symplectic. This follows because the fact that S 2 \ {p} is an open disk and the fact that dω = 0 implies by the Poincaré lemma (see, for example, (4.18) of [21] ) that there is a one-form γ defined on S 2 \ {p} such that dγ = ω. Thus if C is any curve in M there is a smooth map h : D 2 → S 2 \{p} such that h restricted to ∂D 2 is a parametrization of C. Hence using Stokes' theorem we see
So f : M → M is exact symplectic. Now if π : A → M is the covering projection andω = π * (ω) thenf is also exact symplectic with respect toω. This is immediate since ifγ = π * (γ) then dγ =ω and for any closed curve C ⊂ A Proof. We wish first to reduce to the case that the chain recurrent set R(h) is the entire annulus A. If this is not the case then h admits a complete Lyapunonv function φ : A → R (see [5] ). This is a smooth function satisfying φ(h(x)) < φ(x) if x / ∈ R(h). Moreover it has the property that φ(R(h)) is a nowhere dense compact subset of R and φ(A) is a non-trivial interval. We may choose a regular value c of φ with φ −1 (c) non-empty and φ −1 (c) ∩ R(h) = ∅. Then φ −1 (c) consists of a finite set of smooth simple closed curves and h(φ −1 (c)) ∩ φ −1 (c) = ∅. It follows that each of these circles is inessential. Both components of ∂A must lie in the same component of A \ φ −1 (c) since otherwise one of these circles would separate the boundary components (and hence be essential). We will assume without loss of generality that φ(x) > c for all x ∈ ∂A.
The set φ −1 ((−∞, c]) has a finite number of components each of which is a disk and h maps this set into its interior. It follows that there is an n > 0 and a component disk D of φ −1 ((−∞, c]) such that h n (D) ⊂ D. This, of course, implies that h has an interior periodic point.
We are left with the case that R(h) = A. We consider a lifth :Ã →Ã which by assumption has a pointz 0 with non-zero rotation number. We suppose without loss of generality that ρ(z 0 ,h) = r > 0 and choose a rational number p/q ∈ (0, r). Let T :Ã →Ã be the generating covering translation T (s, t) = (s + 1, t). Define a homeomorphismg = T −p •h q which is a lift of g = f q : A → A. It suffices to show thatg has a chain recurrent point in order to conclude it has a fixed point (see [6] ) and hence that h has an interior periodic point.
Fix an ε > 0. We define an equivalence relation on A by x ∼ y if there is an ε-chain for g from x to y and one from y to x. The relation is clearly symmetric and transitive and it is reflexive because the chain recurrent set of g is all of A. Since equivalence classes are open and A is connected there is only one equivalence class. That is, for any x, y ∈ A there is an ε-chain for g from x to y.
The set of points V n ⊂ A × A consisting of (x, y) such that there is an ε-chain for g of length at most n from x to y is an open subset of A × A. The union ∪V n for n > 0 is all of A × A. Hence compactness of A × A guarantees that there is an N > 0 such that for any x, y ∈ A there is an ε-chain for g from x to y of length at most N.
It follows that ifỹ is a lift of y there is a liftx of x and an ε-chain forg fromx toỹ of length at most N. Now starting at any pointw ∈Ã we can concatenate an ε-chain fromw toz ∈ π −1 (π(z 0 )), a longg-orbit segment, starting atz and ending at atg m (z), and an ε-chain fromg m (z) to T k (w) some translate ofw. The ε-chains are uniformly bounded sets since they have length less than N. Since the orbit segment may be chosen arbitrarily long and ρ(z,g) = qr − p > 0 we conclude that we may arrange that k > 0. A similarly argument concatenating an ε-chain fromw to a point b of the boundary ofÃ, an orbit segment ofg starting atb and an ε-chain back to a translate ofw shows there is an ε-chain forg fromw to T −l (w) where l > 0. Note that ρ(b,g) = −p < 0.
Finally concatenating l copies of the first chain with k copies of the second produces an ε-chain fromw to itself. We conclude that, in fact, every point ofÃ is chain recurrent and, as remarked above, this impliesg has a fixed point.
