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Abstract
Well-posedness of the fourth-order nonlinear derivative Schrödinger equation in Sobolev space is obtained. We mainly use the
method of the dyadic Xs,b spaces.
© 2011 Elsevier Masson SAS. All rights reserved.
Résumé
On démontre que pour l’équation de Schrödinger non linéaire le problème est bien posé dans un espace de Sobolev. On utilise
fondamentalement la méthode des espaces dyadiques Xs,b.
© 2011 Elsevier Masson SAS. All rights reserved.
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1. Introduction
The aim in this work is to study the Cauchy problem for the fourth-order nonlinear derivative Schrödinger equation:{
iut + (−)2u+ α(−)u+ F(u, u¯,∇u,∇u¯,u,u¯,∇3u,∇3u¯) = 0, (x, t) ∈ Rn × R,
u(x,0) = u0(x) ∈ Hs(Rn),
(1.1)
where u¯(x, t) is the complex conjugate of u(x, t), α is real numbers,  = ∑nj=1 ∂2xj , ∇ = (∂x1 , ∂x2 , . . . , ∂xn) and
F : C 13n3+n2+2n+2 → C is a polynomial having no constant or linear terms,
F(z) = F(z1, z2, . . . , z 1
3n
3+n2+2n+2) =
∑
3|ρ|M
Cρz
ρ, (1.2)
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3n
3+n2+2n+2) ∈ Z
1
3n
3+n2+2n+2
+ and M < ∞. We assume that every term in F contains
at least three derivative. The fourth-order Schrödinger equations have been introduced by Karpman [9] and Karpman
and Shagalov [10] to take into account the role of small fourth-order dispersion in the propagation of intense laser
beams in a bulk medium with Kerr nonlinearity. Lots of work has been devoted to the Cauchy problem of fourth-order
Schrödinger equation with different nonlinearities, such as [3–7,18–22,24,25]. Especially, Zhang [24,25] considered
the well-posedness of Cauchy problem (1.1) with small data in modulation spaces Ms2,1, which were first introduced
by Feichtinger [2]. Notice that Hs+ n2 +ε ⊂ Ms2,1 ⊂ Hs for any ε > 0.
In [14], C.E. Kenig, G. Ponce and L. Vega obtained the well-posedness of the following derivative nonlinear
Schrödinger equation in Hs with small data:{
ut − iu = f (u, u¯,∇u,∇u¯), (x, t) ∈ Rn × R,
u(x,0) = u0(x) ∈ Hs(Rn), (1.3)
where f : C2n+2 → C is a polynomial having no constant or linear terms,
f (z) = f (z1, z2, . . . , z2n+2) =
∑
3|ρ|<∞
Cρz
ρ, (1.4)
here Cρ ∈ C, ρ = (ρ1, ρ2, . . . , ρ2n+2) ∈ Z2n+2+ . We assume that every term in f contains at least one derivative. An
example of f satisfying (1.5) is given by:
f (u, u¯,∇u,∇u¯) = |∇u|2(−→γ1 · ∇u)+ (∇u)2(−→λ2 · ∇u¯). (1.5)
They also studied generalized nonlinear Schrödinger equations in [16] and quasi-linear Schrödinger equations in [17].
In this paper, we consider the Cauchy problem (1.1) in the natural space Sobolev space Hs . Moreover, our method
is different of [14,16,17]. We mainly use the method of the dyadic Xs,b spaces, which was first introduced by [8] in
one dimension. In this paper, we extend it to higher dimension.
1.1. Definition and notations
Define:
‖f ‖Lr
x∈RL
p
y∈Rn−1L
q
t∈R
= ∥∥∥∥‖f ‖Lq
t∈R
∥∥
L
p
y∈Rn−1
∥∥
Lr
x∈R
,
x = (x1, x′)= (x1, x2, . . . , xn), ξj = (ξj1, ξ ′j )= (ξj1, ξj2, . . . , ξjn), |ξj |β = (|ξj1 |2 + · · · + |ξjn |2)β/2.
For simplicity, we also use x = (xl, x′), x′ = (ξ1, . . . , ξl−1, ξl+1, . . . , ξn), l = 1,2, . . . , n.
The Cauchy problem (1.1) is rewritten as the integral equivalent formulation:
u(x, t) = S(t)u0 −
t∫
0
S
(
t − t ′)F (u, u¯,∇u,∇u¯,u,u¯,∇3u,∇3u¯)(t ′)dt ′, (1.6)
where S(t) = F −1x e−it (|ξ |4+α|ξ |2)Fx is the semigroup associated to the linear fourth-order Schrödinger equation, the
phase function φ(ξ) = |ξ |4 + α|ξ |2.
The norm standard space Xs,b(Xs,b) for the fourth-order Schrödinger equation is defined [1,12,15],
‖u‖Xs,b =
∥∥〈ξ 〉s 〈τ − |ξ |4 − α|ξ |2〉buˆ(ξ, τ )∥∥
L2
ξ∈RnL
2
τ∈R
; (1.7)
‖u‖Xs,b =
∥∥〈ξ 〉s 〈τ + |ξ |4 + α|ξ |2〉buˆ(ξ, τ )∥∥
L2
ξ∈RnL
2
τ∈R
. (1.8)
Denote uˆ(ξ, τ ) = Fu(x, t) by the Fourier transform in t and x of u and F(·)u by the Fourier transform in the (·)
variable. Notice that ‖u¯‖Xs,b = ‖u‖Xs,b .
Then, we give definitions of some dyadic spaces, the properties of these spaces can be found in [8]. First, we define
the dyadic decomposition. Let η : R → [0,1] denote an even smooth function supported in [−8/5,8/5] and equal to
1 in [−5/4,5/4]. For j ∈ Z, let χj (|ξ |) = η(|ξ |/2j )− η(|ξ |/2j−1), and
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j2∑
j=j1
χj , and χj2 =
j2∑
j=0
χj .
For simplicity of notation, let ηj = χj if j  1 and η0 = 1 −∑+∞j=0 ηj . Also, for l1  l2 ∈ Z+
η[l1,l2] =
l2∑
l=l1
ηl, and ηl2 =
l2∑
l=0
η1.
For any integer k  0, we define the operator Pk with respective to the variable x by the formula:
P̂ku(ξ) = ηk(ξ)uˆ(ξ), P̂ku(ξ) = ηk(ξ)uˆ(ξ).
For l ∈ Z, let Il = {ξ ∈ Rn: |ξ | ∈ [2l−1,2l+1]}. For l ∈ Z+, let I˜l = Il if k  1 and I˜0 = [−2,2]. For k ∈ Z+ and j  0,
let
Dk,j =
{
(ξ, τ ) ∈ Rn × R: ξ ∈ I˜k, τ − φ(ξ) ∈ I˜j
}
.
We define first the Banach spaces Xk = Xk(Rn × R) for k ∈ Z+:
Xk
(
Rn × R)= {f (ξ, τ ) ∈ L2(Rn × R): f is supported in I˜k × R and
‖f ‖Xk =
+∞∑
j=0
2j/2
∥∥ηj (τ − φ(ξ))f (ξ, τ )∥∥L2ξ,τ < ∞
}
. (1.9)
Then it follows that if k ∈ Z+ and fk ∈ Xk , then∥∥∥∥∫
R
∣∣fk(ξ, τ ′)∣∣dτ ′∥∥∥∥
L2ξ
 ‖fk‖Xk . (1.10)
For k  100 and 10 kl  k, we define:
Yk,kl
(
Rn × R)= {f (ξ, τ ) ∈ L2(Rn × R): f is supported in 3k−1⋃
j=0
Dk,j , and
f
(
(. . . , ξl, . . .), τ
)
is supported in I˜kl , j  3kl; and
‖f ‖Yk,kl = 2−3kl/2
∥∥F −1{(τ − φ(ξ)+ i)f (ξ, τ )}∥∥
L1
xl∈RL
2
x′∈Rn−1L
2
t∈R
< ∞
}
, (1.11)
Xk,kl
(
Rn × R)= {f (ξ, τ ) ∈ L2(Rn × R): f is supported in 3k−1⋃
j=0
Dk,j , and
f
(
(. . . , ξl, . . .), τ
)
is supported in I˜kl , j  3kl; and
‖f ‖Xk,kl =
3k∑
j=3kl−1
2j/2
∥∥ηj (τ − φ(ξ))f (ξ, τ )∥∥L2ξ,τ < ∞
}
. (1.12)
For f supported in
⋃3k−1
j=0 Dk,j , define:∥∥ηkl (ξl)f ∥∥Ak,kl :=
{‖ηkl (ξl)f ‖Yk,kl , if j  3kl − 1,
‖ηkl (ξl)f ‖Xk,kl , if j  3kl − 1,
(1.13)
‖f ‖2Ak =
n∑∑∥∥ηkl (ξl)f ∥∥2Ak,kl . (1.14)l=1 klk
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Zk := Xk if 0 k  99 and Zk := Xk +Ak if k  100. (1.15)
Here, notice that Xk ⊂ Zk for k ∈ Z+.
For s ∈ R we define the Banach space Fs = Fs(Rn × R) and Ns = Ns(Rn × R),
Fs =
{
u ∈ S ′(Rn × R): ‖u‖2Fs = +∞∑
k=0
22sk
∥∥ηk(ξ)uˆ(ξ, τ )∥∥2Zk
}
, (1.16)
Ns =
{
u ∈ S ′(Rn × R): ‖u‖2Ns = +∞∑
k=0
22sk
∥∥ηk(ξ)(τ − φ(ξ)+ i)−1uˆ(ξ, τ )∥∥2Zk
}
. (1.17)
Denote the convolution integral
∫

dδ by the form:∫
ξ=ξ1+ξ2+···+ξk; τ=τ1+τ2+···+τk
dτ1 dτ2 . . . dτk dξ1 dξ2 . . . dξk, k  2.
Define A ∼ B by using the statement: A  C1B and B  C1A for some constant C1 > 0, and define A  B
through the statement: A 1
C2
B for some large enough constant C2 > 0. We use A B to denote the statement that
A CB for some large constant C.
Let ψ ∈ C∞0 (R) with ψ = 1 on [− 12 , 12 ] and suppψ ⊂ [−1,1], ψ is positive and even. Define ψδ(·) = ψ(δ−1(·))
for some non-zero δ ∈ R.
1.2. Main methods and results
Actually, in order to obtain the local well-posedness of the Cauchy problem (1.1), we will apply a fixed point
argument to the truncation version of (1.6) as below,
u(x, t) = ψ(t)S(t)u0 −ψ(t)
t∫
0
S
(
t − t ′)F (u, u¯,∇u,∇u¯,u,u¯,∇3u,∇3u¯)(t ′)dt ′, (1.18)
for any u, u¯ with compact support in [−T ,T ] in the integral of the right side of (1.18). Indeed, if u(t) solves (1.18)
then u(t) is a solution of (1.6) on [0, T ] with T < 1. In fact, following the method in [8], we can easily obtain the
following linear estimates: ∥∥ψ(t)S(t)u0∥∥Fs  ‖u0‖Hs , s ∈ R, (1.19)∥∥∥∥∥ψ(t)
t∫
0
Sα
(
t − t ′)F (t ′)dt ′∥∥∥∥∥
Fs
 ‖F‖Ns , s ∈ R. (1.20)
Then we mainly prove the trilinear and multilinear estimates as follows:∥∥F (u, u¯,∇u,∇u¯,u,u¯,∇3u,∇3u¯)∥∥
Ns
 ‖u‖MFs ; (1.21)
(1.21) will be obtained in Sections 4 and 5.
Now we give the main result.
Theorem 1.1. Let n 1, s  3 + max{n/2,1+} and F(z) be as in (1.2) with 3 |ρ| < ∞. Assume that ‖u0‖Hs  δ
for some small enough δ > 0. Then there exists a T = T (δ) such that the Cauchy problem (1.1) has a unique local
solution u ∈ C([0, T ];Hs) ∩ Fs . Moreover, the mapping u0 → u is Lipschitz continuous from Hs to C([0, T ];Hs);
limδ→0 T (δ) = ∞.
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In this section, we first list some properties of the space Zk , which can be found in [8]. Using the definitions, if
k  0 and fk ∈ Zk , then fk can be written in the form:{
fk =∑∞j=0 fk,j + gk,∑∞
j=0 2j/2‖fk,j‖L2 + ‖gk‖Ak  2‖fk‖Zk ,
(2.1)
such that fk,j is supported in Dk,j and gk is supported in
⋃3k−1
j=0 Dk,j (if k  99, then gk ≡ 0).
First we have the following estimate, which are important in considering the well-posedness of the fourth-order
derivative nonlinear Schrödinger equation.
Lemma 2.1. (See [11,13].) For n = 1, the group {S(t)}+∞−∞ of the fourth-order Schrödinger equation satisfies:∥∥D3/2x S(t)u0∥∥L∞x L2t  ‖u0‖L2 , local smoothing effect, (2.2)∥∥S(t)u0∥∥L4xL∞t  ∥∥D1+x1 u0∥∥L2, maximal function estimate, (2.3)∥∥S(t)u0∥∥L2xL∞t∈(−1,1)  ∥∥D1/4x1 u0∥∥L2, maximal function estimate. (2.4)
Lemma 2.2. For n 2, the group {S(t)}+∞−∞ of the fourth-order Schrödinger equation satisfies:∥∥D3/2x1 S(t)u0∥∥L∞
x1∈RL
2
x′∈Rn−1L
2
t∈R
 ‖u0‖L2 , local smoothing effect, (2.5)∥∥S(t)u0∥∥L2
x1∈RL
∞
x′∈Rn−1L
∞
t∈(−1,1)

∥∥D1+x1 Dn−12 +x′ u0∥∥L2 , maximal function estimate, (2.6)∥∥S(t)u0∥∥L4
x1∈RL
∞
x′∈Rn−1L
∞
t∈R

∥∥D 14x1Dn−12 +x′ u0∥∥L2 , maximal function estimate. (2.7)
Proof. We first prove (2.5). Using Plancherel’s identity, Minkowski’s inequality and the local smoothing effect (2.2)
in one spatial dimension, we have:∥∥D3/2x1 S(t)u0(x1, x′)∥∥L∞
x1∈RL
2
x′∈Rn−1L
2
t∈R
= ∥∥D3/2x1 F −1x1 eitξ21 Fx1 F −1x′ eitξ ′2 Fx′u0(x1, x′)∥∥L∞x1∈RL2t∈RL2x′∈Rn−1

∥∥D3/2x1 F −1x1 eitξ21 Fx1u0(x1, x′)∥∥L2
x′∈Rn−1L
∞
x1∈RL
2
t∈R

∥∥∥∥u0(x1, x′)∥∥L2x1∥∥L2x′∈Rn−1 . (2.8)
Next we prove (2.6). Similarly with the proof of (2.5), using Minkowski’s inequality, Sobolev inequality and the
maximal function estimate (2.4) in one spatial dimension, we have:∥∥S(t)u0∥∥L2
x1∈RL
∞
x′∈Rn−1L
∞
t∈(−1,1)

∥∥F −1x1 eitξ21 Fx1 F −1x′ eitξ ′2 Fx′u0(x1, x′)∥∥L2x1∈RL∞t∈(−1,1)L∞x′∈Rn−1

∥∥F −1x1 eitξ21 Fx1Dn−12 +x′ u0(x1, x′)∥∥L2x1∈RL∞t∈(−1,1)L2x′∈Rn−1

∥∥∥∥F −1x1 eitξ21 Fx1Dn−12 +x′ u0(x1, x′)∥∥L2x1∈RL∞t∈(−1,1)∥∥L2x′∈Rn−1

∥∥D1+x1 Dn−12 +x′ u0∥∥L2 . (2.9)
Finally we prove (2.7). Similarly with the proof of (2.6), using Minkowski’s inequality, Sobolev inequality and the
maximal function estimate (2.3) in one spatial dimension, we have:
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x1∈RL
∞
x′∈Rn−1L
∞
t

∥∥F −1x1 eitξ21 Fx1Dn−12 +x′ u0(x1, x′)∥∥L4x1∈RL∞t L2x′∈Rn−1

∥∥∥∥F −1x1 eitξ21 Fx1Dn−12 +x′ u0(x1, x′)∥∥L4x1∈RL∞t ∥∥L2x′∈Rn−1

∥∥D 14x1Dn−12 +x′ u0∥∥L2 . (2.10)
This completes the proof of Lemma 2.2. 
Lemma 2.3.
(a) If fk ∈ Zk , then⎧⎨⎩‖F
−1{m(ξ1, ξ ′)fk(ξ, τ )}‖L1
x1∈RL
2
x′∈Rn−1L
2
t∈R
 C‖F −1x1 (m)‖L1x1L∞ξ ′ L∞τ ‖F
−1{fk(ξ, τ )}‖L1x1L2x′L2t ;
‖F −1{m′(τ )fk(ξ, τ )}‖L1
x1∈RL
2
x′∈Rn−1L
2
t∈R
 C‖m′‖L∞‖F −1{fk(ξ, τ )}‖L1x1L2x′L2t .
(2.11)
(b) If k  1, j  0, and fk ∈ Zk , then ∥∥ηj (τ − φ(ξ))fk(ξ, τ )∥∥Xk  ‖fk‖Zk . (2.12)
(c) If k  1, j ∈ [0,3k], and fk is supported in I˜k × R, then∥∥F −1{ηj (τ − φ(ξ))ηk1(ξ1)fk(ξ, τ )}∥∥L1x1L2x′L2t  ∥∥F −1(ηk1(ξ1)fk)∥∥L1x1L2x′L2t . (2.13)
(d) For any small 0 < ε  1/2 and fk ∈ Zk , we have:
+∞∑
j=0
2j (
1
2 −ε)
∥∥ηj (τ − φ(ξ))fk(ξ, τ )∥∥L2ξL2τ  ‖fk‖Zk . (2.14)
Proof. The proof of this lemma is similar with that of Lemma 4.1 in the paper [8]. Part (a) follows directly from
Plancherel’s theorem and the definitions.
Part (b) we may assume k  100, fk = gk ∈ Ak , and j  k,
gk
(
ξ1, ξ
′)=∑
k1
ηk1(ξ1)gk
(
ξ1, ξ
′). (2.15)
If j  k1, then ∥∥ηj (τ − φ(ξ))ηk1(ξ1)gk(ξ1, ξ ′)∥∥Xk  ∥∥ηk1(ξ1)gk(ξ1, ξ ′)∥∥Xk,k1 . (2.16)
If j  k1, then ηk1(ξ1)gk can be written in the form:{
ηk1(ξ1)gk(ξ1, ξ
′, τ ) = 23k1/2ηk1(ξ1)(τ − φ(ξ)+ i)−1η3k1(τ − φ(ξ))
∫
R
e−ix1ξ1h(x1, x′, τ ) dx1;
‖ηk1(ξ1)gk‖Yk,k1 = C‖h‖L1x1L2x′L2τ .
(2.17)
The inequality in part (b) follows easily since |{ξ1 ∈ Ik1 : |τ − φ(ξ)| 2j+1}| C2j−3k1 .
For part (c), using Plancherel theorem, it suffices to prove that∥∥∥∥∫
R
eix1ξ1χ[3k1−1,3k1+1](ξ1)ηj
(
τ − φ(ξ))dξ1∥∥∥∥
L1x1L
∞
ξ ′ L
∞
τ
 C. (2.18)
Integration by parts show that∣∣∣∣ ∫ eix1ξ1χ[3k1−1,3k1+1](ξ1)ηj (τ − φ(ξ))dξ1∣∣∣∣ C 2j−3k11 + (2j−3k1x1)2 .
R
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2j (
1
2 −ε)
∥∥ηj (τ − φ(ξ))fk(ξ, τ )∥∥L2ξL2τ  2−jε‖fk‖Zk . (2.19)
Performing the j summations for (2.19), we have (2.14). This completes the proof of Lemma 2.3. 
Lemma 2.4. Let n 2 and k, k1  1. Assume that fk(ξ, τ ) ∈ Zk . Then∥∥F −1(ηk1(ξ1)fk(ξ1, ξ ′))∥∥|
L∞
x1∈RL
2
x′∈Rn−1L
2
t∈R
 2−3k1/2‖fk‖Zk , (2.20)∥∥F −1(fk)∥∥L4
x1∈RL
∞
x′∈Rn−1L
∞
t∈R
 2( n−12 +)k‖fk‖Zk , (2.21)∥∥F −1(fk)∥∥L2
x1∈RL
∞
x′∈Rn−1L
∞
t∈(−1,1)
 2(max{ n−12 ,1}+)k‖fk‖Zk , (2.22)∥∥F −1(fk)∥∥Lp
x1∈RL
∞
x′∈Rn−1L
∞
t∈(−1,1)
 2(max{ n−12 ,1}+)k‖fk‖Zk , 2 <p < 4, (2.23)∥∥F −1(fk)∥∥L∞
x1∈RL
∞
x′∈Rn−1L
∞
t∈R
 2( n2 +)k‖fk‖Zk , (2.24)∥∥F −1(fk)∥∥Lq
x1∈RL
∞
x′∈Rn−1L
∞
t∈R
 2(
qn−4
2q +)k‖fk‖Zk , 4 < q < ∞. (2.25)
Lemma 2.5. Assume that fk,j (ξ, τ ) is supported in Dk,j . Then∥∥F −1(ηk1(ξ1)fk,j (ξ1, ξ ′))∥∥|
L
2
1−θ
x1∈RL
2
x′∈Rn−1L
2
t∈R
 2−3θk1/22jθ/2‖fk,j‖L2 , 0 < θ < 1. (2.26)
Lemma 2.6. (See [8].) If k  1, t ∈ R and fk ∈ Zk . Then∥∥∥∥∫
R
fk(ξ, τ )e
itτ dτ
∥∥∥∥
L2ξ
 C‖fk‖Zk . (2.27)
As a consequence,
Fs ⊆ C
(
R;Hs), for any s ∈ R. (2.28)
Proof. We use the representation. Assume first that fk = fk,j . Then∥∥∥∥∫
R
fk,j (ξ, τ )e
itτ dτ
∥∥∥∥
L2ξ

∥∥fk,j (ξ, τ )∥∥L2ξL1τ  2j/2‖fk‖L2ξL2τ , (2.29)
which proves (2.27) in this case.
Assume now that k  100, fk = gk ∈ Ak , and j  3k. We notice that if gk ∈ Ak then gk can be written in the form:
gk(ξ) =
∑
k1k
ηk1(ξ1)gk
(
ξ1, ξ
′) := ∑
k1k
gk,k1
(
ξ1, ξ
′). (2.30)
If gk,k1(ξ1, ξ ′) ∈ Xk,k1 , then similarly with above, we can obtain the result. If gk,k1(ξ1, ξ ′) ∈ Yk,k1 , then we write
gk,k1 as in (2.17), similarly with the proof of Lemma 4.2 in the paper [8], we can obtain the result. This completes the
proof of Lemma 2.6. 
3. Multilinear expressions and L2 bilinear estimates
In Sections 4 and 5, the trilinear and multilinear estimates are obtained by using Tao’s [k;Z]-multiplier method
[23]. We firstly list some useful notations and properties for multilinear expressions. Let Z be any abelian additive
group with an invariant measure dξ . For any integer k  2, we denote Γk(Z) by the “hyperplane”:
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{
(ξ1, . . . , ξk) ∈ Zk: ξ1 + · · · + ξk = 0
}
,
which is endowed with the measure,∫
Γk(Z)
f =
∫
Zk−1
f (ξ1, . . . , ξk−1,−ξ1 − · · · − ξk−1) dξ1 . . . dξk−1,
and define a [k;Z]-multiplier to be any function m :Γk(Z) → C. If m is a [k;Z]-multiplier, we define ‖m‖[k;Z] to be
the best constant, such that the inequality,∣∣∣∣∣
∫
Γk(Z)
m(ξ)
k∏
j=1
fj (ξj )
∣∣∣∣∣ ‖m‖[k;Z]
k∏
j=1
‖fj‖L2(Z),
holds for all test functions fj defined on Z. It is clear that ‖m‖[k;Z] determines a norm on m, for test functions at
least. We are interested in obtaining the good boundedness on the norm. We will also define ‖m‖[k;Z] in situations
when m is defined on all of Zk by restricting to Γk(Z).
Lemma 3.1 (Comparison principle). (See [23].) If m and M are [k;Z]-multipliers and satisfy |m(ξ)|  |M(ξ)| for
all ξ ∈ Γk(Z). Then ‖m‖[k;Z]  ‖M‖[k;Z]. Also, if m is a [k;Z]-multiplier, and a1, . . . , ak are functions from Z to R,
then ∥∥∥∥∥m(ξ)
k∏
j=1
aj (ξj )
∥∥∥∥∥[k;Z]  ‖m‖[k;Z]
k∏
j=1
‖aj‖L∞ . (3.1)
Lemma 3.2 (Composition and T T ∗). (See [23].) If k1, k2  1 and m1, m2 are functions on Zk1 and Zk2 respectively,
then ∥∥m1(ξ1, . . . , ξk1)m2(ξk1+1, . . . , ξk1+k2)∥∥[k1+k2;Z]

∥∥m1(ξ1, . . . , ξk1)∥∥[k1+1;Z]∥∥m2(ξ1, . . . , ξk2)∥∥[k2+1;Z]. (3.2)
As a special case, for all functions m : Zk → R, we have the T T ∗ identity:∥∥m(ξ1, . . . , ξk)m(−ξk+1, . . . ,−ξ2k)∥∥[2k;Z] = ∥∥m(ξ1, . . . , ξk)∥∥2[k+1;Z]. (3.3)
Lemma 3.3. Assume k1, k2, k3 ∈ Z+, j1, j2, j3 ∈ Z+, and fkl,jl ∈ L2(Rn × R) are functions supported in I˜kl × I˜jl ,
l = 1,2,3. Then ∫

fk1,j1(ξ1, τ1)fk2,j2(ξ2, τ2)fk3,j3(ξ3, τ3) dδ
 2min{j1,j2,j3}/22n·min{k1,k2,k3}/2
3∏
l=1
‖fkl,jl‖L2 . (3.4)
We firstly give some notations about the following multilinear estimates. Define:
σj = τj − |ξj |4 − α|ξj |2, σ¯j = τj + |ξj |4 + α|ξj |2, j = 1,2, . . . , k,
ξ1 + ξ2 + · · · + ξk = 0, τ1 + τ2 + · · · + τk = 0.
Denote ξ˜j , τ˜j by variables different from ξ1, ξ2, . . . , ξk; τ1, τ2, . . . , τk respectively. Also define σ˜j = τ˜j −|ξ˜j |4 −α|ξ˜j |2
or τ˜j + |ξ˜j |2 + α|ξ˜j |2. Define Nj := |ξj | and Lj := |σ˜j |, we adopt the notation that
1 soprano,alto, tenor,baritone k
are the distinct indices such that
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are the highest, second highest, third highest, and fourth highest values of the frequencies N1, . . . ,Nk respectively.
Since ξ1+· · ·+ξk = 0, we must have Nsoprano ∼ Nalto. Similarly define Lsoprano  Lalto  Ltenor  Lbaritone whenever
L1,L2, . . . ,Lk > 0.
4. Trilinear estimates
In this section, we consider trilinear estimates. For convenience, we only consider the nonlinear term |u|2∇3u.
For the other cases, we can obtain the results similarly.
Lemma 4.1 (Trilinear estimates). Let s  max{n/2,1+}. Assume that |ξj | ∼ Nj , j = 1,2,3,4, |σl | ∼ Ll , l = 1,3,
|σ¯m| ∼ Lm, m = 2,4.
If N4  Nsoprano or N4 ∼ Nsoprano  N1, then for small enough ε > 0,∫

|ξ1|3〈ξ4〉s
〈ξ1〉s〈ξ2〉s〈ξ3〉s
f1(τ1, ξ1)f2(τ2, ξ2)f3(τ3, ξ3)f4(τ4, ξ4)
〈σ1〉1/2〈σ¯2〉1/2〈σ3〉1/2〈σ¯4〉1/2
dδ
 C(N4,L4)
4∏
j=1
‖fj‖L2 , (4.1)
where C(N4,L4) = 1
N
ε/2
sopranoL
ε/4
4
if N4  Nsoprano; C(N4,L4) = 1
L
ε/3
4
if N4 ∼ Nsoprano  N1.
Proof. Let
m
(
(ξ1, τ1), . . . , (ξ4, τ4)
) := K(ξ1, ξ2, ξ3, ξ4)〈σ1〉1/2〈σ¯2〉1/2〈σ¯3〉1/2〈σ¯4〉1/2 , (4.2)
where
K(ξ1, ξ2, ξ3, ξ4) = |ξ1|
3〈ξ4〉s
〈ξ1〉s〈ξ2〉s〈ξ3〉s ;
ξ1 + ξ2 + ξ3 + ξ4 = 0, τ1 + τ2 + τ3 + τ4 = 0.
Assume N4  Nsoprano. By symmetry, we only consider two cases: |ξ1| ∼ |ξ2|  |ξ4|  |ξ3| and
|ξ2| ∼ |ξ3|  |ξ4| |ξ1|.
Situation I. Assume |ξ1| ∼ |ξ2|  |ξ4| |ξ3|.
Case I-1-1. If max{|σ1|, |σ¯2|, |σ3|, |σ¯4|}N4soprano, then
m
(
(ξ1, τ1), . . . , (ξ4, τ4)
)
 |ξ1|
3/2
〈ξ1〉s〈σ¯4〉1/2〈σ1〉1/2
|ξ2|3/2
〈ξ3〉s〈σ¯2〉1/2〈σ3〉1/2
 1
Nεsoprano
|ξ1|3/2
〈ξ1〉s−ε〈σ¯4〉1/2〈σ1〉1/2
|ξ2|3/2
〈ξ3〉s〈σ¯2〉1/2〈σ3〉1/2
 1
Nεsoprano
|ξ1|3/2
〈ξ4〉s−ε〈σ¯4〉1/2〈σ1〉1/2
|ξ2|3/2
〈ξ3〉s〈σ¯2〉1/2〈σ3〉1/2 . (4.3)
Using Lemma 2.4, we have for s max{n−12 ,1} + 2ε
Γ =
∫ |ξ1|3〈ξ4〉s
〈ξ1〉s〈ξ2〉s〈ξ3〉s
f1(τ1, ξ1)f2(τ2, ξ2)f3(τ3, ξ3)f4(τ4, ξ4)
〈σ1〉1/2〈σ¯2〉1/2〈σ3〉1/2〈σ¯4〉1/2
dδ
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Nεsoprano
∫

f1(τ1, ξ1)f4(τ4, ξ4)|ξ1|3/2
〈ξ4〉s−ε〈σ¯4〉1/2〈σ1〉1/2
f3(τ3, ξ3)f2(τ2, ξ2)|ξ2|3/2
〈ξ3〉s〈σ¯2〉1/2〈σ3〉1/2 dδ
 1
Nεsoprano
n∑
j=1
∥∥∥∥D3/2xj F −1( f1〈σ1〉1/2
)∥∥∥∥
L∞
xj ∈RL
2
x′∈Rn−1L
2
t∈R
∥∥∥∥D−(max{ n−12 ,1}+ε)xj F −1( f4〈σ¯4〉1/2
)∥∥∥∥
L2
xj ∈RL
∞
x′∈Rn−1L
∞
t∈R
×
n∑
j=1
∥∥∥∥D3/2xj F −1( f2〈σ¯2〉1/2
)∥∥∥∥
L∞
xj ∈RL
2
x′∈Rn−1L
2
t∈R
∥∥∥∥D−(max{ n−12 ,1}+ε)xj F −1( f3〈σ3〉1/2
)∥∥∥∥
L2
xj ∈RL
∞
x′∈Rn−1L
∞
t∈R
 1
Nεsoprano
4∏
j=1
‖fj‖L2 
1
N
ε/2
sopranoL
ε/4
soprano
4∏
j=1
‖fj‖L2 . (4.4)
Case I-1-2. Assume max{|σ1|, |σ¯2|, |σ3|, |σ¯4|}N4soprano.
Subcase I-1-2-1. If L4 = Lsoprano, then using Lemmas 3.1, 3.2 and 3.3, we have for s  n/2,∥∥m((ξ1, τ1), . . . , (ξ4, τ4))∥∥[4,Rn×R]

∥∥∥∥ |ξ2|3/2〈ξ1〉s〈σ¯2〉1/2〈σ1〉1/2
∥∥∥∥[3,Rn×R]
∥∥∥∥ 1〈ξ3〉s〈σ¯4〉1/8〈σ3〉1/2
∥∥∥∥[3,Rn×R]
 1
N
1/4
sopranoL
1/16
soprano
∥∥∥∥ |ξ2|3/2〈ξ1〉s〈σ¯2〉1/2〈σ1〉1/2
∥∥∥∥[3,Rn×R]. (4.5)
Next we prove ‖ |ξ2|3/2〈ξ1〉s 〈σ¯2〉1/2〈σ1〉1/2 ‖[3,Rn×R]  1. In fact, using Lemma 2.4, we have for s max{
n−1
2 ,1} + 2ε,∫

f1(τ1, ξ1)f2(τ2, ξ2)|ξ2|3/2
〈ξ1〉s〈σ¯2〉1/2〈σ1〉1/2 f (ξ, τ ) dδ

n∑
j=1
∥∥∥∥D3/2xj F −1( f2〈σ¯2〉1/2
)∥∥∥∥
L∞
xj ∈RL
2
x′∈Rn−1L
2
t∈R
×
∥∥∥∥Dxj −(max{ n−12 ,1}+ε)F −1( f1〈σ1〉1/2
)∥∥∥∥
L2
xj ∈RL
∞
x′∈Rn−1L
∞
t∈R
‖f ‖L2
xj ∈RL
2
x′∈Rn−1L
2
t∈R
 ‖f1‖L2‖f2‖L2‖f ‖L2 . (4.6)
Subcase I-1-2-2. If L3 = Lsoprano, then∥∥m((ξ1, τ1), . . . , (ξ4, τ4))∥∥[4,Rn×R]

∥∥∥∥ |ξ2|3/2〈ξ1〉s〈σ¯2〉1/2〈σ1〉1/2
∥∥∥∥[3,Rn×R]
∥∥∥∥ 1〈ξ3〉s〈σ¯4〉1/2〈σ1〉1/8
∥∥∥∥[3,Rn×R]. (4.7)
Similarly with above, we can obtain the result. For other cases L1 = Lsoprano and L2 = Lsoprano, we can also obtain
the results similarly.
Situation II. Assume |ξ2| ∼ |ξ3|  |ξ1| |ξ4|. Similarly with above, we have for s max{n−12 ,1} + 2ε,∥∥m((ξ1, τ1), . . . , (ξ4, τ4))∥∥[4,Rn×R]

∥∥∥∥ |ξ1|3/2〈ξ1〉s〈σ¯4〉1/2〈σ1〉1/2
∥∥∥∥[3,Rn×R]
∥∥∥∥ |ξ2|3/2〈ξ3〉s〈σ¯2〉1/2〈σ3〉1/2
∥∥∥∥[3,Rn×R]
 1
Nε
∥∥∥∥ |ξ1|3/2〈ξ 〉s〈σ¯ 〉1/2〈σ 〉1/2
∥∥∥∥
n
. (4.8)
soprano 1 4 1 [3,R ×R]
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1
Lε4
. In fact, if L4 N41 , then similarly with Case I-1-1, we can obtain the
result. If L4  N41 , then using Lemmas 3.1 and 3.3, we have for s  n/2,∥∥∥∥ |ξ1|3/2〈ξ1〉s〈σ¯4〉1/2〈σ1〉1/2
∥∥∥∥[3,Rn×R]  1L1/84
∥∥∥∥ 1〈ξ1〉s〈σ1〉1/2
∥∥∥∥[3,Rn×R]  1L1/84 . (4.9)
If N4 ∼ Nsoprano  N1, by symmetry we assume |ξ4| ∼ |ξ2|  |ξ1|,
m
(
(ξ1, τ1), . . . , (ξ4, τ4)
)
 |ξ1|
3/2+ε
〈ξ1〉s〈σ¯2〉1/2〈σ1〉1/2
|ξ1|3/2−ε
〈ξ3〉s〈σ¯4〉1/2〈σ3〉1/2
 |ξ2|
3/2
〈ξ1〉s+ε〈σ¯2〉1/2〈σ1〉1/2
|ξ4|3/2−ε
〈ξ3〉s〈σ¯4〉1/2〈σ3〉1/2 . (4.10)
Using Lemmas 2.4 and 2.5, we have for s max{n−12 ,1} + 2ε,
Γ 
∫

f1(τ1, ξ1)f2(τ2, ξ2)|ξ2|3/2
〈ξ1〉s+ε〈σ¯2〉1/2〈σ1〉1/2
|ξ4|3/2−εf3(τ3, ξ3)f4(τ4, ξ4)
〈ξ3〉s〈σ3〉1/2〈σ¯4〉1/2 dδ

n∑
j=1
∥∥∥∥D3/2xj F −1( f2〈σ¯2〉1/2
)∥∥∥∥
L∞
xj ∈RL
2
x′∈Rn−1L
2
t∈R
∥∥∥∥D−(max{ n−12 ,1}+ε)xj F −1( f1〈σ1〉1/2
)∥∥∥∥
L2
xj ∈RL
∞
x′∈Rn−1L
∞
t∈R
×
n∑
j=1
∥∥∥∥D−(max{ n−12 ,1}+ε)xj F −1( f3〈σ3〉1/2
)∥∥∥∥
L
6
3−2ε
xj ∈R L
∞
x′∈Rn−1L
∞
t∈R
×L−ε/34
∥∥∥∥D3/2−εxj F −1( f4〈σ¯4〉 12 (1− 2ε3 )
)∥∥∥∥
L
3
ε
xj ∈RL
2
x′∈Rn−1L
2
t∈R
 1
L
ε/3
4
4∏
j=1
‖fj‖L2 . (4.11)
This completes the proof of Lemma 4.1. 
Lemma 4.2. Let s > max{n−12 ,1}. Assume ξ1 + ξ2 + ξ3 = ξ , τ1 + τ2 + τ3 = τ , k1, k2, k3, k ∈ Z+ and F −1(fkl ) is
compactly supported (with respect with time t) in (−1,1), l = 1,2,3. By symmetry, we can assume that |k− k1| 10.
Then
2sk+3k11
∥∥ηk11(ξ11)η3k11−1(τ − φ(ξ))(τ − φ(ξ)+ i)−1fk1 ∗ fk2 ∗ fk3∥∥Yk,k11  2s(k1+k2+k3)
3∏
l=1
‖fkl‖Zkl . (4.12)
Remark. In this lemma, we handle the case N4 ∼ N1 ∼ Nsoprano. This case is not handled in Lemma 4.1.
Proof. We assume k11  100. By Lemma 2.3(c) and Lemma 2.4, we have for s > max{n−12 ,1}
2sk+3k11
∥∥ηk11(ξ11)η3k11−1(τ − φ(ξ))(τ − φ(ξ)+ i)−1fk1 ∗ fk2 ∗ fk3∥∥Yk,k11
 2sk+3k11
∥∥(τ − φ(ξ)+ i)−1fk1 ∗ fk2 ∗ fk3∥∥Yk,k11
= 2sk+3k11/2∥∥F −1{fk1 ∗ fk2 ∗ fk3}∥∥L1x1L2x′L2t
 2sk+3k11/2
∥∥F −1(fk1)∥∥L∞L2 L2∥∥F −1(fk2)∥∥L2 L∞L∞ ∥∥F −1(fk3)∥∥L2 L∞L∞x1 x′ t x1 x′ t∈(−1,1) x1 x′ t∈(−1,1)
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3∏
l=1
‖fkl‖Zkl
 2(k1+k2+k3)s
3∏
l=1
‖fkl‖Zkl . (4.13)
This completes the proof of Lemma 4.2. 
Theorem 4.3. Let s max{n/2,1+}. Then for u1(t), u¯2(t), u3(t) ∈ Fs with compact support in [−1,1], we have:∥∥−→γ · ∇3u1u¯2u3∥∥Ns  ‖u1‖Fs‖u2‖Fs‖u3‖Fs . (4.14)
Remark. If the nonlinearities have only three derivative, like as −→γ · ∇3u|u|2, then we can obtain that the Cauchy
problem (1.1) is locally well-posed in Hs (s max{n/2,1+}) with small data.
Proof. From the definition of Ns , we have:
∥∥−→γ · ∇3u1u¯2u3∥∥2Ns = +∞∑
k=0
22sk
∥∥ηk(ξ)(τ − φ(ξ)+ i)−1F{−→γ · ∇3u1u¯2u3}∥∥2Zk . (4.15)
For simplicity, let fkl (ξ, τ ) = ηkl (ξ)uˆl(ξ, τ ), l = 1,3, f¯k2(ξ, τ ) = ηk2(ξ) ˆ¯u2(ξ, τ ), fkl,jl (ξ, τ ) =
ηkl (ξ)ηjl (τ − φ(ξ))uˆl(ξ, τ ), l = 1,3 and f¯k2,j2(ξ, τ ) = ηk2(ξ)ηj2(τ + φ(ξ)) ˆ¯u2(ξ, τ ). Let kmax = {k, k1, k2, k3}. Then
if k < 100, we can easily obtain the result using Xk norm. Without loss of generality, we assume k  100,
22sk
∥∥ηk(ξ)(τ − φ(ξ)+ i)−1F{−→γ · ∇3u1u¯2u3}∥∥2Zk

∑
|k−k1|5,k2,k3
n∑
l=1
∑
k1lk1
22sk+6k1l
∥∥ηk1l (ξ1l )ηk(ξ)(τ − φ(ξ)+ i)−1fk1 ∗ f¯k2 ∗ fk3∥∥2Zk
+
∑
|k−k1|5,k2,k3
n∑
l=1
∑
k1lk1
22sk+6k1l
∥∥ηk1l (ξ1l )ηk(ξ)(τ − φ(ξ)+ i)−1fk1 ∗ f¯k2 ∗ fk3∥∥2Zk
= I1k + I2k. (4.16)
For I2k , using the norm Xk , we have for fixed k:
I2k 
∑
|k−k1|5,k2,k3
n∑
l=1
∑
k1lk1
22sk+6k1l
∥∥ηk1l (ξ1l )ηk(ξ)(τ − φ(ξ)+ i)−1fk1 ∗ f¯k2 ∗ fk3∥∥2Xk
=
∑
|k−k1|5,k2,k3
n∑
l=1
∑
k1lk1
22sk+6k1l
(∑
j0
2−j/2
∥∥ηk1l (ξ1l )ηk(ξ)ηj (τ − φ(ξ))fk1 ∗ f¯k2 ∗ fk3∥∥L2ξ,τ
)2
. (4.17)
If k  k1 − 5, using Lemma 4.1, for fixed k, k1, k2, k3, we have for any small 0 < ε and s max{n/2,1+},
2sk+3k1l 2−j/2
∥∥ηk1l (ξ1l )ηk(ξ)ηj (τ − φ(ξ))fk1 ∗ f¯k2 ∗ fk3∥∥L2ξ,τ

∑
j1,j2,j30
2sk+3k1l2−j/2
∥∥ηk(ξ)ηj (τ − φ(ξ))fk1,j1 ∗ f¯k2,j2 ∗ fk3,j3∥∥L2ξL2τ
 2−kmaxε/22−jε/4
∑
j1,j2,j30
2(j1+j2+j3)/22(k1+k2+k3)s
3∏
m=1
‖fkm,jm‖L2ξ,τ . (4.18)
First, performing the j summations for (4.18), using Lemma 2.3(d) and argument of the proof of Lemma 4.1, we have:
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j=0
2sk+3k1l 2−j/2
∥∥ηk1l (ξ1l )ηk(ξ)ηj (τ − φ(ξ))fk1 ∗ f¯k2 ∗ fk3∥∥L2ξ,τ
 2−kmaxε/2
+∞∑
j=0
2−jε/4
∑
j1,j2,j30
2(j1+j2+j3)/22(k1+k2+k3)s
3∏
m=1
‖fkm,jm‖L2ξ,τ
 2−kmaxε/22(k1+k2+k3)s
3∏
m=1
‖fkm‖Zkm . (4.19)
Then performing the k summations for I2k , we have:
+∞∑
k=0
I2k =
+∞∑
k=0
∑
|k−k1|5,k2,k3
n∑
l=1
∑
k1lk1
22sk+6k1l
∥∥ηk1l (ξ1l )ηk(ξ)(τ − φ(ξ)+ i)−1fk1 ∗ f¯k2 ∗ fk3∥∥2Xk

+∞∑
k=0
∑
|k−k1|5,k2,k3
2−kmaxε/22(k1+k2+k3)2s
3∏
m=1
‖fkm‖2Zkm
 ‖u1‖2Fs‖u2‖2Fs‖u3‖2Fs . (4.20)
If k  k1 + 5, by symmetry, we can assume |k − k2|  5, then using the fact ∑|k−k2|5∑k1,k2,k3 ∼∑k1,k2,k3 ,
similarly with above, we can obtain the result.
Next, we consider the term I1k :
I1k 
∑
|k−k1|5,k2,k3
n∑
l=1
∑
k1lk1
22sk+6k1l
∥∥ηk1l (ξ1l )ηk(ξ)(τ − φ(ξ)+ i)−1fk1 ∗ f¯k2 ∗ fk3∥∥2Zk

∑
|k−k1|5,k2,k3
n∑
l=1
∑
k1lk1
22sk+6k1l
∥∥ηk1l (ξ1l )ηk(ξ)η3k1l (τ − φ(ξ))(τ − φ(ξ)+ i)−1fk1 ∗ f¯k2 ∗ fk3∥∥2Zk
+
∑
|k−k1|5,k2,k3
n∑
l=1
∑
k1lk1
22sk+6k1l
∥∥ηk1l (ξ1l )ηk(ξ)η3k1l−1(τ − φ(ξ))(τ − φ(ξ)+ i)−1fk1 ∗ f¯k2 ∗ fk3∥∥2Zk
= J1k + J2k. (4.21)
For J1k , using the norm Xk , we have for fixed k and s max{n/2,1+}:
J1k 
∑
|k−k1|5,k2,k3
n∑
l=1
∑
k1lk1
22sk+6k1l
∥∥ηk1l (ξ1l )ηk(ξ)η3k1l (τ − φ(ξ))(τ − φ(ξ)+ i)−1fk1 ∗ f¯k2 ∗ fk3∥∥2Xk
=
∑
|k−k1|5,k2,k3
n∑
l=1
∑
k1lk1
22sk+6k1l
( ∑
j3k1l
2−j/2
∥∥ηk1l (ξ1l )ηk(ξ)ηj (τ − φ(ξ))fk1 ∗ f¯k2 ∗ fk3∥∥L2ξL2τ
)2
=
∑
|k1−k|5,k2,k3
n∑
l=1
∑
k1lk1
22sk+6k1l
( ∑
j3k1l
2−j/2
∥∥ηk1l (ξ1l )ηk(ξ)ηj (τ − φ(ξ))fk1 ∗ f¯k2 ∗ fk3∥∥L2ξL2τ
)2

∑
|k−k1|5,k2,k3
n∑
l=1
∑
k1lk1
( ∑
j3k1l
2sk+
3k1l
2 2(3k1l−j)/2
∥∥ηk1l (ξ1l )ηk(ξ)ηj (τ − φ(ξ))fk1 ∗ f¯k2 ∗ fk3∥∥L2ξL2τ
)2

∑
|k−k1|5,k2,k3
n∑
l=1
∑
k1lk1
( ∑
j3k1l
2sk+
3k1l
2 2(3k1l−j)/2
∥∥F −1{fk1 ∗ f¯k2 ∗ fk3}∥∥L2xL2t
)2

∑ n∑ ∑ ( ∑
2sk+
3k1l
2 2(3k1l−j)/2
∥∥F −1(fk1)∥∥L∞
xl∈RL
2
x′∈Rn−1L
2
t∈R|k−k1|5,k2,k3 l=1 k1lk1 j3k1l
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xl∈RL
∞
x′∈Rn−1L
∞
t∈R
∥∥F −1(fk3)∥∥L4
xl∈RL
∞
x′∈Rn−1L
∞
t∈R
)2

∑
|k−k1|5,k2,k3
n∑
l=1
∑
k1lk1
( ∑
j3k1l
2s(k1+k2+k3)2(3k1l−j)/2‖fk1‖Zk1 ‖fk2‖Zk2 ‖fk3‖Zk3
)2

∑
|k−k1|5,k2,k3
22s(k1+k2+k3)‖fk1‖2Zk1 ‖fk2‖
2
Zk2
‖fk3‖2Zk3 . (4.22)
Then performing the k summations for (4.22), we have:
+∞∑
k=0
J1k =
+∞∑
k=0
∑
|k−k1|5,k2,k3
n∑
l=1
∑
k1lk1
22sk+6k1l
∥∥ηk1l (ξ1l )ηk(ξ)η3k1l (τ − φ(ξ))(τ − φ(ξ)+ i)−1fk1 ∗ f¯k2 ∗ fk3∥∥2Zk

+∞∑
k=0
∑
|k−k1|5,k2,k3
22(k1+k2+k3)s
3∏
m=1
‖fkm‖2Zkm
 ‖u1‖2Fs‖u2‖2Fs‖u3‖2Fs . (4.23)
For J2k , using the norm Yk,kll and Lemma 4.2, we have for s > max{n−12 ,1}:
J2k 
∑
|k−k1|5,k2,k3
n∑
l=1
∑
k1lk1
22sk+6k1l
∥∥ηk1l (ξ1l )ηk(ξ)η3k1l−1(τ − φ(ξ))(τ − φ(ξ)+ i)−1fk1 ∗ f¯k2 ∗ fk3∥∥2Yk,kll

∑
|k−k1|5,k2,k3
2s(k1+k2+k3)
3∏
l=1
‖fkl‖Zkl . (4.24)
Then performing the k summations for J2k , we have:
+∞∑
k=0
J2k  ‖u1‖2Fs‖u2‖2Fs‖u3‖2Fs . (4.25)
Collecting (4.16), (4.20), (4.21), (4.23), and (4.25), we have:∥∥−→γ · ∇u1u¯2u3∥∥2Ns = +∞∑
k=0
22sk
∥∥ηk(ξ)(τ − φ(ξ)+ i)−1F{−→γ · ∇u1u¯2u3}∥∥2Zk

+∞∑
k=0
I2k + J1k + J2k  ‖u1‖2Fs‖u2‖2Fs‖u3‖2Fs . (4.26)
This completes the proof of Theorem 4.3. 
5. Fourlinear estimates and multilinear estimates
In this section, we consider fourlinear estimates and multilinear estimates. For convenience, we only consider the
nonlinear term ∇3u˜∇3u˜∇3u˜∇3u˜, where u˜ = u or u¯. For the other cases, we can obtain the results similarly.
Lemma 5.1 (Fourlinear estimates). Let s  3 + n/2. Assume that |ξj | ∼ Nj , |σ˜j | ∼ Lj , j = 1,2,3,4,5.
If N5  Nsoprano, then for any small enough ε > 0, we have:∫

|ξ1|3|ξ2|3|ξ3|3|ξ4|3〈ξ5〉s
〈ξ1〉s〈ξ2〉s〈ξ3〉s〈ξ4〉s
f1(τ1, ξ1)f2(τ2, ξ2)f3(τ3, ξ3)f4(τ4, ξ4)
〈σ˜1〉1/2〈σ˜2〉1/2〈σ˜3〉1/2〈σ˜4〉1/2〈σ˜5〉1/2
dδ
 1
Nε5L
ε
5
5∏
j=1
‖fj‖L2 . (5.1)
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:=
∥∥∥∥ K(ξ1, ξ2, ξ3, ξ4)〈σ˜1〉1/2〈σ˜2〉1/2〈σ˜3〉1/2〈σ˜4〉1/2〈σ˜5〉1/2
∥∥∥∥[5,Rn×R]
 1
Nε5L
ε
5
, (5.2)
where
K(ξ1, ξ2, ξ3, ξ4, ξ5) = |ξ1|
3|ξ2|3|ξ3|3|ξ4|3〈ξ5〉s
〈ξ1〉s〈ξ2〉s〈ξ3〉s〈ξ4〉s ;
ξ1 + ξ2 + ξ3 + ξ4 + ξ5 = 0, τ1 + τ2 + τ3 + τ4 + τ5 = 0.
If N5  Nsoprano, without loss of generality, we assume that |ξ1| ∼ |ξ2|  |ξ5| |ξ4|, |ξ3|,
m
(
(ξ1, τ1), . . . , (ξ5, τ5)
)
 |ξ1|
3+ 32 |ξ4|3
〈ξ1〉s〈ξ4〉s〈σ˜5〉1/2〈σ˜4〉1/2〈σ˜1〉1/2
|ξ2|3/2|ξ3|3
〈ξ3〉s〈σ˜2〉1/2〈σ˜3〉1/2
:= m1
(
(ξ1, τ1), (ξ4, τ4), (ξ5, τ5)
)
m2
(
(ξ2, τ2), (ξ3, τ3)
)
. (5.3)
By Lemma 3.1 and Lemma 3.2, it suffices to show that∥∥m((ξ1, τ1), . . . , (ξ5, τ5))∥∥[5,Rn×R]

∥∥m1((ξ1, τ1), (ξ4, τ4), (ξ5, τ5))∥∥[4,Rn×R]∥∥m2((ξ2, τ2), (ξ3, τ3))∥∥[3,Rn×R]
 1
Nε5L
ε
5
. (5.4)
Then similarly with the proof of Lemma 4.1, we have for s  3 + max{n−12 ,1} + 2ε∥∥m2((ξ2, τ2), (ξ3, τ3))∥∥[3,Rn×R]  1. (5.5)
Next we estimate ‖m1((ξ1, τ1), (ξ4, τ4), (ξ5, τ5))‖[4,Rn×R]. For s  3 + n/2, using Lemma 3.3, we have:∥∥m1((ξ1, τ1), (ξ4, τ4), (ξ5, τ5))∥∥[4,Rn×R]  ∥∥m11((ξ1, τ1), (ξ5, τ5))∥∥[3,Rn×R]∥∥m12(ξ4, τ4)∥∥[3,Rn×R]

∥∥m11((ξ1, τ1), (ξ5, τ5))∥∥[3,Rn×R], (5.6)
where m11((ξ1, τ1), (ξ5, τ5)) = |ξ1|
3+ 32
〈ξ1〉s 〈σ˜5〉1/2〈σ˜1〉1/2 and m12(ξ4, τ4) =
|ξ4|3
〈ξ4〉s 〈σ˜4〉1/2 .
Now we estimate ‖m11((ξ1, τ1), (ξ5, τ5))‖[3,Rn×R].
Case 1. If L5 N41 , then using Lemmas 2.4 and 2.5 for s  3 + max{n−12 ,1} + ε:
Γ 
∫

|ξ1|3+3/2f1(τ1, ξ1)f5(τ5, ξ5)f (τ, ξ)
〈ξ1〉s〈σ˜1〉1/2〈σ˜5〉1/2 dδ
 1
Nε1
∫

|ξ1|3/2f1(τ1, ξ1)f5(τ5, ξ5)f (τ, ξ)
〈ξ5〉s−3−ε〈σ˜1〉1/2〈σ˜5〉1/2 dδ
 1
Nε1
n∑
j=1
∥∥∥∥D3/2xj F −1( f1〈σ˜1〉1/2
)∥∥∥∥
L∞
xj ∈RL
2
x′∈Rn−1L
2
t∈R
∥∥∥∥D−(max{ n−12 ,1}+ε)xj F −1( f5〈σ˜5〉1/2
)∥∥∥∥
L2
xj ∈RL
∞
x′∈Rn−1L
∞
t∈R
‖f ‖L2
 1
N
ε/5
L
ε/5 ‖f1‖L2‖f5‖L2‖f ‖L2 . (5.7)
1 5
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∥∥∥∥|[3,Rn×R]  1L1/85
∥∥∥∥ |ξ1|3〈ξ1〉s〈σ˜1〉1/2
∥∥∥∥|[3,Rn×R]
 1
N
1/4
5 L
1/16
5
∥∥∥∥ |ξ1|3〈ξ1〉s〈σ˜1〉1/2
∥∥∥∥|[3,Rn×R]  1N1/45 L1/165 . (5.8)
This completes the proof Lemma 5.1. 
Lemma 5.2. Let s  3 + n/2. Assume ξ1 + ξ2 + ξ3 + ξ4 = ξ , τ1 + τ2 + τ3 + τ4 = τ ; k1, k2, k3, k4, k ∈ Z+ and
F −1(fkl ) is compactly supported (with respect with time t) in (−1,1), l = 1,2,3,4. By symmetry, we can assume that
|k − k1| 10. Then
2sk+3k1123k2+3k3+3k4
∥∥ηk11(ξ11)η3k11−1(τ − φ(ξ))(τ − φ(ξ)+ i)−1fk1 ∗ fk2 ∗ fk3 ∗ fk4∥∥Yk,k11
 2s(k1+k2+k3+k4)
4∏
l=1
‖fkl‖Zkl . (5.9)
Proof. Similarly with the proofs Lemma 4.2 and Lemma 5.1. We assume k11  100. By Lemma 2.3(c) and
Lemma 2.4, we have for s  3 + n/2,
2sk+3k1123k2+3k3+3k4
∥∥ηk11(ξ11)η3k11−1(τ − φ(ξ))(τ − φ(ξ)+ i)−1fk1 ∗ fk2 ∗ fk3 ∗ fk4∥∥Yk,k11
 2sk+3k11/223k2+3k3+3k4
∥∥F −1{fk1 ∗ fk2 ∗ fk3 ∗ fk4}∥∥L1x1L2x′L2t
 2sk+3k11/223k2+3k3+3k4
∥∥F −1(fk1)∥∥L∞x1L2x′L2t ∥∥F −1(fk2)∥∥L3x1L∞x′ L∞t∈(−1,1)∥∥F −1(fk3)∥∥L3x1L∞x′ L∞t∈(−1,1)
× ∥∥F −1(fk4)∥∥L3x1L∞x′ L∞t∈(−1,1)
 2(k1+k2+k3+k4)s
4∏
l=1
‖fkl‖Zkl  2(k1+k2+k3+k4)s
4∏
l=1
‖fkl‖Zkl . (5.10)
This completes the proof of Lemma 5.2. 
Theorem 5.3. Let s  3 + n/2. Then for u˜l(t) ∈ Fs with compact support in [−1,1], l = 1,2,3,4, u˜l = ul or u¯l ;
we have: ∥∥∇3u˜1∇3u˜2∇3u˜3∇3u˜4∥∥Ns  ‖u˜1‖Fs‖u˜2‖Fs‖u˜3‖Fs‖u˜4‖Fs . (5.11)
Proof. Using Lemmas 5.1 and 5.2 and the following inequality∥∥F −1{fk1 ∗ fk2 ∗ fk3 ∗ fk4}∥∥L2x1L2x′L2t

∥∥F −1(fk1)∥∥L∞x1L2x′L2t ∥∥F −1(fk2)∥∥L6x1L∞x′ L∞t ∥∥F −1(fk3)∥∥L6x1L∞x′ L∞t ∥∥F −1(fk4)∥∥L6x1L∞x′ L∞t
 2−3k11/22(k4+k2+k3)( 6n−412 +ε)
4∏
l=1
‖fkl‖Zkl
 2−3k11/22(k4+k2+k3)( 6n−412 +ε)
4∏
l=1
‖fkl‖Zkl , (5.12)
which follows from Lemma 2.4. Then similarly with the proof of Theorem 4.3, we can obtain Theorem 5.3. 
206 Z. Huo, Y. Jia / J. Math. Pures Appl. 96 (2011) 190–206Corollary 5.1. Let s  3 + n/2 and 5M < ∞ with M ∈ N. Then for u˜l(t) ∈ Fs with compact support in [−1,1],
u˜l = ul or u¯l ; we have: ∥∥∥∥∥
M∏
l=5
∇3u˜l
∥∥∥∥∥
Ns

M∏
l=5
‖u˜l‖Fs . (5.13)
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