Many aspects of human and animal behaviour require individuals to learn quickly how to classify the patterns they encounter.
Introduction
A standard definition of irrational behaviour is the performance in a manner which goes against one's objectives [10] . This can range from minor but persistent miscalculation of probabilities resulting in poor decisions, through to apparently totally random actions. Understanding why individuals should ever act in such a way is an interesting psychological research area in its own right [5] , and there are many other fields in which irrational behaviour is studied in detail, e.g. finance [7] and law [8] .
In this paper I shall begin to explore how such behaviour might evolve in simple neural network systems.
Many aspects of human and animal behaviour require individuals to learn quickly how to classify the patterns they encounter, and how to act on those classifications. For example, which foods are good or safe to eat, which other animals should be feared, which environments should be avoided, when to sell your stocks and shares, and so on. One might imagine that evolution by natural selection would result in neural systems emerging that are very good at learning things like this. This would certainly fit in well with modern ideas of evolutionary psychology as an explanation of human behaviour [6] . The question that still needs addressing is: why do individuals so often apparently get things wrong and act in an irrational manner (e.g. losing money by selling their shares too early [7] , or by breaching a contract [8] )? If we can understand such behaviour, and perhaps predict that behaviour, then, depending on our own motives, we can maybe help, or take advantage of, that behaviour.
Over the past few years I have been performing increasingly biologically realistic simulations of the evolution of neural systems with view to better understanding how various aspects of the human information processing system works. These have included the evolution of systems that perform adaptive control [4] and general binary mappings [3] , and also explorations into the evolution of modularity in these systems [2] . Here I shall concentrate on simulations of the evolution of simple developmental neural systems that are required to classify various types of sensory information.
We shall see that rational behaviour, in the form of learning to classify quickly and reliably, can emerge quite easily. However, in the same simulations we often find that there are situations in which evolution seems to lets the species down, and populations emerge that appear to perform rather irrationally. There are actually many reasons why this might happen, and often the seemingly irrational behaviour does actually make good sense. One can then attempt to discover which aspects of human behaviour this might correspond to [5, 7, 8, 10] . In the remainder of this paper I shall present the results from a small selection of my simulations that begin to explore the issues involved.
The Evolutionary Models
The field of Evolutionary Neural Networks is already quite mature [11] , but here we are interested in simulations that are more biologically realistic than is usually the case. Two aspects are particularly important:
1 . The Evolutionary Population. Biological populations usually contain individuals of all ages, who learn from their environment, compete amongst themselves for the opportunity to live and procreate, but eventually die of old age. We want to avoid a traditional generational approach [11] in which whole populations are created, taught, and tested one generation at a time.
2 . The Environment. Biological individuals learn by sampling a continuous range of environmental conditions, and must generalize to cope with sensory information they have never seen before. We want to avoid the traditional training data split into fixed training and testing sets [1] .
Naturally, we shall still have to make an enormous number of simplifications and abstractions, but an effort will be made to accommodate these two aspects.
We shall work with a population of individual neural networks, each specified by a number of 'innate' parameters that are recorded in its genotype.
For simplicity, we restrict ourselves to simple feed-forward networks with one hidden layer trained by gradient descent with momentum [1] . The training data will specify the number of inputs and outputs. The genotype will specify the network architecture, the initial weight distributions, and the learning rates.
During each simulated year, the least fit individuals and the oldest individuals will die (i.e. be removed from the population) to be replaced by the children of the fittest individuals. The genotype of each child will depend on the genotypes of its two parents, plus random mutations. We can then expect evolution by natural selection to produce increasingly fit populations.
Simulation Details
Here it is convenient to consider a particularly simple environment in which each individual has just two continuous valued sensor inputs, and must perform two distinct classifications on them. Figure 1 shows samples from the distributions used in all the simulations. The inputs might, for example, correspond to particular components of smell and colour, and the two output cases could be classes of usefulness, such as {good tasting, bad tasting, poisonous} and {easy to get, hard to get}. Alternatively, the inputs could be financial indicators, and the outputs could be trading strategies.
During each individual's life, they will experience a stream of samples from the input distribution, and must learn quickly how to perform well on any new samples they come across. The individual neural networks need to perform two distinct classifications based on data in a single input space. We shall therefore parameterize the networks in such a way that they may evolve either a modular, or non-modular, architecture to do this [2] . At the same time, they are also allowed to evolve their own associated learning algorithm and parameters [3] .
The basic evolutionary implementation has been described in some detail previously [2, 3, 4] , so I shall simply summarize the main details here. Each individual neural network will have the same basic architecture as shown in totally non-modular architecture [2] . Each new network is created with random initial weights drawn from innately specified distributions, and learns using a learning algorithm with innately specified parameters [3] . For each network it proves appropriate to have four uniform initial random weight distributions [-iwL, +i wL], four learning rates ηL , and a momentum parameter α , in which L refers to the network layer (input to hidden, hidden biases, hidden to output, output biases). It is likely that the optimal parameters will depend on which gradient descent cost function is used. Here we shall compare using a sum squared error cost function with targets of 0.1 and 0.9 as used in the original modularity study of Rueckl et al. [9] , and the cross-entropy cost function that is now known to be better for classification problems [1, 3] .
The evolutionary survival/procreation fitness is inversely and logarithmically related to the total number of classification errors during the last simulated year death rates chosen to give realistic age distributions, with life expectancies of about thirty years.
The procreation and mutation parameters are chosen to maintain genetic diversity without introducing too much noise. The resulting simulations are rather course, but good enough to provide reliable results.
Simulation Results
The complexity of our tasks were chosen so that our simple neural networks could evolve to perform essentially perfectly on them.
If populations emerge that perform in a manner which does not achieve their objective, then this can be classed as an example of irrational behaviour, and we will wish to investigate further, and perhaps relate it to corresponding patterns of human behaviour.
Long simulation runs indicate that the evolving populations usually stabilize by about 30,000 simulated years. Figure 3 shows the typical evolutionary pattern when the sum squared error cost function is used for learning. We find that similar values emerge for the four learning rate parameters, but there are very large variations between the evolved initial weight distributions. We see that a strange equilibrium state exists for about 18,000 years, before the rapid emergence of a totally non-modular architecture and a step change in the mean fitness level of the population. Notice that even the best performing individuals rarely manage to learn the task to perfection.
As always, it is important to test the robustness of the simulation results.
Numerous runs of the same system, with different random initial conditions and training data, reveal that the populations can end up in at least two different local maxima of evolutionary fitness. Figure 4 shows an evolutionary run that ends up with a final population that has significantly better mean fitness and best individual fitnesses than the typical run shown in Figure 3 My earlier study on modularity evolution [2] indicated a strong dependence on the gradient descent learning cost function, so the above simulations were repeated using the cross-entropy cost function [1, 3] . Figure 5 shows the patterns of evolution typically observed in this case. As one might expect, the evolved initial weight distributions and learning rates are rather different to the sum-squared error case. Moreover, the population mean fitnesses are better, and individuals regularly learn the tasks to perfection. The individuals achieve this by evolving a modular architecture, with the numbers of hidden units assigned to each of the two tasks in agreement with their relative difficulty, and in line with the modular phase observed in Figure 4 .
In my previous study of modularity using the simpler fixed "What-Where" training data [2] , it was the sum squared error systems that evolved modular architectures, and the better performing cross-entropy systems evolved non- Moreover, if we run a full evolutionary simulation with evolvable architectures, starting with the non-modular population, the population stays non-modular, indicating that it is a stable local maximum of evolutionary fitness.
The natural question to ask is: does the non-modular population perform better than the evolved population? Individuals in both populations regularly learn the task to perfection, but it is the non-modular population that has the lower mean fitness, indicating that its individuals tend to learn faster. We can explore this more carefully by plotting the learning times from Figure 6 for each individual. The left graph of Figure 7 shows the means and standard deviations over ten sets of training data, with the individuals ordered for clarity. We see that the non-modular individuals are indeed better, which makes us wonder why the modular population evolved. The crucial fact is that our simulated evolution depends on the performance over a full year, not a single week. The right graph in Figure 7 shows the times taken to reach the first full year of perfect performance, and now the modular population (with mean 15.7) does outperform the non-modular population (mean 20.1). This factor also provides a likely explanation of why using fixed training sets, rather than the more realistic continuous data sampling used here, led to different architectures evolving [2] .
Discussion and Conclusions
I have outlined a framework for simulating the evolution of neural network systems that must learn to perform simple classification tasks, and presented a small selection of my simulations which show how behaviour can evolve which is less than optimal and might therefore be classed irrational. By making these simulations sufficiently realistic, one can hope to come to a better understanding of the emergence of irrational behaviour in real systems.
We have seen examples of several factors that can lead to what looks like irrational behaviour, but make sense when we investigate why they arise. Often it is simply the result of conflicting requirements on the system. We found:
1 . Reliable good performance might require slower learning, and may even be more important than good average performance, 2 . Fast initial learning might mean bad final performance, and good final performance might need long learning times.
In the psychology and economics literature, the term bounded rationality is often used to describe the results of such constrained optimization [5, 8] . Our simulations have also found purely evolutionary factors:
3 . Optimal behaviour may simply be difficult or extremely slow to evolve, Further simulations are likely to reveal other important factors, such as:
6 . Robustness against mutations might limit performance levels, 7 . The importance of co-evolution and coping with very noisy data.
It is clear that there is much scope for further research in this area. Perhaps this paper will give others an idea of the range of effects that can come out of simple evolutionary neural network simulations.
