Problèmes inverses, application à la reconstruction compensée en mouvement en angiographie rotationnelle X by Bousse, Alexandre
No d’ordre : 3859
THÈSE
présentée devant
L’UNIVERSITÉ DE RENNES 1
pour obtenir
le grade de : Docteur de l’université de Rennes 1
Mention : Traitement du signal et télécommunications
par
Alexandre Bousse
Équipes d’accueil : LTSI - Unité INSERM UMR 642, Rennes, FRANCE
LIST, Université du Sud-Est, Nankin, CHINE
CRIBs, Laboratoire International Associé
École doctorale : MATISSE
Composante universitaire : UFR Structure et Propriété de la Matière
Problèmes inverses,
application à la reconstruction compensée en mouvement
en angiographie rotationnelle X
soutenue le 12 décembre 2008 devant la commission d’examen
Président : J. Demongeot Pr, Université Joseph Fourier, Grenoble, FRANCE
Directeurs : J.-L. Coatrieux Dir. Rech. INSERM, Rennes, FRANCE
H. Shu Pr, Université du Sud-Est, Nankin, CHINE
C. Toumoulin MCU, Université de Rennes 1, Rennes, FRANCE
Rapporteurs : J. Yang Pr, Université des Sciences et des Technologies de Nankin, Nankin, CHINE
C. Roux Pr, TELECOM Bretagne, Brest, FRANCE
Examinateurs : L. Luo Pr, Université du Sud-Est, Nankin, CHINE
D. Xia Pr, Université des Sciences et des Technologies de Nankin, Nankin, CHINE

Visita interiora terrae, rectificandoque, invenies occultum lapidem.
Maxime maçonnique

Remerciements
Je tiens tout d’abord à remercier Lotfi Senhadji, directeur du LTSI (Laboratoire du Traitement
du Signal et de l’Image), et Limin Luo, directeur du LIST (Laboratory of Image Science
and Technology), et par ailleurs codirecteur du CRIBs (Centre de Recherche en Information
Biomédicale, Laboratoire International Associé), de m’avoir accueilli et pour la confiance et la
liberté qu’ils m’ont accordées. Ceci est d’autant plus vrai que cette thèse s’est déroulée dans
un contexte international.
Je remercie mes directeurs de thèse, Christine Toumoulin, maître de conférences à l’Univer-
sité de Rennes 1, Jean-Louis Coatrieux, directeur de recherche INSERM (Institut National de
la Santé Et de la Recherche Médicale), et Huazhong Shu, professeur à l’Université du Sud-
Est de Nankin. Leur investissement et leur patience m’ont guidé dans la compréhension des
applications et m’ont permis de réaliser cette thèse en cotutelle, ce qui fut un vrai défi. De
plus, sans leur rigueur et leur vigilance il m’aurait été impossible de publier le moindre article.
Je remercie Jean-Jacques Bellanger, maître de conférences à l’Université de Rennes 1, pour
m’avoir accompagné durant ces trois années. Son soutien a été sans faille, sur tous les plans. Il
a su me recadrer dans mes recherches lorsque les voies que j’ai choisies étaient fausses (parfois
contre ma volonté, ce qui relève de l’exploit). De plus, sa disponibilité, sa patience et son
amour de la science ont fait de lui un encadrant idéal.
Je remercie Christian Roux, Professeur à l’Institut Telecom, et Jingyu Yang, Professeur
à l’Université du Sud-Est de Nankin, d’avoir accepté de rapporter sur mon manuscript, bien
que non rédigé dans leur langue maternelle.
Je suis très reconnaissant à Jacques Demongeot, professeur à l’Université Joseph Fourier,
d’avoir accepté de présider mon jury de thèse, et à Deshan Xia, Professeur à l’Université des
Sciences et des Technologies de Nankin, d’avoir pris part à la soutenance.
Je remercie Jian Zhou et Guanyu Yang pour leur aide dans mes travaux, notamment pour
vi Remerciements
les articles qu’ils ont cosignés avec moi.
Je remercie les membres du LIST, de m’avoir aidé à vivre dans le sud de la Chine. Je
pense tout particulièrement à Yinning Hu, qui m’a permis de franchir la Grande Muraille de
l’administration chinoise.
Je remercie tous les membres du LTSI, doctorants, post-doctorants et titulaires, pour leur
amitié : Amar, Simon, Carole, Ahmad, Laurent, Marie-Paule, Muriel, Paul, Soizic, Mathieu,
Lionel, Sophie, François... il m’est impossible de les nommer tous.
Je remercie Bernard Delyon, professeur à l’Université de Rennes 1, ainsi que les inter-
venants du forum du site http://www.les-mathematiques.net, qui ont résolu à maintes
reprises mes problèmes de mathématiques.
Je ne voudrais pas oublier Yvon Lafranche et Daniel Martin, maîtres de conférences à
l’Université de Rennes 1, pour leur précieuse aide à l’utilisation de Fig4TEX, disponible sur
http://perso.univ-rennes1.fr/yvon.lafranche/fig4tex.
Enfin je remercie mes parents, ainsi que mon frère Erwan et ma sœur Morgane, pour leur
soutien permanent.
Contents
1 Linear Inverse Problems 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Linear inverse problems in infinite dimension Hilbert spaces . . . . . . . . . . . 2
1.2.1 Compact operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.2 The semi-discrete inverse problem . . . . . . . . . . . . . . . . . . . . . 5
1.2.3 Regularization of a linear ill-posed problems . . . . . . . . . . . . . . . . 6
1.2.3.1 Classical methods of regularization . . . . . . . . . . . . . . . . 6
1.2.3.2 Approximate inverse . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.3.3 Semi-discrete approximate inverse . . . . . . . . . . . . . . . . 10
1.3 Inverse problems in finite dimension . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3.2 SVD decomposition and regularization . . . . . . . . . . . . . . . . . . . 14
1.3.3 Bayesian approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2 Tomography 19
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.1.1 Physical models in medical tomography . . . . . . . . . . . . . . . . . . 20
2.1.1.1 X-ray computed tomography . . . . . . . . . . . . . . . . . . . 20
2.1.1.2 Emission tomography . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Mathematical Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.1 The infinite dimension case . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.1.1 The X-ray transform . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.1.2 The Radon transform . . . . . . . . . . . . . . . . . . . . . . . 22
viii Contents
2.2.1.3 The cone-beam projector . . . . . . . . . . . . . . . . . . . . . 25
2.2.2 The finite dimension case . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.2.1 The voxel representation . . . . . . . . . . . . . . . . . . . . . 26
2.2.2.2 The projection operator . . . . . . . . . . . . . . . . . . . . . . 27
2.3 Tomography: an inverse Problem . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.1 The infinite dimension case . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.1.1 Filtered backprojection . . . . . . . . . . . . . . . . . . . . . . 29
2.3.1.2 Computation of the filtered backprojection . . . . . . . . . . . 31
2.3.1.3 Filtered backprojection for fan-beam data . . . . . . . . . . . . 31
2.3.1.4 Local tomography . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.1.5 Moment method . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3.2 The finite dimension case . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.3.2.2 Resolution of the discrete tomographic inverse problem with
no regularization . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3.2.3 Resolution of discrete tomographic inverse problem with Tikhonov
regularization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3.2.4 Resolution of discrete inverse problem with bayesian approach 37
2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3 Dynamic Tomography 41
3.1 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 Infinite dimension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3 The finite dimensional case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3.1 Volume estimation at each state . . . . . . . . . . . . . . . . . . . . . . 47
3.3.2 Volume support deformation for motion compensation . . . . . . . . . . 48
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4 Coronary arteries reconstruction from a full rotational X-ray sequence 51
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2 Model and assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2.2 ECG gating . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
Contents ix
4.3 Static reconstruction of coronary arteries . . . . . . . . . . . . . . . . . . . . . . 57
4.3.1 Tomographic reconstruction from gated data . . . . . . . . . . . . . . . 57
4.3.2 Vessels centrelines reconstruction using the epipolar constraint . . . . . 57
4.3.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3.2.2 The epipolar constraint . . . . . . . . . . . . . . . . . . . . . . 59
4.3.2.3 Epipolar reconstruction with vessel smoothness control . . . . 59
4.3.3 Vessels centrelines reconstruction using a particular swarm method . . . 60
4.4 Deformable models for motion estimation . . . . . . . . . . . . . . . . . . . . . 62
4.4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.4.2 Coronary 3-D model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.4.3 The proposed deformation model . . . . . . . . . . . . . . . . . . . . . . 64
4.4.3.1 Data fidelity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.4.3.2 Vessels smoothness . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.4.3.3 Endpoints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.4.3.4 Proposed algorithm . . . . . . . . . . . . . . . . . . . . . . . . 68
4.4.4 Motion estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.4.5 Tomographic reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.5 Results on simulated data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.5.1 Data simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.5.2 Centrelines reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.5.3 Motion estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.5.4 Tomographic reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.5.4.1 Motion Computation . . . . . . . . . . . . . . . . . . . . . . . 86
4.5.4.2 Reconstruction error . . . . . . . . . . . . . . . . . . . . . . . . 89
4.5.4.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
A A blob-based tomographic reconstruction of 3D coronary trees from rota-
tional X-ray angiography 103
A.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
A.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
A.2.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
A.2.2 Image MAP estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
x Contents
A.3 Simulation study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
A.3.1 Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
A.3.2 Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
A.3.3 Influence of background images . . . . . . . . . . . . . . . . . . . . . . . 112
A.3.4 Choose image prior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
A.3.5 The effect of data inconsistency . . . . . . . . . . . . . . . . . . . . . . . 117
A.4 Discussion and conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
A.5 Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
Bibliography 121
Notations
Table 1: Notations for chapter 1
X, Y infinite-dimensional Hilbert spaces
f object function defined on X
g observed function defined on Y
A linear bounded operator between X and Y
A∗ adjoint operator of A
A† generalized inverse of A
R(¤), N(¤), D(¤) range, kernel and domain of an operator ¤
G⊥, G orthogonal space and closure of a set G
Rγ regularized operator
Id identity operator
(uk, vk, σk)k SVD decomposition of an operator A
(eγ , vγ) mollifier/reconstruction kernel pair
A˜γ approximate inverse of A
f n-dimensional object vector
g m-dimensional observed vector
A m× n matrix
I identity matrix
(uk,vk, σk)k SVD decomposition of A
p(f) a priori distribution of f
p(g) a priori distribution of g
p(f |g) a posteriori distribution of f
p(f ,g) joint distribution of f and g
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Table 2: Notations for chapter 2
L set of lines in a 2-D or 3-D space
Lα line given by parameter α in a 2-D or 3-D space
Ωn unit ball in Rn
Sn−1 unit sphere in Rn
X X-ray transform
R the Radon transform
R∗ backprojection operator
C, F cone-beam and fan-beam operator
ı the complex number such that ı2 = −1
Λ square-root of the negative laplacian
I, J voxel and line index sets
(uni , wni ) voxel basis
φn object to voxel sampling operator
ℵi voxel cube corresponding to the i-th voxel
P projection matrix
Table 3: Notations for chapter 3
T acquisition time interval
T discretized acquisition time interval
ft dynamic object at instant t
gt projection corresponding to ft
f(·, ϑ) object function at angle ϑ
ft volume vector at time t
gt projection corresponding to ft
Rd dynamic Radon transform
Pt projection operator at instant t
Pϑ projection matrix at position ϑ
ϕt support deformation at time t
En set of voxelized functions
Wt support deformation operator at time t
W˜t support deformation operator composed with φn
Wt deformation matrix at time t
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Table 4: Notations for chapter 4 (first part)
N number or cardiac cycles during an acquisition
T duration of a cardiac cycle
S number of phases during a cardiac cycle
s phase index (s ∈ {1, . . . , S})
fs volume vector at phase s
gs observation vector at phase s
Θs set of angles corresponding to phase s
ϑn,s n-th projection angle corresponding to phase s
Pgeomϑ geometric projection at angle ϑ
P (ϑ) projection plane at angle ϑ
Cn extracted 2-D centrelines on P (ϑn,1)
Cϑ extracted 2-D centrelines on P (ϑ) (Cn = Cϑn,1)
V miscellaneous 3-D coronary centreline, V = {v1, . . . , vL}
Vs 3-D coronary centreline at phase s, V = {vs1, . . . , vsL}
D` line that links the `-th point of C1 andS(ϑ1,1)
Ws deformation matrix at phase s
V = (Vbr,Vpos) vessel structure
Υ(V) set of cliques in V
Es data fidelity term of a single point
Es data fidelity term of the coronary 3-D model
F regularity cost function of the coronary 3-D model
Ds total cost function
Dϑ distance to the 2-D centreline Cϑ
Hϑ projection of any centreline V on P (ϑ)
H 1ϑ projection of V1 on P (ϑ)
Bϑ,j j-th branch of Cϑ
D`(v`) local displacement of the `-th point in V
xiv Notations
Table 5: Notations for chapter 4 (second part)
{(xm, ym, zm), m ∈M} uniform grid on Ω
(αmX,s, αmY,s, αmZ,s) motion parameter on m ∈M as phase s
αs concatenation of
(
αmX,s, α
m
Y,s, α
m
Z,s
)
for all m ∈M
α concatenation of all αs’s
as αs reshaped as a vector
W(αs) deformation matrix in term of αs (originally Ws)
PW(α) combination of P and W(αs) for all s ∈ {1, . . . , S}
bm cubic B-spline function centered on (xm, ym, zm)
∆ voxel to vessels distance vector
pvessels vessel prior
pβ markov prior
Introduction
It is trivial to talk today on the continuous and impressive advances made in medical imaging.
The principles onto which they rely remain however those which have been developed for
years. X-ray, MRI, PET, Ultrasound (US), optical modalities are still occupying the main
place in clinical settings and compete each other in order to extend their range of applications
or to reach new ones. They differ by their spatial and temporal resolution, their potential
to provide insights into anatomical or functional information, the acquisition duration, the
patient irradiation, the use or not of contrast enhancement product, their cost, etc. It is
widely agreed that if MRI is somewhat more flexible, the advantage of X-ray systems rely on
the anatomical details that can be obtained. US devices provide a unique time resolution and
they are much cheaper than the other techniques. It is also agreed that coupling these systems,
a good example being PET-CT now generalized, open new perspectives not only because they
complement each other in terms of information but also because they allow taking into account
different properties they highlight into reconstruction methods. The developments observed in
optics, beyond the classical and intensively used endoscopic devices, open new ways to explore
the human body even if the penetration depth remains limited.
Does the emphasis put above on the physics mean that nothing can be expected from
other disciplines? Certainly not. The design of new excitation sequences in MRI remains
today an active area of research. New probes or radiopharmaceuticals, derived from research
in chemistry, are central for molecular imaging, where MRI and PET will have a major role to
play. Engineering sciences will always be required as far as we need for solving and integrating
complex technologies (mechanics, electronics). These imaging modalities lead to explore the
full body in one examination and subsequently more and more data (hundreds of megabytes)
are generated, with new challenging issues for storage, processing and interpretation, in other
words more computing resources.
xvi Introduction
These multiple facets of medical imaging include also the reconstruction problems, e.g.
how to recover from projection data, the object properties. This topic, called tomography,
is a major step to accomplish before any processing and clinical use and many works are
going on in this area. They deal with static and time-evolving objects. Part of our work
is devoted to the former case by revisiting and reformulating some theoretical features. In
the latter case, the tracking and the characterization of perfusion in PET for instance is an
important issue. Compensating the respiratory motion to avoid the blurring of anatomical
details is another problem. But, it is perhaps the reconstruction of fast moving organs, such
as the heart, which is the more difficult. X-ray devices have already shown that they can
bring significant three-dimensional (3-D) information in that case. Multidetector CT (MDCT)
devices provide a lot of details on the different cardiac structures (cavities, myocardium,
arteries and veins). Sophisticated reconstruction algorithms are here required with ECG
synchronization. Rotational-X (Rot-X) systems, with a full two-dimensional (2-D) detector
rotating around the body, offer the possibility to access to the coronary structures. Dynamic
tomography will then be a second part of our work with a focus on Rot-X and coronary
reconstruction.
Chapter 1 deals with inverse problems in general. Two cases are identified: infinite- and
finite-dimensional inverse problems. In both cases, one wish to reconstruct an object defined
by a function (for the infinite-dimensional case) or a vector (for the finite-dimensional case).
For the infinite-dimensional inverse problem, we investigate two major aspects: the regular-
ization of the singular value decomposition of the observation operator and the approximate
inverse, which leads to the filtered backprojection algorithm in tomography. As for the finite-
dimensional inverse problem, the regularization of the singular value decomposition must be
analyzed. We also investigated the bayesian formulation, which leads to a maximization a pos-
teriori method.
Chapter 2 is an application of the theoretical aspects reported in chapter 1 to computed
tomography. This chapter also makes a distinction between the infinite- and finite-dimensional
cases. The infinite-dimensional situation is mainly based on the Radon transform, the fan-
beam and the cone-beam transform. Two filtered backprojection methods are mentioned. For
the finite-dimensional case, we define the voxel discretization process and the projection matrix
that is involved in the inverse problem.
In chapter 3 we generalize the notion of tomography in order to include a dynamic compo-
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nent, thus, the so-called dynamic tomography. For the infinite-dimensional case, we define the
dynamic Radon transform and study its properties. We focus on its non-invertibility which
is a major issue for image reconstruction. We propose two approaches for finite-dimensional
reconstruction: one is based on the reconstruction of the object at each instant assuming that
the variations between two consecutive instants are small, and the other one is a motion-
compensated tomographic reconstruction based on a object support deformation function a
priori known.
As the goal of these three first chapters was to propose a global vision of the theoretical tools
(and not to implement them), chapter 4 aims at proposing an original algebraic method for the
coronary 3-D tomographic reconstruction from a full rotational X-ray sequence. The motion
due to the heart beating is estimated thanks to a 3-D coronary non-parametric deformable
model which yields the reconstruction of 3-D centrelines at each cardiac phase. A vessel prior
is also used to avoid that the reconstruction process converges to local minimum. We called
our method Reconstruction with Motion Compensation using a Vessel Prior. We tested our
method on simulated data, generated from a sequence of 3-D coronary centrelines previously
extracted from 20 volumes reconstructed at every 5% of the RR interval from a 64-slices GE
LightSpeed CT coronary angiography.
Concluding remarks are then made and some perspectives are given. They include a
discussion of the key steps and technology evolution which are central for the future.

Chapter 1
Linear Inverse Problems
1.1 Introduction
Inverse problems appear whenever one seek for an unobserved data f ∈ X from a measurement
g ∈ Y , where X and Y are Banach spaces. In most cases, the measurement g is the result of a
transformation of f by an known application F : X → Y . Therefore, an inverse problem can
be written as the following equation:
F (f) = g. (1.1)
The task consists to recover f from g. Two questions then arise: the existence of the inverse
transformation F−1 : Y → X, and its smoothness. If F is invertible and its inverse is
continuous, no special attention is required and we say that inverse problem (1.1) is well-
posed. If F is not invertible, f cannot be directly recovered. If F is invertible, its inverse
F−1 may not be continuous. For instance, if X and Y are two Hilbert spaces and F is a
compact operator (see [Brezis 1999] for a definition), F−1 is unbounded. In practical cases,
the data are affected by noise, i.e. we observe gε = F (f) + ε instead of g = F (f). In that
situation, one cannot guarantee that the error ‖F−1(gε) − f‖X is small. Starting from these
two observations, Hadamard [Hadamard 1902] defined inverse problem (1.1) as an ill-posed
problem.
Definition 1. Inverse problem (1.1) is said to be ill-posed according to Hadamard if one of
these statements holds true:
• F is not invertible.
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• F is invertible and F−1 is not continuous.
Facing an ill-posed problem in the sense of definition 1, one can only find a suitable f †
such that F (f †) ' g, which leads to a mapping F † : D(F †) ⊂ Y → X, and "approximate" this
mapping by a smooth application F †γ . This step is the regularization of the ill-posed problem.
1.2 Linear inverse problems in infinite dimension Hilbert spaces
A common situation is the linear inverse problem, that is to say instead of facing inverse
problem (1.1), we deal with the equation
Af = g, (1.2)
where A : X → Y is a bounded linear operator between two Hilbert spaces. Many examples
can be found for integral operators between two functional spaces.
Example 1. The deconvolution problem consists in solving the following equation with respect
to f ∈ L2(Ω): ∫
Ω
f(x)k(x, y)dx = g(y),
with g ∈ L2(Ω), k ∈ L2(Ω× Ω).
Since A is not invertible, we do not solve the equation (1.2) but we minimize
‖Af − g‖2Y . (1.3)
The minimization of (1.3) is possible provided that g is in R(A) ⊕ R(A)⊥1 [Louis 1989].
Choosing the minimal-norm minimizer f † of (1.3) leads to a new mapping called generalized
inverse.
Definition 2. The mapping A† : R(A)⊕R(A)⊥ ⊂ Y → X which maps g ∈ R(A)⊕R(A)⊥ to
the minimal-norm minimizer of (1.3) is called generalized inverse or Moore-Penrose inverse
of A.
A† is well-defined on R(A) ⊕ R(A)⊥ and we have the following fundamental properties
[Schuster 2007]:
1Note that R(A)⊕R(A)⊥ = Y if and only if R(A) is closed in Y .
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Proposition 1. Let A : X → Y be a linear bounded operator and A† : D(A†) = R(A) ⊕
R(A)⊥ → X be its generalized inverse. Let g ∈ D(A†) and f † = A†g. Let A˜ : N(A)⊥ → R(A)
be the restriction of A to N(A)⊥. Then,
1. A† is linear.
2. Any minimizer of (1.3) is solution of
A∗Af = A∗g, (1.4)
where A∗ : Y → X is the adjoint operator of A. f † is the unique solution of (1.4) in
N(A)⊥.
3. Any minimizer of (1.3) is solution of
Af = PR(A)g, (1.5)
where PE denotes the orthogonal projector on E.
4. f † is the unique solution of (1.5) in N(A)⊥.
5. A† is the unique linear extension of A˜−1 to R(A)⊕R(A)⊥.
6. N(A†) = R(A)⊥, R(A†) = N(A)⊥
7. A† is bounded if and only if R(A) is closed in Y .
Proof. We prove here the last statement only. Let A˜ : N(A)⊥ → R(A) the restriction of A to
N(A)⊥. If A† is continuous, A˜−1 is continuous and R(A) is a Hilbert space. Therefore R(A)
is closed in Y . Conversely, if R(A) is closed, then according to Banach theorem [Rudin 1997],
A˜−1 is continuous, and so A† is.
The last assertion raises a new condition to ensure the continuous dependence of the
solution to the data, which leads to a new definition of an ill-posed problem [Nashed 1987].
Definition 3. Inverse problem (1.2) is called ill-posed according to Nashed if R(A) is not
closed in Y.
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1.2.1 Compact operators
A important case to consider in a linear inverse problem is compact operator. Such operators
are frequently encountered in inverse problem, especially if the observed data g results of an
integration operation of f .
Example 2. Let us consider the Banach spaceE = C([0, 1]), with ∀f ∈ E, ‖f‖∞ = sup[0,1] |f(t)|.
Then the integral operator V : E → E defined by
∀x ∈ [0, 1], V f(x) =
∫ x
0
f(t)dt
is compact.
In computerized tomography, the operator encountered is the Radon transform, which is
also compact, as we will see later in chapter 2. A first result is the following :
Proposition 2. Let A : X → Y be a compact operator between two Hilbert spaces such that
dim(R(A)) = +∞. Then inverse problem (1.2) is ill-posed according to Nashed.
Proof. This result is a direct consequence of Banach and Rietz theorems (see [Rudin 1997]).
Therefore, the compactness of a bounded operator is source of ill-posedness for equation
1.2. However, a compact operator can be expressed thanks to the spectral representation
theorem, which shall be very useful to overcome this problem.
Theorem 1. Let A : X → Y be a compact operator between two separable Hilbert spaces such
that dim(R(A)) = +∞. There exists a Hilbert base (uk)k of N(A)⊥, a Hilbert base (vk)k of
R(A), and a sequence (σk)k such that limk→+∞ σk = 0 and σk > 0 for all k ∈ N, and
∀k ∈ N, Auk = σkvk, A∗vk = σkuk. (1.6)
We call (σk, uk, vk)k singular system of A, and (σk)k are the eigenvalues of A. We also
assume that σk ≥ σk+1 for all k. As we saw in this section, the generalized inverse of a
bounded operator exists and is well-defined. So far it can be only computed by minimizing
(1.3) or by solving (1.4) or (1.5) in N(A)⊥. The singular system of a compact operator allows
to express the generalized inverse A† of A in term of vk and σk. Let g = g1 + g2, with
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(g1, g2) ∈ R(A)× R(A)⊥, and f ∈ N(A)⊥ such that Af = g1. We have A†g = f and we can
write
f =
+∞∑
k=0
〈f, uk〉uk =
+∞∑
k=0
1
σk
〈g, vk〉uk = A†g. (1.7)
This writing of f in terms of Af is called Singular Value Decomposition (SVD) of A. Note that
the two sums in (1.7) converge in X since ∑+∞k=0〈f, uk〉2 = ‖f‖2X . However, one can ensure
that the sum ∑+∞k=0 σ−1k 〈g, vk〉uk converges if g ∈ R(A) ⊕ R(A)⊥. This clearly reflects the
unboundedness of A† (for instance if g is replaced by noisy data gε = g+ ε). The convergence
criterion for the sum, which is
+∞∑
k=0
σ−2k 〈g, vk〉2 < +∞
is called the Picard criterion, and can be seen as a smoothness condition for the observations
g.
1.2.2 The semi-discrete inverse problem
In some situations, inverse problem (1.2) may be inaccurate, especially if we only have a finite
number of measurements at our disposal. For instance, if X and Y are functional space, we
may only observe g in a finite number of points i.e. we observe
gn = (g(x1), . . . , g(xn)) ∈ Cn.
Thus, inverse problem (1.2) has to be replaced by
Anf = gn, (1.8)
where An is a sampled version of A. An can be interpreted as the product ΨnA, where Ψn
is a sampling operator that acts on elements of Y . Clearly, inverse problem (1.8) is ill-posed
due to the non-injectivity of An. This model must change our approach for two main reasons.
Let us assume for now that X and Y are two L2 spaces:
• The sampling operator Ψn is not defined everywhere on Y : for example, let (g1, g2) ∈ Y 2
such that for all x ∈ C \ {x1, . . . , xn}, g1(x) = g2(x) and g1(xi) 6= g2(xi) for at least one
i ∈ {1, . . . , n}, then g1 and g2 are equal in Y but Ψng1 6= Ψng2. An should be defined on
a subspace X1 of X such that its image is contained in a set of regular function Y1 ⊂ Y .
For instance, X1 and Y1 can be suitable Sobolev spaces (see [Wloka 1987] for detailed
definitions).
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• The operator An : X1 ⊂ X → Cn may not be bounded and its adjoint operator A∗n may
not be defined.
1.2.3 Regularization of a linear ill-posed problems
In this section, we focus on the construction of regularization method in order to approximate
A† by a sequence of bounded operator, according to the following definition.
Definition 4. Let A : X → Y be a bounded operator between two Hilbert spaces. A family
of bounded operators Rγ : Y → X is said to be a regularization method or regularization
operator if for all g ∈ D(A†) there exists a parameter choice γ(δ, gδ) fulfilling
lim sup
δ→0
{γ(δ, gδ) : gδ ∈ Y, ‖gδ − g‖Y < δ} = 0,
such that
lim sup
δ→0
{‖Rγ(δ,gδ)gδ −A†g‖X : gδ ∈ Y, ‖gδ − g‖Y < δ} = 0.
In other word, Rγ is a regularization method for A† provided that
∀g ∈ D(A†), lim
γ→0 ‖Rγg −A
†g‖X = 0.
1.2.3.1 Classical methods of regularization
As it has been pointed out in section 1.2.1, the unboundedness of the generalized inverse of
a compact operator is due to small eigenvalues. A natural way to compensate this problem
is to replace σ−1k in (1.7) by Fγ(σk)σ
−1
k , with a suitable filter function Fγ(σk) such that the
induced operator Rγ is an approximation method for A†.
Definition 5. Let A : X → Y be a compact operator between two Hilbert spaces with eigen-
values (σk)k. The filter function is called regularizing if
sup
k
|Fγ(σk)σ−1k | = c(γ) ∈ R+, (1.9)
∀k ∈ N, lim
γ→0Fγ(σk) = 1 (1.10)
and
sup
k,γ
|Fγ(σk)| < +∞. (1.11)
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Let Rγ : Y → X be the family of operators induced by Fγ . Equation (1.9) ensures that Rγ
is a bounded operator, (1.10) and (1.11) ensure the pointwise convergence to A†. We can prove
[Schuster 2007] that the family of operators Rγ : Y → X induced by Fγ is a regularization
method for A†, with ‖Rγ‖Y,X = c(γ) [Louis 1989].
Example 3. The function Fγ defined by
Fγ(σ) =
 1 : σ ≥ γ0 : σ < γ
is a regularizing filter, called truncated singular value decomposition.
Example 4. The function Fγ defined by
Fγ(σ) =
σ2
σ2 + γ
is a regularizing filter. The corresponding regularization Rγ is called Tikhonov-Phillips regu-
larization. One can see that Rγ can be expressed as
∀g ∈ Y, Rγg = (A∗A+ γId)−1A∗g
provided that −γ is not a spectral value for the self-adjoint compact operator A∗A. The
regularization operator Rγ can also be seen as the unique minimizer of
‖Af − g‖2Y + γ2‖f‖2X . (1.12)
As observed in example 4, the regularization of the generalized inverse can be performed
by minimizing a functional similar to (1.12) instead of minimizing (1.3). To summarize, we
focus on the minimization of
‖Af − g‖2Y + γP (f), (1.13)
where P (f) is a smoothness term for f . For example P (f) can be a functional that penalize
high variations in f . If f is a discrete image, P (f) can be the minus log-likelihood of a Markov
field distribution.
1.2.3.2 Approximate inverse
In this section, we focus on the construction of regularizing methods based on the approximate
inverse [Louis 1990, Schuster 2007, Rieder 2003a]. We assume that X and Y are L2 functional
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spaces: X = L2(Ω1, λ1) and Y = L2(Ω2, λ2), where Ωi are open subset of Rni . Let A : X → Y
be a bounded operator. We still focus at solving the linear inverse problem (1.2):
Af = g.
Instead of approximating f , the approximate inverse aims at computing its moments
fγ(y) = 〈f, eγ(·, y)〉X , (1.14)
where eγ ∈ L2(Rn1 × Rn1) is a suitable mollifier, i.e. a function such that fγ(y) is a good
approximation of f(y).
Definition 6. Let eγ ∈ L2(Rn1 × Rn1) be a function such that
∀y ∈ Ω1,
∫
Rn1
eγ(x, y)dλ1(x) = 1.
If the function fγ defined by (1.14) converges to f in X as γ tends to 0, then we call eγ a
mollifier.
The function eγ(·, y) can be seen as an approximation of the Dirac distribution δy. For
instance, if e ∈ X is a smooth function with ∫Ω1 e(x)dλ(x) = 1, eγ can be obtained by
computing
eγ(x, y) = γ−n1e((x− y)/γ).
If eγ(·, y) is in the range of A∗, the moments (1.14) can be easily computed by solving the
linear equation
∀y ∈ Ω1, A∗vγ(y) = eγ(·, y) (1.15)
with respect to vγ(y) ∈ Y . Indeed, once a suitable function vγ(y) is at our disposal, we have
fγ(y) = 〈f, eγ(·, y)〉X = 〈g, vγ(y)〉Y .
In a general case, eγ(·, y) is not in the range of A∗ (for example if N(A) is non trivial).
Nevertheless, if eγ(·, y) ∈ R(A∗)⊕R(A∗)⊥, the square error
‖A∗vγ − eγ(·, y)‖X .
can be minimized according to v [Schuster 2007]. This allows a reconstruction of f in N(A)⊥.
However, as we will see in section 2.3.1.1 for the Radon transform, we are only interested in
the case where the equation (1.15) is solvable.
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Definition 7. For all y ∈ Ω1, let vγ(y) be the minimum norm solution of (1.15). The mapping
y 7→ vγ(y) is called reconstruction kernel of A induced by eγ.
Note that if vγ(y) is a minimum norm solution of (1.15), then vγ(y) ∈ N(A∗)⊥. We can
now define the approximate inverse of A.
Definition 8. Let vγ be a reconstruction kernel of A induced by a mollifier eγ. The linear
operator
A˜γ : Y −→ X (1.16)
g 7−→ A˜γg
such that for all y ∈ Ω1,
A˜γg(y) = 〈g, vγ(y)〉Y
is called the approximate inverse of A.
A˜γ is well-defined and bounded provided that∫
Ω1
‖vγ(y)‖2Y dλ1(y) < +∞
(see [Schuster 2007]). We have the following convergence property:
Theorem 2. Let g ∈ R(A)⊕R(A)⊥. Then we have
lim
γ→0 A˜γg = A
†g.
Proof. Let (g1, g2) ∈ R(A) × R(A)⊥ such that g = g1 + g2, and let f ∈ N(A)⊥ such that
Af = g1. Then we have that for all y ∈ Ω1
A˜γg = 〈g1 + g2, vγ(y)〉Y = 〈Af, vγ(y)〉Y = 〈f, eγ(·, y)〉X = 〈A†g, eγ(·, y)〉X ,
using the fact that vγ(y) ∈ N(A∗)⊥ = R(A) and the continuity of the mapping v 7→ 〈g2, v〉.
With definition 6, we proved the expected convergence.
The approximate inverse is used in tomography, and is known as the filtered backprojection,
which shall be detailed in section 2.3.1.1.
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1.2.3.3 Semi-discrete approximate inverse
We summarize here the approach proposed in [Schuster 2007, Rieder 2000b, Rieder 2003b] to
build an approximate inverse to solve semi-discrete inverse problem. Recall the semi-discrete
inverse problem (1.8)
Anf = ΨnAf = gn,
where gn ∈ Cn and Ψn is a sampling operator. As we mention in section 1.2.2, An is not
well defined on X and suitable topological subspaces of X and Y have to be considered.
Moreover, An is unbounded, which makes the construction of a mollifier/reconstruction kernel
pair impossible.
Let X1 and Y1 be two subspaces of smooth functions 2 of X and Y respectively, such that
A : X1 → Y1 is bounded. In this section, we assume that the bounded operator A : X → Y
is injective. The non-injective case is treated in [Rieder 2004]. Moreover, we assume the
following assertions hold:
• Both injectionsX1 ↪→ X and Y1 ↪→ Y are continuous, that is to say, there exists a positive
constant CX (resp. CY ) such that for all f ∈ X1 (resp. g ∈ Y1), ‖f‖X ≤ CX‖f‖X1 (resp.
‖g‖Y ≤ CY ‖g‖Y1).
• The sampling operator Ψn : Y1 → Cn is bounded3.
• The sampled observation operator An = ΨnA : X1 → Cn is bounded4.
Since the observed data are discrete, an interpolation will further be required. Let (ϕn,k)nk=1
be a family of functions in Y such that
1
n
n∑
k=1
|ak|2 
∥∥ n∑
k=1
akϕn,k
∥∥2
Y
 1
n
n∑
k=1
|ak|2. (1.17)
where the inequality a  b means that there exists a constant C independent of any index
and parameters such that a ≤ Cb. Such a family (ϕn,k)nk=1 is called a Riesz system. The
interpolation operator is defined as follows:
Qn : Cn −→ Y
a 7−→ Qna =
n∑
k=1
akϕn,k.
2X1 and Y1 are two topological spaces with their own topology, which are different from X and Y .
3This holds true if Y1 is a suitable Sobolev space.
4The boundeness is valid for X1’s topology, as in most cases An = ΨnA : X1 ⊂ X → Cn is unbounded.
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Let us define the data interpolation operator:
Πn : Y1 −→ Y
g 7−→ QnΨng.
We assume that
‖Πn‖Y1,Y  1 (1.18)
and that Πn fulfills the approximation property:
∀g ∈ Y1, ‖g −Πng‖Y  ρn‖g‖Y1 . (1.19)
where ρn is a sequence in R∗+ such that ρn ↓ 0. Let Gn ∈ Cn×n, (Gn)i,j = 〈ϕn,i, ϕn,j〉Y the
Gram matrix induced by (ϕn,k)nk=1. We have
GnΨn = Q∗nΠn. (1.20)
and, according to (1.17)
‖Gn‖  1
n
. (1.21)
As we have to deal with discrete data, we consider a set of mollifiers (edi )di=1 instead of a family
eγ(·, y) indexed by y. Here edi can be interpreted as an approximation of the dirac function
δxi as the number of mollifiers d grows. The mollifier’s property is defined as follow.
Definition 9. Let (bdi )di=1 be a set of functions in X which fulfills the Riesz property (1.17).
The functions edi are said to be mollifiers with respect to (bdi )di=1 if the operator
Ed : X −→ X (1.22)
f 7−→
d∑
i=1
〈f, edi 〉Xbdi
fulfills
∀f ∈ X, lim
d→+∞
‖Edf − f‖X = 0. (1.23)
The mollifier/reconstruction kernel pairs are defined as follows: for all i = 1, . . . , d, we look
for solutions vdi of
A∗vdi = edi (1.24)
in Y1.
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If edi is not in the range of A∗, we have to assume that Y1 is dense in Y [Rieder 2000b,
Rieder 2003b]. Now for a given family of pairs (edi , vdi )di=1 fulfilling (1.24), we define
Σn,d : Cn −→ Cd
w 7−→
(
〈 w,GnΨnvdi 〉Cn
)
i=1,...,d
and
E : X −→ Cd
f 7−→
(
〈f, edi 〉X
)
i=1,...,d
.
Here Ef can be interpreted as the moments 〈f, eγ(·, y)〉 seen in section 1.2.3.2, that we wish
to estimate. We are now ready to build the discrete approximate inverse of An.
Definition 10. The approximate inverse of An is the operator A˜n,d : Cn → X defined by
∀w ∈ Cn, A˜n,dw =
d∑
i=1
(Σn,dw)ibdi .
First of all, we need to prove the convergence of Σn,dAnf to Ef .
Theorem 3. Let f ∈ X1. We have
‖Σn,dAnf −Ef‖∞  ρn maxi=1,...,d ‖v
d
i ‖Y1‖f‖X1 .
Proof. Let i ∈ {1, . . . , d}, f ∈ X1 and g = Af ∈ Y1. We have
|(Σn,dAnf)i − (Ef)i| = |〈Anf,GnΨnvdi 〉Cn − 〈f, edi −A∗vdi +A∗vdi 〉X |
≤ |〈ΠnAf,Πnvdi 〉Y − 〈Af, vdi 〉Y | using (1.20) and (1.24)
≤ ‖Πng − g‖Y ‖Πnvdi ‖Y + ‖Πnvdi − vdi ‖Y ‖g‖Y
 ρn‖g‖Y1‖vdi ‖Y1 + ρn‖vdi ‖Y1‖g‖Y using (1.19)
 ρn‖vdi ‖Y1‖f‖X1 ,
thanks to the boundedness of A : X1 → Y1 and Y1 ↪→ Y .
Finally, we have the following convergence theorem:
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Theorem 4. Let f ∈ X1, (edi , vdi , bdi )di=1 such that (edi )di=1 is a family of mollifiers with respect
to (bdi )di=1 and the pair (edi , vdi ) fulfills (1.24) for all i = 1, . . . , d. Then
‖A˜n,dAnf − f‖X  ‖f −Edf‖X + ρn
(1
d
d∑
i=1
‖vdi ‖2Y1
)1/2
‖f‖X1 . (1.25)
If d−1∑di=1 ‖vdi ‖2Y1 is bounded, then
lim
n,d→+∞
‖A˜n,dAnf − f‖X = 0.
If A is non-injective, a similar result can be obtain by replacing ‖A˜n,dAnf − f‖X by
‖A˜n,dAnf − PN(A)⊥f‖X in (1.25) [Rieder 2004].
1.3 Inverse problems in finite dimension
1.3.1 Introduction
In several applications, the object f we wish to reconstruct by solving inverse problem (1.2)
is modeled by a vector f . For example, in computerized tomography, the observation is a set
of projections of an attenuation/emission function Pf (see section 2.1.1), but it can be only
reconstructed as an image or a volume, which is a vector of grey level values located on each
pixel or voxel. As the observations are also discrete in practical case, the linear problem (1.2)
becomes
Af = g, (1.26)
where g is the measurement vector, and A : Rn → Rm is the linear observation operator
which, in this case, is a matrix.
In most practical cases A is a (m,n) rectangular matrix and is not invertible: inverse
problem (1.26) is therefore ill-posed. Let the square defect
‖Af − g‖2. (1.27)
As it has been mentioned in section 1.2, one can only consider the generalized inverse of A
i.e. the mapping A† which maps g to the minimal-norm minimizer of (1.27). The generalized
inverse A† is defined everywhere on Rm since A is a finite-rank operator. Let f be a minimizer
of (1.27). With proposition 1, we have that f is solution of the equation
ATAf = ATg, (1.28)
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where AT denotes the transpose of A. If ATA is invertible (which implies that m ≥ n), the
generalized inverse can be easily computed:
A†g = (ATA)−1ATg.
If n > m or if m ≥ n and rank(A) < n, ATA is not invertible and A† cannot be directly
computed. Computing A†g is then equivalent to finding the minimum-norm solution of (1.26).
This can be done in two ways:
• If n > m and rank(A) = m, the set of vector f such that (1.26) holds true is infinite and
one can compute A† by considering the following minimization problem
minimize ‖f‖ such that Af = g. (1.29)
• ATA can be approximated by a sequence of invertible matrix. This way to proceed is
equivalent as including a regularity term in (1.26) or as considering a regularized version
of the SVD decomposition, as we shall see in section 1.3.2.
1.3.2 SVD decomposition and regularization
We begin with the following theorem.
Theorem 5. Let A ∈ Rm,n and σk, k = 1, . . . , r, be the non-null the eigenvalues of ATA
(r ≤ min{m,n}). There exists an orthogonal base (uk)rk=1 of N(A)⊥ and an orthogonal base
(vk)rk=1 of R(A) such that
∀k ∈ {1, . . . , r}, Auk = σkvk, ATvk = σkuk.
Theorem 5 allows an easy computation of the generalized inverse A†: let (g1,g2) ∈ Rm×Rm
and g = g1 + g2. Let f ∈ N(A)⊥ such that Af = g. We have
f =
r∑
k=1
〈f ,uk〉uk =
r∑
k=1
1
σk
〈g,vk〉uk = A†g. (1.30)
As in section 1.2.1, we call (σk,uk,vk) the singular system of A. Now that we have expressed
the generalized inverse, we wish to investigate its stability. As the considered spaces are finite-
dimensional, any linear operator is bounded. From this point of view, inverse problem (1.26)
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is well-posed according to Nashed. If the observed data are noisy, i.e. we observe gδ = g + δ
instead of g, the error of the generalized inverse is
‖A†gδ −A†g‖2 =
r∑
k=1
1
σ2k
〈δ,vk〉2.
If min{σk} is not too small, the noise effect is small and the generalized inverse can be applied.
In practical case, A is a discrete version of an operator A between two Hilbert spaces of infinite
dimension, which means that m and n can be arbitrary large. As the number of observations
grows, the eigenvalues σk become smaller. Thus the generalized inverse becomes instable and a
regularization is required. The regularization methods proposed in section 1.2.3.1 can be used.
For example, the Tikhonov-Phillips regularization seen in example 4 consists to minimize the
penalized square error
‖Af − g‖2 + γ‖f‖2, (1.31)
which leads to solve the equation
(ATA + γI)f = ATg.
Let Rγ be the regularization of A† corresponding to the Tikhonov-Phillips filter. For γ small
enough, we have:
Rγ = (ATA + γI)−1AT . (1.32)
The SVD decomposition of A leads to
∀g ∈ Rn, Rγg =
r∑
k=1
σk
σ2k + γ
〈g,vk〉uk,
and the error due to noisy data can be bounded in terms of γ:
‖Rγgδ −A†g‖ ≤ ‖Rγ‖‖δ‖+ ‖Rγg−A†g‖
≤ r‖δ‖σ1/(σr + γ) + γr‖g‖/
(
σr(σ2r + γ)
)
.
(1.33)
We can easily see in (1.33) the role played by γ: as it grows, the noise effect tends to be null
but the approximation quality decreases. The aim is to find out a good tradeoff between the
noise compensation and the quality of the approximation.
1.3.3 Bayesian approach
Excluding the semi-discrete approximate inverse where we assumed that f belongs to a sub-
space X1 ⊂ X of regular functions (see section 1.2.3.3), no prior knowledge was taken into
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account for the reconstruction. In that section, we shall consider the case where both the
observation vector g and the object f are random variables. As g is observed, the aim is
to maximize the a posteriori distribution p(f |g) (i.e. the distribution of f when g remains
constant) with respect to f . We have:
p(f ,g) = p(f |g)p(g) = p(g|f)p(f). (1.34)
Thus, if g is fixed, the maximization of p(f |g) is equivalent to the maximization of p(g|f)p(f).
p(g|f) is the likelihood function of the observation, and p(f) is the a priori distribution of the
object. The process which consists to maximize p(g|f)p(f) is called maximization a posteriori
(MAP). By considering log(p(f ,g)), our problem becomes
minimize − log(p(g|f))− log(p(f)), (1.35)
which is a more general approach than minimizing (1.31).
In general, p(g|f) is known and depends on the observation device only. The choice of
the a priori distribution p(f) is more flexible: in some case it may be fully determined by
the system (for example in Kalman filtering of a physical process), but it may also depend on
which kind of regularity constraints we wish to impose on the object f . For example, in image
processing, the distribution p(f) is often given by a Markov field:
Definition 11. Let S a finite set of index, and f = (fa)a∈S be a random vector. Let V : S →
P (S) be a neighborhood structure i.e. a function that maps an element a ∈ S to a subset V (a)
of S such that
1. ∀a ∈ S, a ∈ V (a)
2. ∀(a1, a2) ∈ S × S, a1 ∈ V (a2)⇔ a2 ∈ V (a1)
f is said to be a Markov field with respect to V if an only if
∀a ∈ S, p(fa|{fb, b 6= a}) = p(fa|{fb, b 6= a, b ∈ V (a)}).
In order to define a convenient Markov distribution formula, we need to define a set of
self-neighboring points:
Definition 12. Let S be a set of index, and V a neighborhood structure on S. Let c be a
subset of S. c is said to be a clique (with respect to V ) if and only if
∀(a1, a2) ∈ S × S, a1 ∈ V (a2) and a2 ∈ V (a1).
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In image processing, Markov fields are widely used to model an image or a volume. A
popular Markov distribution is the following:
p(f) = 1
Z
exp
(∑
c
Uc(fc)
)
, (1.36)
where fc = {fa, a ∈ c}, and Z is a normalization constant.
Example 5.
p(f) = 1
Z
exp
(
−β
∑
a∼a′
ϕ(fa − fa′)
)
,
where ϕ : R→ R+ and β > 0.
Equation (1.36) and example 5 raise two important issues:
• The choice of the neighborhood structure and the β function: in 3D image processing,
the neighborhood of a voxel a ∈ S contains the closest neighboring points to a, usually
the 6 closest points or the 26 closest points. Large neighborhoods tend to favour an
a priori distribution that favours smooth objects.
• The choice of the ϕ function is of major importance. First of all, ϕ(fa − fa′) must take
large values when |fa − fa′ | is large and small values in the opposite case. Second, the
behaviour of ϕ(x), when x is close to 0 or to ∞, is crucial: as ϕ(x) must decrease fast
enough when |x| tends to 0 in order to maintain image regularity, its values should not
be too large as |x| tends to ∞ to prevent fuzzy image shape reconstruction. In general,
ϕ can be written as ϕ(x) = |x|p. A review of image a priori distributions can be found
in [Bouman 1993].
1.4 Conclusion
In this chapter we shortly introduced the notion of linear inverse problems and ill-posed
problems. A linear inverse g = Af problem is ill-posed when the observation operator A is
non-invertible or when its inverse is not bounded. In both case, its inverse A−1 or generalized
inverse A† must be regularized. We identified two main categories of inverse problem: infinite
and finite-dimensional. Infinite-dimensional inverse problem often involves compact operator,
whose generalized inverse are not bounded. We presented several approaches to compute
a regularized version of the generalized inverse, like acting on the SVD or computing the
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approximate inverse. When dealing with a linear inverse problem in finite-dimensional, i.e.
g = Af where A is a matrix, its generalized inverse is bounded but may be sensitive to noisy
data if ATA contains small eigenvalues. It can basically be regularized using similar tools
as the infinite-dimensional case (excepted the approximate inverse). In addition, stochastic
assumption allows to interpret both f and g as random vector whose joint distribution (f ,g)
is known. The inverse problem can be solved throughout a maximization of the a posteriori
distribution p(f |g).
In practical case, the data are represented by finite set of values. Therefore, if an inverse
problem is to be posed as an infinite-dimensional inverse problem, the observed and object
functions can be only interpreted as coordinates in a finite-dimensional subspace, or as a
sample (cf the semi-discrete inverse problem). However, if the operator involved in an inverse
problem is well known, its properties can be used to compute a regularized generalized inverse
efficiently. In the opposite case, the inverse problem is treated as a matrix inverse problem.
Chapter 2
Tomography
2.1 Introduction
The word tomography comes from the ancient Greek word τoµos, which means "section".
Tomography is an engineering tool which aims at reconstructing an object or signal from data
acquired along lines or sections, from a device named tomograph. Mathematically, tomography
consists to recover a function f : Rn → R from its line integrals gL:
gL =
∫
L
f(x)dσ(x), L ∈ L, (2.1)
where L is a set of lines in Rn and σ denotes the one-dimensional Hausdorff measure (see
[Federer 1969] for a definition). The set of lines L depends on the tomograph configuration.
They can be interpreted as rays that are cast from one or several sources. The physical
nature of the rays L and of the object f depends on the application. A non exhaustive list
of application is presented in table 2.1. Equation (2.1) is a linear inverse problem similar to
(1.2) and can be solved with the tools presented in chapter 1.
Table 2.1: Non-exhaustive list of applications of tomography
physical phenomenon object nature applications
X-rays absorption function computed tomography
gamma rays nuclear emission function
single photon emission computed tomography
positron emission tomography
seismic phases wavespeed variations seismic tomography
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2.1.1 Physical models in medical tomography
Here we are interested by tomography in medical imaging only. We briefly introduce thus the
two main modalities of tomography in medicine: X-ray computed tomography and emission
tomography.
2.1.1.1 X-ray computed tomography
In X-ray computed tomography one aims at recovering an absorption function of an object.
The absorbtion function of the object of interest can be enhanced by means of contrast product
injected into the arteries for angiography. The measured X-ray intensity that goes through
the object of interest can be calculated thanks to the Beer-Lambert law [Ingle 1988]:
IL = I0 exp
(
−
∫
L
f(x)dσ(x)
)
, (2.2)
where f is the attenuation function we wish to recover, L is a half-line that represents the
X-ray, I0 is the initial X-ray intensity and IL is the measured intensity. By considering
gL = log(IL)− log(I0), the inverse problem can be written as (2.1).
2.1.1.2 Emission tomography
Emission tomography aims at recovering an emission function f of the body, by introducing
a positron-emitting radionuclide. f(x) denotes the emission intensity at location x, and the
radiation is measured by detectors outside the body, according to the following equation:
IL =
∫
L
f(x) exp
(
−
∫
L(x)
µ(y)dσ(y)
)
dσ(x), (2.3)
where L is the line where measurement is performed, µ is the attenuation function (which
is denoted f in the previous section), L(x) is the section of L between x and the detector.
Equation (2.3) can be interpreted as a Beer-Lambert formula with a weight function given by
exp
(
− ∫L(x) µ(y)dσ(y)). Therefore, the attenuation function µ has to be estimated prior to
the reconstruction of the emission function f .
In positron emission tomography (PET), the positrons are emitted in opposite direction
and detected at the same time. Equation 2.3 can be rewritten to
IL =
∫
L
f(x) exp
(
−
∫
L+(x)
µ(y)dσ(y)−
∫
L−(x)
µ(y)dσ(y)
)
dσ(x)
= exp
(
−
∫
L
µ(y)dσ(y)
)∫
L
f(x)dσ(x),
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where L+(x) and L−(x) are the two half line sections that link x to the two opposite detectors.
For the two integrals in the exponential can merge together and L+(x) ∪ L−(x) = L for all
x, the weight function does not depend on x anymore and can be moved out of the main line
integral. The new formula is therefore similar to the general tomographic equation (2.1).
2.2 Mathematical Models
Tomographic phenomenon can be modeled in both finite and infinite dimensions. The infinite
dimension case is the most general: the object we wish to reconstruct is a function that
belongs to a separable Hilbert space (square integrable function). In the n-dimensional case,
the Radon transform is commonly used: it consists to perform integrals along and infinite set
of hyperplanes which are cast parallelly. Its properties are well-known and widely used for
tomographic reconstruction. For the finite dimension case, the object function is discretized
in a vector f and the line integral operator is represented by a matrix that calculates the sums
of f values along a finite set of lines.
2.2.1 The infinite dimension case
2.2.1.1 The X-ray transform
A natural operator in tomography is the X-ray transform. It calculates the integrals of an
object function f in L2(Ωn) along lines Lx,ϑ = {x + tϑ, t ∈ R} where the pair (x, ϑ) is such
that x ∈ ϑ⊥.
Definition 13. Let Tn = Ωn × Sn−1. The operator X : L2(Ωn) → L2(Tn) which maps any
function f ∈ L2(Ωn) to Xf ∈ L2(Tn) defined by
∀(x, ϑ) ∈ Tn, Xf(x, ϑ) =
∫
Lx,ϑ∩Ω3
f(y)dσ(y),
where Lx,ϑ in a line of R3 defined above, is called the X-ray transform.
The X-ray transform X : L2(Ωn)→ L2(Tn) has the following properties [Natterer 1986]:
Proposition 3. 1. X is well defined.
2. X is bounded.
3. X is injective.
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This operator is more suitable to our vision of tomography, which aims at reconstructing
an object function from its line integrals. However, it cannot be used in practice for n ≥ 3
because it requires the knowledge of integrals of the object along every lines.
2.2.1.2 The Radon transform
The Radon transform in the n-dimensional is defined as follows (see [Natterer 1986, Natterer 1999]
for details):
Definition 14. Let Ωn be the unit ball in Rn and Sn−1+ be the half unit sphere in Rn. Let
Zn =] − 1, 1[×Sn−1+ and for all (s, ϑ) ∈ Zn, let Πs,ϑ = {x ∈ Rn, x · ϑ = s} and σn−1 be the
(n − 1)-dimensional Hausdorff measure. The operator R : L2 (Ω2) → L2(Z) which maps any
function f ∈ L2(Ωn) to the function Rf ∈ L2(Z) defined by
∀(s, ϑ) ∈ Zn, Rf(s, ϑ) =
∫
Πs,ϑ∩Ωn
f(x)dσn−1(x)
is called the n-dimensional Radon transform.
The Radon transform is an operator that calculates the hyperplanes integrals of any func-
tion f in L2(Ωn). The parameter ϑ ∈ Sn−1+ can be interpreted as the position device from
where the rays are cast, and for a fixed ϑ, (Πs,ϑ)s∈]−1,1[ is a family of parallel hyperplanes.
For this reason, the use of the Radon transform is often related to parallel tomography. In
3-D tomography, the data at our disposal consists of line integrals of f . They can be grouped
in integrals over planes in order to compute the Radon transform of the object and to use its
mathematical properties. In 2-D tomography, the Radon transform of f is
∀(s, ϑ) ∈]− 1, 1[×]0, pi[, Rf(s, ϑ) =
∫
Ls,ϑ∩Ω
f(x)dσ(x),
where Ls,ϑ = {x ∈ R2, ω(ϑ)T · x = s} with ω(ϑ) = (cos(ϑ), sin(ϑ))T and Ω is the unit disk in
R2. Here the half unit circle S1+ is replaced by ]0, pi[ and ϑ is an angle that gives a position on
S1+. The set of parameters Z =] − 1, 1[×]0, pi[ thus defined fits the definition 14 (figure 2.1).
The Radon transform R : L2(Ωn)→ L2(Zn) has the following properties [Rieder 2003a]:
Proposition 4. 1. R is well defined on L2(Ωn).
2. R is injective.
3. R is linear a bounded operator and ‖R‖2 ≤ 2pi.
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Figure 2.1: The 2-D Radon transform
4. dim(R(R)) = +∞
5. R is a compact operator.
The properties given in proposition 4 allow us to use the results from chapter 1. First
of all, since R is bounded, it has an adjoint operator R∗ : L2(Zn) → L2(Ωn), called the
backprojection operator, and is defined as follows (see [Natterer 1986]):
∀g ∈ L2(Zn), ∀x ∈ Ωn, R∗g(x) =
∫
Sn−1+
g(x · ϑ, ϑ)dσn−1(ϑ).
For n = 2, the backprojection projector is written as follows:
∀g ∈ L2(Z), ∀x ∈ Ω, R∗g(x) =
∫
]0,pi[
g(x · ω(ϑ), ϑ)dλ(ϑ),
where λ denotes the 1-dimensional Lebesgue measure. Secondly, the injectivity of R shows
that the range of the generalized inverse R† is the full space L2(Ωn). More explicitly, we have
the following inversion formula [Radon 1917, Smith 1977, Natterer 1986]:
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Theorem 6. Let f ∈ L2(Ωn) and Λ be the square root of the negative laplacian. We have
f = (2pi)1−nR∗Λn−1Rf. (2.4)
For a definition of Λ refer to [Natterer 1986]. One can therefore compute the generalized
inverse of the Radon transform by projecting the observation function g on the range of R and
apply (2.4). Unfortunately, due to the compactness of the Radon transform, inverse problem
g = Rf (2.5)
is ill-posed according to Nashed and the generalized inverse R† given by (2.4) has to be regu-
larized. This cannot be done using SVD tools for the Radon transform R : L2(Ωn) → L2(Z)
as defined above since it has no singular value decomposition known explicitly. However, it can
be shown that R maps L2(Ωn) compactly to L2(Z˜n, w1−n) (see [Davison 1981, Natterer 1986,
Rieder 2000b]), where Z˜n =] − 1, 1[×Sn−1 and the weight is given by w(s) = (1 − s2)1/2 (it
acts on the first variable only)1, and its SVD decomposition can be fully expressed. Here we
give the formulation of the SVD decomposition for the 2-D Radon transform [Rieder 2003a].
Proposition 5. Let {um,l : m ∈ N∗, |`| ≤ m, m+ ` ∈ 2Z} ⊂ L2(Ω) and {vm,l : m ∈ N∗, |`| ≤
m, m+ ` ∈ 2Z} ⊂ L2(Z˜, w−1) with
um,l(x) =
√
m+ 1
pi
eı`arg(x)‖x‖|`|P (0,|`|)m−|`|
2
(2‖x‖2 − 1)
and
vm,l(s, ϑ) =
1
pi
w(s)Um(s)eı`ϑ,
where Um(s) = sin((m + 1) arccos(s))/ sin(arccos(s)) and (Pα,βn )n∈N∗, α, β > −1 denotes the
Jacobi polynomials. Let
σm =
√
pi
m+ 1 , m ∈ N
∗.
Then {um,`, vm,`, σm : |`| ≤ m, m+ ` ∈ 2Z} is a singular value decomposition for R : L2(Ω)→
L2(Z˜, w−1)
To our knowledge, the SVD decomposition of the Radon transform is seldom used for
tomographic reconstruction. The main tool to compute a regularized generalized inverse of
R is based on the approximate inverse seen in section 1.2.3.2, which leads to the filtered
1Here the full unit sphere Sn−1 is considered, and depart from our definition of the Radon transform where
only the half sphere Sn−1+ is considered.
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backprojection, as we shall see in section 2.3.1.1. Note that the compacity of R : L2(Ω) →
L2(Z) is proven thanks to this SVD decomposition, which shows that the Radon transform is
the limit of a finite-rank operators sequence.
2.2.1.3 The cone-beam projector
The cone-beam projector is widely used in tomography. It calculates integrals of a function
f ∈ L2 (Ω3), where rays are cast from a single source s(ϑ) moving along a curve, such that
‖s(ϑ)‖ > 1. The position of the emitting source is given by a parameter ϑ in [a, b]. The
object f is projected on a plane P (ϑ) perpendicular to the axis (O, s(ϑ)) (see figure 2.2) by
performing the following line integrals:
∀(α, ϑ) ∈ S2×]0, pi[, Cf(α, ϑ) =
∫
Lα,ϑ∩Ω3
f(x)dσ(x), (2.6)
where Lα,ϑ = {s(ϑ) + tα, t ∈ R+} is emitted from a source s(ϑ). In rotational X-ray, the
O
α
x
y
z
P (ϑ)
S(ϑ)
•
•
Figure 2.2: Cone-beam geometry in the case of a circular source’s trajectory
source’s trajectory s : [a, b] → R3 is located on a circle that surrounds the object support. If
s is a spiral, we deal with helicoidal tomography. An inversion formula is available provided
that the source trajectory satisfies the Tuy’s condition: formula (2.6) is invertible provided
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that:
∀(x, α) ∈ Ω3 × S2, ∃ϑ ∈ [a, b], (s(ϑ)− x) · α = 0, s′(ϑ) · ϑ 6= 0.
In other words, it requires that for all x in Ω3, each plane containing x must intersect the curve
s transversally. Under these assumptions, we have the following inversion formula [Tuy 1983]:
Theorem 7. Let f ∈ C∞0
(
Ω3
)
and Cϑ be the operator defined by:
∀α ∈ S2, Cϑf(α) = Cf(α, ϑ).
Then
f(x) = (2pi)−3/2ı−1
∫
S2
(s′(ϑ) · α)−1 ∂
∂ϑ
Ĉϑf(α)dα, (2.7)
where ϑ = ϑ(x, α) is given buy the Tuy’s condition and the Fourier transform is performed
with respect to α.
The Tuy’s conditions allows to use inverse formula (2.4) [Natterer 1986]. Other inversion
formula of the cone-beam projector whose source’s trajectory satisfies Tuy’s condition can be
found in [Defrise 1994] and [Katsevich 2003].
Unfortunately, the source’s trajectory for the rotational X-ray projector does not satisfy
Tuy’s condition. For example, any plan parallel to the trajectory do not intersect the source’s
curve transversally. For this reason we shall not rely on this formula to compute a reconstruc-
tion algorithm.
2.2.2 The finite dimension case
2.2.2.1 The voxel representation
As mentioned in section 1.3, tomography can also be seen as finite-dimensional inverse problem:
measurements consist of a finite set of values and volumes are intensity values associated to
voxels. However, the real object f whose measurements are performed is infinite-dimensional.
In section 1.2.2, we proposed the semi-discrete inverse problem, which consists to model the
inverse problem as finite observations of a infinite-dimensional object that we reconstruct
via the semi-discrete approximate inverse (section 1.2.3.3). This approach is convenient for
theoretical reasons because it allows a reconstruction of the object as a function defined of Ωn.
Another suitable approach is the following: as in practice tomography reconstructs a finite
number of values, the real object f ∈ L2(Ω) can thus be represented by its mean values
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at each voxel index [Grangeat 2002a]. Let I = {1, . . . , n} be the set of voxels index, and
φn : L2(Ω)→ L2(Ω) be the object to voxel sampling operator, defined as follows:
∀f ∈ L2(Ω), φnf =
n∑
i=1
uni (f)wni ,
where (wni )i∈I is a set of smooth functions such that each wni ’s support is a bounded subset
of Ω which contains voxel i, and uni : L2(Ω)→ R.
Definition 15. Let us assume that the pairs (wni , uni ) are such that:
• φnf converges to f in L2(Ω).
• The uni ’s are linear operators.
• The wni ’s are linearly independent with respect to i.
• uni (wj) = 1 if i = j and uni (wj) = 0 otherwise
Such a (wni , uni )i∈I family is called a voxel basis and φnf is a voxel representation of f .
Example 6. Let ℵni ⊂ Ω be the voxel cube corresponding to voxel index i. The family of
functions given by
∀i ∈ I, wni (x) =
 1 if x ∈ ℵ
n
i
0 otherwise
and
uni (f) =
1
vol(ℵni )
∫
ℵni
f(x)dλ(x)
is a voxel basis.
One can see the voxel decomposition as a particular case of the molofier decomposition∑d
i=1〈f, ei〉Xbi for the semi-discrete approximate inverse (section 1.2.3.3), where the edi ’s are
mollifiers and the bdi ’s are interpolation functions. However, we are interested here in the
uni (f)’s values for a given n and not for any convergence results in L2
(
Ω3
)
, in opposition to
the approximate inverse.
2.2.2.2 The projection operator
The projection operator can also be sampled in order to fit practical situations. In this section
we, shall define two projection operators. The first operator, named the object to volume
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image projection operator is a functional that maps a function of L2
(
Ω3
)
to a finite set of line
integrals of its voxels representation. The second operator that we call the finite dimensional
projection operator is a linear mapping between two finite-dimensional space that maps a voxel
representation of a volume to a finite set of its line integrals.
Let (wni )i∈I be a voxel basis and φn be its associated volume to voxel sampling operator
and let (Lj)j∈J be a finite set of 3-D lines, where J = {1, . . . ,m}. We define two operators:
• Pm : L2
(
Ω3
)→ Rm defined by
∀f ∈ L2
(
Ω3
)
, ∀j ∈ J , (Pmf)j =
∫
Lj∩Ω3
φnf(x)dσ(x).
Note that Pm is well defined due to the presence of φn which produces a smooth function.
• Pnm : R(φn)→ Rm defined by
∀fn = φnf ∈ R(φn), Pnmfn = Pmφnf
Since dim(R(φn)) = n and
(Pnmfn)j =
n∑
i=1
uni (f)
∫
Lj∩ℵni
wni (x)dσ(x)
(in the case where the support of each voxel function wni is the voxel cube ℵni ), Pnm can be
seen as a linear operator that maps a vector f of Rn to a vector g of Rm, and therefore can
be written as a m× n matrix P, with
∀(i, j) ∈ I × J , Pj,i =
∫
Lj∩ℵni
wni (x)dσ(x), (2.8)
and
f =

un1 (f)
...
unn(f)
 . (2.9)
From now on, thanks to the voxel representation, the tomographic inverse problem can be
written as a finite dimensional linear inverse problem similar to (1.26):
Pf = g, (2.10)
and can be solved using the tools we presented in section 1.3. Depending on the tomograph
and of the representation tools, the projections and object dimensions may be different. As
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n and m grow, the voxel representation of the object becomes more and more accurate. One
can conjecturate about the convergence of a minimal-norm solution of (2.10) to a minimal-
norm solution of the infinite-dimensional inverse problem as n grows. Rigourous proof of this
conjecture might be performed using tools similar as the semi-discrete approximate inverse.
2.3 Tomography: an inverse Problem
2.3.1 The infinite dimension case
Inverse problem (2.5) is ill-posed according to Nashed due to the compactness of the radon
transform R that leads to the unboundedness of its generalized inverse. A possible interpre-
tation of this phenomenon is that inversion formula (2.4) is unstable because of the presence
of the Λ operator, which amplifies small variations of Rf . Without loss of generality, we shall
focus in this section on the 2-D Radon transform.
2.3.1.1 Filtered backprojection
The filtered backprojection method (FBP) was first introduced by Bracewell and Riddle in
1967 in radio astronomy [Bracewell 1967]. It was later applied in medical imaging in 1974 by
Shepp and Logan [Shepp 1974]. The FBP with a suitable filter can be seen as a regularization
of inversion formula (2.4). It can be more rigouresly be based on the approximate inverse
reconstruction: from a given mollifier function, a reconstruction kernel function is computed
and convoluted with the observation data in order to estimate a smoothed version of the
object. Instead of reconstructing the original function, we wish to compute its moment given
by (1.14).
First let us rewrite equation (1.14) in a convolution product:
fγ = f ? eγ , (2.11)
where ? denotes the convolution product and eγ is a mollifier. The reconstruction kernel
associated to eγ is a function vγ such that
R∗vγ = eγ .
Note that the convolution writing of the approximate inverse allows us to drop the y variable.
The mollifier/reconstruction kernel pair can be computed by solving
R∗v = e, (2.12)
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where e is a non-negative function with compact support that contains 0. Note that if e is a
radial function, v depends on s only.
Example 7.
e(x) = 2
pi
(1− ‖x‖2)1[0,1](‖x‖)
and
v(s) = 12pi2

42F1(1,−1; 1/2; s2) : |s| ≤ 1
−2F1(1, 3/2; 3; 1/s2)/s2 : |s| > 1
,
where 2F1 denotes the hyper-geometric function. More examples can be found in [Rieder 2001].
We have the following fundamental result.
Proposition 6. Let e : R2 → R be a non-negative radial fonction with compact support that
contains 0 and v : R→ R such that its restriction to ]− 1, 1[ is in L2(]− 1, 1[). Let us assume
that the pair (e, v) satisfies (2.12). Then we have
f ? e = R∗(v ?s Rf), (2.13)
where ?s denotes the convolution product with respect to the s variable only.
Let
eγ(x) = e(x/γ)/γ2 and vγ(s) = v(s/γ)/γ2. (2.14)
we can show that if the pair (e, v) satisfies (2.12), then the same property holds for (eγ , vγ):
R∗vγ = eγ .
We finally computed an approximation of the object f from its Radon transform Rf :
f ? eγ = R∗(vγ ?s Rf). (2.15)
It has be shown in section section 1.2.3.2 that the approximation given in equation (2.15)
converges to f in L2(Ω), and is stable provided that for all γ, the restriction of vγ to ]−1, 1[ is
in L2(]−1, 1[). We call filtered backprojection any method that aims at evaluating R∗(vγ ?s g),
where g are the observed data.
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2.3.1.2 Computation of the filtered backprojection
In practical case, we are dealing with sampled data. Let us assume that the sampling of the
observations are uniform, that is to say we observe (Rf(si, ϑj))i,j at:
si = i/q, ϑj = jpi/p, i = −q, . . . , q, j = 0, . . . , p− 1,
where q and p are the sampling size with respect to s and ϑ. A natural way to estimate
R∗(vγ ?s g) is to compute the sum
R∗(vγ ?s g)(x) ≈ pi
pq
p−1∑
j=0
q∑
i=−q
vγ
(
(xTω(ϑj)− si
)
g(si, ϑj). (2.16)
Thus written the computation time of (2.16) is very high since the kernel (vγ ((ω(ϑj) · x− si))i,j
has to be computed for all (i, j) and for all pixels x of the image. One way to overcome this
difficulty is to interpolate the sequence
w` =
1
q
q∑
i=−q
vγ(s` − si)g(si, ϑ)
with respect to ` (see [Rieder 2001]), with B-spline functions b(s):
1
q
q∑
`=−q
w`b(qs− `) =
q∑
`=−q
q∑
i=−q
g(si, ϑ)vγ(s` − si)b(qs− `), (2.17)
and then introduce (2.17) into (2.16). We finally obtain a filtered backprojection algorithm to
reconstruct f ? eγ from g:
ffbp(x) =
pi
qp
p−1∑
j=0
q∑
`=−q
 q∑
i=−q
g(si, ϑj)vγ(s` − si)
 b(qxT · ω(ϑj)− `). (2.18)
The coefficients vγ(s`−si) can be pre-computed and the computation speed of (2.18) is greatly
improved. The gamma value in (2.18) has to be chosen carefully, depending on the sampling
size. In [Rieder 2001], a method to compute an optimum γ value with respect to p and q is
proposed.
2.3.1.3 Filtered backprojection for fan-beam data
Until now, we focus on a Radon transform-based tomography, which means that we assumed
the acquisition geometry of the tomograph is parallel-beam. This mathematical context is
ideal for it provides us good mathematical properties (existence of an inversion formula and
32 Chapter 2. Tomography
of a mollifier/reconstruction kernel pair). In practical case, we have to deal with non-parallel
beam data: the rays are cast from a single source that rotate around the object support Ω
and its position is given by the parameter β ∈]0, pi[, and its distance to the origin is fixed and
is equal to r. For a given β, a single ray is given by an angle α ∈]−pi/2, pi/2[. Thus, we define
a new projection operator F , called the fan-beam projector :
∀(α, β), Ff(α, β) =
∫
Lα,β
f(x)dσ(x),
where Lα,β is a line defined by the parameters (α, β), according to the geometry described
above (see figure 2.3). The estimation of f from g = Ff with a filtered backprojection-like
O
β
x
y
f
α
Lα,β
Ω
a
•
Figure 2.3: The 2-D fan-beam transform
algorithm consists in a data rebinding process in order to approximate equation (2.15). First
of all, any line Lα,β in fan-beam geometry can be associated to a line Ls,ϑ in parallel-beam
geometry via the following parameter relationship [Natterer 1986]:
s = r sin(α), ϑ = β + α− pi/2. (2.19)
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Let (eγ , vγ) be a mollifier/reconstruction kernel pair for the Radon transform R. Using (2.19),
equation (2.15) can be rewritten in term of fan-beam data [Natterer 1986]:
R∗(Rf ?s vγ)(x) = r
∫
]0,2pi[
‖x− a‖−2
∫
]−pi/2,pi/2[
v‖x−a‖/γ(sin(τ(x, a)− α)
×Ff(α, β) cos(α)dλ(α)dλ(β),
(2.20)
where a = rω(β) is the ray source position and τ(x, a) is the angle between x − a and −a.
As v‖x−a‖/γ appears in the double integral, the computation of (2.20) is far too complex and
requires simplifications. First, as γ tends to zero, ‖x − a‖/γ can be replaced in (2.20) by a
uniform bound c = (1 + r)/γ, which leads to
R∗(Rf ?s vγ) = r
∫
]0,2pi[
‖x− a‖−2
∫
]−pi/2,pi/2[
vc(sin(τ(x, a)− α)Ff(α, β) cos(α)dλ(α)dλ(β).
(2.21)
Second, τ(x, a) remains present in the double integral, and should be pre-computed. This
process can be performed in three steps:
1. The first integral can be approximated by
wj,k =
pi
2q
q∑
`=−q
vc (sin(αk − α`))Ff(βj , α`) cos(α`).
2. For each reconstruction point x, we calculate
k = |[qτ(x, aj)/2pi]|, u = |{qτ(x, aj)/2pi}|,
where aj = rω(βj).
3. The image is reconstructed with filtered backprojection:
ffbp(x) =
2rpi
p
p∑
j=1
‖x− aj‖−2 ((1− u)wj,k + uwj,k+1) . (2.22)
The computation of an approximate inverse from fan-beam data is more or less equivalent to
data rebinding in order to recover the Radon transform.
For rotational X-ray tomography, Tuy’s conditions are not satisfied, which means that
such a rebinding of the cone-beam projections Cf(α, ϑ) is impossible. To our knowledge, there
are no filtered backprojection algorithm for fully 3-D reconstruction from rotational X-ray
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data. Reconstruction in the cone-beam projector’s orthogonal space may be possible using
a suitable mollifier/reconstruction kernel pair (see [Rieder 2004] for the computation of the
approximate inverse for a non-injective operator). Another approach consists to reconstruct
f slice by slice: let γ1 and γ2 be α’s angular coordinates in S2 (γ1 for latitude and γ2 for
longitude) . The set of values Cf(α(γ1, γ2), ϑ) for γ1 fixed car be interpreted as fan-beam’s
projections of f on a plane parallel to the (−→x ,−→y ) plane, whose position is given by γ1. f
can therefore be approximatively reconstructed slice by slice using the filtered backprojection
algorithm mentioned above with a suitable correction [Feldkamp 1984].
2.3.1.4 Local tomography
Local tomography aims at reconstructing Λf instead of f (Λ = (−∆)1/2 is the square root
of the negative Laplacian), and was presented for the first time in [Smith 1984]. It is applied
in image processing when one wishes to reconstruct the shape of an object only. Since f and
Λf have the same discontinuity, the shape of f can be obtained by reconstructing Λf only.
Moreover, the reconstruction of Λf requires local data only. Local tomography is based on
the inversion formula [Smith 1977]:
Theorem 8. Let f ∈ L2(Ω) and α ∈ R, we have:
Λ−αf = (2pi)−1R∗Λ1−αRf. (2.23)
The inversion formula (2.23) is a generalization of inversion formula (2.4). The computa-
tion of Λ−αf can be performed with filtered backprojection (see [Ramm 1996, Rieder 2000a]).
2.3.1.5 Moment method
In previous sections we presented how to compute a regularization of the generalized inverse
of the Radon transform by reconstructing its moments
〈f, eγ(·, y)〉
on a suitable set of mollifiers. Another approach is to estimate
〈f,Hn〉, n ∈ N,
where (Hn)n∈N is set of polynomials of L2(Ω). With a suitable polynomial Hn, 〈f,Hn〉 can
be expressed in terms of moments of the Radon transform Rf on a polynomial basis of L2(Z)
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[Wang 2001]. More specifically, in [Shu 2006], the author proposes to reconstruct the moment
λn,m(f) =
∫
Ω
Pn(x1)Pm(x2)f(x)dλ2(x),
where x = (x1, x2), λ2 is the Lebesgue measure on R2, and (Pn)n∈N is a Hilbert basis of
L2(]− 1, 1[). Note that (Pn ⊗ Pm)(n,m)∈N2 is a Hilbert basis of L2(Ω), that is to say
f =
∑
(n,m)∈N2
λn,m(f)PnPm,
the limit being taken in L2(Ω). Let g = Rf and for all ϑ in ]0, pi[, for all p in N, let
Lp(g)(ϑ) =
∫
]−1,1[
Pp(s)g(s, ϑ)dλ(s)
be the p-th moment of g with respect to the variable s. We have the following equality.
Theorem 9. For all p in N, for all ϑ in ]0, pi[,
Lp(g)(ϑ) =
p∑
n=0
p−n∑
m=0
λn,m(f)µn,m(p, ϑ), (2.24)
where µn,m(p, ϑ) is a p-th order polynomial in (cos(ϑ), sin(ϑ)).
A proof of theorem 9 and a full description of µn,m(p, ϑ) can be found in [Shu 2006].
2.3.2 The finite dimension case
2.3.2.1 Introduction
Let us recall the finite dimensional inverse problem (2.10): from a measurement vector g, we
wish to recover a volume vector f such that
g = Pf .
In section 1.3 we established the basis of the linear inverse problem in finite dimension, which
aims at finding a regular version of the generalized inverse A†, and is closely related to a
regularization of the SVD decomposition of the linear operator A. This regularization is more
or less equivalent to the minimization of the regularized square error (1.31) [Louis 1989]. As
such a minimizer cannot be computed directly, iterative methods are proposed.
More generally, as we have seen in section 1.3.3, instead of computing a regularization of
the generalized inverse A†, one can consider the minimization of the log-likelihood of the ob-
servation. These minimizations are mainly performed via gradient-based methods and depend
on the considered distributions (section 2.3.2.3).
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2.3.2.2 Resolution of the discrete tomographic inverse problem with no regular-
ization
Solving inverse problem (1.26) can be performed by computing the generalized inverse A†g
of the observation vector g. Kaczmarz’s method [Kaczmarz 1937] aims at computing the
generalized inverse of the following inverse problem:
gj = Ajf , j = 1, . . . ,m. (2.25)
It consists in the construction of a sequence
f (k) = Pςf (k−1), (2.26)
where
Pς = Pς,p . . .Pς,1, Pς,j = (1− ς)I + ςPj ,
Pj being the orthogonal projection on the subspace {Ajf = gj} and ς is a constant relaxation
parameter. Let
A =

A1
...
Am
 .
If (2.26) has a solution (which is mostly the case if the inverse problem is under-determined),
it can be proven that if f (0) is in R(AT ) and if ς ∈]0, 2[, then f (k) converges to the minimal
norm solution of (2.26) [Natterer 1986].
In tomography, Kaczmarz’s method is commonly named Algebraic Reconstruction Tech-
nique (ART). It consists to take Aj = Pj , the jth row of the projection matrix P we described
in section 2.2.2.2. Although it is easy to compute and its convergence is fast, it is very sensitive
to noisy data, for it converges to the generalized inverse. An improved version of this algo-
rithm, including an object prior knowledge added to the error term, is applied in [Hansis 2007]
in rotational X-ray angiography.
2.3.2.3 Resolution of discrete tomographic inverse problem with Tikhonov reg-
ularization
In section 1.3 we saw that a stable computation of the generalized inverse can be performed
by minimizing the penalized least-squares error (1.31):
‖Af − g‖2 + γ‖f‖2,
2.3. Tomography: an inverse Problem 37
For a regularization parameter γ small enough, the unique minimizer of (1.31) is given by
(1.32):
Rγg = (ATA + γI)−1ATg.
In tomography, the matrix A is replaced by a projection operator P. Unfortunately, its
dimensions can be extremely large, especially in the case of 3-D tomographic reconstruction
problem, and one cannot compute the inversion of the matrix (PTP + γI)−1. The main idea
to overcome this difficulty consists to minimize (1.31) iteratively. Let us denote
ψγ(f ,g) = ‖Pf − g‖2 + γ‖f‖2. (2.27)
The unique minimizer of ψγ(f ,g) with respect to f can be approximated by computing its
gradient
∇ψγ(f ,g) = 2(PT (Pf − g) + γf) (2.28)
and by performing the following algorithm:
f (k+1) = f (k) − δt∇ψγ(f (k),g), (2.29)
where δt is a non-negative constant. This algorithm is called gradient descent algorithm.
2.3.2.4 Resolution of discrete inverse problem with bayesian approach
In section 1.3.3, we mentioned how to model a linear inverse problem using statistical tools,
such as the likelihood of the observations and the a priori distribution of the discretized object.
Let us recall the optimization problem (1.35):
minimize − log(p(g|f))− log(p(f)).
In tomography, the choice of a Markov a priori distribution (see (1.36)) is common since one
wish to recover regular images or volumes. The choice of the observation likelihood strongly
depends on the application.
In X-ray computerized tomography, the gaussian distribution is widely used. For a fixed
object vector f , we have
g|f ∼ N (Pf ,Γ) ,
where Γ denotes the covariance matrix of the observations. If Γ can be written Γ = σ2I (which
is mostly the case when the observations are independent), then the minimization problem
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(1.35) is a penalized least squares minimization problem, where the penalty term being the
log-distribution of the object vector f :
minimize 1
σ2
‖Pf − g‖2 − log(p(f)).
If p(f) can be written as in example 1.36, then the task is
minimize ‖Pf − g‖2 + βσ2
∑
a∼a′
ϕ(fa − fa′).
In practical case, the σ and β are unknown. They can be pre-estimated or estimated together
with f as a hyper-parameter, in a joint-estimation algorithm. They can also be fixed by the
user, as a tradeoff parameter between regularity of the reconstructed object and the data
fidelity, as for the parameter γ in (1.31).
In emission tomography (PET or SPECT), Poisson distribution is often used to model the
observation vector g: if each projection are independently distributed we have
gj |f ∼ Poisson(λj), p(g|f) =
m∏
j=1
e−λj
λ
gj
j
gj !
, λj =
n∑
i=1
(Pf)j,i.
For both likelihood functions, one can perform a gradient based algorithm for the opti-
mization problem (1.35). It can also be performed via a bayesian EM algorithm [Green 1990].
2.4 Conclusion
As for inverse problems, tomography can be separated into two main categories: infinite-
dimensional and finite-dimensional. In infinite dimension, reconstruction methods strongly
depend on our knowledge of the projection operator. In this chapter, we focused on the
filtered backprojection for parallel and fan-beam projections for two-dimensional image recon-
struction. The filtered backprojection allows a fast reconstruction of the object function from
a mollifier/reconstruction kernel pair, for the reconstruction kernel can be pre-computed. In
three dimensions, the fan-beam operator for rotational X-ray does not satisfy the Tuy’s con-
ditions so there are no direct inversion formula. The computation of an approximate inverse
requires data-rebinding to recover the Radon transform, which cannot be exactly performed
for our application (see the Feldkamp approximation in section 2.3.1.3). Moreover, the filtered
backprojection requires to calculate integral over ]0, pi[, which cannot be approximated if the
object is observed over a limited range. This problem is partially solved using the moment
method.
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The finite-dimensional tomography is much easier to manipulate. The projection operator
can be modeled by a matrix as long as the locations of each line are known. The inverse
problem therefore becomes less dependent of the tomograph configuration, and can be solved
by a penalized least-squares minimization problem or a maximization a posteriori of the
joint distribution of the observations and the volume. The artifact reconstruction are due to
the low rank of the observation matrix, and can be compensated by using a suitable image
prior, interpreted here as a regularity penalty term in the case of a least-squares minimization
problem, or by an a priori distribution on the volume. In the next chapter we will see how
to deal with dynamic object in tomographic reconstruction problem, and how to compute an
object support deformation in a matrix inverse problem formulation.

Chapter 3
Dynamic Tomography
3.1 Problem statement
As tomography aims at reconstructing an object from a set of its line integral, issues en-
countered, except instabilities of the generalized inverses, are related to the non-injectivity of
the projection operator when this set of line is not large enough (see section 2.2.1.3 for the
cone-beam operator that violates Tuy’s conditions for a circular source’s trajectory). More
difficulties appear when the object is time-dependent, for example because of organs motions
or the non-stationarity of the absorption function. Those issues fall within the field of dynamic
tomography. They correspond to a systematic "loss of injectivity" of the projection operator.
It may be useful to distinguish the two following situations:
1. In PET [Jacobson 2006], all projections are performed simultaneously, but this process
has to be performed over a time period that is too large to consider that the object is
invariant.
2. In X-ray tomography, only a "subset of projections" can be performed simultaneously
over a time interval short enough so that the object may be considered invariant, but
variations between two acquisitions are too large to be neglected.
Rotational X-ray tomography, which is the topic of this work, is subject to the second kind of
issues.
Let P be a projection operator defined over a functional space (it can be for example the
Radon transform or any other projection operator). The tomographic inverse problem as we
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mentioned in the previous chapter is to recover f from the measurement g such that
g = Pf. (3.1)
Let us assume now that the object of interest f is time-dependent, that is to say f is rewritten
ft where t is a time parameter that belongs to a given time interval, which is observed through
a dynamic tomographic device Pt:
∀t ∈ T , gt = Ptft, (3.2)
where T = [0, Tacq] is the time interval over which the projections are performed. Equation
(3.2) can be interpreted as follows: the position of the tomograph is time-dependent and is
therefore denoted Pt. As the tomograph is performing projection at different position, the
object is affected by a dynamic phenomenon (support deformation and intensities variation)
and the measured object ft is different from one tomograph’s position to another. If one wish
to reconstruct the object f0 at time t = 0, the set of observed data (gt)t∈T as stated in (3.2)
cannot be directly used and requires some pre-processing.
The main approach is to introduce a dynamic a priori knowledge in equation (3.2), which
takes the form of an application Wt which maps the object ft at time t = 0 to the object
at any time of the acquisition process. Using this knowledge leads to a modified version of
equation (3.2), which is
∀t ∈ T , gt = PtWt(f0). (3.3)
If Wt is a linear operator, equation (3.3) leads to a new linear inverse problem. Solving
this new inverse problem is called tomographic reconstruction with motion compensation, and
requires that the dynamic phenomenon is a priori known. The estimation of the mapping Wt
is called motion estimation, and can be performed before or together with the tomographic
reconstruction process.
As for inverse problem and for tomography, modeling the dynamic tomography is separated
into two main categories: the infinite dimension case and the finite dimension case. In the
infinite-dimensional case, we shall introduce a new projection operator, that we shall name
dynamic Radon transform, which takes into consideration the dynamic aspects of the object.
In filtered backprojection, equation (2.15) can be adapted to include the mappingWt in order
to solve (3.3) (see [Grangeat 2002b, Bonnet 2003, Roux 2004]).
For the finite-dimensional case, we shall focus on support deformations of the object which
shall lead us to a new matrix formulation of inverse problem (2.10).
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3.2 Infinite dimension
For theoretical purpose and better readability, we shall focus on 2-D tomography this section.
First we shall define the dynamic Radon transform and present its fundamental properties.
Its formulation is based on definition 14, with a dynamic component. As mentioned above,
the position of the tomograph is time dependent. In 2-D tomography, its position is given by
an angle ϑ ∈]0, pi[. That is why, from now on, the time parameter t will be replaced by the
angle parameter ϑ thanks to the following equality:
∀t ∈ T , ϑ(t) = % · t, ϑ(0) = 0, ϑ(Tacq) = pi, (3.4)
where % denotes the rotation speed that is assumed to be constant. A dynamic object ft(x),
t ∈ T will therefore be denoted f(x, ϑ) for all (x, ϑ) ∈ Ω×]0, pi[. We assume in this work
that for a given position ϑ, the projections Rf(·, ϑ)(s, ϑ) are acquired simultaneously for all
s ∈]− 1, 1[.
Definition 16. Let us recall notation from section 2.2.1.2 and let Ω˜ = Ω×]0, pi[. The dynamic
Radon transform Rd : L2(Ω˜)→ L2(Z) is the mapping defined by
∀f ∈ L2(Ω˜), ∀(s, ϑ) ∈ Z, Rdf(s, ϑ) =
∫
Ls,ϑ∩Ω
f(x, ϑ)dσ(x).
The fundamental properties of the dynamic Radon transform are given in proposition 7
and theorem 10:
Proposition 7. 1. Rd is linear.
2. Rd : L2(Ω˜)→ L2(Z) is bounded.
3. Its adjoint operator R∗d : L2(Z)→ L2(Ω˜) is given by
∀(x, ϑ) ∈ Ω˜, ∀g ∈ L2(Z), R∗dg(x, ϑ) = g(x · ω(ϑ), ϑ). (3.5)
4. Rd is non-injective.
Proof. The two first points are trivial and do not need to be proven. Let H : L2(Z)→ L2(Ω˜)
such that
∀(x, ϑ) ∈ Ω˜, ∀g ∈ L2(Z), Hg(x, ϑ) = g(x · ω(ϑ), ϑ).
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Let f and g be two functions of L2(Ω˜) and L2(Z) respectively. We now prove that H = R∗:
〈Rdf, g〉L2(Z) =
∫
]−1,1[
∫
]0,pi[
(∫
Ls,ϑ∩Ω
f(x, ϑ)dσ(x)
)
g(s, ϑ)dλ(ϑ)dλ(s)
=
∫
]−1,1[
∫
]0,pi[
∫
Ls,ϑ∩Ω
1{x·ω(ϑ)=s}f(x, ϑ)g(s, ϑ)dσ(x)dλ(s)dλ(ϑ)
=
∫
]−1,1[
∫
]0,pi[
∫
Ls,ϑ∩Ω
f(x, ϑ)g(ω(ϑ) · w, ϑ)dσ(x)dλ(s)dλ(ϑ)
=
∫
]0,pi[
∫
Ω
f(x, ϑ)g(ω(ϑ) · x, ϑ)dλ(x)dλ(ϑ)
= 〈f,Hg〉
L2(Ω˜),
using the fact that
∀h ∈ L1(Ω), ∀ϑ ∈]0, pi[,
∫
]−1,1[
∫
Ls,ϑ∩Ω
h(x)dσ(x)dλ(s) =
∫
Ω
h(x)dλ(x).
For the non-injectivity of Rd, it is sufficient to build a function f in L2(Ω˜) with
Rdf = 0 and f 6= 0. (3.6)
One can consider a dynamic object f such that f rotates together with the detector and that
returns line integrals equal to 0 almost everywhere. For example, let f in L2(Ω˜) be defined by
∀ϑ ∈]0, ϑ[, f(x, ϑ) =
 1 if x is on the right side of the line spanned by ω(ϑ+ pi/2)−1 otherwise
(see figure 3.1).
It is obvious that f fulfils (3.6).
Theorem 10.
N(Rd)⊥ =
{
f ∈ L2(Ω˜), ∃h ∈ L2(Z), f(x, ϑ) = h(x · ω(ϑ), ϑ)
}
.
Proof. First we have
N(Rd)⊥ = R(R∗d).
Thanks to (3.5), we only have to prove that R(R∗d) is closed in L2(Ω˜). Let (hn)n be a sequence
of L2(Z) such that the sequence of function (fn)n in L2(Ω˜) defined by
∀(x, ϑ) ∈ Ω˜, fn(x, ϑ) = hn(x · ω(ϑ), ϑ),
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Figure 3.1: Non-injectivity of the dynamic Radon transform.
such that fn converge to a given function f in L2(Ω˜). There exists a sub-sequence (nk)k such
that fnk converges to f almost everywhere and f is measurable with respect to the sigma-field
spanned by the mapping (x, ϑ) 7→ (x · ω(ϑ), ϑ). Therefore there exists a function h in L2(Z)
such that the limit f can be written as
∀(x, ϑ) ∈ Ω˜, f(x, ϑ) = h(x · ω(ϑ), ϑ).
R(R∗d) is closed in L2(Ω˜) and the proof is over.
Let us now consider the following inverse problem: given a function g in L2(Z), we wish
to find f in L2(Ω˜) such that
g = Rdf. (3.7)
Solving inverse problem (3.7) means we aim at recovering the dynamic object at each instant
of the acquisition. However, one can only reconstruct a dynamic object in N(Rd)⊥ due to
the non-injectivity of Rd. Let f be a function in N(Rd)⊥. It can be noticed to notice that
for a given ϑ in ]0, pi[, the function f(·, ϑ) is constant along each line Ls,ϑ since Ls,ϑ = {x ∈
R2, ω(ϑ)T · x = s}. Therefore inverse problem (3.7) cannot be directly solved and one must
focus on the estimation of the mapping f(·, 0) 7→ f(·, ϑ) or the estimation of f(·, ϑ) for a given
ϑ.
Although several methods of image motion compensated reconstruction on FBP-based
methods have been investigated [Crawford 1996, Grangeat 2002b, Bonnet 2003, Roux 2004],
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the proposed algorithms are strongly dependant of the analytical inversion (or approximation
of the inversion) formula. For instance, an inversion formula that holds true in parallel-beam
geometry may have no equivalent for other geometries. Moreover, the classes of transforma-
tions are often very limited (affine or piecewise-affine transformation) in order to fit inversion
formulas, and do not allow non-rigid transformations. For these reasons we chose not to work
in infinite-dimensional space and to focus on the finite-dimensional case.
3.3 The finite dimensional case
As for the finite dimensional case in static tomography, one can also consider the finite dimen-
sional case in dynamic tomography. The issues we encounter are basically the same as in the
infinite-dimensional case: as the tomograph is rotating around the object support, it performs
projections of a different object at each position. In section 2.2.2.2 we defined the projection
operator P as
∀(i, j) ∈ I × J , Pj,i =
∫
Lj∩ℵni
wni (x)dσ(x).
where the wni ’s are a voxel basis and the ℵni ’s are the voxel cubes. Each row j of P gives the
contribution of each voxel i to the j-th projection. In order to model the motion’s effects in
finite-dimensional tomography, the continuous observation time interval T = [0, Tacq] must be
discretized to
T = {t1 = 0, . . . , tK = Tacq} ⊂ T .
Let us denote K = {1, . . . ,K}. We define the following items:
• For all k ∈ K, let ϑk ∈]0, pi[ be the tomograph position corresponding to instant tk,
according to (3.4).
• For all ϑ ∈]0, pi[, let Pϑ be the projection operator at angle ϑ.
• For all k ∈ K, let Jk = {1, . . . ,mk} be the set of lines corresponding to the device
position k.
Here Lj,k denotes the j-th ray cast from the tomograph at position k. For example, in 2-D
parallel tomography, the pair of index (j, k) corresponds to a pair (s, ϑ). The projection matrix
P can be rewritten as a concatenation of matrix Pϑk ’s, each of them being a (mk, n) matrix
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corresponding to a projection at position k:
P =

Pϑ1
...
PϑK
 .
The volume object f introduced in static modeling has to be redefined to a dynamic sequence
of volume object (ftk)t∈K. Each volume ftk corresponds to a tomograph position ϑk, are are
different from a position to another. Let us denote gtk the observed projections at position
ϑk, that is to say
∀k ∈ K, gtk = Pϑkftk . (3.8)
The inverse problem associated to (3.8) consists to recover each volume vector ftk from the
projection vectors gtk . In section 3.3.1, we propose a method inspired from [Jin 2005] to solve
this inverse problem. Another approach is to reconstruct ft1 , using a support deformation
model inspired from [Jacobson 2006], which leads to a new linear inverse problem, is described
in section 3.3.2.
3.3.1 Volume estimation at each state
In this section we shall give a short introduction to a method which aims at solving inverse
problem (3.8). The main issue we have to deal with is the heavy ill-posedness aspect of (3.8).
Indeed, the size of the observation vector g = ((gt1)T , . . . , (gtK )T )T is the same as in inverse
problem (2.10) but the size of the object we wish to reconstruct is K times larger: instead of
recovering a single volume f we aim at recovering a full sequence (ftk)k∈K. The first approach
that could be considered would be to compute the regularized generalized inverse of each
operator Pϑk . As the rank of each matrix Pϑk is very low, this way to proceed is not accurate
enough.
More generally, we can obviously notice that solving (3.8) cannot be performed unless if
some assumptions on the dynamic volume (ftk)k∈K are made. If the mapping ftk 7→ ftk+1 is
unknown as in most cases, we still can assume that the transformation is smooth i.e.
∀k ∈ {1 . . . ,K − 1}, ftk ∼ ftk+1 . (3.9)
In term of an optimization problem, we wish to maintain each difference ‖ftk − ftk+1‖ low. Let
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us denote f = (ftk)k∈K the dynamic volume and consider the minimization of the cost function
ψγ,η(f ,g) =
K∑
k=1
‖gtk −Pϑkftk‖2 + γ
K∑
k=1
‖ftk‖2 + η
K−1∑
k=1
‖ftk+1 − ftk‖2. (3.10)
The cost function ψγ,η(f ,g) can be interpreted as the dynamic version of ψγ(f ,g) in (2.27).
The regularization terms γ∑Kk=1 ‖ftk‖ and η∑K−1k=1 ‖ftk+1 − ftk‖2 can be replaced by other
suitable cost functions (see section 2.3.2 and [Jin 2005]).
3.3.2 Volume support deformation for motion compensation
Let us recall notations from section 3.1: at each instant t ∈ T , we observe the object ft
throughout its projections gt with projection operator Pt
∀t ∈ T , gt = Ptft,
and each object ft is the image of the initial object f0 throughout the transformation Wt:
∀t ∈ T , ft =Wt(f0).
Let us now assume now thatWt is a known support deformation operator: for all t in T there
exists a diffeomorphism ϕt : R3 → R3 such that
Wt(f0) = f0 ◦ ϕ−1t . (3.11)
One can easily notice that Wt(f0) = Wtf0 is a linear transformation of f0, and that inverse
problem
∀t ∈ T , gt = PtWtf0
is linear. In order to deal with a finite-dimensional linear inverse problem, the transformation
PtWtf0 must be transformed in a matrix product. First of all, the Hilbert space containing f0
has to be finite dimensional. Let us consider the finite-dimensional Hilbert space En defined
by
En =
{
f =
n∑
i=1
uni (f)wni
}
,
where the set of functions (wni , uni )ni=1 is a voxel basis (see definition 15). Thus, any function
f in En is fully determined by its coordinates (un1 (f), . . . , unn(f)). Let f0 the function in En
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introduced to model the object at time t = 0 and let us denote
f0 =

un1 (f0)
...
unn(f0)
 .
The transformation Wt restricted to En can be expressed as
∀f ∈ En, Wtf =
n∑
i=1
uni (f)wni ◦ ϕ−1t . (3.12)
Let us define the endomorphism W˜t : En → En by
∀f ∈ En, W˜tf = φnWtf, (3.13)
where φn : L2(Ω) → En is the object to voxel sampling operator (see section 2.2.2.1). Let us
redefine the deformed object function ft as the voxelized version of the deformation of f0 by
the support deformation function ϕt:
∀t ∈ T , ft = W˜tf0. (3.14)
Combining (3.12), (3.13), (3.14) and the linearity of the uni ’s gives us
ft =
n∑
j=1
unj
(
n∑
i=1
uni (f0)wni ◦ ϕ−1t
)
wnj
=
n∑
j=1
(
n∑
i=1
uni (f0)unj (wni ◦ ϕ−1t )
)
wnj .
For all t in T , let us denote
ft =

un1 (ft)
...
unn(ft)
 . (3.15)
According to definition 15 and (3.15), we have
∀t ∈ T , ft = Wtf0, (3.16)
where Wt is a n× n matrix whose coefficients are
∀(i, j) ∈ {1, . . . , n}2, (Wt)j,i = unj (wni ◦ ϕ−1t ). (3.17)
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Note that if t = 0, ϕ0 = Id and W0 = I. Therefore, the computation of the deformation of an
image volume is equivalent to the computation of each unj (wni ◦ ϕ−1t ). Let us recall notations
from section 3.3.2. The dynamic tomographic inverse problem we wish to solve is to find a
suitable vector f0 such that
∀k ∈ K, gtk = PϑkWtkf0. (3.18)
Inverse problem (3.18) is linear and can be solved using methods we proposed in section 2.3.2.
3.4 Conclusion
The non-injectivity of the dynamic Radon transform is a major issue for dynamic tomographic
reconstruction. FBP-like algorithm can solve this problem partially, but only a limited class
of transformations can be considered. Working in finite-dimensional spaces is another ap-
proach that is not subject to this kind of limitations. In section 3.3.1 we briefly introduced
a simple way to estimate the volume at each phase of its evolution. This method can be
improved by introducing more prior knowledge, for example on the miscellaneous considered
distributions. In section 3.3.2 we showed how to introduce a support deformation function in
a finite dimensional dynamic tomographic inverse problem. This approach has several decisive
advantages:
• The support deformation function ϕ : R3 → R3 has no restriction provided it is invertible.
However, in section 4.4.1 we show how to avoid this difficulty in the case of motion
compensation for coronary arteries tomographic reconstruction.
• This approach is independent of the tomograph geometry: it can be applied for any
projection matrix P.
For the the two last statements hold true we chose this approach for the next chapter.
Chapter 4
Coronary arteries reconstruction
from a full rotational X-ray
sequence
4.1 Introduction
Coronary arterial diseases remain a major cause of mortality in Europe and in the US. Quan-
titative and accurate characterization (location, extent, shape, etc.) of abnormal vascular
patterns (stenoses, calcifications, etc.) within the whole coronary network is thus of major
importance for diagnosis and treatment. The coronary motion (related to the myocardium
one) should also bring clues on irregular and/or regional abnormal dynamic beats and provide
objective markers of disorders. Of course, several imaging devices, beyond X-ray systems,
should be considered to fully analyze the behaviour of the beating heart like Magnetic Reso-
nance Angiography (MRA) and 3-D ultrasound. Our work however is focussed on the X-ray
based devices and its past and present contexts may be studied from different viewpoints:
technology evolution, reconstruction algorithms, diagnosis and therapeutic expectations. The
reconstruction problem through projections when the object is static has been addressed in
previous chapters. It is much more difficult when the objective is to recover a moving object
observed through sparse and sequential projections.
For a long time, the mono- and bi-plane X-ray techniques (either one source-one detector
or a pair of source-detector) were available to deal with this problem. They consist to a source-
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detector which can be moved by the user to acquire two or more projections at different time
intervals or, for the bi-plane system (a pair of source-detector) acquired during the same
time interval (thus avoiding the need for post-synchronization of the image sequences). These
systems, still in use, have several advantages. They provide high quality projection images
with a high time sampling rate. They also offer an efficient tool for interventions (dilation of
stenoses, stent setting, etc.). If at the beginning, a subtraction technique was needed in order to
eliminate the background contributions (other organs contributing to the X-ray attenuation),
the recent detector advances made possible to avoid this "mask" acquisition. Background
removal remains nevertheless required in current applications [Hiroshima 2001, Blondel 2006].
The major drawback of these mono or biplane techniques relies on the fact that only 2-D data
are available, making difficult to precisely estimate the local lesion features.
Pioneering 3-D reconstruction attempts have been here conducted based on computer vi-
sion approaches relying on epipolar techniques and feature matching (refer to [Coatrieux 1994]
for a review). They dealt first with the static reconstruction problem from two views (i.e.
projections). To face the ill-posedness condition, prior knowledge was used with different
level of granularity, from local shapes [Fessler 1989, Pellot 1994, Wahle 1996, Blondel 2006]
to structural labeled tree descriptions [Smets 1990, Fessler 1991, Garreau 1991, Coppini 1991,
Chen 2000]. The fragility inherent to these methods is directly related to the intra-image
segmentation (see [Koller 1995, Yang 2006]) and the inter-image matching [Faugeras 1996] on
one hand and on the other hand, to the validity of the models used.
Following the same line, motion estimation schemes for 3-D reconstruction and tracking
have been proposed in [Ruan 1993, Ruan 1994, Shechter 2002]. The key idea behind the
former work, using a biplane system, assumed that a first static reconstruction was available
and from there a mixed approach, with reprojection-2-D motion tracking-3-D reconstruction
of centrelines, was carried out and associated to a further refinement step. This method led
to a fast and efficient scheme to recover the centrelines over the entire time sequence.
The recent availability of Rotational X (Rot-X) and Multi-Detector CT (MDCT) devices
renews today the interest of the early attempts. It must be emphasized however that a first
prototype, called the Dynamic Spatial Reconstructor (DSR) designed in the Mayo Clinic by
E. Ritman and his team ([Block 1984] see for instance) has opened the road for such evolution.
A few years later, the Morphometer project, a national initiative in France conducted between
the University of Rennes 1, the LETI, CGR (Thomson) and later General Electric Medical
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Systems, was launched. Its main feature was a full 2-D, standard detector rotating around the
patient. The pilot device was mainly applied to static vascular networks, in particular the brain
arteries. Today, marketed MDCT imaging modality can be seen basically as a diagnosis tool
and makes use of electrocardiogram (ECG) gated reconstruction techniques. They provide full
insights on the 3-D anatomical structures of the heart and up to 20 volumes per cardiac cycle.
Although mainly devoted to diagnosis, these characteristics allow the design of pre-operative
planning (see for instance [Haigron 2004]). The MDCT are not however free of artifacts due
to fast heart movements and the inhomogeneities in the contrast medium distribution. Rot-X
with its full 2-D detector offers joint pre-operative and intra-operative solutions. It provides
during the rotation of the C-arm (over 120–220 degrees within 5–7 seconds) a high number of
projections (80–160). These projections can be synchronized through ECG-gating in order to
define the beating phases. Set in a given position, it is equivalent to a monoplane system. The
issue is of course for us to reconstruct the coronary structures from Rot-X data projections.
Several approaches can be adopted for that by:
1. Estimate the dynamic component together with the image or volume at a reference time
in a joint estimation algorithm (see [Jacobson 2006] for MAP reconstruction in PET)
2. Estimate the dynamic component prior to the tomographic reconstruction, using a gen-
eral dynamic model not related to the application [Crawford 1996, Grangeat 2002b,
Roux 2004]
3. Carrying out a first motion estimation of the coronary tree space based on computer vi-
sion algorithms before undertaking the tomographic process (as reported in [Blondel 2004,
Blondel 2006])
4. First working out the tomographic reconstruction from few views corresponding to the
same heart phase [Hansis 2007, Zhou 2008] (see appendix A for [Zhou 2008]) and then
estimating the motion over the sequence of reconstructed vessels for further refinement
All of them may find interest in some applications and have advantages and drawbacks in terms
of robustness, accuracy, computation time, etc. The first approach mainly consists in estimat-
ing the volume and the motion iteratively until convergence. It is satisfying for theoretical
reasons, for the image and the motion are estimated together, but can be also time consum-
ing. The second approach uses information in the projection domain to estimate the dynamic
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component that interfere in the reconstruction process. However, as for the first approach,
models are generic and not related to the main application: a lose of crucial information about
the dynamic phenomenon may occur. The third way to address the problem makes use of the
principles already mentioned for biplane angiography: in short, coronary tree motion field es-
timation is achieved before tomographic reconstruction. The last solution consists to reverse
this process: reconstruction is carried out first and a combined motion-reconstruction is then
applied. The first step of this approach has been developed in [Hansis 2007, Zhou 2008] and
has shown that it should offer a sound basis to work on.
Let us emphasize some other important features. We have first to deal with an extremely
high volume data not only because the number of projections is high (with 2-D image size of
512× 512) but also due to the volumes to reconstruct (512× 512× 512). In our work, due to
resources limitations, we shall only deal with 192×192×192 volumes. The projection geometry
is a cone-beam geometry with a circular trajectory around the object od interest (see section
2.2.1.3). We may also think that in many cases, only the shapes of vessels are needed (i.e.
the interior density values reflect the dye product concentration but does not bring relevant
information except if we want to track its flow which is not the case here) but the presence
of calcifications for instance obliges to accede to the density values. The product contrast is
generally considered as stationary but this assumption does not hold and its validity depends
on the acquisition protocol (injection mode in relation to acquisition time window). Although
we will use such assumptions to solve the reconstruction problem, these limitations must be
kept in mind.
In this chapter we give full details about the method we present in [Bousse 2008] and in
[Bousse 2009]. Our work use both of these aspects of 3-D angiography (geometry and density
values), and use a full rotational X-ray sequence. As the final reconstruction is based on
motion compensated tomography (section 4.4.5), a deformable coronary 3-D model (section
4.4) is used to estimate the coronary motion that occurs during the acquisition process, and
as a vessel image prior for tomographic reconstruction.
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4.2 Model and assumptions
4.2.1 Preliminaries
In previous chapter 2 and chapter 3 we discussed about static and dynamic tomographic re-
construction. Both of these reconstruction problem were interpreted as linear inverse problem
that could be more or less solved using approaches proposed in chapter 2. In both static
and dynamic tomography we mentioned two main models: the infinite-dimensional and the
finite-dimensional model.
In this chapter we shall focus on the tomographic reconstruction of coronary arteries from
a single rotational X-ray sequence. As we are dealing with 3-D reconstruction only, the object
support Ω3 ⊂ R3 shall be renamed to Ω. The object we wish to recover is an absorption
function (see 2.1), from its rotational X-ray tomographic data. The injection of contrast
product increases the absorption values of the coronary arteries. If we assume that there is
no background effect i.e. the coronary arteries are immersed in an empty domain Ω with no
absorption phenomenon then we can assume that the object support exactly coincides with
the interior of the coronary arteries. As it has been said in section 4.1, the tomographic inverse
problem cannot be directly solved and one must consider the dynamic factor.
For practical purposes, mainly for the computation of the motion compensation (see section
3.3.2), we chose to perform the tomographic reconstruction of coronary arteries using finite
dimensional methods. We shall then deal with the dynamic discrete tomographic inverse
problem (see (3.8)):
∀k ∈ K, gtk = Pϑkftk . (4.1)
4.2.2 ECG gating
One thing we can notice in inverse problem (4.1) is that for one instant tk in T there is only
one projection Pϑkftk . If we compare equation (2.10) with equation (3.2), we can see that the
dynamic tomographic inverse problem involvesK = |T| times more unknown components than
the static tomographic inverse problem. In order to reduce this K factor, several projections
projections can be gathered to correspond to a same cardiac phase, which implies that the
cardinal of T must be lowered so that several projections can be associated to a same object
state ftk .
The main idea to lower this ratio is ECG gating. Since the motion of the coronary arteries
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is due to the heart motion, we can assume that the time-dependant vector ft is periodical with
respect to t. Let us assume that the heart motion is T -periodical, i.e.
∀t ∈ [0, (N − 1)T ], ft+T = ft, (4.2)
and that the projections are performed within the time interval [0, NT ], where N denotes the
number of cardiac cycles during the acquisition process, and T is the duration of a cardiac
cycle. In term of notations in section 4.2.1, we have
t0 = 0, tK = NT, ∀k ∈ {1, . . . ,K}, tk ∈ [0, NT ].
Let S be the number of projections during a cardiac cycle. We can easily notice that K = NS.
The time-dependant vector ft is observed at regular instants tk = kT/S and equation (4.2)
can be turned to
∀k ∈ {1, . . . , (N − 1)S}, ftk+S = ftk .
We can now rewrite ftk to fs, with s = k mod(S), which shall now denotes the volume vector
at phase s of the cardiac cycle.
For a given phase s in {1, . . . , S}, let
Θs = {ϑ1,s, . . . , ϑN,s}
be the projection angles corresponding to the phase s and for all subset Ξ = {ξ1, . . . , ξN} of
]0, pi[, let
PΞ =

Pξ1
...
PξN

be the cone-beam projector at angles Ξ = {ξ1, . . . , ξN}. The volume vector fs is projected N
times at angles Θs = {ϑ1,s, . . . , ϑN,s} with the projector PΘs . The gated cone-beam inverse
problem at each phase s is
gs = PΘsfs. (4.3)
Thus stated, inverse problem (4.3) involves N times less unknown components than in (4.1).
However, objective in this work is not to reconstruct the full sequence (fs)s∈S . From now
on, we will focus on the reconstruction of the volume as the first cardiac phase,
that is to say we wish to estimate f1 at s = 1 from all the gs’s.
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4.3 Static reconstruction of coronary arteries
4.3.1 Tomographic reconstruction from gated data
A natural solution for tomographic reconstruction consists in ignoring the motion effects by
using gated projections at a reference time s, which is to solve inverse problem (4.3):
gs = PΘsfs.
Let us denote gs = ((gs)s, . . . , (gs)ms)T . In [Zhou 2008], the inverse problem is solved by
minimizing the Kullback-Leiber distance between hs and hs(fs), where
∀j ∈ {1, . . . ,ms}, (hs(fs))j ∝ exp (−(PΘsfs)j)
is the projection of fs according to the Beer-Lambert law (2.2) and
∀j ∈ {1, . . . ,ms}, (hs)j ∝ exp (−(gs)j)
are the observations. The aim is to minimize
KL(hs,hs(fs)) + γp(fs)
where
KL(x,y) =
∑
j
(xj log(xi/yi)− xi + yi) .
The penalty p(fs) is given by
p(fs) =
∑
i∼j
|(fs)i − (fs)j |β,
with β = 1 instead of β = 2 in order to preserve object edges. The optimization is performed by
an expectation-maximization like block iterative algorithm which offers a fast convergence and
a sound introduction of the non-negativity constraint for vessel attenuation coefficients. Later
in this work, we will come back to this aspect by comparing gated tomographic reconstruction
to our motion compensated reconstruction method (see section 4.5.4.2).
4.3.2 Vessels centrelines reconstruction using the epipolar constraint
4.3.2.1 Introduction
In this section we shall focus on the reconstruction of 3-D centrelines of coronary arteries.
Instead of estimating a volume vector f1 at the first state s = 1 of the cardiac cycle, we
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wish to recover a subset of 3-D points V1 of the support Ω. This set V1 is supposed to be a
sequence of point located on the support of the coronary arteries. It can be interpreted as a
set of sampled 3-D curves. In opposition to the tomographic inverse problem which aims at
reconstructing a function defined on Ω, this problem is geometric.
In order to explain this problem, we need to introduce more notations, that shall also be
used later along this chapter. For all angle ϑ, let us denote P (ϑ) the corresponding projection
plane. A projection plane is a subset of R3 on which the volume in Ω is projected with the
cone-beam projector. It can be interpreted from this point of view: for a given phase angle
ϑ and a volume vector f , P (ϑ) is a plane where is displayed the projection Pϑf vector values
reshaped in a matrix. Now let us now define the geometric projector Pgeomϑ :
Pgeomϑ : R3 −→ P (ϑ) (4.4)
v 7−→ a
b+ vx cos(ϑ) + vy sin(ϑ)
 vx sin(ϑ)− vy cos(ϑ)
vz
 ,
where a (resp. b) is the distance of the X-ray source to the detector (resp. the center of Ω).
For all (n, s) ∈ {1, . . . , N} × {1, . . . , S}, let gϑn,s be the tomographic cone-beam projection of
fs at angle ϑn,s, that is to say we have
gs =

gϑ1,s
...
gϑN,s

where gs is defined in (4.3). For this task, we also need need to have the vessels 2-D centrelines
extracted on each projection plane P (ϑ1,1), . . . , P (ϑN,1) at the first cycle state: using the 2-
D images corresponding to vectors gϑ1,1 , . . . , gϑN,1 , the 2-D centrelines are extracted on each
projection plane P (ϑ1,1), . . . , P (ϑ1,N ). Let us denote C1 ⊂ P (ϑ1,1), . . . ,CN ⊂ P (ϑN,1) the N
corresponding 2-D centrelines. Note that the s index for the 2-D centrelines has been dropped
for the Cn’s since we only care about the reconstruction of the 3-D centrelines at state s = 1.
However, the s index has been kept for the projection planes and the geometric projector, for
further use.
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4.3.2.2 The epipolar constraint
Let V1 ⊂ Ω be the 3-D centreline we wish to reconstruct, and let us denote {x1, . . . , xL} = C1
the L points of C1. Let us assume the following fundamental hypothesis:
C1 = Pgeomϑ1,1 (V1), (4.5)
which means that the 2-D centreline C1 comes from the geometric projection of V1. For all
ϑ, let us denote s(ϑ) the X-ray source of the cone-beam projector. For all ` ∈ {1, . . . , L}, let
us denote D` the line that joins the source s(ϑ1,1) to the projected point x`. According to
equation (4.5), the `-th point of V1, which is denoted v`, must belong to the line D`. This
constraint is commonly called the epipolar constraint. Therefore one must look for a solution
on the line D`. Let {w1` , . . . , wM` } be an uniformly distributed sample of the line D`. A good
candidate wm` on D` must have the following property: for all n ∈ {2, . . . , N}, its geometric
projections Pgeomϑn,1 (wm` ) must fit the 2-D extracted centrelines Cn on P (ϑn,1), one must look
for a minimizer of the epipolar cost
Eepipolar(wm` ) =
1
N − 1
N∑
n=2
d2(Pgeomϑn,1 (wm` ),Cn) (4.6)
with respect to m. Here d2(x,Cn) is a distance function between x and Cn. It can be
for example the square distance between x and its closest point in Cn, or more generally
a mean value of the square distances between x and its closest points in Cn. If we wish to
avoid centrelines extraction on each projection plane P (ϑn,1), one may consider to replace
d2(Pgeomϑn,1 (wm` ),Cn) by a response filter in the 2-D image gϑ1,s which enhance values on voxels
that are located on linear structures (see [Blondel 2006, Blondel 2004] and [Yang 2006] for the
3 dimensional case).
4.3.2.3 Epipolar reconstruction with vessel smoothness control
A major weakness in the reconstruction process we mentioned above is that it does not take
into consideration the smoothness of the reconstructed coronary tree. More over, the number
of cycles N during an acquisition process is generally small, which has the major consequence
that the data cost (4.6) may lead to a wrong reconstruction. Indeed, if m is an index in
{1, . . . ,M} such that (4.6) is minimal, the number of projections N −1 used to evaluate if wm`
is likely to be a good candidate may not be enough. Therefore, a solution to overcome these
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difficulties is to add a smoothness term which control the distance between two neighboring
points in a 3-D centerline V = {v1, . . . , vL}. Without loss of generality, let us assume that V
is a 3-D centreline of a single vessel. In the case where V contains more than one vessel, the
same method can be repeated for each vessel independently. The smoothness can be controlled
by evaluating the sum of square distance between two neighboring points in V :
Esmooth(V ) =
1
L− 1
L∑
`=2
d2(v`, v`−1).
If we wish to take this sum into consideration, the criterium we wish to minimize must be
calculated over all the vessel V instead of calculating a cost point by point, that is to say we
wish to find a sequence (m`)Lr=` in {1, . . . ,M}L which minimize the cost function
1
L
L∑
`=1
Eepipolar(wm`` ) + λ
1
L− 1
L∑
`=2
d2(wm`` , w
m`
`−1). (4.7)
The minimization of (4.7) cannot be done analytically because it is performed with respect to
a variable that is discrete. However, one can interpret (4.7) as the total cost of a valued graph
whose vertex are the candidates wm` along each line D`. For m ≥ 2 and (m,m′) ∈ {1, . . . ,M}2,
the cost of the arc that link wm` and wm
′
`+1 is
1
L
L∑
`=1
Eepipolar(wm
′
`+1) + λ d2(wm` , wm
′
`+1).
Therefore, the minimization of (4.7) can be treated as a minimum path finding problem with
a Dijkstra algorithm (see [Cormen 2001]).
4.3.3 Vessels centrelines reconstruction using a particular swarm method
The method we briefly introduce here is a preliminary work to the deformable model method
we will further present in section 4.4.3. Before the reader may get confused, this method has
nothing to do with particle swarm in optimization (see [Clerc 2006]). This method aims at
recovering a 3-D centreline of the coronary tree from a few gated projections. As in section
4.3.2, we wish to estimate the 3-D centreline V1 at the first cardiac phase s = 1. We also
assume that the 2-D centrelines C1, . . . ,CN have been extracted on each projection plane
P (ϑ1,1), . . . , P (ϑ1,N ). For this purpose, we consider a swarm of mobile points {p1, . . . , pM} ⊂
R3, uniformly distributed in a cube that contains the centreline V1, that are "attracted" to areas
where the centreline V1 is likely to appear. As V1 is not directly observed, this "attraction force"
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is calculated according to the extracted 2-D centreline C1, . . . ,CN . For all m in {1, . . . ,M},
we calculate the potential of a particle pm:
E(pm) =
1
N
N∑
n=1
d2(Pgeomϑn,1 (pm),Cn)
which is the mean square distance between pm’s projections on P (ϑ1,1), . . . , P (ϑ1,1) to the
extracted centrelines C1, . . . ,CN . The potential function E : R3 → R+ induce an attraction
field −→a defined by:
∀x ∈ R3, −→a (x) = −λ∇−−−→E(x),
where λ is a positive real value. Each particle pm is displaced independently and iteratively
in the direction of −→a (x), according following algorithm 1. Thus each particle is displaced
Algorithm 1 Particle swarm evolution algorithm
Initialize {p(0)1 , . . . , p(0)M } = {p1, . . . , pM}
for q = 0 to qend do
for m = 1 to M do
Compute p(q+1)m = p(q)m +−→a (p(q)m )
end for
end for
until it reaches a minimal-potential area in R3, which corresponds to a centreline position
according to the 2-D centrelines on each projection plane. Note that the loop with respect
to q and m are independent and can be reversed. If the initial swarm is large enough, the
3-D centreline V1 should be well-covered by the particles. However, in our experiments, we
noticed that particles tend to converge to areas with a larger attraction potential, such as
vessel bifurcations. Therefore, the particles have to be displaced with additional constraints
which ensure that they remain well-distributed as they reach their target. This issue will be
treated in section (4.4), by considering a vessel structure over this set of points instead of
letting them move independently.
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4.4 Deformable models for motion estimation
4.4.1 Introduction
In section 3.3.2 we briefly introduced how to import an object support deformation in a linear
inverse problem, in order to recover the object vector f0 at time t = 0. The linear inverse
problem (3.18) has been expressed in terms of coordinates of the object in a voxel basis
(wni , uni )ni=1.
In section 4.2.2 we assumed that the projections could be gated according to the ECG.
The dynamic volume vector fs corresponds to the volume vector at phase s of the cardiac
cycle, and for s = 1, f1 contains the coordinates of a function f1 in L2(Ω) in a voxel basis
(wni , uni )ni=1:
f1 =

un1 (f1)
...
unn(f1)
 .
Equation (3.18) can be therefore be rewritten in term of cardiac phase:
∀s ∈ {1, . . . , S}, gs = PΘsWsf1, (4.8)
where Ws is a n× n matrix whose coefficients are
∀(j, i) ∈ {1, . . . , n}2, (Ws)j,i = unj (wni ◦ ϕ−1s ). (4.9)
and ϕs : R3 → R3 is the volume support deformation from the first cardiac phase to phase s.
Once inverse problem (4.8) has been formulated, the question that arises is how to estimate
the motion function ϕs. This falls within the field of image registration. First of all, each
function ϕs must belong to a suitable parametric model, in order to make the estimation.
As here we are dealing with non-rigid deformations, a B-spline parametric model is suitable.
However, in 4.8 only the inverse ϕ−1s is involved and therefore the parametric model has to be
invertible (see [Narayanan 2007] for a review). The computation of such a motion is complex,
and this is why we preferred to work with a motion function ϕs which maps the support of
the object vector at phase any s to the support at the first phase s = 1. In equation (4.8),
Ws is then redefined as follows:
∀(j, i) ∈ {1, . . . , n}2, (Ws)j,i = unj (wni ◦ ϕs).
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In these conditions, non-invertible B-spline models are suitable (see [Jacobson 2005, Chui 2003,
Xie 2004]). In our work, we shall use cubic B-spline over a uniform grid of Ω, for the same
purpose as in [Jacobson 2006], which is motion compensation in tomography. Our estimation
method will be explained in section 4.4.4.
4.4.2 Coronary 3-D model
In this section we will give the definition of a coronary 3-D model. Basically, A coronary
centreline is a set of 3-D points V = {v1, . . . , vL} that are supposed to represent a coronary
tree. In order to define a coronary 3-D model based on V , we have to define a vessel structure.
Definition 17. Let L = {1, . . . , L} be a set of index on a centreline. Let J ∈ N∗ and
(Ij)Jj=1 ∈ (N∗)J such that
J∑
j=1
Ij = L.
Let O be the set of pairs (j, i) ∈ {1, . . . , J} × N∗ such that
i ∈ {1, . . . , Ij}
holds true. A vessel structure on V is an application
V : L −→ O
` 7−→ (Vbr(`),Vpos(`))
which is a bijection. For all ` in L, Vbr(`) denotes `’s branch number and Vpos(`)) denotes its
position on a branch. Moreover, two index ` and `′ are said to be neighbours with respect to
V if and only if
Vbr(`) = Vbr(`′) and |Vpos(`)− Vpos(`′)| = 1,
i.e. ` and `′ are consecutive index on the same branch.
Thus we define a vessel structure V as a "partitioning" of a centreline: each index ` is given
a branch number and a position on this branch. For all j, Ij is the number of elements in the
j-th branch. We can now define a coronary 3-D model.
Definition 18. Let V = {v1, . . . , vL} be a coronary centreline and V a vessel structure on V .
The pair (V,V) is called a coronary 3-D model.
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4.4.3 The proposed deformation model
In section 4.3.2 we defined V1 as the 3-D centreline corresponding do the volume f1 at the
first cardiac phase. More generally, we denote Vs the centreline of each volume fs at any
phase s. In order to estimate each motion function ϕs, we propose the following process.
Each coronary 3-D centrelines Vs = {vs1, . . . , vsL} at phases s ∈ {2, . . . , S} are estimated from
successive deformations of V1, using the gated projections at angles Θs, assuming V1 is
already known. Proceeding this way allows each point v1` of V1 to be tracked in time and to
build a time-sequence v1` ∈ V1, . . . , vS` ∈ VS for each ` ∈ {1, . . . , L}, which makes the estimation
of a motion function ϕs : R3 → R3 more simple. This knowledge is unavailable if the 3-D
centrelines Vs are to be reconstructed one by one independently, for example using the epipolar
constraint at each phase s, unless if a one to one correspondence between each Vs and V1 is
established afterwards. From now on we assume that each coronary 3-D model has
the same vessel structure V, i.e. each centreline Vs’s branches and neighbouring points are
defined the same way. Therefore, for all s in {1, . . . , S}, Vs denotes the coronary 3-D model
as phase s with the vessel structure V.
The deformation to estimate Vs from Vs−1 is based on the minimization of a cost function
Ds, and its minimization is performed via a gradient-based algorithm. This cost function is
written as the following sum
Ds(V ) = Es(V ) + κF(V ), (4.10)
where Es(V ) is the data fidelity term with respect to the projections at angles Θs and F is a
smoothness cost on V . Here we chose to let F(V ) independent of s because we assumed that
the regularity of a 3-D model does not depend on the cardiac phase. During the minimization
process, each point vs−1` of Vs−1 are displaced under the constraint the cost function Ds
properties, and for all ` in {1, . . . , L} a sequence (v(q)` )q∈N describe the displacement of vs−1` ,
where q denote the iteration number. For a q value large enough, the algorithm has converged
and v(q)` has reached its final target, which becomes vs`
4.4.3.1 Data fidelity
Let us denote V = {v1, . . . , vL} ⊂ Ω a coronary 3-D model, with vessel structure V, and let
us assume that we wish to estimate Vs, the 3-D centreline model at phase s. For all ϑ in
]0, pi[, let Dϑ : P (ϑ) → R∗+ be a function such that Dϑ(x) is small when x is located in the
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neighborhood of a projected vessel in P (ϑ) and large when x is in the background. We can
now define the data cost of a point v in Ω with respect to the projections at phase s:
Es(v) =
1
N
N∑
n=1
Dϑn,s(Pgeomϑn,s (v)). (4.11)
According to Es definition, it returns small values for v’s such that their projections fit the
projected vessels on planes P (ϑ1,s), . . . , P (ϑ1,s). The data fidelity cost Es(V ) is thus given by:
Es(V ) =
1
|V |
∑
v∈V
Es(v).
We now define the "distance" function Dϑ used in (4.11). First let us consider the case where
branches are not identified on the 2-D projections and there are no correspondence established
between the extracted branches and the branches of the 3-D deformable model. Let v` be a
point of V , and hϑ,` = Pgeomϑ (v`) be its projection on P (ϑ). Let us denoteHϑ = Pgeomϑ (V ) the
projection of V on P (ϑ). Since we assumed that the centrelines have been extracted on each
projection plane P (ϑ), we can calculate a distance function between hϑ,` and the extracted
centrelines. Let Cϑ ⊂ P (ϑ) be the set of points of the extracted centrelines on projection
plane P (ϑ). A natural way to define a distance between each point hϑ,` ∈ Hϑ and Cϑ would
be Dϑ(hϑ,`) = minc∈Cϑ ‖hϑ,` − c‖2. However, this distance depends of the point c ∈ Cϑ that
minimizes ‖hϑ,` − c‖ and c may belong to a wrong branch. To overcome this difficulty, we
propose another distance function. Let us assume we are estimating Vs from Vs−1. Let v(q)`
be a point of a 3-D coronary skeleton V (q) at iteration q of the deformation algorithm, and
h
(q)
ϑ,` = Pgeomϑ (v(q)` ). Remember that v(q)` is a result of a displacement of vs−1` ∈ Vs−1, which is
the last element of the sequence v1` ∈ V1, . . . , vs−1` ∈ Vs−1. Let c1(ϑ, `, q), . . . , cnmin(ϑ, `, q) be
the nmin closest points to h(q)ϑ,` in Cϑ: we define Dϑ(h
(q)
ϑ,`) by the weighted sum
Dϑ(h(q)ϑ,`) =
1
Γ(ϑ, `, q)
nmin∑
i=1
γi(ϑ, `, q)‖h(q)ϑ,` − ci(ϑ, `, q)‖2, (4.12)
where Γ(ϑ, `, q) = ∑nmini=1 γi(ϑ, `, q). A high γi(ϑ, `, q) value means that ci(ϑ, `, q) is likely to be a
good target for h(q)ϑ,`. The weights γi(ϑ, `, q) may depend of local properties of Cϑ and ofH 1ϑ =
Pgeomϑ (V1), the projection of the initial coronary skeleton, such as the vessel local direction.
Let −→dir(h1ϑ,`|H 1ϑ ) be the vessel direction of H 1ϑ at h1ϑ,` and
−→dir(ci(ϑ, `, q)|Cϑ) be the direction
of Cϑ at ci(ϑ, `, q): we choose γi(ϑ, `, q) = 1/
(
‖−→dir(h1ϑ,`|H 1ϑ )−
−→dir(ci(ϑ, `, q)|Cϑ)‖1 + 1
)
.
If the branches are labeled on each projections (see [Garreau 1991] for the vessels labeling
on projections), one can use this crucial information for the calculation of Dϑ. Let us assume
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that Cϑ can be separated in J 2-D branches Bϑ,1, . . . ,Bϑ,J such that each Bϑ,j corresponds
to the j-th 3-D branch according to vessel structure V. Let v` be a point of V , such that
Vbr(`) = j: v` corresponds to the 2-D branche Bϑ,j =
{
bϑj,1, . . . , b
ϑ
j,Ij,ϑ
}
. One can define Dϑ by
Dϑ(Pgeom(v`)) = min
i=1,...,Ij,ϑ
{
d2(Pgeom(v`), bϑj,i)
}
. (4.13)
4.4.3.2 Vessels smoothness
A major issue in the process we described in section 4.4.3 is the choice of a smoothness cost
function F . As each 3-D model Vs is estimated from successive deformations of the original
3-D model, one may feel concern that for a high s value, the 3-D estimated centreline might
be degenerate. For example, as s grows, subsets of points vs` of Vs may tend to concentrate
in some regions of Ω where 3-D points have a small Es value, and the distribution of the 3-D
points may become not regular.
A first natural smoothness function can be defined by penalizing a 3-D model whose
neighboring points are far from each others. Let us recall the vessel structure V and denote
Υ(V) = {ι = {ι1, ι2} ⊂ {1, . . . , L}, ι1 ∼ ι2}
the set of cliques in {1, . . . , L}, according to the topological structure we defined above in
definition 17. Moreover, let ψ : R+ → R+ be a non-decreasing function. We now define the
cost function F1 by
F1(V ) =
1
|Υ(V)|
∑
ι∈Υ(V )
ψ(‖vι1 − vι2‖). (4.14)
However, the cost function F1 as stated in (4.14) cannot be directly used, because its min-
imizers do not satisfy the regularity properties we are aiming to obtain. For example, if V
is such that ∀(`, `′) ∈ {1, . . . , L}2, v` = v`′ , then F1(V ) = 0. Therefore all points of V may
converge to a same point that fit the projection data at phase s. In section 4.4.3.3 we shall
present a solution to compensate this issue, by acting on endpoints of each branches.
Another approach is to design the smoothness cost function F such that its minimizers
maintain the same distance between two neighboring point for all clique, that is to say
∃C ∈ R+, ∀ι ∈ Υ(V), d(vι1 , vι2) = C. (4.15)
Naturally, such a C constant is unknown, but fulfilling (4.15) can be performed from a stochas-
tic point of view. Let ξV : Υ(V)→ R+ which maps a clique ι to the square distance between
4.4. Deformable models for motion estimation 67
the 3-D points indexed by ι1 and ι2:
∀ι ∈ Υ(V), ξV (ι) = ψ(‖vι1 − vι2‖).
One can interpret ξV as a random variable defined on the probability space (Υ(V), P (Υ(V)), µ)
where P (Υ(V)) denotes the sigma-field of Υ(V)’s subsets and µ denotes the uniform discrete
probability measure on (Υ(V), P (Υ(V)). Fulfilling (4.15) is then equivalent to
V(ξV ) =
1
|Υ(V)|
∑
ι∈Υ(V )
(ξV (ι)− E(ξV ))2 = 0,
where
E(ξV ) =
1
|Υ(V)|
∑
ι∈Υ(V)
ξV (ι)
is the mean value of ξV . A smoothness cost function can be then given by
F2(V ) =
√
V(ξV ). (4.16)
As for the previous smoothness cost function, we can notice that a coronary 3-D model whose
points are all concentrated on a single point satisfies F2(V ) = 0. We shall also rely on section
4.4.3.3 for this issue.
The final approach we propose is a cost function F3 which aims at regularizing the 3-D
model displacement from the starting 3-D model V1. For all ` ∈ {1, . . . , L}, we can calculate
the motion vector function D` at each point v` of the deformable 3-D model V :
D`(v`) = v` − v1` .
Finally, we propose a smoothness cost function can be given by
F3(V ) =
1
|Υ(V)|
∑
ι∈Υ(V )
ψ(‖Dι1(vι1)−Dι2(vι2)‖). (4.17)
4.4.3.3 Endpoints
In section 4.4.3.2 we mentioned a fundamental issue du to the fact that the points of a 3-D
model V may converge to a single point in Ω which fits the projections. This is mainly because
the total cost function Ds does not take into consideration the length of the vessels. Therefore,
a special treatment must be assigned to both endpoints of each vessel. We need to assume
that on each projection plane P (ϑn,s) the localization of endpoints are approximately known.
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Thus, we can redefine the energy function Es of a border point: let v`start be the first point in
the j-th branch of V , and v`end the last point:
Vbr(`start) = j, Vbr(`end) = j,
Vpos(`start) = 1, Vpos(`end) = Ij
(see definition 17 for the notations). The energy of v`start and v`end at phase s we used are
Estarts,j (v`start) =
N∑
n=1
ζn,sj,start‖Pgeomϑn,s (v`start)− b
n,s
j,start‖2
and
Eends,j (v`end) =
N∑
n=1
ζn,sj,end‖Pgeomϑn,s (v`end)− b
n,s
j,end‖2
where bn,sj,start (resp. b
n,s
j,end) denotes an estimation of the first (resp. the last) point of the
extracted branch j on projection plane P (ϑn,s), and where ζn,sj,start (resp. ζ
n,s
j,end) is a non-
negative normalized sequence (with respect to n) which takes large values if bn,sj,start (resp.
bn,sj,end) is likely to be a correct starting (resp. ending) point for the branch j on P (ϑn,s) and
small values otherwise.
4.4.3.4 Proposed algorithm
The algorithm we propose to minimize Ds is mainly based on the gradient-descent method.
Each point v` of the deformable model V are moved one by one, in the direction of ∇`Ds(V ),
which denotes the gradient of Ds with respect to v`. Let V κs be a minimizer of Ds (see (4.10)
for the definition of κ). Depending on the κ value, V κs should satisfy
Es(V κs ) ' 0. (4.18)
It is obvious that (4.18) is fulfilled provided that κ = 0. On the contrary, if κ is large, the
regularization cost will have more importance in the minimization of Ds and (4.18) will have
no chance no hold. In practical case, κ is a small parameter, so we can assume reasonably
that (4.18) is fulfilled. Therefore, a suitable gradient step for each gradient direction ∇`Ds(V )
would be λEs(v(q)` )1/2, where λ is a positive real value and q is the iteration number. Such
a gradient step value would allow the point displacement to slow down as they are closing
to their target, and then prevent any oscillation effect around the minimizer location. We
propose algorithm 2 for our deformable model. For each phase s ≥ 2, the number of iteration
is equal to qend.
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Algorithm 2 3-D model deformation algorithm
for s = 2 to S do
Initialize V (0) = Vs−1
for q = 0 to qend do
for ` = 1 to L do
δq,` = Es(v(q)` )
v
(q+1)
` = v
(q)
` − δq,`λ∇`Ds(V (q))
end for
end for
Vs = V (q)
end for
4.4.4 Motion estimation
Point matching registration differs from classical image registration. As image registration
focus on the estimation of a diffeomorphism ϕ : Rp → Rp (with p = 2 or p = 3) which
approximatively maps the support of an given source image f1 : Rp → R to a given target
image f2 : Rp → R, i.e.
f2 ' f1 ◦ ϕ−1,
(see [Peckar 1998, Kybic 2003, Jacobson 2005, Xie 2004] for non-rigid registration, [Maes 1997,
Roche 1998, Klein 2000, Sabuncu 2005] for rigid registration), point matching registration
deals with geometric entities (points, curves, etc.): given a 2-D or 3-D source object O1 ⊂ Rp
and a target object O2 ⊂ Rp, we wish to estimate a function ϕ : R3 → R3 such that
ϕ(O1) ' O2.
The estimation of ϕ is performed by establishing "correspondences" between each points of the
two sets O1 and O2. If both sets have the same cardinal, the iterated closest point algorithm
can be used [Besl 1992]. However, in most cases there is no one-to-one correspondence between
O1 and O2 and one can only assign a probability value to each pair on O1 ×O2, which yields
a fuzzy correspondence table instead of a binary table. The motion function can be estimated
together with the fuzzy correspondence in a joint estimation algorithm (see [Chui 2003] for a
thin-plate spline model).
The deformation process we explained in previous section allows the user to dispose of
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two important knowledge. First we dispose of the 3-D models Vs of the coronary tree at
each phase of the cardia cycle. Moreover, the estimation of the coronary tree at each phase
using our deformable allows the construction of time-dependent sequences which describe the
displacements of each point of the deformable tree. In other words, we have the following
sequences at our disposal:
∀` ∈ {1, . . . , L}, (v1` , . . . , vS` ). (4.19)
Those sequences provide a one to one correspondence between each point of each coronary 3-D
model Vs and each point of V1, which gives crucial information about the support deformation
functions ϕs, s ∈ {2, . . . , S}. The motion deformation functions is estimated according to the
following assumption:
∀(s, `) ∈ {2, . . . , S} × {1, . . . , L}, ϕs(vs` ) ' v1` . (4.20)
In addition to (4.20), the motion functions ϕs are assumed to belong to a parametric functional
space, which in our work are written as follows:
ϕs :

x
y
z
 7−→

x+∑|M|m=1 αmX,sbm(x, y, z)
y +∑|M|m=1 αmY,sbm(x, y, z)
z +∑|M|m=1 αmZ,sbm(x, y, z)
 =

x
y
z
+ ∆αs(x, y, z), (4.21)
whereM is a set of index of a uniform grid on Ω, and each bm is a cubic B-spline centered on
(xm, ym, zm) ∈ M. The displacement function ∆αs belongs to a functional space spanned by
the bm’s. We defined bm as in [Jacobson 2006]:
∀m ∈ {1, . . . , |M|}, ∀(x, y, z) ∈ Ω, bm(x, y, z) = b(x− xm)b(y − ym)b(z − zm),
with
∀t ∈ R, b(t) =

|t|3/2− t2 + 2/3 : |t| ≤ 1
−(|t| − 2)3/6 : 2 ≥ |t| > 1
0 : |t| > 2
.
Let us denote αs =
{(
αmX,s, α
m
Y,s, α
m
Z,s
)}|M|
m=1
the motion parameters at phase s and let us
rename ϕs to ϕαs . The estimation of each αs has to be carried out following our assumptions
on ϕαs (see (4.20) and (4.21)). In addition other criteria on αs are taken into consideration in
order to control the regularity of each ϕαs function. Basically, the estimation of each αs can
be performed by minimizing the functional
ψ(αs) =
L∑
`=1
‖ϕαs(vs` )− v1` ‖2 + µ
∑
m∼m′
‖αms − αm
′
s ‖2 + ν‖αs‖2, (4.22)
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where µ and ν are positive values, and the second sum is taken over neighboring points inM.
Equation (4.22) can be rewritten in a matrix formulation:
ψ(αs) = (B(Vs)as + vs − v1)T (B(Vs)as + vs − v1) + µaTs CTCas + νaTs as, (4.23)
where as (resp. vs) denotes αs (resp. Vs) reshaped into a vector, B(Vs) is a matrix that is
expressed in term of (bm(vs` ))`,m and C is a differential operator. A vector as that minimizes
(4.23) must fulfill the following equation:(
B(Vs)TB(Vs) + µCTC + νI
)
as = B(Vs)T (v1 − vs). (4.24)
In practical case, the size of the motion gridM is small compared to the voxel grid I whose
size is astronomical. For example, ifM is a 8× 8× 8 grid, then B(Vs)TB(Vs) + µCTC + νI
is a 1536× 1536 matrix, whose inverse can be computed easily, which leads to
as =
(
B(Vs)TB(Vs) + µCTC + νI
)−1
B(Vs)T (v1 − vs).
If the size ofM is too large, then (4.22) has to be minimized iteratively.
In [Blondel 2004, Blondel 2006], the author uses a 3-D+t B-spline model for the registra-
tion. The estimation of its parameters is carried out via the minimization of a cost function
that includes a time regularity term. In our work, each motion function ϕs are estimated in-
dependently. However they are estimated from the coronary 3-D models Vs that are estimated
from one to another according to our deformation model. Therefore, for all s ∈ {2, . . . , S}, Vs
is close to Vs−1 and the time regularity becomes intrinsic.
4.4.5 Tomographic reconstruction
Once each motion function ϕαs is at our disposal, one can compute the support deformation
matrix Ws according to (4.9). For better readability, we shall rename Ws to W(αs). Let us
recall notations from section 4.4.1. Our aim is is to solve the inverse problem with motion
compensation (4.8):
∀s ∈ {1, . . . , S}, gs = PΘsW(αs)f1, (4.25)
where gs denotes the observed projections at angles Θs = {ϑ1,s, . . . , ϑN,s}, PΘs is the cor-
responding cone-beam projector, and f1 is the object function coordinates in the voxel basis
(uni , wni )ni=1. Inverse problem (4.25) can be rewritten with matrix concatenation:
g = PW(α)f1, (4.26)
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with
PW(α) =

PΘ1W(α1)
...
PΘSW(αS)
 .
As stated in equation (4.26), the linear inverse problem is more or less equivalent to the static
inverse problem (2.10),
Pf = g,
using several regularization methods or image prior distribution (see section 2.3.2). For most
of them, the approach consists in minimizing the defect
‖Pf − g‖2 + γp(f)
where p(f) is a term that comes from a regularization of the generalized inverse of P or is
a log-likelihood of an image a priori distribution. More generally, p can be interpreted as a
penalty term, that is designed to enhance properties on f . In (4.26), we are dealing with the
object coordinates f1 in a voxel basis. As f1 can be interpreted as a sampled version of the
object function at phase s = 1, similar penalty term can be considered. In this section, we
admit that
∀i ∈ {1, . . . , n}, (f1)i = uni (f1) ≥ 0,
which means the image has only positive values. Our reconstruction method is then based on
minimize Ψ(f1) = ‖PW(α)f1 − g‖2 + γp(f1) (4.27)
with ∀i ∈ {1, . . . , n}, (f1)i ≥ 0.
Moreover, we consider that a voxel value (f1)i is null if it is located in an empty area (in the
background) and positive if it is located on an object.
In this manuscript, we introduced a new penalty term, which is based on the 3-D recon-
structed centrelines as phase s = 1. As the 3-D models sequences (Vs)s∈S is a useful tool
for the motion estimation, the 3-D model Vs gives also crucial information about the ob-
ject at phase s = 1. In section 4.2.1 we mentioned that the support of the object function
f1 coincides with the coronary arteries. As a consequence, it is reasonable to admit that
f1 = (u1(f1), . . . , un(f1))T is null outside of a neighborhood of V1. Our penalty term is then
design to penalize high uni values that are located far from V1, and is calculated as follows:
pvessels(f1) =
n∑
i=1
∆i(V1)(f1)βi ,
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where ∆i(V1) is a square distance between voxel i and the 3-D centrelines V1 and β > 0. If i
is located far from the centrelines, the ∆i(V1) value is large and a minimizer of (4.28) is more
likely to have a small (f1)i value. On the contrary, if voxel i is located near of the centrelines,
the ∆i(V1) value is small and a high (f1)i value is not penalized. The β value has also its
influence on the reconstruction: for example, β = 2 encourage smooth variation on f1 as β = 1
allows regular shapes on f1’s support. In our work, we chose
∆i(V ) = min
`=1,...,L
{d2((xi, yi, zi), v`)},
where (xi, yi, zi) are the coordinates of the i-voxel in R3. Let us denote
∆(V ) = (∆1(V ), . . . ,∆n(V ))T .
The cost function Ψ(f1) can be rewritten in a matrix formulation:
Ψ(f1) = (f1PW(α)− g)T (PW(α)f1 − g) + γ∆(V1)T fβ1 , (4.28)
where fβ1 =
(
(f1)β1 , . . . , (f1)βn
)T
. Its gradient is equal to
∇Ψ(f1) = 2PW(α)T (PW(α)f1 − g) + βγ∆(V1) ∗ fβ−11 , (4.29)
where the symbol ∗ denotes the component by component vector product.
4.5 Results on simulated data
4.5.1 Data simulation
In our case we are interested in assessing the performance that can be obtained in an ideal case
through simulated data with assumptions similar to those used in [Ruan 1994, Blondel 2006].
We assumed that:
• We have a 3-D model of the coronary at phase s = 1 of the cardiac cycle at our disposal.
• We own 80 cone-beam projections uniformly distributed from 0◦ to 120◦ (one projection
every 1.5◦).
• The time dependant volume image ft is periodical.
• ft can be renamed fs, the volume at phase s of the cardiac cycle.
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• The number of cardiac cycles during the acquisition process is equal to 4.
• Each volume fs is projected N times at angles Θs = {ϑ1,s, . . . , ϑN,s}.
• The projections are gated according to the ECG.
• The 2-D vessel centrelines have been extracted on each of the 2-D projections.
• The background has been removed on each projections.
As the number of cycle is equal to 4 and the number of projections is equal to 80, the number
of phases S is equal to 80/4 = 20. Each volume fs is projected 4 times at angles Θs =
{ϑ1,s, ϑ2,s, ϑ3,s, ϑ4,s}, and each angle is defined by
∀(n, s) ∈ {1, 2, 3, 4} × {1, . . . , S}, ϑn,s = (s− 1)∆ϑ+ (n− 1)120
N
= 3(s− 1)/2 + 30(n− 1).
For example, phase s = 1 is projected at angles Θ1 = {0◦, 30◦, 60◦, 90◦}, phase s = 2 at
Θ2 = {1.5◦, 31.5◦, 61.5◦, 91.5◦} and so on. We simulated 3-D volumes of two coronary trees
at 20 different cardiac phases, using 3-D centrelines V1, . . . , V20 that had been previously
extracted from a 3-D dynamic sequence acquired on a 64-slice GE LightSpeed CT coronary
angiography [Yang 2006]. This sequence included 20 volumes reconstructed at every 5% of the
RR interval. The reconstructed volumes correspond to the left and right coronary trees(see
figure 4.1). Each 3-D model Vs of the left (resp. right) coronary tree has the same vessel
structure Vleft (resp. Vright), which consists of 6 branches and 99 points (resp. 2 branches and
57 points). We worked independently on each coronary tree.
The simulated dynamic volume is a sequence of binary functions fs : I → {0, 1}, such that
(fs)j = 1 if the j-th voxel is located in a tube centered on the 3-D centrelines Vs and (fs)j = 0
in the opposite case (see figure 4.2 and 4.3). For memory reasons, we limited our work to
192×192×192 uniform grid and the vessel radius is equal to one voxel. Thus, as each volume
fs has null outside of the vessels, there is no need for a background removal operation on the
2-D projections.
We used the extracted 3-D V1 as our reference tree at phase s = 1. To simulate the
2-D centerlines, we performed geometric projections of the 3-D models V2, . . . , V20 using the
projector Pgeomϑn,s defined in (4.4) (see figure 4.4 and figure 4.5). Thus, 2-D centerlines do not
have to be extracted from the projections.
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Figure 4.1: Extracted 3-D volumes at different phases of the RR interval. Each color corre-
sponds to a different phase: yellow: 0%, red: 20%, green: 40%, blue: 80%.
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Figure 4.2: 12 projections of the left coronary tree simulated binary volume at phase s = 1,
from 10◦ to 120◦.
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Figure 4.3: 12 projections of the right coronary tree simulated binary volume at phase s = 1,
from 10◦ to 120◦.
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Figure 4.4: 12 extracted centrelines of the projected left coronary tree simulated binary volume
at phase s = 1, the projections being taken from 10◦ to 120◦.
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Figure 4.5: 12 extracted centrelines of the projected right coronary tree simulated binary
volume at phase s = 1, the projections being taken from 10◦ to 120◦.
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Figure 4.6: Original 3-D model of the left coronary tree at phase s = 1. This 3-D model was
used as the starting tree V1 in our deformation process.
4.5.2 Centrelines reconstruction
We here present the results of the deformation algorithm presented in section 4.4. We used
the extracted centrelines at phase s = 1 to represent the starting 3-D model V1 (see section
4.5.1 and figure 4.6.). The deformable model algorithm shall start from this 3-D skeleton. Its
topological structure is defined according to its 6 branches (see section 4.4.3). We used the
vessel labeling on projections as well as (4.13) for the 2-D distance on extracted vessels.
Several aspects of the algorithm must be considered:
• The number of terms nmin in the sum which defines the 2-D distance function Dϑ (see
(4.12)) must be set up correctly. A too large nmin values would force the distance function
Dϑ(h) to consider to many 2-D vessel point in the neighborhood of h. In that situation,
w may converge to an "average target" which might not belong to a 2-D centreline. On
the contrary, if nmin is too small, w may converge to a wrong target. In this work, we
chose nmin = 4. This value shows the best results.
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Figure 4.7: Original 3-D model of the right coronary tree at phase s = 1. This 3-D model was
used as the starting tree V1 in our deformation process.
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• The choice the the smoothness control function Fi, i = 1, 2, 3 is of a major importance.
The 3 proposed functions (see section 4.4.3.2) have been tested.
• For each Fi, the κ value must be chosen carefully, in order to obtain a good tradeoff
between vessels smoothness and data fidelity.
• The λ value determines the displacement speed of each 3-D point of the 3-D deformable
model. In this work, we fixed λ = 0.1.
In order to evaluate the performance of each deformation method, we must define a suitable
score function. Let us say that we wish to estimate the 3-D model Vs, starting from the initial
3-D model V1. Note that in our algorithm, Vs is estimated with the deformation algorithm
starting from Vs−1. However, its robustness can be better evaluated if the deformation is
performed between non-consecutive phases. Let V be any 3-D coronary model. We defined
the score of V = {v1, . . . , vL} with respect to phase s as the mean distance of each point v` to
its target vs` :
εs(V ) =
1
L
L∑
`=1
‖v` − vs`‖. (4.30)
We tested the three smoothness cost functions F1, F2 and F3 for different values of κ. Our
tests were performed for deformations of the starting tree V1 to V5 with 20 iterations. We also
added gaussian centered noise with a standard deviation σ to the 2-D centrelines coordinates
in each direction on each projections, to simulate (roughly) the effects of gating errors and
centrelines extractions inaccuracies. Results are displayed in table 4.1 and table 4.2 for the
regularization cost functions F1 and F3, and in tables 4.3 and 4.4 for F2. Visualizations of the
deformation process are displayed in figure 4.8 and figure 4.9. The centrelines are included in
a cube whose sides length are equal to 180mm.
In each of these table the symbol ∞ means that the algorithm has diverged. This phe-
nomenon occurs when the κ value is too large. So far it appears that F3 with κ = 3 gave the
best results. Nevertheless, one should perform more test to assess the performances of this
method for linear combinations of the Fi and see if any complementary effect occurs.
4.5.3 Motion estimation
Once the sequence of coronary 3-D centrelines V1, . . . , V20 has been recovered, the sequence of
parameters (αs)Ss=1 is estimated by minimizing the quadratic cost function (4.22). The process
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Figure 4.8: Result of the deformation process between V1 (in blue) and V5 (in green), for the
left coronary tree. The red points represent the deformed 3-D model V1.
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Figure 4.9: Result of the deformation process between V1 (in blue) and V5 (in green), for the
right coronary tree. The red points represent the deformed 3-D model V1.
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Table 4.1: Values of ε5 using F1 and F3, for the left coronary tree (in mm) for different values
of κ.
? κ = 0.1 κ = 1 κ = 2 κ = 3 κ = 4 κ = 5 κ = 6 κ = 7
σ = 0
F1 1.57 1.45 1.43 1.40 1.43 1.51 ∞ ∞
F3 1.60 1.38 1.19 1.00 1.10 1.15 ∞ ∞
σ = 3
F1 1.67 1.47 1.47 1.45 1.47 1.59 ∞ ∞
F3 1.75 1.41 1.25 1.06 1.17 1.24 ∞ ∞
σ = 6
F1 1.73 1.62 1.55 1.54 1.57 1.65 ∞ ∞
F3 1.87 1.54 1.34 1.18 1.21 1.26 ∞ ∞
Table 4.2: Values of ε5 using F1 and F3, for the right coronary tree (in mm) for different
values of κ.
? κ = 0.1 κ = 1 κ = 2 κ = 3 κ = 4 κ = 5 κ = 6 κ = 7
σ = 0
F1 2.19 2.12 2.12 1.96 2.04 2.12 ∞ ∞
F3 2.19 2.04 1.79 1.70 1.79 1.96 ∞ ∞
σ = 3
F1 2.26 2.19 2.12 2.04 2.04 2.12 ∞ ∞
F3 2.26 2.04 1.96 1.87 1.87 1.96 ∞ ∞
σ = 6
F1 2.65 2.26 2.26 2.04 2.04 2.12 ∞ ∞
F3 2.26 2.12 1.96 1.96 1.96 2.04 ∞ ∞
Table 4.3: Values of ε5 using F2 for the left coronary tree (in mm) for different values of κ.
? κ = 0.01 κ = 0.15 κ = 0.2 κ = 0.25 κ = 0.3 κ = 0.35
σ = 0 1.60 1.35 1.33 1.34 ∞ ∞
σ = 3 1.62 1.32 1.31 1.40 ∞ ∞
σ = 6 1.69 1.54 1.50 1.56 ∞ ∞
is dependent on the choice of the pair of parameters (µ, ν). In order to find the optimal pair,
the initial centreline V1 must be compared to each transformation of Vs by, the mapping ϕαs ,
i.e. by evaluating the defect
ε1(ϕαs(Vs)) =
1
L
L∑
`=1
‖ϕαs(vs` )− v1` ‖.
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Table 4.4: Values of ε5 using F2 for the right coronary tree (in mm) for different values of κ.
? κ = 0.01 κ = 0.15 κ = 0.2 κ = 0.25 κ = 0.3 κ = 0.35
σ = 0 2.26 2.19 2.12 2.12 2.12 2.12
σ = 3 2.26 2.19 2.19 2.12 2.12 2.12
σ = 6 2.33 2.26 2.19 2.19 2.19 2.19
Table 4.5: ε1(ϕαs(Vs)) values (in mm) for s in {2, . . . , 10}, for the left coronary tree.
s 2 3 4 5 6 7 8 9 10
ε1(ϕαs(Vs)) 0.80 0.96 1.36 1.47 1.50 1.62 1.72 1.76 1.78
for different values of s. This defect evaluates the square difference between V1 and the
transformation of Vs with ϕαs . So far the best values we obtains were for µ = 0.001 and
ν = 0.1. We shall use these values for the rest of this work. Note that these optimal parameters
are strongly data-dependant and may be different from one data set to another. The results
of the transformations with these parameter values are displayed in table 4.5 and table 4.6, as
well as in figure 4.10 and figure 4.11.
We can notice that as phase s is close to end of systole (50% of the RR interval), the
difference between V1 and Vs becomes larger and the mapping ϕαs becomes less accurate,
especially for the right coronary tree which is affected by a strong motion.
4.5.4 Tomographic reconstruction
4.5.4.1 Motion Computation
The computation of the motion matrix W(αs) is a major issue and requires investigations. It
directly depends on the voxel basis (ui, wi) and on the motion model ϕαs . In this work, we
Table 4.6: ε1(ϕαs(Vs)) values (in mm) for s in {2, . . . , 10}, for the right coronary tree.
s 2 3 4 5 6 7 8 9 10
ε1(ϕαs(Vs)) 0.95 1.01 1.07 1.84 2.60 2.60 2.59 2.70 2.93
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Figure 4.10: Transformation of V6 (left coronary tree) with ϕα6 . The blue (resp. red) centreline
corresponds to V1 (resp. V6). The green dots correspond to the transformation of V6 with ϕα6
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Figure 4.11: Transformation of V6 (right coronary tree) with ϕα6 . The blue (resp. red)
centreline corresponds to V1 (resp. V6). The green dots correspond to the transformation of
V6 with ϕα6
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used the voxel basis given in example 6, that is to say
∀i ∈ I, wni (x) =
 1 if x ∈ ℵ
n
i
0 otherwise
and
uni (f) =
1
vol(ℵni )
∫
ℵni
f(x)dλ(x).
The motion matrix W(αs) is therefore defined by
∀(i, j) ∈ {1, . . . , n}2, W(αs)j,i = 1vol(ℵj)
∫
ℵj
1ℵi(ϕαs(x))dλ(x). (4.31)
We can see that the calculation of the integral in (4.31) directly involves the set ϕ−1αs (ℵi). Since
the B-spline model we chose for ϕαs is not invertible, it cannot be calculated analytically.
However, it can be approximated as follows: let xj,1, . . . , xj,6 be the six centers of the six edges
of voxel cube ℵj . Then we have
W(αs)j,i =
1
vol(ℵj)
∫
ℵj
1ℵi(ϕαs(x))dλ(x) '
1
6
6∑
k=1
1ℵi(ϕαs(xj,k)).
Once the parameters αs are estimated, the ϕαs(xj,k) values can be pre-computed and the
matrix calculation W(αs)u can be efficiently performed.
4.5.4.2 Reconstruction error
Let f∗1 , . . . , f∗20 be the real volumes at phase s = 1, . . . , 20 that we wish to estimate. We shall
recall notations from section 4.2.2, section 4.4 and section 4.4.5 which are
P =

PΘ1
...
PΘ20
 , PW(α) =

PΘ1W(α1) = PΘ1
...
PΘ20W(α20)
 .
Let us denote gdyn the set of projections affected by the motion:
gdyn =

g1
...
g20
 =

PΘ1f∗1
...
PΘ20f∗20

is the vector of the 80 projections performed as the object is affected by motion. Let f1 be an
estimation of f∗1 . We shall use the following reconstruction error function:
(f1, f∗1 ) =
‖f1 − f∗1 ‖
‖f∗1 ‖
.
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Note that this error cost function may take high values for volume whose support is small, as
it is the case here for vessels. Let
gstatic = Pf∗1
be the 80 projections of the initial volume f∗1 (not affected by any motion). As references
scores, we performed several reconstruction using a MAP method, with the following image
prior distribution on f1 (see sections 1.3.3 and 2.3.2.4 for details):
pβ(f1) =
∑
i∼j
|(f1)i − (f1)j |β,
with β = 1. Let c ∈ {l, r} be the left/right index: c = l (resp. c = r) for the left (resp.
right) coronary tree, and j ∈ {1, 2} be the method index: j = 1 (resp. j = 2) for the MAP
reconstruction (resp. for the reconstruction with our vessel prior).
1. A first score is calculated by performing a static reconstruction of the object f1, by
solving inverse problem
gstatic = Pf1
using an MAP reconstruction method with the image prior we mentioned above:
minimize Ψstatic,1(f1) = ‖Pf1 − gstatic‖2 + γpβ(f1)
with ∀i ∈ {1, . . . , n}, (f1)i ≥ 0.
The obtained score is denoted Rstatic(c, 1).
2. A second score is calculated by performed by solving the same inverse problem
gstatic = Pf1
by minimizing our cost function that includes our vessel prior:
minimize Ψstatic,2(f1) = ‖Pf1 − gstatic‖2 + γpvessels(f1)
with ∀i ∈ {1, . . . , n}, (f1)i ≥ 0,
in order to evaluate the performances of our vessel prior. The obtained score is denoted
Rstatic(c, 2).
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3. A third reference score is calculated by solving the dynamic tomographic inverse problem
gdyn = Pf1
by performing the optimization problem
minimize Ψdyn,1(f1) = ‖Pf1 − gdyn‖2 + γpβ(f1)
with ∀i ∈ {1, . . . , n}, (f1)i ≥ 0,
which is a MAP reconstruction using the dynamic data with no motion compensation.
The obtained score is denoted Rdyn(c, 1).
4. A fourth reference score is calculated by solving the dynamic tomographic inverse prob-
lem
gdyn = Pf1
by performing the optimization problem
minimize Ψdyn,2(f1) = ‖Pf1 − gdyn‖2 + γpvessels(f1)
with ∀i ∈ {1, . . . , n}, (f1)i ≥ 0,
which is a minimization problem that includes our vessel prior, using dynamic data with
no motion compensation. The obtained score is denoted Rdyn(c, 2).
5. A fifth score is a reconstruction by solving
minimize Ψgated,1(f1) = ‖PΘ1f1 − g1‖2 + γpβ(f1)
with ∀i ∈ {1, . . . , n}, (f1)i ≥ 0,
which is a gated MAP reconstruction using gated projections of f1 at angles Θ1 =
{ϑ1,1, ϑ2,1, ϑ3,1, ϑ4,1}. The obtained score is denoted Rgated(c, 1).
6. A sixth score is calculated solving the same minimization problem, with our vessel prior:
minimize Ψgated,2(f1) = ‖PΘ1f1 − g1‖2 + γpvessels(f1)
with ∀i ∈ {1, . . . , n}, (f1)i ≥ 0.
The obtained score is denoted Rgated(c, 2).
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7. A seventh score is calculated by performing a motion compensated method using the
image prior pβ:
minimize Ψcomp,1(f1) = ‖PW(α)f1 − gdyn‖2 + γpβ(f1)
with ∀i ∈ {1, . . . , n}, (f1)i ≥ 0.
The obtained score is denoted Rcomp(c, 1).
8. A eighth and last score corresponds to our method, Reconstruction with Motion Com-
pensation using a Vessel Prior (see [Bousse 2009]), which is the minimization process
described in section 4.4.5:
minimize Ψcomp,2(f1) = ‖PW(α)f1 − gdyn‖2 + γpvessels(f1)
with ∀i ∈ {1, . . . , n}, (f1)i ≥ 0.
The obtained score is denoted Rcomp(c, 2).
All these minimization problem were solved using a gradient descent method, and the algo-
rithm initialization was set to
f init1 = 0 ∈ Rn
3
.
The difference between this initialization and the solution f∗1 we are seeking is very large, and
this fact combined with the gradient descent method may lead to the convergence to local
minima of the defect functions that are wrong solutions of our problem, as we will discuss in
section 4.5.4.3. The corresponding values are displayed in tables 4.7 and 4.8
Table 4.7: Reference scores for tomographic reconstruction of the left coronary tree.
Rstatic(l, 1) Rstatic(l, 2) Rdyn(l, 1) Rdyn(l, 2) Rgated(l, 1) Rgated(l, 2) Rcomp(l, 1) Rcomp(l, 2)
17% 14 % 70% 58% 48% 47% 57% 39%
Table 4.8: Reference scores for tomographic reconstruction of the right coronary right tree.
Rstatic(r, 1) Rstatic(r, 2) Rdyn(r, 1) Rdyn(r, 2) Rgated(r, 1) Rgated(r, 2) Rcomp(r, 1) Rcomp(r, 2)
13% 15% 88% 73% 54% 50% 88% 41%
The optimal γ value for each reconstruction is equal to 2.5, and this value was used to
calculate these reference scores. In figure 4.12 (resp figure 4.14) are displayed 4 projections
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of the left (resp. right) coronary tree, using a motion compensated MAP reconstruction. In
figure 4.13 (resp. figure 4.15) we show the reconstruction of the left (resp. right) coronary
tree using our method: motion compensated reconstruction using a vessel prior. On these 4
figures we can clearly see the effect of our vessel prior.
4.5.4.3 Discussion
The first expected result is the following: in each case (left or right coronary tree, MAP
reconstruction or reconstruction using our vessel prior), the reconstruction gives the best
results when the object is not affected by motion as the projections are performed. These
values Rstatic(c, j), can be considered as lower boundeness scores for the 2 proposed image
prior. The second expected result is that the worst reconstruction scores are Rdyn(c, j), which
clearly shows the effect of the motion cannot be neglected if the whole set of projections is to
be used. Finally, for both coronary tree and both reconstruction method, we have
∀(c, j) ∈ {l, r} × {1, 2}, Rdyn(c, j) > Rgated(c, j),
which means that the reconstruction is more accurate when using gated projection at angles
Θ1 = {ϑ1,1, . . . , ϑ4,1} rather than using the full set of projections with no motion compensa-
tions. The rest of the discussion depends on the coronary tree we are working on.
The left coronary tree: two conclusions can be drawn:
1. For reconstruction with our vessel prior, we have
Rgated(l, 2) > Rcomp(l, 2),
which means that it is better to consider the full set of projections with motion com-
pensation rather than gated projections at angles Θ1 = {ϑ1,1, . . . , ϑ4,1}. Note that
Rcomp(l, 2) = 39%, which correspond to our proposed method, is the best score we
obtained on the left coronary tree.
2. MAP reconstruction gives better results when using gated projections at angles Θ1 =
{ϑ1,1, . . . , ϑ4,1} rather than considering the full set of projections with motion compen-
sation. This observation is in contradiction with the previous one, and can be explained
by the fact that the motion parameter estimation α is not accurate enough. In order to
verify this assumption, we propose the following experiment: for all s in {2, . . . , 20}, let
fs(α) = W(α)f∗1 , gs(α) = Pϑsfs(α)
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Figure 4.12: Motion compensated MAP reconstruction of the left coronary tree
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Figure 4.13: Motion compensated reconstruction using our vessel prior of the left coronary
tree
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Figure 4.14: Motion compensated MAP reconstruction of the right coronary tree
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Figure 4.15: Motion compensated reconstruction using our vessel prior of the right coronary
tree
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and
gdyn(α) =

g1
g2(α)
...
g20(α)

.
gdyn(α) is the projection vector of a dynamic object f∗1 , f2(α), . . . , f20(α) whose motion
is fully determined by the operator W(α), which is known in this situation. We now
perform the following optimization:
minimize Ψα,1(f1) = ‖PW(α)f1 − gdyn(α)‖2 + γpβ(f1)
with ∀i ∈ {1, . . . , n}, (f1)i ≥ 0.
The reconstruction score we obtain is
R˜comp(l, 1) = 42% < Rgated(l, 1) = 48%.
Moreover, solving
minimize Ψα,2(f1) = ‖PW(α)f1 − gdyn(α)‖2 + γpvessels(f1)
with ∀i ∈ {1, . . . , n}, (f1)i ≥ 0
leads to a reconstruction error R˜comp(l, 2) = 29%.
These results show that for both method (MAP or reconstruction with our vessel prior), if
the motion is well estimated, the reconstruction gives the best results with 80 projections and
motion compensation.
The right coronary tree: the two observations we mentioned for the left coronary
tree are also valid for the right coronary tree. The best score is the one obtained with our
proposed method: Rcomp(r, 2) = 41%. We also observe a very large error for the MAP
reconstruction with motion compensation, Rcomp(r, 1) = 88% which is far much larger than
the MAP reconstruction using gated projection (Rgated(r, 1) = 54%). We therefore performed
the same test as for the left coronary tree. We obtained the two following results:
R˜comp(r, 1) = 88%, R˜comp(r, 2) = 35%.
As for the left coronary tree, the results are improved for the motion compensated reconstruc-
tion using our vessel prior when the motion is known. However, there are no improvement for
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the motion compensated MAP reconstruction. We interpret this phenomenon by the fact that
the motion amplitude is larger for the right coronary tree which may lead any gradient descent
method applied on Ψα,1(f1) to converge to a local minimum. This conjecture is confirmed by
two facts:
1. The minimization of Ψα,2(f1) and Ψcomp,2(f1) with a gradient descent method converge
to correct minimizers, according to the reconstructions error R˜comp(l, 2) = 29% and
Rcomp(r, 2) = 41%. This may be due to our vessel prior pvessels which force the minimizers
to be close to f∗1 .
2. If the initialization f init1 is set to be equal to the real volume f∗1 , the algorithm converges
to a solution whose reconstruction error is close to zero. This means that Ψα,1(f1) has a
local minimum in a neighborhood of f∗1 .
Considering these local minima issue and our method, it could be interesting to follow
this reconstruction process: starting the reconstruct using our motion compensated method
that includes the vessel prior and for the q0 first iterations, in order to approach the right
minimum, then switch to a motion compensated MAP reconstruction.
4.6 Conclusion
In this chapter we presented a three stages method for coronary arteries tomographic recon-
struction from a full rotational X-ray sequence. Let us summarize the steps we have been
going through:
• Estimation of coronary 3-D centrelines at each cardiac phase using a deformable coronary
3-D model
• Estimation of a B-spline motion motion function which maps any coronary 3-D centreline
to the one at the first cardiac phase
• Motion compensated tomographic reconstruction based on a penalized least-squares
method, which includes a vessel prior
The first stage is the most difficult since it involves strong data pre-treatment: first of all, the
initial coronary 3-D model has to be well estimated, which is itself a research topic in coronary
3-D reconstruction. Second, the 2-D centrelines must be extracted on each projection, vessel
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endpoints must be identified and the branches must be labeled. In practical case, it is quite
common that vascular segments are missing, which could be a real issue for the data fidelity
term we used. This difficulty can be partially overcome if an algorithm is able to determine
whether if 2-D centrelines are missing or not, by comparing the 2-D data to the 3-D model.
If this knowledge is at our disposal, it can be taken into consideration by weighting the data
fidelity terms in order to lower the importance of 2-D distance values of points concerned by
missing data. This issue has to be investigated in our further work. Third, projections have
to be gated according to the ECG. This step is based on the fact that the dynamic volume
is periodic with respect to the time. Obviously, this statement may not hold when cardiac
disorders are present. Such comments can be applied to all imaging modalities which use an
ECG synchronization.
The second stage depends on the results of the first one only. If 3-D models are well recon-
structed, the motion estimation is easily performed thanks to the one to one correspondence
between each 3-D models throughout a least-square optimization problem.
The last stage main issue is the data pre-treatment as well: the back ground has to be
removed on each projections. The least-squares minimization problem is subject to local but
is overcome by our vessel prior. This vessel prior depends on the first 3-D model which is
assumed to be known.
For all these reasons, we only have been able to work on simulated data and we cannot
conjecture about its efficiency on a real data set. However, in this chapter we have clearly
proven the role played by motion compensation in rotational angiography, especially the fact
that the results are more satisfying if the volume is to be reconstructed from a full data set with
motion compensation rather than using a few gated projections only, as it is more commonly
performed. We have also proven that if the motion is well compensated, the reconstruction
error is comparable to the one obtained from a static reconstruction using a full rotational
X-ray sequence.
Conclusion
This work has addressed the tomographic reconstruction by first introducing the generic as-
pects of inverse problems which represent its theoretical basis. The choice of algebraic formu-
lation has been motivated by several reasons. It allows to deal with the reconstruction problem
independently of the geometry we consider (parallel, fan or cone beam) and to get a general
matrix formulation. The introduction of penalty functions or prior on the object is easy and
can provides a regular reconstruction. Another advantage is brought by its capability to incor-
porate deformation functions of the support, something that analytical methods can not do,
at least easily. In cardiac angiography, the motions are complex and difficult to represent by
parametric models (e.g. a family of deformations defined with only few parameters). We have
developed in this basic frame some new theorems in the infinite-dimensional case (chapter 2)
and formulated the dynamic tomographic inverse problem in a new way (chapter 2).
The practical situation which has been considered is the dynamic reconstruction applied to
coronary arteries. We are aware that simplifications have been made at different levels. The
aim in fact was to determine the performances that could be expected in an almost ideal case.
This is only possible through simulations and our simulations of course simplified the problem
at hand. For instance, we reduced the resolution of the projection images and subsequently
the resolution of the structure of interest. The justification was of course the computational
resources required (data storage but also number of operations). The computation load is
one characteristic among others which has to be taken into account. Another example can
be taken from the data and the object. The latter means that the coronary tree can not be
reduced to 5 or 6 branches, as we did, small segments bringing anatomical references useful
for the clinical interpretation even if no intervention can be carried out on them due to their
sizes. The data, e.g projections, are much more complex: they contain the enhanced vessels
but at the same time the contributions of the all tissues (especially but not limited to the
102
Chapter 4. Coronary arteries reconstruction from a full rotational X-ray
sequence
bones) traversed by the X-rays. Standard techniques applied in the past were based on mask
subtraction which are not considered by now. The multiple components of real data make more
difficult the extraction of centerlines and their tracking over the space and time. Conversely,
the solution used for motion estimation should very likely be improved and thus a new balance
established between complexity of the projection contents and robustness of motion estimation.
The simulations can be made more realistic by adding noise, non-stationary background and
estimation errors, but the evaluation on real data is required anyway.
Another perspective is offered by the alternatives described chapter 4. Without coming
to all of them, the preliminary attempt, based on a first reconstruction of the vessels from
few, ECG synchronized, projections and then the use of the projection image sequence, is
promising. Several schemes can be designed from that. For example, and for illustration
purpose only, assuming that the first reconstruction is not error free (false structures, rough
approximation of the vessel supports, etc.) but has however some relevance, we can extract
the 3-D skeletons, re-project them onto the next projection images ("next" means here in space
and time), estimate the motion, compensate it to improve the first reconstruction (outliers
should be eliminated too), and reiterate the process over the full projection image sequence.
Another way would be to perform multiple reconstructions from few views like before and
then match the resulting 3-D objects to estimate the motion field and compensate for it.
To go further, the future of cardiac imaging is open from our point of view. MRI, US and
MDCT will be part of it. The trends for X-ray systems are clearly visible but they also involve
some important limitations. At the technological level, the next step would be ideally to merge
the concept of X-ray rotational with the Multidetector CT, in other words, the extension of
the 64–128 detectors system to a full 2-D detectors CT. The advantages are obvious: faster
acquisition rates, less or none translation of the bed. Some drawbacks can be anticipated
however, among which the concerns about X-ray irradiation (the option to modulate the
energy used is of course of interest here) and the lost of interventional capability if the system
is not open such as MRI devices. Solutions to some of these problems are nevertheless possible
by reducing the energy delivered and using more sensitive detectors. If we accept the idea
that X-ray systems will continue to improve while reducing their side-effects, then, one of the
most challenging topic will remain to image the small structures of the heart, the coronary
arteries, the veins and perhaps tomorrow, the valves.
Appendix A
A blob-based tomographic
reconstruction of 3D coronary trees
from rotational X-ray angiography
Jian Zhoua,b,c,d, Alexandre Boussea,b,c,d, Guanyu Yanga,b,c,d, Jean-Jacques
Bellangerb,c,d,Limin Luoa,d, Christine Toumoulinb,c,d and Jean-Louis Coatrieuxb,c,d
aLaboratory of Image Science and Technology (LIST), Southeast University, Nanjing, China;
bINSERM, U642, Rennes, France;
cUniversité de Rennes 1, LTSI, Rennes, France;
dCentre de Recherche en Information Biomédicale Sino-français (CRIBs), Rennes, France.
abstract
A method is proposed for a 3D reconstruction of coronary networks from rotational pro-
jections that departs from motion-compensated approaches. It deals with multiple views
extracted from a time-stamped image sequence through ECG gating. This statistics-based
vessel reconstruction method relies on a new imaging model by considering both the effect of
background tissues and the image representation using spherically-symmetric basis functions,
also called ’blobs’. These blobs have a closed analytical expression for the X-ray transform,
which makes easier to compute a cone-beam projection than a voxel-based description. A
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Bayesian maximum a posteriori (MAP) estimation is used with a Poisson distributed projec-
tion data instead of the Gaussian approximation often used in tomography reconstruction. A
heavy-tailed distribution is proposed as image prior to take into account the sparse nature
of the object of interest. The optimization is performed by an expectation-maximization like
(EM) block iterative algorithm which offers a fast convergence and a sound introduction of the
non-negativity constraint for vessel attenuation coefficients. Simulations are performed using
a model of coronary tree extracted from multidetector CT scanner and a performance study
is conducted. They point out that, even with severe angular undersampling (6 projections
over 110 degrees for instance) and without introducing a prior model of the object, significant
results can be achieved.
keywords
cone-beam, coronary, reconstruction, X-ray, angiography, blob, maximum a posteriori.
A.1 Introduction
Coronary arterial disease is a major cause of mortality especially in Europe and the US. Quan-
titative and accurate characterization of stenoses (length, cross-sectional area) as well as their
location within the whole coronary network is thus of major importance for diagnosis and
treatment. The 3D reconstruction of arterial trees enhanced with contrast agent has attracted
much attention for years using 2D angiographic image sequences with fairly high time resolu-
tion. This problem has been addressed first through computer vision approaches using mono-
and bi-plane systems with epipolar techniques and feature matching in order to find corre-
sponding primitives and retrieve their 3D geometry. However, the resolution of this ill-posed
problem requires either a prior model [Garreau 1991], additional views [Venaille 1992], or the
joint use of motion [Ruan 1994]. All the reported methods rely on a robust and accurate detec-
tion capable to provide in a first step the vessel centerlines, which is difficult to obtain without
a significant user interaction (refer to [Coatrieux 1994] for a review). The availability of X-ray
C-arm imaging systems opens now new perspectives for this reconstruction. While the clinician
already gets more insights into the full 3D anatomy during the rotation of the C-arm (covering
up to 180–240 degrees within a 7–8 seconds), the full 3D reconstruction may take benefit of a
higher number of projections (150–200) by using tomographic methods. Several options can be
considered. One first consists to perform a motion-compensated tomographic reconstruction,
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inspired from Bonnet’s work [Bonnet 2003], using the motion of the coronary arteries previ-
ously estimated by means of computer vision methods [Blondel 2006]. Such method is highly
dependent on a critical pre-processing step and on the reliability of the motion estimate. An-
other way is to carry out the reconstruction from very few views (typically 5–8), corresponding
to a single cardiac phase, selected by ECG-gating. A 3D reconstruction of centerlines has been
proposed by exploring the 3D voxelized space, region growing and reprojection [Jandt 2007].
A fully iterative method has been reported in [Hansis 2007, Movassaghi 2007] by minimizing
the L1-norm of the reconstructed image and a regularization based on vesselness and Gibbs
smoothing priors.
This contribution describes an iterative reconstruction using a block sequential regularized
EM (expectation-maximization) algorithm (BSREM) [Pierro 2003] for maximizing a regular-
ized Poisson likelihood estimation, where the update is multiplicative. Instead of using a voxel
basis, we consider a spherically-symmetric basis function (i.e the blob basis), the Kaiser-Bessel
(KB), which has shown attractive properties [Lewitt 1990]. A 3D realistic phantom data set
has been built using a coronary tree extracted from MDCT volume image. Cone beam projec-
tions have been computed from this phantom, with and without a background added coming
from real angiographic projections. A performance study has then been conducted in terms
of convergence, reconstruction error.
A.2 Method
The imaging geometry used in most recent rotational X-ray angiography systems is a cone-
beam geometry. We consider a monoenergetic X-ray source, the ideal projection function due
to this point source is:
Y (u; θ(t)) ∝ exp
{
−
∫
µ
(
T (θ(t))
[
x0 + s · xd(u)− x0‖xd(u)− x0‖
]
; t
)
ds
}
(A.1)
where u = [u1, u2]′ ∈ R2, x0 = [0,−d, 0]′ and xd(u) = [u1, D − d, u2]′ (where d is the distance
from the source to the center of rotation, and D the source-to-detector distance), ‖ · ‖ is the
standard Euclidean norm. T (θ(t)) is the three-dimensional rotation transform:
T (θ(t)) =

cos(θ(t)) − sin(θ(t)) 0
sin(θ(t)) cos(θ(t)) 0
0 0 1
 (A.2)
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where θ(t) gives the projection angle at time t. The term µ(x; t) (x ∈ R3) represents the total
linear X-ray attenuation coefficient corresponding to the sum of the contribution of the dyed
blood vessels of interest µ and the background tissue µb, i.e.
µ(x; t) = µ(x; t) + µb(x; t). (A.3)
In real cases, data acquisition is usually done with several discrete time instances, e.g.
{t1, . . . , tK}. By letting θk ≡ θ(tk) (k = 1, . . . ,K), we have a projection sequence {Y (u; θk)}.
From equation (A.3), we see that both arteries and background tissues are projected. The
contribution of background tissues is significant in angiogram, and cannot be ignored. One
conceptually simple way is to acquire additional projection images of background tissues,
denoted by {Yb(u; θk)}, and to perform logarithmic subtractions: log Yb(u; θk)− log Y (u; θk).
However, this is unrealistic since, at least, it requires that the X-ray system has a very accurate
repositioning so that it can provide two spatially matched sequences. In addition, any patient
motion between the acquisitions will produce artifacts due to incomplete subtraction. An
alternative solution is to numerically approximate the background and then subtract it.
In this paper, we adopt this latter strategy with a slightly different implementation. Sup-
pose we already have virtual background images Yˆb(u; θk). Instead of a logarithmic subtraction
as shown previously, we propose the following approximation for the kth projection image:
Y (u; θk) ∝ Yˆb(u; θk) exp
{
−
∫
µ
(
T (θk)
[
x0 + s · xd(u)− x0‖xd(u)− x0‖
]
; tk
)
ds
}
. (A.4)
The challenge still remains when performing a direct reconstruction using {Y (u; θk)}.
The vessel attenuation coefficient function µ is a function of time, depending on, e.g. the
distribution of contrast agent, and much more important, the motion of vessels during the
acquisition procedure. These effects lead to the inconsistency in projection data. We will
consider in this paper that the attenuation within the vessel is constant over time and that all
other motions (due to patient movement or respiration) can be neglected. Since the cardiac
motion is relatively regular and periodical, through ECG gating, we are able to choose several
projections from a rotational sequence which correspond to the same 3D heart motion. We
have limited our reconstruction study to a single instant within a cardiac phase. We assume
Y (u; θk)’s consist of K selected projection images. Further, we can use µ(x) instead of µ(x; tk)
for conciseness. Now the task turns to how these selected angiographic images Y (u; θk)’s can
be utilized to reconstruct µ(x) of interest.
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As stated, this problem is close to the conventional static tomography reconstruction with,
however, critical features: 1) Since a usual examination of coronary angiography is often taken
in a relatively short time period (e.g. typically no more than four or five cardiac cycles), the
number of consistent projections is small (i.e. K is small, usually less than 6), and projections
may not be equally spaced; 2) For relatively low X-ray exposition, the angular scanning is
severely limited (e.g. for a typical C-arm rotational X-ray angiography system, the dynamic
angle range is less than 180◦). This is sharply in contrast to the conventional cone-beam
tomography in which a normal scanning covers a full range of 360◦. Therefore, a direct 3D
reconstruction of vessel from rotational X-ray angiography is indeed a very ill-posed problem.
In the following section, we will discuss our approximation solution.
A.2.1 System Model
We transform the above problem into the discrete domain. A single projection image can be
discretized and stored lexicographically in one vector. All projection vectors can be stacked
one by one, leading to a large data vector Y = [Y1, . . . , YN ]′ (where N is the total number
of projection data, and the prime represents the vector or matrix transpose). Only noisy
data can be obtained and we assume that these data are independent random variables whose
ensemble means, according to (A.4), can be expressed as
Y¯i(u) ∝ Ybi exp {−[Au]i} (A.5)
for all i = 1, . . . , N , where Ybi is the ith element of the background image vector Yb, u =
[µ1, . . . , µJ ]′ (where J is the length of u) is a discrete representation of vessel attenuation
coefficient function µ(x), A is the cone-beam projection operator, and [·]i returns the ith
entry of a vector in brackets.
Without loss of generality, we study here the vessel reconstruction within a cubic field
of view. A typical image representation is to consider the piecewise continuous attenuation
function µ(x) defined over the cubic region. It can be written as the superposition of scaled
and shifted copies of the basis function Ψ(x), as follows:
µ(x) =
J∑
j=1
µjΨ(x− xj) (A.6)
where {xj} (j = 1, . . . , J) form a set of spatial basis locations (or grid points as well). There
are many choices of basis functions, one of which is: Ψ(x) = 1, if ‖x‖∞ ≤ 1/2 else Ψ(x) = 0
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(assuming that the grid spacing is unitless 1). This is the so-called voxel basis that has a
constant density inside the voxels. From a signal processing standpoint, it only provides,
however, a poor interpolation. Instead of using voxel basis, we consider in this paper another
basis family: the spherically-symmetric basis function (also known as the blob basis) which
has the following general form:
Ψ(x) = B(‖x‖) (A.7)
where B(·) is a circularly symmetric kernel. The concept of blob in tomography has been
applied for image reconstruction, e.g. [Matej 1996, Daube-Witherspoon 2001, Wang 2004] etc.
It is also widely used in the area of volume visualization, e.g. volume rendering [Muraki 1991].
An important blob basis is known as the Kaiser-Bessel (KB) kernel, which has shown certain
attractive properties [Lewitt 1990]. It can be written as
Bm,α,R(r) =

1
Im(α)
(√
1− (r/R)2
)m
Im
(
α
√
1− (r/R)2
)
|r| 6 R
0 otherwise
(A.8)
where Im(·) denotes the modified Bessel function of the first kind of order m, R is the radius
of the blob, α is a non-negative real number controlling the shape of the blob. Usually, we
take m > 0 so that the blob has m− 1 continuous derivatives at the boundary.
A blob-based forward projection operator A can be determined according to the basic
definition of X-ray projection (A.4). For one element aij , using the X-ray transform of the
blob function at location xj along the ith ray path Γi, we have
aij =
∫
Γi
Bm,α,R(‖x− xj‖)d`. (A.9)
Since the X-ray transform of a KB kernel leads to another KB like kernel, i.e.
Bm,α,R(r) = R
√
2pi
α
Im+1/2(α)
Im(α)
Bm+1/2,α,R(r), |r| ≤ R, (A.10)
it follows that
aij = Bm,α,R(dist[xj , Γi]) (A.11)
with dist[xj , Γi] the distance between the grid point j and the ray Γi.
A.2.2 Image MAP estimation
The commonly used maximum likelihood (ML) estimation finds an image reconstruction that
maximizes the probability distribution of the projections, as well as the likelihood distribution.
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The likelihood distribution, denoted by log Pr(Y|u), is characterized by the imaging model.
Since the nature of X-ray observations is a counting process, this paper considers a Poisson
likelihood
log Pr(Y|u) ∝
∑
i
{−Y¯i(u) + Yi log(Y¯i(u))} (A.12)
where terms independent of u has been ignored. The choice of this model is also due to another
interpretation of the log-Poisson likelihood term which is the so-called Kullback-Leiber (KL)
distance. The KL distance provides a measure of dissimilarity between two vectors p and q,
is defined by
KL(p,q) =
∑
i
{pi log(pi/qi)− pi + qi}. (A.13)
Now letting pi = Yi and qi = Y¯i(u) and also ignoring terms independent of u, it can be shown
that log Pr(Y|u) ≡ −KL(Y, Y¯(u)) where Y¯(u) = [Y¯1(u), . . . , Y¯N (u)]′. The proposed Poisson
model is not specific: even for non-Poisson data, we are still able to seek a ML solution for
which the likelihood term can be represented by Pr(Y|u) ∝ exp{−KL(Y, Y¯(u))}.
However, due to the typical limits in fidelity of data, ML estimates are often unstable, and
have to be improved. Usually a unique and stable estimate is sought by incorporating prior
information on the original image u, leading to the well known Bayesian MAP estimation. In
the MAP estimation, we are interested in the maximum of the posteriori distribution Pr(u|Y).
Using Bayes’s rule, we rewrite Pr(u|Y) as Pr(u|Y) ∝ Pr(Y|u) Pr(u) where Pr(u) represents
the image prior distribution. Then, the MAP estimation is found as
uˆMAP = arg maxu {log Pr(Y|u) + log Pr(u)}. (A.14)
The image prior is certainly the key to any MAP estimation. It can not only provide a
stable solution but also improve the quality of reconstruction, e.g. by suppressing artifacts
due to limited angle projections. One prior defined over a discrete grid system relates to the
discrete Markov random field (MRF) on which a roughness measure can be constructed from
local neighborhoods. Typically, Pr(u) has the following generic form
Pr(u) ∝ exp{−βU(u)} (A.15)
where U(u) is the energy function, and β an adjustable parameter. Let Nj be the neighbor-
hoods of the jth grid. The energy function can be written as
U(u) =
∑
j
∑
s∈Nj
ωjsφ(µj − µs) (A.16)
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(a) (b) (c)
Figure A.1: Computer simulated phantom. Figures from left to right are maximum intensity
projections along three axes, x,y,z respectively.
where ωjs is the weight for the pair of grid points j and s. φ is the potential function, measuring
the interaction between the two grid points. In coronary angiography, vessels having branch-
like structures occupies a very small part of the volume, so a sparse object prior is of relevance.
Now, consider the distribution of local neighborhood differences, i.e. µj − µs: it should be
sharply peaked around zero, due to the contribution of most smooth areas, and have broad
tails representing the contribution of the vessels (in particular their edges). Consequently,
a sparse object prior can be modeled by a heavy-tailed distribution. With this in mind, we
selected a potential function φ(t) = |t|. The corresponding penalty relates to the Laplacian
distribution that belongs to the family of heavy-tailed distribution. Another advantage is that
the resulting R(µ) is close to the total variational (TV) regularization that is powerful for
noise smoothing while edge preserving.
A.3 Simulation study
A.3.1 Materials
The experiments have been conducted using phantom data. The reference left coronary arteries
were extracted from a volume of cardiac MSCT reconstructions [Yang 2006]. Figure refFIG:2
shows three maximum-intensity projections of the phantom along the three axes. Stenotic
areas and a simulated catheter were also added.
The imaging protocol used in this paper was adapted from the C-arm rotational X-ray
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Figure A.2: Simulated noisy projection images at angle: (a)−29.0◦, (b) 18.2◦, and (c) 65.4◦,
respectively.
coronary angiography Siemens AXIOM-Artis system. The detector plane, 1402 mm2, which
was sampled uniformly into 5122 pixels. All reconstructions have been performed in a volume
of (110 mm)3. This field of view was also uniformly sampled into 1283 grid points that served
as blob locations. According to our discussion on the choice of blob basis, we have used
m = 2, α = 6.0, and R = 1.5 blob spacing for the calculation of operator A. Six cone-beam
vessel projection images, without background tissues, uniformly spaced over the range 120◦
were first generated (the starting angle is −29.0◦). Then, we used the method of low order
polynomials approximation to create the required background images Yˆb (called later on the
“true backgound”) from some real angiography images acquired separately on the Siemens
device. The mean observation data were produced according to the model (A.4). Poisson
noisy data were then generated, which were used for reconstructions. Figure A.2 shows some
examples of noisy projection images at different angular views.
A.3.2 Reconstruction
We focus our study on the iterative reconstruction algorithm. The image reconstruction was
performed by BSREM [Pierro 2003]. In this algorithm, a fully iteration is divided into a set of
subiterations, each being performed sequentially using one of the predetermined blocks of mea-
surement data. In our simulation study, the data within each projection image were grouped
into one block. Therefore, this leads to a total number of six blocks. The BSREM algorithm is
an extension of RAMLA (row-action maximum likelihood algorithm) [Browne 1996] for max-
imizing a regularized Poisson likelihood estimation as (A.14). They relate to the well-known
algebraic reconstruction technique (ART) [Gordon 1970], but the update is multiplicative
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(rather than additive) and a grouped projection can be performed simultaneously. BSREM
has been shown even faster with guaranteed global convergence properties [Pierro 2003].
A.3.3 Influence of background images
As discussed in Section 2, one can construct a set of new measurement data by using logarithm
substraction. Let Y˜ = − log (Y/Yˆb). Then, Y˜ serves as the approximate observations of
projections Au. In [Blondel 2006, Hansis 2007], the authors have used Y˜ to reconstruct the
vessels of interest. This method was evaluated in this paper and compared with our strategy as
expressed in (A.4). While the resulting data Y˜ cannot be Poisson distributed, we still can use
the BSREM algorithm but the data fidelity term should be interpreted as the KL distance,
yielding a modified BSREM for image reconstruction from the presubtracted measurement
data. We named it here the PreSub.+BSREM algorithm.
For comparison, we introduced two measures of error: 1) the global mean square error
defined by
MSEglobal(n) =
‖uˆn − uref‖2
‖uref‖2 × 100% (A.17)
which provides the normalized percentage error between the nth iteration uˆn and the reference
volume uref . 2) the vessel mean square error denoted by MSEvessel(n) defined in a similar way
except that the error is only measured within the support of vessels instead of the entire field
of view.
Table A.1 shows the global MSE values of the two different algorithms at several selected
iteration number. We see that the smaller MSEglobal can be obtained by the proposed BSREM.
This possibly means that the logarithm substraction operation imposed before data processing
may destroy the optimality of statistical based iterative algorithm, leading to a suboptimal one
in terms of global mean square error. Figure A.3 shows the evolution of MSEvessel during the
iteration progress. Again, BSREM without pre-logarithm substraction shows a slight better
Table A.1: Comparison of MSEglobal values (%) for PreSub+BSREM and BSREM (both with
β = 0) at several iterations.
#Itr. 5 30 70 100
PreSub+BSREM 36.7 22.3 19.3 18.5
BSREM 52.1 18.7 16.6 16.5
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Figure A.3: A comparison of MSEvessel for PreSub+BSREM and BSREM (β = 0 for both
algorithms) as the function of iteration. Here uses true background images Yˆb.
As mentioned already, the background images are usually unavailable in practice, and
they can only be estimated from the measured data. To obtain virtual projection images of
background tissues, we have adapted the method used in [Blondel 2006, Hansis 2007]. First, we
created the binary vessel mask. This is can be done by thresholding. Second, a morphological
closure operation was applied to the noisy projection images to remove vessels. Here, the
structure element was a disk whose radius has been chosen large enough to cover the blood
vessels. Then, a virtual background image is obtained by combining the original projection
image and the filtered image: the virtual background image takes the pixel value from the
filtered image if the pixel belongs to a vessel according to the binary vessel mask images,
otherwise we use the value on the original projection image. Figure A.4 shows some results
when creating one virtual background image from the projection image at angle −5.4◦.
The estimated background images, denoted by ¯ˆYb, were combined with either BSREM or
PreSub.+BSREM to investigate the effect of background tissues on reconstructions. Figure
A.5 compares the maximum intensity projection images with either true or virtual background
images. Noise and artifacts are clearly shown and this confirms that the accuracy of back-
ground images does affect the reconstruction quality. Nevertheless, they are mainly found in
background regions, and most of the vascular structures can be preserved. Table A.2 lists some
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MSEvessel values yielded by the two approaches. The results seem to justify the same fact
that the proposed BSREM can behave better than the one with pre-logarithm subtraction.
However, it can be observed that the mean square error becomes larger over iterations. This
is a common feature of iterative ML estimation that can produce an overfit to noisy data,
leading to degeneration of reconstruction. An introduction of regularization (or setting β > 0
as well) should improve the solution and will be discussed next.
Figure A.4: Figures from left to right are 1) the projection image at angle −5.4◦; 2) the
corresponding binary vessel mask where the white color indicates the valid vessel regions. 3)
the projection image after a morphological closure filtering with a disk type structure element
of radius size 10 pixels; 4) the resulting virtual background image.
A.3.4 Choose image prior
This section evaluates the impact of the prior model on the 3D vessel reconstruction. From our
former analysis, here the main task of prior is to reduce the background noise while preserving
main vascular structures undestroyed. The comparison has been conducted between a heavy-
tailed model and a non-heavy-tailed model. For the latter, we used the Gaussian quadratic
prior model (where φ(t) = |t|2). The choice of parameter β is essential due to its smoothing
effects. On the other hand, for a specific prior, the choice of β also can be different. Thus,
Table A.2: Comparison of MSEvessel values (%) yielded by PreSub+BSREM and BSREM
(both with β = 0 and estimated background image ¯ˆYb) over iterations.
#Itr. 5 30 70 100
PreSub+BSREM 39.9 27.2 28.8 29.7
BSREM 57.4 26.1 27.7 27.2
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Figure A.5: From top to bottom: maximum intensity projection images of reconstructions
by using: BSREM (with Yˆb), PreSub+BSREM (with Yˆb), BSREM (with ¯ˆYb) and Pre-
Sub+BSREM (with ¯ˆYb), respectively. (β = 0 for all algorithms)
for a fair comparison, we selected these model-based parameter with the aim to minimize the
MSEvessel error. More precisely, we chose several β values and recorded the corresponding the
minima MSEvessel value of reconstruction during iterations. We can trace out the relationship
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Figure A.6: A comparison of the minimum MSEvessel changes as a function of parameter β
yielded by BSREM using different priors: quadratic prior (-×-) and total variation like prior
(-◦-). These two curves are generated by interpolation where discrete samples are indicated
by symbols, i.e. circles and crosses. The optimal β values are approximately β = 104.0 for the
quadratic prior, and β = 102.62 for TV-like prior.
on the β and MSEvessel plane. An interpolation between discrete samples is then made to
predict a global optimal β. Figure A.6 shows two curves related to different priors. In our
experiments, the optimal β for the quadratic prior is close to 104.0 while for a TV-like prior it
is about 102.62. Note that the global minimum MSEvessel yielded by a TV-like prior is smaller
than a quadratic prior, which points out the advantage of TV-like prior over a quadratic one
in terms of reconstruction performance.
The results (MIP images) are displayed in figure A.7. It is clear that the introduction of
prior leads to a successful suppression of background artifacts (Note that here we used the
virtual background image instead of the true one). From a visual point of view, we also see
that the sparse prior, as well as the TV-like prior, can provide even better result (a clear
comparison from the top-to-down MIP images). Figure A.8 shows further visual comparisons
by using 3D vessel surface rendering. All surfaces are rendered by using the same isosuface
values extracted from various reconstructed volumes. Again a better result is obtained by the
proposed TV-like prior. However, it is worth to note that both priors still fail to reconstruct
some vessel parts marked with circles in figure A.8. Thus, the introduction of prior models
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Figure A.7: A comparison of MIP of image reconstruction from BSREM using: the quadratic
prior with β = 104.0 (the first row) and the TV-like prior with β = 102.62 (the second row).
may not fulfil the requirements due to the incomplete rotational X-ray scanning.
A.3.5 The effect of data inconsistency
Till now, the used projection images were motion free data (i.e. the same cardiac phase).
In real case, the key assumption relies on the fact that the coronary network is observed
exactly in the same position for different views: The reproducibility of the heart cycle and the
temporal sampling may introduce some spatial shift. In other words, some inconsistency may
exist. Two main motions were examined: rotation and translation. We simulated this data
mismatch to explore how it affects the reconstruction. The heart rotation has been simulated
by using a random bias, denoted by angle, added to the projection angle. For translation,
since the cardiac motion is mainly dominated by a up-down movement, we used a random
up-down displacement displacement to change the real vessel position when generating each
projection image. We only studied the BSREM algorithm with the TV-like prior, and the
virtual background images were estimated according to the same method described before.
No pre-subtraction was used.
Figure A.9(a) plots about the changes of MSEvessel against the maximum magnitude
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Figure A.8: 3D vascular surface rendering using true vessel data (a), and data reconstructed
by BSREM with the quadratic prior (b), and the TV-like prior (c).
of angle, i.e. ∆angle. Note that angle is the uniform random number within the range
[−∆angle,+∆angle]. We see clearly that the mean square error increases with error in angle.
For an amount of 5◦ bias in angle, it results in almost three times larger error in reconstruc-
tion. Figure A.9(b) shows the relationship between MSEvessel and the object displacement
error displacement (note also that displacement is the uniform random number within the range
[−∆displacement,+∆displacement]). The same behavior can be observed. They both show that if
the assumption made does not hold, a significant degeneration in the quality of reconstruction
can be anticipated.
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A.4 Discussion and conclusion
We have described in this paper a method for the 3D reconstruction of coronary networks from
sparse projections acquired through a rotational system within a limited angle rotation. This
approach, applied in a first step in static conditions by assuming an error-free ECG gating,
is based on a statistical modelling, blob basis functions (Kaiser-Bessel) and makes use of a
block iterative algorithm (BSREM, block sequential regularized expectation-maximisation).
Simulations have been performed by means of a realistic phantom representing an arterial
tree extracted from a MDCT dataset in order to have a ground truth. The performance of the
method has been assessed by using global statistics (mean square values over the reconstructed
volume or over the vessel spatial support). The reconstructions that have been reported show
some promising features. They also allow quantifying the influence of the background and
the sensitivity to imprecise synchronization resulting in object misregistration (simulated by
small translation and rotation errors).
It must be said that the reconstruction of coronary network remains a difficult problem
in X-ray imaging (including the MDCT) for several reasons among which: the small size
of the objects (few millimeters), the many structures contributing to the background, the
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Figure A.9: (a) The changes of MSEvessel with ∆angle when using the proposed BSREM
algorithm coupled with a TV-like prior. Here, the β value is 102.5. (b) MSEvessel evolution
when varying ∆displacement using the proposed BSREM algorithm coupled with a TV-like prior.
Here, the β value is 102.5.
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patient movements, the ballistic inaccuracies and the time-varying heart cycle. Although this
work-in-progress has been limited to a cone beam static situation, it opens a path to deal
with dynamic reconstruction. In contrast to approaches that call first for 3D motion field
estimation with feature matching, the solution that we are currently developing is based on
a fully homogeneous tomographic frame. The availability of 3D dataset (single volume or
time indexed multiple volumes) as shown here should serve as an initialization step for further
refinements.
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Abstract: This work is an application of the inverse problem theory to the motion compensated 3-D recon-
struction of coronary arteries from Rot-X data. We first investigate the inverse problem in finite and infinite
dimensions. For the finite-dimensional case, we focus on the tomographic inverse problem modeling, by defin-
ing the principles of a voxel basis and of the projection matrix, in order to obtain a matrix inverse problem
formulation. We also investigate the notion of dynamic tomography and its related issues. Our discrete formu-
lation, using the voxel basis, allows us to introduce any given diffeormorphism support deformation function
in the matrix inverse problem formulation, provided that this deformation is a priori known. Our last chapter
demonstrates how to estimate coronary arteries motion from ECG gated Rot-X projections, with a coronary
3-D deformable model. The motion is modeled by a B-spline model for point-matching registration. Once the
motion is estimated, the tomographic reconstruction is performed at a reference cardiac state throughout a
penalized least-squares optimization process including the motion, the penalty term being defined by favouring
high intensity values for voxels in the neighborhood of the 3-D centrelines and low intensity values for all other
voxels. This method has been tested on simulated data based on 3-D coronary centrelines previously extracted
from a MSCT sequence.
Keywords: Inverse Problem, Generalized Inverse, Tomographic Reconstruction, Penalized Least-squares Op-
timization, Rotational X-ray Angiography, 3-D Coronary centreline, 3-D Coronary Deformable Model, Image
Registration, Motion Compensation.
Résumé : Ce travail est une application de la théorie des problèmes inverses à la reconstruction 3-D des artères
coronaires avec compensation du mouvement à partir de données Rot-X. Dans un premier temps nous étudions
le problème inverse en dimension finie et infinie. En dimension finie nous nous concentrons sur la modélisation
du problème inverse en tomographie en définissant la notion de base de voxels et de matrice de projection, en
vue de pouvoir se ramener à une formulation matricielle du problème inverse. Nous étudions aussi la notion de
tomographie dynamique et les problèmes qui lui sont liés. Notre formulation discrète permet grâce aux bases
de voxels d’inclure n’importe quelle déformation de support étant un difféorphisme dans le problème inverse
matriciel, dès lors que cette déformation est connue a priori. Dans le dernier chapitre, nous présentons une
méthode d’estimation du mouvement utilisant les projections Rot-X synchronisées par rapport à l’ECG, basée
sur un modèle déformable 3-D des artères coronaires. Le mouvement est modélisé par des fonctions B-splines.
Une fois le mouvement estimé, la reconstruction tomographique à un instant de référence est effectuée par une
optimisation aux moindres-carrés qui inclut le mouvement ainsi qu’un terme de pénalité qui favorise les valeurs
d’intensités fortes pour les voxels au voisinage de la ligne centrale 3-D, et les faibles valeurs pour les autres.
Cette méthode a été testée sur des données simulées basées sur des lignes centrales 3-D préalablement extraites
de données MSCT.
Mots-clés : Problème Inverse, Inverse Généralisé, Reconstruction Tomographique, Moindres-carrés Régu-
larisés, Angiographie Rot-X, Ligne Centrale 3-D des Artères Coronaires, Modèle déformable 3-D des Artères
Coronaires, Recalage d’Image, Compensation du Mouvement.
