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In this work, we study a predator–prey model that incorporates plant toxicity explicitly in
plant–herbivore interactions. The SIS parasitic infection in herbivores is also considered
in the model. Our analysis reveals that the interactions of plant toxicity and herbivore
disease may bring dramatic changes on the population dynamics, suggesting that those
effects cannot be ignored from the study of the ecosystem. Numerical simulations are used
to support the theoretical results.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Over the past two decades, ecologists have focused on chemically mediated plant–herbivore interactions intensively
[1–4]. Although the impact of plant toxins on satiating herbivores’ consumption rate has been emphasized inmany research
works [5–8], it is frequently ignored in plant–herbivore models (e.g. [9–12]). In our previous work [13], we constructed a
plant–herbivore model with toxin-determined functional response, so called the TDFRM model in the remainder of this
paper, in which we explicitly incorporated the plant toxin’s influence in the functional response of herbivores. The analysis
showed that plant toxicity may produce dramatic effects on plant–herbivore interactions.
Besides plant toxins, considerable evidence suggests that infectious diseases may be another factor in regulating
animal population sizes. Infectious diseases may result in a reduction of the animals’ food searching abilities, or a higher
vulnerability to predation, or even deaths of animals. For example, myxomatosis is a severe infectious disease of rabbits.
It caused enormous decrease in the rabbit population in Australia in the 1950s [14]. Foot-and-mouth disease is a highly
contagious viral disease affecting cloven-hoofed animals, in particular, cattle, sheep, pigs, goats and domestic buffalo, aswell
as wild ruminants such as deer [15]. By destroying the replicating myocardial cells of young susceptible species, it results in
high mortality from heart failure [16,17]. Because of this reason, more andmore scientists are combining the ecological and
epidemiological models together in recent years. They explore the dynamics of the models under the influence of disease
and ecological interactions, and roles of diseases in the ecosystem have been studied analytically and numerically (see
[18–24]). However, most previous works focused on general predator–prey systemswith infected predator or prey animals,
plant–herbivore models were not studied in particular. Since plant toxicity was not considered explicitly in those models, it
is not clear whether and how it may affect the epidemic of predator disease. In this work, we consider a three-dimensional
plant–herbivore system. The model is based on the original TDFRM model, and it also incorporates an SIS disease model
for herbivores. Both theoretical and numerical analysis will be done on this model. The results are used to investigate plant
toxicity’s impact on the persistence of herbivores and the eradication of infectious diseases.
The paper is organized as follows. In Section 2, a mathematical model is proposed by combining the two-dimensional
TDFRMmodel and the standard SIS epidemicmodel for herbivores. Section 3 focuses on the stability analysis of the equilibria,
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threshold conditions for species coexistence and disease persistence are derived. The results are discussed in Section 4. In
addition, numerical simulations are used to support our theoretical conclusions.
2. The model
2.1. Plant–herbivore model without disease
Consider the system with only one herbivore population and one plant species. In [13], we have already introduced a
toxin-determined functional response
C(N) = f (N)

1− αf (N)
G

,
where f (N) is the traditional Holling type II functional response given by
f (N) = eN
1+ heN .
Here, N(t) represents the population density of plants at time t; e is the encounter rate per unit of plants; h denotes the
handling time per unit of plants in the absence of toxins; G denotes the toxin-adjusted maximum amount of plants a
herbivore can ingest per unit time; α is a scaling parameter. Note that 1/h represents the maximum intake of plants in
the absence of toxins, so we assume that G < 1/h in the remaining of the paper. The constraint 0 ≤ C(N) ≤ G requires that
α = 1/4 and 1/(4h) ≤ G ≤ 1/h. Therefore, the reduction of the consumption rate due to toxicity is modeled bymultiplying
the factor 1− f (N)4G by C(N). For ease of presentation, we assume that G ≥ 1/(2h) in the remainder of the paper. In this case,
C(N) is a monotonically increasing function of N .
The corresponding two-dimensional plant–herbivore model can be written as
dP
dt
= PBC(N)− DP,
dN
dt
= rN

1− N
K

− PC(N),
(1)
where P(t) denotes the population density of herbivores at time t; B represents the conversion coefficient of consumed
plant biomass into new herbivores; D is the per capita death rate of herbivores; r is the per capita birth rate of plant species;
and K is the carrying capacity of plants.
There are three types of possible equilibria for (1):
E0 = (0, 0), E1 = (0, K), E2 = (Pˆ, Nˆ).
The results for the stabilities of the boundary equilibria in are stated in the following theorem.
Theorem 1. Assume that G ≥ 1/(2h),D < BG and K > 1/(he).
(i) E0 is always unstable (a saddle);
(ii) E1 is locally asymptotically stable if D > D1, where D1 = BC(K);
(iii) The interior equilibrium E2 exists and is unique if D < D1. Furthermore, there exists D∗ < BG, such that E2 is locally
asymptotically stable when D > D∗, unstable when D < D∗; a supercritical Hopf bifurcation occurs at D = D∗.
Proof. The proofs of part (i) and (ii) are obvious, so here we only provide the proof of part (iii).
The components of E2 can be obtained by solving the equations:
BC(N)− D = 0,
rN

1− N
K

− PC(N) = 0. (2)
Note that BC(N)− D is a monotonically increasing function of N for G ≥ 1/(2h), and
BC(0)− D = −D < 0, BC(K)− D = D1 − D > 0,
then there exists a unique 0 < Nˆ < K satisfying the first equation of (2). Actually, it can be expressed explicitly as
Nˆ =
2G

1−

1− DBG

e

1− 2Gh+ 2Gh

1− DBG
 , (3)
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and
Pˆ = rNˆ

1− Nˆ
K

1
C(Nˆ)
= rNˆ

1− Nˆ
K

B
D
. (4)
So E2 exists and is unique if D < D1.
The Jacobian matrix at the equilibrium E2 is
J =

0 a1
a2 a3

,
where
a1 = PˆB ∂C
∂N

N=Nˆ
, a2 = −C(Nˆ), a3 = r

1− 2Nˆ
K

− Pˆ ∂C
∂N

N=Nˆ
.
Thus, E2 is locally asymptotically stable if
a3 < 0, a1a2 < 0.
It is easy to see that a1a2 < 0, since Pˆ > 0, C(Nˆ) > 0 and ∂C∂N (Nˆ) > 0.
To examine the sign of a3, we first substitute (4) for Pˆ in it and get
a3 = rNˆ
(1+ heNˆ)2

1− f (Nˆ)4G
H(Nˆ). (5)
Here
H(N) = AN2 + BN + C (6)
with A = he22K

1
G − 4h

, B = he

he− e4G − 3K

, C = he+ e2G − 1K . It is easy to see that the sign of a3 is the same as that of
H(Nˆ).
Because G ≥ 1/(2h), then
A ≤ he
2
2K
(2h− 4h) < 0
and
H(K) = heK

e
4G
− he

− 2he+ e
2G
− 1
K
≤ −h
2e2K
2
− he− 1
K
< 0.
Moreover, if K > 1/(he), then H(0) = C > e/(2G) > 0. Therefore, the curve of H(N) is a parabola that opens downward,
and which has a single intersection with the x-axis in the interval (0, K ). Denote this intersection by Nˆ∗. Then we have
H(Nˆ∗) = 0. (7)
And H(N) > 0 for 0 ≤ N < Nˆ∗,H(N) < 0 for Nˆ∗ < N ≤ K ,H(N) is decreasing for N near Nˆ∗ (see Fig. 1(a)).
Now, we will use the above identified Nˆ∗ to determine the threshold D∗. Note that Nˆ is the intersection of the curve
y = BC(N) and the line y = D (see Fig. 1(b)). It is clear that Nˆ defines a strictly increasing function of D on (0, D1) with range
(0, K). The intermediate value theorem suggests that there exists 0 < D∗ < D1, such that
Nˆ(D∗) = Nˆ∗. (8)
As the signs of H(Nˆ) and a3 are the same, it follows that
a3

< 0, for D > D∗;
= 0, for D = D∗;
> 0, for D < D∗.
(9)
Therefore, E2 is locally asymptotically stable if D > D∗, unstable if D < D∗.
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Fig. 1. (a) Plot of y = H(N). (b) Plots of y = BC(N), y = D and y = D∗ .
It remains to show the existence of Hopf bifurcation at D∗. In fact, the matrix J has a pair of imaginary eigenvalues with
real partRλ = a3/2 near D∗. From (5), (7) and (8), we know thatRλ(D∗) = 0 and
Rλ
∂D

D=D∗
= rNˆ
∗
2(1+ heNˆ∗)2

1− f (Nˆ∗)4G
 ∂H(Nˆ(D))
∂D

D=D∗
< 0.
Thus, as D passes through the critical value D∗, a stable periodic orbit is generated from the equilibrium point E2, a
supercritical Hopf bifurcation at D = D∗. This completes the proof. 
2.2. Plant–herbivore model with disease in herbivores
Before setting up the plant–herbivore model with disease in herbivore population, we have the following assumptions
for this system:
(A1) In the absence of a disease, the system is the same as Eq. (1).
(A2) In the presence of a disease, the herbivore population P(t) is divided into two groups, i.e., susceptible population S(t)
and infected population I(t), and P(t) = S(t)+ I(t).
(A3) In the absence of plants and the presence of a disease, an SIS model for a bacterial infectious disease is used to describe
the dynamics of herbivores:
dS
dt
= −βSI +mI − DS,
dI
dt
= βSI −mI − (D+ d)I,
where β represents the contact rate, m is the per capita removal rate from the infective class, d is the disease-related
death.
(A4) A disease can only be transmitted among herbivores and has no direct influence on plants.
(A5) Assume that the disease reduces herbivores’ consumption rate C(N) to a fraction qC(N) (0 ≤ q ≤ 1). Remark that
q = 1 represents the trivial case when the disease has no influence on infected herbivores. In this case, the susceptible
and infected groups can be combined together so that the system is identical to (1). For this reason, we only consider
the case 0 ≤ q < 1 for the rest of the paper.
(A6) We assume that only the susceptible herbivores contribute to next generations, while the infected individuals are not
capable of reproduction. The assumption is based on the result of [25].
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Under the above assumptions, we can formulate the toxin-determined model with a disease in herbivores as the
following three-dimensional system:
dS
dt
= (S + qI)BC(N)− βIS +mI − DS,
dI
dt
= βIS −mI − (D+ d)I,
dN
dt
= rN

1− N
K

− (S + qI)C(N).
(10)
3. Dynamics of the model
3.1. Stabilities of the boundary equilibria
There are three possible boundary equilibria
Eˆ0 = (0, 0, 0), Eˆ1 = (0, 0, K), Eˆ2 = (Sˆ, 0, Nˆ)
where Sˆ is the same as Pˆ in Eq. (4) and Nˆ is defined in Eq. (3).
Using similar arguments as in the proof of Theorem 1, we can obtain the stability conditions for the equilibria of the
system (10), which are generalized in the following theorem.
Theorem 2. Assume that G ≥ 1/(2h),D < BG and K > 1/(he). Assume that D∗ is defined the same as in Theorem 1.
(i) The equilibrium Eˆ0 is unstable (a saddle);
(ii) Eˆ1 is locally asymptotically stable if D > D1;
(iii) Eˆ2 exists and is unique if D < D1. Moreover, Eˆ2 is locally asymptotically stable if D > D∗ and r < D(m+D+d)
βBNˆ(1−Nˆ/K) , unstable if
D < D∗ or r > D(m+D+d)
βBNˆ(1−Nˆ/K) ; a supercritical Hopf bifurcation occurs at D = D∗.
Denote
R0 = βBrNˆ(1− Nˆ/K)D(m+ D+ d) =
β Sˆ
m+ D+ d , (11)
then the condition r < D(m+D+d)
βBNˆ(1−Nˆ/K) in the above theorem can bewritten as R0 < 1. Note that
1
m+D+d denotes themean stay of
a herbivore in the infective class, so R0 represents the number of secondary infected cases caused by an infected herbivore
during its whole infected period, provided, the herbivore population density is Sˆ. Therefore, R0 < 1 implies that a stable
disease-free equilibrium may be expected.
3.2. Existence of the interior equilibrium
Let E∗ = (S∗, I∗,N∗) be an interior equilibrium of the system (10), then the components of E∗ satisfy the following
equations
(S + qI)BC(N)− DS − βSI +mI = 0
βSI −mI − (D+ d)I = 0
rN

1− N
K

− (S + qI)C(N) = 0.
(12)
The second equation of (12) yields
S∗ = m+ D+ d
β
> 0. (13)
Substituting the expression in (13) for S∗ in the first equation of (12), we obtain I∗ in terms of N∗:
I∗ = BC(N
∗)− D
D− qBC(N∗) ·
m+ D+ d
β
. (14)
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It follows that I∗ > 0, if and only if
D < BC(N∗) < D/q, for 0 < q < 1;
D < BC(N∗), for q = 0. (15)
Similarly, by substituting the expression in (14) for I∗ and the expression in (13) for S∗ in the third equation of (12), we
arrive at an equation for N∗ only:
rN∗

1− N
∗
K

− m+ D+ d
β
· D(1− q)C(N
∗)
D− qBC(N∗) = 0. (16)
It is easy to see that I∗ > 0 if N∗ ∈ (0, K) and it satisfies (15) at the same time. In this way, we can obtain an endemic
equilibrium.
Denote
g(N) = rN

1− N
K

− m+ D+ d
β
· D(1− q)C(N)
D− qBC(N) , (17)
the following theorem provides us with the existence conditions for E∗.
Theorem 3. If D < D1,G ≥ 1/(2h), R0 > 1, then the system (10) has at least one interior equilibrium E∗ = (S∗, I∗,N∗).
Proof. Weonly need to show the existence ofN∗ ∈ (0, K)whichmakes g(N∗) = 0 and condition (15) holds simultaneously.
First, we assume that 0 < q < 1. Then, only two scenarios are possible:
• D1 ≤ D/q.
Recall that Nˆ is the root of BC(N)− D = 0, and C(N) is a strictly increasing function of N for G ≥ 1/(2h). It follows that
condition (15) holds for any N ∈ (Nˆ, K), since
D = BC(Nˆ) < BC(N) < BC(K) = D1 ≤ D/q.
It remains to show that the equation g(N) = 0 has one root N∗ ∈ (Nˆ, K).
If R0 > 1, then
g(Nˆ) = rNˆ(1− Nˆ/K)− D(m+ D+ d)
βB
= (R0 − 1)D(m+ D+ d)
βB
> 0,
g(K) = −m+ D+ d
β
D(1− q)C(K)
D− qBC(K) < 0.
So the continuity of g(N) indicates that there must exist some N∗ between Nˆ and K satisfying g(N∗)=0.
• D1 > D/q.
Then
BC(K) = D1 > D/q, BC(Nˆ) = D < D/q.
Hence, we can find N1 ∈ (Nˆ, K), such that
BC(N1) = D/q.
Consequently, for any N ∈ (Nˆ,N1),
D = BC(Nˆ) < BC(N) < BC(N1) = D/q,
condition (15) holds.
Because g(Nˆ) > 0, limN→N−1 g(N) = −∞, then g(N) = 0 has a solution N∗ ∈ (Nˆ,N1) ⊂ (0, K). This completes the
proof for 0 < q < 1.
Similar arguments can be used to prove the existence of such N∗ for q = 0. 
3.3. Local stability of the interior equilibrium
If the endemic equilibrium E∗ = (S∗, I∗,N∗) exists, then the Jacobian matrix at this point can be written as
J∗ =
BC(N∗)− D− βI∗ qBC(N∗)− D A1
βI∗ 0 0
−C(N∗) −qC(N∗) A2

,
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where
A1 = (S∗ + qI∗)B∂C(N)
∂N

N=N∗
,
A2 = r

1− 2N
∗
K

− (S∗ + qI∗) ∂C(N)
∂N

N=N∗
.
So the characteristic equation for J∗ is
λ3 + b1λ2 + b2λ+ b3 = 0 (18)
with
b1 = βI∗ + D− BC(N∗)− A2,
b2 = −

βI∗ + D− BC(N∗)

A2 + A1C(N∗)− βI∗

qBC(N∗)− D

,
b3 = βI∗

qBC(N∗)− D

A2 + βI∗qA1C(N∗).
The Routh–Hurwitz criteria implies that E∗ is locally asymptotically stable if the following inequalities are true:
b1 > 0, b3 > 0, b1b2 > b3. (19)
The following theorem provides us with stability conditions of the endemic equilibrium.
Theorem 4. Assume that D∗ < D < D1,G ≥ 1/(2h), R0 > 1, K > 1/(he). Then the interior equilibrium E∗ = (S∗, I∗,N∗) is
locally asymptotically stable.
Proof. Obviously, the interior equilibrium E∗ = (S∗, I∗,N∗) exists under the given conditions. And in the proof of Theorem3,
wehave shown thatN∗ is between the Nˆ (theN component of the disease-free equilibrium) andK . To prove the local stability
of E∗, we only need to verify (19) for the corresponding Jacobian matrix.
First, it is clear that
A1 = (S∗ + qI∗)B∂C(N)
∂N

N=N∗
> 0.
Replacing S∗ and I∗ by Eqs. (13) and (14), we can rewrite A2 as
A2 = rN
∗
(1+ heN∗)2

1− f (N∗)4G
H(N∗),
here H(N) is the function defined in (6). Since N∗ > Nˆ > Nˆ∗ for D > D∗, and H(N) is a monotonically decreasing function
for N > Nˆ∗ (see Fig. 1), then H(N∗) < H(Nˆ) < H(Nˆ∗) = 0. So A2 < 0.
From (14) and (15), we have
βI∗ + D− BC(N∗) =

m+ d+ qBC(N∗)

βI∗
m+ D+ d > 0, (20)
and
qBC(N∗)− D < 0. (21)
It follows that
b1 = βI∗ + D− BC(N∗)− A2 > 0,
b3 = βI∗

qBC(N∗)− D

A2 + βI∗qA1C(N∗) > 0.
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Fig. 2. The bifurcation diagram calculated using AUTO. The solid line denotes the stable status of the population, while the dotted line denotes the unstable
status. The population densities of S and I have been rescaled. The parameter values used are: B = 0.000034, e = 0.0005, h = 0.0625, r = 0.002, K =
10000,D = 0.000115, d = 0.0002, β = 0.0015,m = 0.00015, q = 0.5.
To determine the sign of b1b2 − b3, we can express this quantity as
b1b2 − b3 = −

βI∗ + D− BC(N∗)
2
A2 −

βI∗ + D− BC(N∗)

βI∗

qBC(N∗)− D

+

βI∗ + D− BC(N∗)

A22 − A1A2C(N∗)+

D− BC(N∗)+ (1− q)βI∗

A1C(N∗).
Then the inequalities (15), (20) and (21), A1 > 0 and A2 < 0 indicate that b1b2 − b3 > 0. So b1b2 > b3.
As all the inequalities in (19) hold under given conditions, then the endemic equilibrium E∗ is locally asymptotically
stable. This completes the proof of the theorem. 
We remark that the existence and stability conditions in the above theorems are sufficient but not necessary. However,
those conditions provide us with very useful information on the species persistence and disease eradication. If the death
rate of herbivores is between D∗ and D, then herbivores may coexist with plants in the system. More importantly, R0, the
basic reproduction number, plays a key role in the control of the disease. R0 > 1 implies that infectious diseases become
endemic in the herbivore community, while R0 < 1 indicates that the infected herbivore population cannot survive in the
system.
4. Discussion
The model considered in this paper is an ecosystem with one plant species and two herbivore population groups
(susceptible class and infected class). Based on the traditional Holling type II functional response, we incorporate plant
toxicity’s effect and the impact of the herbivore disease explicitly in our model. We use several biologically meaningful
quantities to explore the stabilities of various equilibria. The complex dynamical behavior of our model implies the possible
influences of plant toxins and the herbivore disease on plant–herbivore interactions.
First of all, our study shows that herbivores can coexist with plants if D < D1. The quantity D1 = BC(K) represents the
herbivore’s maximum energy gain per unit of time when plant toxicity is present, while D is the herbivore’s energy loss
per unit of time. Therefore, D < D1 means that the maximum net energy gain of a herbivore per unit of time is positive.
Similarly, if plants do not contain toxins, then herbivores will persist in the system only if its net energy gain Bf (K) − D is
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Fig. 3. The population dynamics of the model as G is chosen from different branches in Fig. 2. The values for G are 8.05, 10 and 15 in (a), (b) and (c)
respectively. The population densities of S and I have been rescaled.
positive. As Bf (K) > BC(K), then it is clear that the condition on D is relaxed in the absence of plant toxins. Biologically,
this is because herbivores do not need extra time for detoxification if they are fed with toxin-free plants. So it is easier for
them to obtain the energy required and is less likely to become extinct. Hence, plant toxicity poses a negative effect on the
diversity of the ecosystem.
Second, toxicity level also plays a significant role on the control of infectious diseases. Recall that the infected herbivore
population can survive only if R0 > 1 under suitable conditions. From Eq. (3), we can easily show that Nˆ is a monotonically
decreasing function of G, and Eq. (11) indicates that R0 is a function of Nˆ . Therefore, R0 varies with a different plant toxicity
level G. Unfortunately, since R0 is not a monotonic function of Nˆ , changing G may result in a decrease or increase of R0,
depending on the range of the corresponding Nˆ . More specifically, R0 is a monotonically decreasing function for Nˆ > K/2.
So, lower toxicity level implies bigger Nˆ , and R0 becomes smaller consequently. When G is small enough so that R0 < 1,
then only the healthy herbivore population can coexist with plants. It indicates that higher plant toxicity helps to prevent
the disease from spreading in this scenario. On the contrary, if Nˆ < K/2, then R0 is a monotonically increasing function.
Therefore, a higher toxicity levelmakesG smaller and Nˆ bigger, but itwill also increase the value ofR0. So thedisease becomes
endemic when R0 is bigger than 1 for some G. In this case, the plant toxicity plays an adverse effect on the eradication of the
disease.
Fig. 2 is the bifurcation diagram produced by AUTO, which shows us one possible scenario of toxicity impact. G is chosen
as the varying parameter in our simulation, and its value changes between 1/(2h) (=8) and 1/h (=16). The other parameters
are chosen so that R0 < 1,D > D1 at G = 1/(2h). Our analysis demonstrates that the plant-only status (0, 0, K) is locally
asymptotically stable in this case. When G passes through approximately 8.35, then the value of D1 increases to be above
D, and the herbivore population is able to persist in the system. Since R0 is still less than the threshold value 1 at this time,
then the disease-free status (S, 0,N) is stable, while (0, 0, K) is unstable. The dynamics of the systemwill be the same until
G increases to another threshold of about 12.54. At this point, R0 = 1. When G becomes even bigger, then R0 > 1, so the
endemic equilibrium (S, I,N) becomes stable. The population dynamics of S, I,N are displayed in Fig. 3. It is clear that plant
toxicity has a negative impact on the persistence of herbivores, but it helps on disease eradication.
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