Abstract-Due to the complexity of scientific processes, computing and storage resources in a scientific workflow are often needed on an uneven basis, thus, the demand of resources is elastically changing during a run of a workflow. Most existing workflow scheduling algorithms only consider a computing environment in which the number of compute resources is bounded. Resources assigned to a workflow cannot be automatically determined on demand of the size of the workflow and are not released to the environment until an execution of the workflow completes. The salient features of service-oriented computing have brought a new opportunity to schedule workflows on resources with elastically changing demand, as they allow resources to scale on demand as usage changes through dynamic provisioning. To address this issue, we firstly formalize a model of a service-oriented computing environment and a workflow graph representation for the environment. Then, we propose SCPOR, a scientific workflow scheduling algorithm that is able to schedule workflows in need of elastically changing compute resources. Our extensive experiments and comparisons for compute-intensive and dataintensive workflows have shown that SCPOR not only outperforms several representative workflow scheduling algorithms in optimizing workflow execution time, but also enables resources to scale elastically during workflow execution.
I. INTRODUCTION
Due to the complexity of scientific processes, scientific workflows have become increasingly compute and data intensive [1] . The resources for computation and data storage in a scientific workflow are often needed on an uneven basis [2] . As shown in Figure 1 .(a), only one compute resource is required at stages t 1 and t 4 ; while 6 resources are needed for stage t 2 and 4 resources are needed for stage t 3 to maximize task parallelism. The type of compute resources may also significantly affect the computation time of each task. In Figure 1 .(b), the sizes of data consumed by each computation vary during stages t 1 -t 4 . The input data could either distribute across 6 compute resources at t 2 to maximize parallel computing; or partially centralize into 3 compute resources to minimize the data communication for next step of task computation at t 3 . For example, if both task T 2 and T 4 are run on the same compute resource, the output datasets of T 2 and T 4 can be directly consumed by task T 8 , denoted by D [2, 4] , 8 , without the delay of data transferring from one resource to another; sometimes, all input data should be centralized into one compute resource to compute a task, e.g. D [8, 9, 10, 11] , 12 . Therefore, it is difficult to determine resources for scheduling the workflow, given the elastic resource usage, the heterogeneity of compute resources, and data communication between these resources. The emergence of service-oriented computing environments has brought a new opportunity to solve this scheduling problem. A service-oriented computing (SOC) environment provides scientific workflows with salient features that are distinct from other computing environments: (1) compute resources in an SOC environment are exposed as services to allow the access over the network; (2) the number and type of compute resources assigned to a workflow can be determined by service requests; (3) the number of resources assigned to a workflow can be dynamically changed at runtime: additional resources can be assigned due to underprovisioning, while unnecessary resources can be released back to the environment in case of over-provisioning. Workflow compute resources can be elastically scaled on demand; (4) not all requested compute resources need to be assigned at the beginning of a workflow execution. Resources can be assigned only when they are needed.
To run a workflow in an SOC environment, as shown in Figure 2 , a user firstly makes a request to a Workflow Scheduling Service (WSS). The request includes the type of compute resources for an execution of the workflow, and the idle time threshold to release a long idle resource back to the environment. Then WSS forwards the user request to a Computing Environment Service (CES), which is provided by the SOC environment. CES checks if the requested resource types can be provided from the system, and then returns OK if the types can be provided. After that, WSS will schedule the workflow for the SOC environment. It is assumed that each task of a workflow can be processed on any assigned resource. An estimate of the task execution time on a resource is known prior to workflow scheduling. The computation of tasks on each resource can be overlapped with data communication between resources. Tasks assigned to one resource can be executed in parallel with tasks on other resources; however, no task is allowed to run in parallel on two resources at the same time. CES then returns a schedule result to the user. The result includes the number of workflow resources and the cost estimation. If the user agrees to the schedule and requests to run the workflow, WSS requests workflow resources from the SOC environment, on demand of the need of computation and data storage. Once the resources are available, the workflow can start to run. Even though there has been much work on workflow scheduling in the literature, most existing solutions address the problem by assigning a workflow to a bounded number of resources. The number of resources cannot be automatically determined on demand of the size of a workflow, the resources assigned to a workflow usually are not released until the workflow completes its execution. As a result, resources assigned to the workflow sometimes may become insufficient for a run of the workflow, which leads to a long execution duration, especially for a compute-intensive workflow; on another occasion, many resources might become idle during most of runtime, especially for a data-intensive workflow, which leads to a waste of resources and budgets.
To address these scheduling problems, we firstly formalize a model of an SOC environment and a workflow graph representation for such an environment, followed by a formalization of the workflow scheduling problem in Section II. Then the SCPOR workflow scheduling algorithm is proposed to schedule workflows in a serviceoriented computing environment in Section III. Extensive experiments and comparisons in Section IV show that our proposed algorithm not only outperforms several existing representative workflow scheduling algorithms in optimizing workflow execution time, but also enables resources to scale elastically during workflow execution.
II. FORMALIZING WORKFLOW SCHEDULING PROBLEM
In an SOC environment, resources are often heterogeneous in terms of computing capability and data communication. The computing capability of a compute resource is mainly determined by the configuration of the number of processors and capability of the processors. Local data on one resource are allowed to be transferred to another at different data transfer rates. We firstly model such a serviceoriented computing environment as follows:
SOC Environment E: An SOC environment is a 3-tuple
• R E is a set of compute resources in the environment,
gives the data communication rate between compute resource R i and R j . Q + 0 is the set of non-negative real number.
gives the speed for the computing resource R i , measured in some pre-determined unit like million instructions per machine cycles or million instructions per nanoseconds. An SOC environment E provides services to identify the computing capability of a compute resource R i ∈ R E by F R (R i ), and the data communication between
A scientific workflow is a computerized model of a scientific process, which consists of a set of tasks and a set of data dependencies between these tasks. Each task in a workflow is atomic, so the operations of a task are not allowed to be interrupted during task execution. A task produces a dataset (input data) that can be consumed by another task (output data). A data dependency specifies the datasets required to fire a task execution at runtime. We formalize a scientific workflow as follows:
Scientific Workflow W : A scientific workflow can be formally defined as a 4-tuple
• T is a set of tasks in the workflow,
gives the execution time of a task T i , measured in some pre-determined unit like million instructions, machine cycles or nanoseconds.
is the data size function.
measured in some pre-determined unit such like bytes or giga-bytes. Given a workflow W , if the start of a task T j depends on the completion of a task T i , then T i is an immediate predecessor of T j , and T j is an immediate successor of T i . The task precedence relation can be denoted as T i → T j . The set of immediate predecessors of T i is denoted as pred(T i ), and the set of immediate successors of T i is denoted as succ(T i ). A task that has no predecessors is called an entry task; a task that has no successors is called an exit task. The entry task and exit task of the workflow are denoted as T entry and T exit , respectively.
Some special cases are identified as follows: (1) if dataset D i,j is not produced by any task in W , then i = 0; (2) if D i,j will not be consumed by any task, then j = 0; (3) if task T n 's input data depend on the output data of multiple
The definition of workflows should be independent of any computing environment, as the same workflow can be either executed on a dedicated workstation or distributed computing environments. Next, we represent our workflow as a weighted directed acyclic graph in an SOC environment.
Scientific Workflow Graph G: A scientific workflow W in an SOC environment E can be represented as a scientific workflow graph G, which is a 6-tuple 
(1)
is the average data communication cost function. F c (i, j) gives the average data communication cost of D i,j in workflow resources R, which is taken as the weight of edge in graph G. A communication edge may represent no data, if solely to enforce a precedence constraint. The data size of such an edge is assumed to be zero (the communication overhead among tasks in the same physical node is neglected for simplicity here).
where the average data transfer rate among workflow resources can be defined as:
• F p : T × R → Q + is the average task computation cost function, F p (T i ) gives the average computation cost of task T i , which is taken as the weight of vertex in graph G.
• F r : T → Q + is the priority rank function. F r (T i ) gives the value of task T i 's priority rank for an execution of the workflow graph in environment E. F r (T i ) can be defined in various ways to determine the priority rank of task T i in a workflow. Here, we define the rank value as the sum of upward rank F u (T i ) and downward rank F u (T i ) of a workflow graph.
The upward rank F u (T i ) is computed recursively by traversing the workflow graph upward, starting from T exit . It measures the longest path of the workflow graph from T exit to T i (the sum of the average computation cost of T i ), and the longest path from T exit to the successors of T i , determined by the sum of F u (T j ), T j ∈ succ(T i ) and the data communication cost between task T i and T j . F u (T i ) can be formalized as follows:
The downward rank F d (T i ) measures the longest path from T entry to T i , determined by the computation cost of T i , the data communication costs between T i and its predecessors, and the
If a workflow has multiple entry tasks or exit tasks, a virtual entry task or exit task will be connected to these entry tasks or exit tasks in the workflow graph. The virtual task has zero computation cost and zero communication cost between the task and other tasks. Therefore, a workflow graph has only one entry task and one exit task.
To schedule a scientific workflow in an SOC environment, there are following critical notions to be considered.
Earliest Ready Time ERT , Earliest Finish Time EF T : Given a workflow graph G, the earliest start time of T i , denoted by ERT (T i , R m ), is the earliest time when all predecessors have completed their executions and all input data have arrived at a resource R m , which is defined as:
where EF T (T k , R n ) is the earliest finish time of task T i 's predecessor T k on resource R n , which is defined as:
Once a task T k is scheduled on a resource R n , the earliest finish time of T k on R n is assigned to the Task Finish Time
If task T i is an entry task, T i is scheduled onto a resource R m ∈ R, then ERT (T i , R m ) = 0; Otherwise, (1) if R m has already been assigned to the workflow, then ERT (T i , R m ) is determined by the earliest time when all predecessors of T i have completed executions and all its input data have been transferred to R m ; (2) if R m has not been assigned to the workflow, an extra initialization time Δ for R m to be assigned to the workflow is added in this case.
Earliest Start Time EST : Given a workflow graph G, the earliest start time of T i on a resource R m , denoted by EST (T i , R m ), is defined as:
where getAvailT ime(R m ) returns the earliest time that R m is ready for a task execution. Workflow Makespan W MS: Given a workflow graph G in an SOC environment E, the total completion time of the workflow, denoted as W MS, is defined as:
Finally, the scheduling problem can be formally stated as follows: Given a workflow
, the workflow can be represented by a weighted directed acyclic graph G (T, D, R, F c , F c , F p , F p , F r ) . A workflow schedule is required to map all tasks T in the workflow W to the assigned resources R ⊂ R E and order the execution of these tasks by F r , such that W MS can be minimized.
III. PROPOSED SCHEDULING ALGORITHMS
Our solution to the scheduling problem consists of two phases: a task prioritizing phase and a resource selection phase. In the task prioritizing phase, we propose a task prioritizing algorithm to rank the order of tasks for a workflow execution. In the resource selection phase, we propose a SCPOR algorithm (Scalable-Critical-Path-On-aResource algorithm) to schedule workflows for an SOC environment. The SCPOR algorithm is an extension of the CPOP algorithm [3] , which was applied for mapping a workflow application to a bounded number of processors. The detailed strategy and procedure are described as follows.
A. The Task Prioritizing Algorithm
In the task prioritizing phase, the task prioritizing algorithm to order each task of a workflow by its priority rank F r (T i ), and form a list of prioritized tasks, denoted as List P riority , as shown in Figure 3 . Firstly, we calculate the average communication cost F c (i, j)(T j ∈ succ(T i )) and computation cost F p (T i ) for each task in the given workflow graph. After that, the priority rank for each task is calculated. Then, we create a temporary list called List Candidates to save tasks that are ready to be prioritized. The entry task is initially contained in the list (line 2), which means that the task is the first one to be processed. Since the entry task has no predecessors and its priority value is so far the highest in List Candidates , the entry task is removed from List Candidates and added into List P riority . Then the successors of the entry task succ(T entry ) are put into List Candidates . From tasks in List Candidates , we select a task T C with the highest priority rank, remove it from List Candidates , and then add it into List P riority (line 3-8). Next, for each successor of the newly removed task T C , if all its predecessors are in List P riority , which means that all the predecessors have already been processed, then the task is eligible to be selected into List Candidates (line 11-13). Such a procedure is repeated until List Candidates is empty (line 3 -15). In this case, all tasks in this workflow are ranked in List P riority .
The Task Prioritizing Algorithm Input: G(T, D, R, Fc, Fc, Fp, Fp, Fr)
if (Fr(Tj) > maxP riority) (7) then maxP riority = Fr(Tj), TC = Tj (8) end for
for each (Tj ∈ succ(TC )) (12) if (pre(Tj) ⊂ ListPriority) (13) then List Candidates = List Candidates ∪ {Tj} (14) end for (15) end while (16) End Function 
B. The SCPOR Algorithm
In the resource selection phase of the SCPOR algorithm, tasks are scheduled according to their orders in List P riority . To minimize the workflow makespan, the SCPOR algorithm is to map all tasks on the critical path of the workflow graph to a dedicated resource, so that the data communication costs between tasks on the critical path are eliminated. First of all, we introduce the concept of the critical path as follows.
Critical Path CP : Given a workflow graph G, there exists at least one path from T entry to T exit , such that
A set of such a path is denoted as P . A critical path of the workflow is defined as:
where a set of tasks in a path ρ ∈ P is denoted as T ρ . The priority rank of each task in T ρ is equal to the priority rank of the entry task in the graph.
If a task T i 's priority rank F r (T i ) = F r (T entry ), then T i is a critical task of the workflow. A set of critical tasks is denoted as List CP . A workflow may have multiple critical paths, the SCPOR algorithm chooses one of them and select critical tasks on this path into List CP . The procedure to form List CP is implemented by the getCP List(G, E) function, which generates critical path of a workflow graph. As shown in Figure 4 , List CP initially contains the entry task in the list. From the successors of the entry task, a task
Then the successors of T j will be traversed to select the next task that has the same priority rank with T entry . The procedure is repeated until the search reaches the exit task.
The getCP List(G, E)
end while (9) End Function The first step of the SCPOR algorithm ( Figure 5 ) is to select a dedicated resource R C for the execution of all critical tasks. The total computation cost of critical tasks
is calculated for each resource, and a resource that produces the minimum cost is selected as R C (line 3-7). R C is exclusively used for critical tasks until all of them are scheduled.
In the SCPOR algorithm, the scheduling decision to a task is based on the following four cases:
is added into List Schedule , and the available time of R C is reset to EF T (T i , R C ) (line 11 -12) . Otherwise, the earliest start time EST (T i , R k ) and earliest finish time EF T (T i , R k ) of T i on a resource R k is calculated on each of assigned resources except R C . A resource that produces the smallest earliest finish time (minEF T ) is assigned to a temporary variable R S (line 14-18); (2) if T i is not a critical task and the resource R S is available by the earliest ready time of T i , then T i is mapped to
into List Schedule , and the available time of R S is reset to minEF T (line [19] [20] ; (3) if T i is not a critical task and resource R S is unavailable at the earliest ready time of T i , then a new resource R n will be considered to be assigned to the workflow.
Resource R n is assigned to R S and added into R, so R n can be reused by any other resources after EF T (T i , R S ) (line 22-25); (4) If T i is not a critical task and the earliest finish time on any of new resources is later than minEF T , then T i is mapped to
and the available time of R S is reset to minEF T (line 27).
After each task assignment, a resource R k that has been kept idle longer than a given threshold t idle will be released from the assigned resources R. In this case, the number of workflow resources can be elastically scaled in. There are mainly three reasons that might cause the situation: (1) The initially assigned resources are more than sufficient for the workflow execution; (2) The computing capability of a resource is far less than any other assigned resources, so it has no chance for being selected; (3) An unbalanced workflow graph leads to uneven resource usage. For instance, a large number of resources are only required at the beginning of the execution.
IV. EXPERIMENTS AND DISCUSSION
To evaluate our proposed SCPOR algorithm, we firstly simulate an SOC environment with the following input parameters: |R E | = 100, F B (R m , R n ), and F R (R i ) that are randomly generated. Then we develop a workflow generator to randomly generate workflow graphs given the following input parameters: the minimum and maximum numbers of the level of a graph, the minimum and the maximum numbers of vertices at each level, the weight of each vertex F p (T i ), the weight of each edge F c (i, j), and the threshold to automatically release a compute resource t idle = 60. Then we compare the scheduling results scheduled by the SCPOR and CPOP algorithm.
A. Comparison of the SCPOR and CPOP algorithms
we apply the SCPOR and CPOP algorithms to schedule a randomly generated workflow. Three compute
end for (8) while (ListPriority = ∅) (9) int minEF T = MAX NUMBER, RC = NULL (10) select Ti ∈ ListPriority with the highest priority rank (11) if
end while (34) End Algorithm Figure 5 . The pseudo-code of the SCPOR algorithm that schedules worklows in an SOC environment.
resources are initially requested by the workflow
Tasks in the workflow are prioritized using the proposed task prioritizing algorithm (
The horizontal dash lines indicate the idle time of each resource, and vertical dashed lines indicate the workflow makespan scheduled by each algorithm. The results scheduled by SCPOR and CPOP are shown in the two Gantt charts in Figure 6 .(a) and (b). The workflow makespan scheduled by SCPOR is 68.75, 36.66% percent improved from the makespan scheduled by CPOP (108.54).
The compute resources are utilized in different ways by the two algorithms. By CPOP, R 1 , R 2 and R 3 are assigned to the workflow, and they are released back to the environment until the exit task T 14 completes (see Figure 6.(a) ). The number of workflow resource keep constant at run time; While by SCPOR, R 3 is firstly assigned to T 1 , as T 1 is a critical task and R 3 is identified as R c , which is the only compute resource released until the last critical task T 14 completes. After T 1 completes, T 5 and T 7 are scheduled on R 3 , as they are critical tasks as well (List CP = {T 1 , T 5 , T 11 , T 13 , T 14 }). R 1 is assigned to T 7 , and R 2 is assigned to T 6 after T 1 completes. When T 2 is ready to run, all requested resources have been occupied by other tasks until T 7 completes. Since T 2 is not a critical task, it is not necessary to run on R 3 , a new compute resource R 4 is assigned to T 2 from the environment at this time (F R (R 4 ) = F R (R 1 )) to avoid waiting the completion of T 7 . Similarly, T 4 , T 10 , T 12 are assigned to new resource R 5 ∈ R E , T 3 is assigned to new resource R6 ∈ R E . The number of workflow resource starts from |R| = 1 at the beginning, and then increases to |R| = 6 at the maximum, and then gradually drops to |R| = 1 until the last critical task completes. The resource usage scheduled by CPOP and SCPOR are 325.62 and 227.99, respectively. Thus, the resource usage by the SCPOR algorithm is 30% less than the CPOP algorithm.
B. Statistical Performance Evaluation
To investigate the overall performance for computeintensive workflows and data-intensive workflows, our developed workflow generator randomly generates 50, 000 workflow graphs for each experiment. The communication and computation costs of these workflows are also randomly generated within defined reasonable ranges. For each workflow graph, a compute-intensive workflow is considered when the total number of computation cost is at least 50 times larger than the communication cost; a data-intensive workflow is considered when the total number of communication cost is at least 50 times larger than the computation cost. Then we compare workflow scheduling results by SCPOR and CPOP given various scales of workflows. The total number that one algorithm outperforms another is counted, divided by the total number of experiments, is considered as the probability of one algorithm outperforms another.
As shown in Figure 6 .(c), all 50, 000 scheduling results scheduled by SCPOR outperforms the results scheduled by CPOP at each range of workflow size (the number of workflows). As shown in Figure 6 .(d), the probability that SCPOR outperforms CPOP continuously increases from 82.3%, 95.2%, 98.5%, 99.8% to 1, as the number of tasks from the range of [2, 50] 
V. RELATED WORK
Generally, the scheduling problem is known as an NPcomplete problem [4] , thus no known algorithms are able to generate the optimal solution within polynomial time. Various heuristic workflow scheduling algorithms are proposed to address workflow scheduling problems. Independent task scheduling algorithms [5] , [6] are proposed for independent tasks, so data transmissions between different tasks are not accounted for this case. The clustering based scheduling algorithms [7] , [8] , [9] can be applied to schedule workflows onto unbounded number of resources [10] . Since most of these algorithms are proposed for homogeneous multiprogramming environments where the physical machines are shared by multiple users and the number of available processors may not be known until run time, they are not applicable in heterogeneous computing environments where the execution time of each task and data transfer rates between tasks differ from one resource to another. The duplication based scheduling algorithms [11] , [12] , [13] use some resource idle time to duplicate tasks, which are also scheduled on other resources. The performance is significantly improved when scheduling is performed according to data availability; however, replication is not able to be done instantaneously given the huge data size and bandwidth constraints. Although most of the scheduling algorithms effectively decrease large data transmission between tasks for complex structured workflows, they are not practical because of the significantly high schedule overhead.
Most of the list scheduling algorithms [14] , [15] , [3] are mainly for homogeneous computing environments, while HEFT and CPOP algorithm [3] provide practical solutions to schedule tasks on heterogeneous and distributed resources. It has been shown in the literature that HEFT and CPOP significantly outperform other algorithms, such as DLS [16] , MH [17] and LMT [18] , in terms of performance and cost metrics. Overall, list algorithms can generate good quality of scheduling results while keeping lower scheduling overhead; however, list algorithms were originally proposed for a bounded number of multiprocessor environments, they cannot be directly applied to an SOC environment where the number of resources is dynamically changed at run-time.
Guided Random Search based scheduling algorithms [19] , [20] , [21] provide general heuristics for solving the scheduling problem, which are usually applied to large-scale workflows. Although metaheuristics algorithms can produce optimized scheduling solution based on the performance of entire workflow and available resources, their execution times are significantly higher than other algorithms. It has been shown that the improvement of the GA-based solution to the second best solution was no more than 10 percent and the GA-based approach required around a minute to produce a solution while the other heuristics required an execution of a few seconds [22] .
However, most of the above algorithms address the problem of assigning a workflow to a bounded number of resources. Even though some algorithms support unbounded number of resources for a workflow, they do not support a heterogeneous environment in which the number of compute resources can be elastically changed. Therefore, these algorithms are not applicable in SOC environments, in which the number of resources requested for a workflow can be elastically scaled on demand. This limitation motivates us to propose the SCPOR algorithm presented in this paper.
VI. CONCLUSIONS To schedule scientific workflows for an SOC environment, we formalize a model of an SOC environment and a workflow graph model for the environment. Based on the models, we propose the SCPOR workflow scheduling algorithm to schedule workflows given the elastically changing compute resources. Our extensive experiments and comparisons for large-scale, compute-intensive, and data-intensive workflows has shown that SCPOR not only outperforms several representative workflow scheduling algorithms in optimizing workflow execution time, but also enables resources to scale elastically during workflow execution.
