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a b s t r a c t
In this paper, on the basis of the optimal sine transform based approximation we propose
a new preconditioner for the interface system arising in the fast Helmholtz solver [G. Bao,
W. Sun, A fast algorithm for the electromagnetic scattering from a large cavity, SIAM J. Sci.
Comput. 27 (2005) 553–574 (electronic)] for the electromagnetic scattering from a large
cavity with layered media. We show that the spectrum of the preconditioned matrix is
clustered around 1 if the preconditioner is not nearly singular. Numerical results show that
the number of iterations of an preconditioned iterative method for the interface system
is independent of the mesh size and the wavenumber. The computational cost of the
fast method proposed in this paper for calculating the radar cross section, which is very
important in electromagnetism, by means of fast Fourier transforms, isO(N2) on an N×N
uniform partition of the unit square for the source free case.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Accurate calculation of the radar cross section (RCS) is a very important subject in electromagnetism. Due to the
dominance to the target’s overall RCS, electromagnetic scattering from large cavities has attracted much attention recently;
see, for example, [1–7] and the references therein. We refer the reader to [8] for a detailed discussion concerning large
cavities and related topics.
A fast algorithmwas presented in [8] for obtaining the electromagnetic scattering from a large rectangular open cavity in
which themedium is vertically layered. On the basis of the use of a discrete Fourier transform in thehorizontal direction and a
Gaussian elimination in the vertical direction, the algorithm reduces the global system to an interface systemon the aperture.
This step is equivalent to constructing a discrete Dirichlet-to-Neumann map. The interface system is solved by an iterative
method. A simple diagonal preconditioning was used there. Using the fast Fourier transform (FFT) [9], the computational
complexity of the fast algorithm isO(N2 logN)+O(pN logN) on anN×N uniformmesh,where p is the number of iterations
required by the iterative method for the interface system. For the source free case, the computational cost reduces toO(N2)
if p ≤ N/ logN , which was illustrated numerically. Numerical examples show that p is almost independent of the mesh size
and increases as the wavenumber increases.
In this paper, on the basis of the optimal sine transform based approximation [10], we proposed a new preconditioner
for the interface system arising in the fast algorithm [8]. We show that the spectrum of the preconditioned matrix is
clustered around 1 if the preconditioner is not nearly singular. Numerical results show that the number of iterations of
the preconditioned conjugate orthogonal conjugate gradient (COCG) method [11,12] (see [13, Chapter 7] for details) is
independent of themesh size and the wavenumber. Therefore, the computational complexity of the resulting fast algorithm
is O(N2 logN) on an N × N uniform mesh and reduces to O(N2) for the source free case.
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Fig. 1. The cavity geometry.
The rest of this paper is organized as follows. In Section 2, we introduce the cavity problem. We present the framework
of the fast algorithm and the new preconditioner in Section 3. The spectrum of the preconditioned matrix of the interface
system is analyzed in Section 4. We report the numerical results for a model problem in Section 5. We present brief
concluding remarks on this work in Section 6.
2. Electromagnetic scattering from a large cavity
We consider the electromagnetic scattering from a cavity embedded in the ground plane [4]; see Fig. 1. Assume that
the medium and the material are invariant in the z-direction. Assume also that the medium is non-magnetic and a constant
magnetic permeabilityµ(x, y) = µ0 exists everywhere. The half-space above the ground plane is filledwith a homogeneous,
linear, isotropic medium with the electric permittivity ε0. The electromagnetic property of the medium is characterized by
the relative permittivity εr(x, y) = ε(x, y)/ε0. For simplicity,we only consider the real and positivemediumcase, i.e., εr > 0.
For the transverse magnetic (TM) polarization, in which the magnetic field is transverse to the invariant direction and
the electric field E has the form (0, 0, u(x, y)), the time-harmonic Maxwell equations reduce to the Helmholtz equation
together with Sommerfeld’s radiation condition imposed at infinity,
1u+ k20εru = f inΩ ∪ R+2 ,
u = 0 on ∂(Ω ∪ R+2 ),
lim
r→∞
√
r(∂rus − ik0us) = 0 at∞,
(2.1)
where the free space wavenumber k0 = ω√ε0µ0,Ω = [0, a] × [−b, 0], R+2 denotes the upper half-plane, f is the source
term and f = 0 in R+2 , r =

x2 + y2, us is the scattered field and i = √−1 is the imaginary unit.
Assume that a plane wave ui = ei(αx−βy) is incident on the cavity from the above, where α = k0 sin θ, β = k0 cos θ , and
−π/2 < θ < π/2 is the incident angle with respect to the positive y-axis. The total fields consist of three parts: incident
(ui), reflected (ur ) and scattered (us) fields. Therefore, the scattered field can be expressed by us = u − ui − ur , where
ur = −ei(αx+βy). Since the upper half-space is homogeneous for the cavity problem, a so-called transparent (nonlocal)
boundary condition can be obtained by using the Green’s function method [4] or the method of Fourier transforms [14].
Define the nonlocal boundary operator T as
T (u) = −k0
2
=
 a
0
Y1(k0|x− t|)
|x− t| u(t, 0)dt +
ik0
2
 a
0
J1(k0|x− t|)
|x− t| u(t, 0)dt, x ∈ (0, a),
where Jν(z) and Yν(z) are the Bessel functions [15], and the first term in the right hand side denotes a Hadamard principle
value (or finite part) integral [16]. The scattering problem (2.1) is reduced to the following bounded domain problem:1u+ k
2
0εru = f inΩ, (a)
u = 0 on S, (b)
∂nu = T (u)+ g on, (c)
(2.2)
where S denotes the walls of the cavity, Γ the aperture, ∂n the normal derivative and g(x) = −2iβeiαx.
3. The fast algorithm
In this section, we review the framework of the fast algorithm proposed in [8] for the cavity problem with vertically
layered media and propose a new preconditioner for the interface system arising in the fast algorithm.
Let
Ωh = {(xi, yj) : i = 0, 1, . . . ,M + 1; j = 0, 1, . . . ,N + 1}
define a uniform partition ofΩ = [0, a] × [−b, 0]with
hx = aM + 1 , xi = ihx, hy =
b
N + 1 , yj = −b+ jhy.
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Let uij be the finite difference solution at the point (xi, yj) and fij = f (xi, yj). The discrete finite difference system for (2.2)(a)
is given by
ui−1,j − 2uij + ui+1,j
h2x
+ ui,j−1 − 2uij + ui,j+1
h2y
+ k20εr(yj)uij = fij (3.1)
for i = 1, 2, . . . ,M, j = 1, 2, . . . ,N . By (2.2)(b), we have
u0j = uM+1,j = ui0 = 0, i = 1, 2, . . . ,M, j = 1, 2, . . . ,N + 1.
We have, in matrix form,
(Ax ⊗ IN + IM ⊗ Ay + IM ⊗ D)uΩ + (IM ⊗ aN+1)uN+1 = fΩ , (3.2)
where⊗ denotes the Kronecker product, IM is theM ×M identity matrix, and
Ax = h−2x · tridiag[1,−2, 1],
Ay = h−2y · tridiag[1,−2, 1],
D = k20 · diag [εr(y1), εr(y2), . . . , εr(yN)] ,
aN+1 = h−2y [0, . . . , 0, 1]T,
uΩ = [u11, . . . , u1N , u21, . . . , u2N , . . . , uM1, . . . , uMN ]T,
fΩ = [f11, . . . , f1N , f21, . . . , f2N , . . . , fM1, . . . , fMN ]T.
By the Toeplitz type approximations in [16, Algorithm II] and the classical trapezoidal rule, the discrete form of the
nonlocal boundary condition (2.2)(c) is given by
ui,N+1 − uiN
hy
=
M
j=1
gijuj,N+1 + g(xi), i = 1, 2, . . . ,M,
where
gij = g reij + ig imij ,
g reij = −tij
k0|xi − xj|
2
Y1(k0|xi − xj|),
g imij =
k0hx
2
J1(k0|xi − xj|)
|xi − xj| ,
and
tij =

1
hx
(1− ln 2), |i− j| = 1,
− 2
hx
, i = j,
1
hx
ln
|i− j|2
|i− j|2 − 1 , otherwise.
We have, in matrix form,
(IM − hyG)uN+1 − uN = hyg, (3.3)
where
G = (gij)Mi,j=1, ui = [u1i, u2i, . . . , uMi]T,
and
g = [g1, g2, . . . , gM ]T, gi = g(xi).
By the discrete sine transformation (see Appendix A), we rewrite the discrete linear system (3.2) as
(Λ⊗ IN + IM ⊗ Ay + IM ⊗ D)u˜Ω + (IM ⊗ aN+1)u˜N+1 = f˜Ω , (3.4)
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where
Λ = diag [λ1, λ2, . . . , λM ] = SMAxSM ,
λi = − 4h2x
sin2
iπ
2(M + 1) ,
u˜Ω = [u˜11, . . . , u˜1N , u˜21, . . . , u˜2N , . . . , u˜M1, . . . , u˜MN ]T = (SM ⊗ IN)uΩ ,
u˜i = [u˜1i, u˜2i, . . . , u˜Mi]T = SMui,
f˜Ω = [f˜11, . . . , f˜1N , f˜21, . . . , f˜2N , . . . , f˜M1, . . . , f˜MN ]T = (SM ⊗ IN)fΩ .
Similarly, (3.3) becomes
(IM − hySMGSM)u˜N+1 − u˜N = hyg˜, (3.5)
where
g˜ = [g˜1, g˜2, . . . , g˜M ]T = SMg.
Reordering the unknowns and equations in (3.4), we obtain
(Ay + λiIN + D)uˆi + aN+1u˜i,N+1 = fˆi, i = 1, 2, . . . ,M, (3.6)
where
uˆi =

u˜i1, u˜i2, . . . , u˜iN
T
,
and
fˆi =

f˜i1, f˜i2, . . . , f˜iN
T
.
We use the Gaussian elimination method with row partial pivoting to solve the system (3.6). Let
Ay + λiIN + D = LiUi, i = 1, 2, . . . ,M,
be the LU factorization, where
Ui = (r ipq).
Obviously, Li is nonsingular. We have, therefore,
Uiuˆi + L−1i aN+1u˜i,N+1 = fˇi, i = 1, 2, . . . ,M, (3.7)
where
fˇi =

fˇi1, . . . , fˇiN
T = L−1i fˆi.
If the matrix Ay + λiIN + D is nonsingular,
r iNN ≠ 0, i = 1, 2, . . . ,M.
Let r iN,N+1 denote the last component of L
−1
i aN+1. By the last equations of the systems (3.7)
r iNN u˜iN + r iN,N+1u˜i,N+1 = fˇiN , i = 1, 2, . . . ,M,
and Eq. (3.5), we have
(IM − hySMGSM + E)u˜N+1 = gˇ, (3.8)
where
E = diag r1N,N+1/r1NN , . . . , rMN,N+1/rMNN ,
and
gˇ =

fˇ1N/r1NN , . . . , fˇMN/r
M
NN
T + hyg˜.
Solving the linear system (3.8) gives the solution u˜N+1 on the interface Γ . The rest of the unknowns can be obtained by
solving the system (3.6). If the matrix Ay + λiIN + D is singular (or nearly singular) for some i ∈ Js, where Js is a subset of
1, 2, . . . ,M , a special treatment is given; see [8] for details. In all of our numerical tests, Js is empty, i.e., it suffices to solve
the system (3.8).
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We obtain the following fast algorithm.
Algorithm I: fast method for electromagnetic cavity problems, TM case
(i) Generate the matrix G
(ii) Calculate f˜Ω = (SM ⊗ IN)fΩ and g˜ = SMg
(iii) Calculate the LU factorization with row partial pivoting to get Ui, E and gˇ
(iv) Solve the interface system (3.8) for u˜N+1
(v) Solve the system (3.6) for u˜Ω
(vi) Calculate uΩ = (SM ⊗ IN)u˜Ω and uN+1 = SM u˜N+1
The key to Algorithm I is how to solve the interface system (3.8) with the coefficient matrix
A = IM − hySMGSM + E.
Since G is a complex symmetric Toeplitz matrix, the product of the coefficient matrix and a complex vector can be taken
in terms of the FFT. We can use a preconditioned iterative solver, such as preconditioned COCG (P-COCG) [11–13] (see
Appendix B below for details), for the system (3.8). In [8], the diagonal matrix
P = IM − ihydimIM + E (3.9)
was used as a preconditioner, where dim is the diagonal entry of the imaginary part ℑ(G) of G. In this paper, on the basis of
the analysis in Section 4, we use the following diagonal matrix:
M = IM − hyΛs + E, (3.10)
as a preconditioner, where Λs = SMs(G)SM and s(G) is the optimal sine transform based approximation to G (see
Appendix A). We refer the reader to [17,18,10,19–21] for more detailed discussion for sine transform based approximation.
We remark that in the literature only real symmetric Toeplitz matrices were considered. The extension to the complex
symmetric cases is straightforward when considering the real and imaginary parts separately. Our numerical results in
Section 5 show that the number of iterations of P-COCG combined with the preconditioner M is independent of the mesh
size and the wavenumber. Therefore, the computational complexity of Algorithm I is O(MN logM)when f ≠ 0 in (2.2)(a);
see [8] for details. In the source free case, i.e., f = 0, the cost reduces to O(MN) because only the solution uN+1 on the
aperture is required for the RCS calculation.
4. The spectrum of the preconditioned matrix AM−1
In this section, we show that the spectrum of the preconditionedmatrix AM−1 is clustered around 1 if the preconditioner
M is not nearly singular. We first analyze the properties of the matrix G in (3.3).
Proposition 4.1. The matrix G = (gij)Mi,j=1 in (3.3) is an M × M complex symmetric Toeplitz matrix. Moreover, the imaginary
part ℑ(G) of G is a symmetric positive definite Toeplitz matrix.
Proof. The first statement is obvious. Let v = [v1, v2, . . . , vM ]T ∈ CM , v ≠ 0 and v∗ = [v¯1, v¯2, . . . , v¯M ] denote its complex
conjugate. It follows from
J1(z) = z
π
 1
−1

1− t2 exp(izt)dt
that
v∗ℑ(G)v =
M
i=1
M
j=1
g imij v¯ivj
= k
2
0hx
2π
 1
−1

1− t2
M
i=1
M
j=1
exp(ik0hx|i− j|t)v¯ivjdt
= k
2
0hx
2π
 1
0

1− t2
M
i=1
M
j=1
(exp(ik0hx(i− j)t)+ exp(−ik0hx(i− j)t)) v¯ivjdt
= k
2
0hx
2π
 1
0

1− t2
 M
i=1
exp(−ik0hxit)vi

2
+
 M
i=1
exp(ik0hxjt)vj

2
 dt
> 0.
Therefore, ℑ(G) is symmetric and positive definite. 
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Remark 4.2. Numerical results show that the real part ℜ(G) of G is negative definite; however, no theoretical proof is
available.
Remark 4.3. For large arguments z ≫ 34 , we have [22, Chapter 11]:
Y1(z) ∼

2
πz
sin

z − 3
4
π

, J1(z) ∼

2
πz
cos

x− 3
4
π

.
Therefore, if k0hx|i− j| ≫ 34 , then
g reij ∼
1
hx
ln

1− 1|i− j|2

k0hx|i− j|
2π
sin

k0hx|i− j| − 34π

,
g imij ∼
1
hx
1
|i− j|2

k0hx|i− j|
2π
cos

k0hx|i− j| − 34π

.
If we further assume that hy/hx and k0hx are constants, we have hy|gij| ∼ O(|i − j|−3/2) as |i − j| → +∞. Hence, it is easy
to show that the generating function [10] of the Toeplitz matrix hyG belongs to the Wiener class [10].
We nowdiscuss a property of eigenvalues of a complex symmetricmatrix. Let λ be an eigenvalue of a complex symmetric
matrix C = S+ iT with C = CT ∈ Cn×n, S = ST ∈ Rn×n and T = TT ∈ Rn×n. Suppose the eigenvector corresponding to λ is
w = p+ iqwithw ∈ Cn and p, q ∈ Rn, i.e.,
Cw = λw.
Letw∗ denote the conjugate transpose ofw. Then,
λw∗w = w∗Cw
= (pT − iqT)(S+ iT)(p+ iq)
= pTSp+ qTSq+ qTTp− pTTq+ i(pTTp+ qTTq+ pTSq− qTSp)
= pTSp+ qTSq+ i(pTTp+ qTTq),
which leads to
ℜ(λ) = p
TSp+ qTSq
w∗w
, ℑ(λ) = p
TTp+ qTTq
w∗w
.
Therefore, if S and T are positive (negative) definite, thenℜ (λ) > 0(< 0) and ℑ (λ) > 0(< 0).
Note that E in (3.8) is a real diagonal matrix. It follows from Proposition 4.1, Theorem A.1 and the discussion above that
the matrices A andM are nonsingular. We have
AM−1 = IM + (A−M)M−1 = IM + SM(s(hyG)− hyG)SMM−1.
On the basis of Proposition 4.1, Remarks 4.2 and 4.3, and the arguments in [10], we know that ∥s(hyG) − hyG∥ → 0 as
M →+∞. Therefore, the spectrum of AM−1 is clustered around 1 if the preconditionerM is not nearly singular.
5. Numerical results
In this section we report numerical results for a cavity with two different media. We refer the reader to [23–31] for other
discretization schemes and more numerical experiments. The implementations of Algorithm I are done in FORTRAN on a
computer with a 2.26 GHz CPU. The P-COCG solver is used for the interface system (3.8). Both the preconditioner P (3.9) and
the preconditionerM (3.10) are evaluated. The zero vector is used as the initial guess. The iteration is terminated at themth
iteration if the residual satisfies
∥rm∥
∥gˇ∥ ≤ 10
−5.
Let the cavity of interest be the boxΩ = [0, 1]×[−1, 0]. All the cases considered here are source free. We use a uniform
grid withM = N . The physical parameter of interest is the RCS, which is defined by
σ(φ) = 4
k0
|P(φ)|2
where φ is the observation angle and P(φ) is the far-field coefficient given by
P(φ) = k0
2
sinφ

Γ
u exp(ik0x cosφ)dx.
When the incident and observation directions are the same, we have the backscatter RCS:
Backscatter RCS(φ) = 10 log10 σ(φ) dB.
800 K. Du / Computers and Mathematics with Applications 63 (2012) 794–806
Fig. 2. The magnitude of the first column of G. The solid line denotes |gij| and the dashed line denotes |i− j|−3/2 . Left: k0 = 16π . Right: k0 = 32π .
Table 1
Number of iterations and CPU time in seconds (in parentheses) required by P-COCG for the interface system
(3.8) for the cavity with the homogeneous medium εr = 1. All results are obtained at normal incidence.
k0 M × N Preconditioner P PreconditionerM
k0 = 4π 1023× 1023 7 (1.5625E-02) 5 (1.5625E-02)
2047× 2047 7 (4.6875E-02) 6 (3.1250E-02)
k0 = 8π 1023× 1023 10 (3.1250E-02) 5 (1.5625E-02)
2047× 2047 10 (6.2500E-02) 5 (3.1250E-02)
k0 = 16π 1023× 1023 19 (6.2500E-02) 5 (1.5625E-02)
2047× 2047 21 (1.2500E-01) 5 (3.1250E-02)
k0 = 32π 1023× 1023 20 (6.2500E-02) 5 (1.5625E-02)
2047× 2047 24 (1.2500E-01) 5 (3.1250E-02)
Consider the cavity with two different media:
• Homogeneous.
εr(x, y) = 1.
• Non-homogeneous.
εr(x, y) =

1, y ≥ −1
3
,
2, y < −2
3
,
3
2
otherwise.
(5.1)
Obviously, both media are layered.
We present the absolute values of the entries in the first column of the matrix G in Fig. 2. Here, 32 points per wavelength
are used. It is clear that the |gij| decays like O(|i− j|−3/2).
The eigenvalue distributions of the matrix A and AM−1 for the cavity with the two media with respect to different
wavenumbers are given in Figs. 3 and4.Here, 32 points perwavelength are used.Weobserve that there are someeigenvalues
with negative real parts in all cases. As a comparison, the eigenvalues of the preconditioned matrix AM−1 are located in the
right half-plane with real parts larger than 0.75 and clustered around 1, which is in good agreement with our analysis in
Section 4. Many Krylov subspace iterative algorithms have good convergence behavior for such a linear system; see, for
example, the discussion in [32, section].
The real parts of the electric fields for the two media with k0 = 16π, 32π are given in Figs. 5 and 6. The magnitude of
the electric fields on the aperture of the cavity and the backscatter RCS for the two media with k0 = 16π, 32π are given in
Figs. 7 and 8. Here, 32 points per wavelength are used. The highly oscillatory nature of the fields for large wavenumbers is
observed.
The CPU time and the number of iterations of P-COCG for the interface system (3.8) are shown in Tables 1 and 2. Clearly,
(I) the number of iterations of P-COCG with the preconditioner P is almost independent of the mesh size and increases as
the wavenumber k0 increases;
(II) the number of iterations of P-COCGwith the preconditionerM is independent of the mesh size and the wavenumber k0.
For large wavenumber problems, about 75% of the CPU time is saved.
6. Concluding remarks
In this paper, using the optimal sine transform based approximation we have proposed a new preconditioner for the
interface system arising in the fast algorithm for the electromagnetic scattering from a large cavity with layered media.
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Fig. 3. The eigenvalue distributions of A (left) and the preconditioned matrix AM−1 (right) for the cavity with the homogeneous medium εr = 1; from
top to bottom: k0 = 4π, 8π, 16π, 32π .
Table 2
Number of iterations and CPU time in seconds (in parentheses) required by P-COCG for the interface system
(3.8) for the cavity with non-homogeneous medium (5.1). All results are obtained at normal incidence.
k0 M × N Preconditioner P PreconditionerM
k0 = 4π 1023× 1023 6 (1.5625E-02) 5 (1.5625E-02)
2047× 2047 6 (3.1250E-02) 5 (3.1250E-02)
k0 = 8π 1023× 1023 10 (3.1250E-02) 5 (1.5625E-02)
2047× 2047 11 (6.2500E-02) 5 (3.1250E-02)
k0 = 16π 1023× 1023 14 (3.1250E-02) 5 (1.5625E-02)
2047× 2047 14 (7.8125E-02) 5 (3.1250E-02)
k0 = 32π 1023× 1023 30 (7.8125E-02) 5 (1.5625E-02)
2047× 2047 30 (1.5625E-01) 5 (3.1250E-02)
Theoretical analysis shows that the spectrum of the preconditioned matrix is clustered around 1 if the preconditioner
is not nearly singular. Numerical results show that the number of iterations of the P-COCG solver combined with this
preconditioner is independent of the mesh size and the wavenumber. The extension to the transverse electric polarization
(in which the Dirichlet boundary conditions are replaced by the Neumann boundary conditions, and the hyper-singular
integral boundary condition (2.2)(c) is replaced by a weakly singular integral boundary condition [25] in comparison with
the transverse magnetic polarization case) is straightforward. The only essential change is the replacement of the optimal
sine transform based approximation by the optimal cosine transform based approximation [33–35].
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Fig. 4. The eigenvalue distributions of A (left) and the preconditioned matrix AM−1 (right) for the cavity with the non-homogeneous medium (5.1); from
top to bottom: k0 = 4π, 8π, 16π, 32π .
Fig. 5. Real parts of the electric fields (normal incidence) for the cavity with the homogeneous medium εr = 1. Left: k0 = 16π . Right: k0 = 32π .
We point out that the optimal sine transform based approximation together with the layered medium model can be
used as a preconditioning technique for the cavity problem with general medium. In [31] we have proposed a composite
preconditioner, which employs the matrix decomposition algorithms (see, for example, [36,37]).
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Fig. 6. Real parts of the electric fields (incident angle θ = π/4) for the cavity with the non-homogeneous medium (5.1). Left: k0 = 16π . Right: k0 = 32π .
Fig. 7. The magnitude of the electric field (normal incidence) on the aperture of the cavity and the backscatter RCS for the cavity with the homogeneous
medium εr = 1. Left: k0 = 16π . Right: k0 = 32π .
Fig. 8. The magnitude of the electric field (incident angle θ = π/4) on the aperture of the cavity and the backscatter RCS for the cavity with the non-
homogeneous medium (5.1). Left: k0 = 16π . Right: k0 = 32π .
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Appendix A. Optimal sine transform based approximations
Denote the discrete sine transformation matrix by
Sn =

2
n+ 1

sin
ijπ
n+ 1
n
i,j=1
.
We have SnSTn = S2n = In. The matrix–vector product Snv can be obtained in O(n log n) operations for any n-vector v. Let
A be an n × n matrix. The optimal sine transform based approximation s(A) is defined to be the minimizer of ∥P − A∥F
over the set of matrices P that can be diagonalized by Sn, where ∥ · ∥F denotes the Frobenius norm. We have the following
theorem.
Theorem A.1 ([10, Theorem 2]). Let A be an n-by-n real symmetric matrix. Let s(·) denote the optimal sine transform based
approximation. Then s(A) is real symmetric. Moreover, we have
λmin(A) ≤ λmin(s(A)) ≤ λmax(s(A)) ≤ λmax(A),
where λmax(·) and λmin(·) denote the largest and the smallest eigenvalues respectively.
Let P = SnΛsSn, e1 = [1, 0, . . . , 0]T and e = [1, 1, . . . , 1]T; then we have
D−1s SnPe1 = Λse, (A.1)
where Ds is the diagonal matrix with diagonal Sne1. Thus, to compute the eigenvalues of P , we only need the first column of
P . For a diagonal matrix or a Toeplitz matrix, s(A) can be obtained inO(n) operations. See Chapter 5 of [35] for details. Next,
we list the formulas [38] for computing s(A)when A is a symmetric Toeplitz matrix.
Let Tn be an n× n symmetric Toeplitz matrix:
Tn =

t0 t1 · · · tn−2 tn−1
t1 t0 t1 · · · tn−2
... t1 t0
. . .
...
tn−2 · · · . . . . . . t1
tn−1 tn−2 · · · t1 t0
 .
Let s = [s1, s2, . . . , sn]T be the first column of s(Tn). The explicit formula for s is given below:
sj =

t0 −

n− 2
n+ 1

t2, j = 1,
t1 −

n− 3
n+ 1

t3, j = 2,
n− j+ 3
n+ 1

tj−1 −

n− j− 1
n+ 1

tj+1, j = 3, 4, . . . , n− 2,
4
n+ 1

tn−2, j = n− 1,
3
n+ 1

tn−1, j = n.
(A.2)
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Appendix B. Preconditioned COCG
Let A andM be complex symmetric. We present the details of the preconditioned COCG (P-COCG) solver as follows.
Algorithm P-COCG: AM−1z = b, x = M−1z
Choose x0;
set r0 = b− Ax0 and p0 = M−1r0;
for k = 0, 1, 2, . . ., do until convergence or breakdown:
xk+1 = xk + αkpk;
rk+1 = rk − αkApk;
pk+1 = M−1rk+1 + βkpk;
where
αk = r
T
kM
−1rk
pTkApk
; βk = r
T
k+1M−1rk+1
rTkM
−1rk
.
The main computational cost and storage for P-COCG consist of one matrix–vector product, Apk, and one preconditioner
solve, M−1rk+1, per iteration and five length n vectors, b, xk+1, rk+1, pk+1, one slack vector for Apk and M−1rk+1. The
preconditioner M in P-COCG also has to be complex symmetric. The derivation of P-COCG is similar to that of the
preconditioned conjugate gradient (P-CG) method in [13, Section 5.2], which uses the inner product x∗My for the left
preconditioning case M−1Ax = M−1b with Hermitian and positive definite matrices A and M. The only essential change
of P-COCG with respect to P-CG is the replacement of the inner product x∗My by the bilinear form xTM−1y.
The P-COCG algorithm may suffer from two kinds of breakdowns. The first kind of breakdown occurs if pTkApk = 0. This
type of breakdown is uncured. The second kind of breakdown is related to the quasi-null-space formed in the algorithm.
The quasi-null-space is characterized by the situation that for rk ≠ 0, rTkrk = 0. This kind of breakdown can be overcome
by a look-ahead strategy [39, Chapter 7] as has been suggested for the bi-conjugate gradient method [40], by restarting the
process or by switching to another algorithm.
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