We propose to extend some of the ideas of adaptive lossless compression to design an adaptive quantization algorithm. Noting that the performance of an arithmetic coder is as good as its estimation of the statistics of the input, we split our quantizer into two building blocks: model estimation and quantizer design. The main idea is that, as long as the model estimation manages to track down the changes in source statistics, a standard quantizer design technique which assumes that the source follows the estimated model can be used. As an example of this type of design we study an adaptive scalar quantization scheme where we impose the restriction that no side information can be sent, i.e. encoder and decoder must perform their adaptation based on the quantized information.
INTRODUCTION
The most successful methods for lossless compression of data, such as arithmetic coding [l] , or dynamic Huffman coding [3] , are all adaptive (see [4] for an extensive review of lossless compression). While the initial work on entropy coding (e.g. Huffman coding) relied on knowing, or measuring, the source distribution, adaptive schemes make no prior assumptions on the source statistics, which the coders try to learn. Here, we are concerned with designing adaptive quantization algorithms which exhibit characteristics similar to those of the abovementioned adaptive lossless compression schemes. In the most general context we can define our problem as that of adapting some or all of the parameters of a quantizer/entropy coder system (including bin sizes, reconstruction levels, codeword lengths and dynamic range) to the changing statistics of an input source. We make few assumptions on the source and will study the algorithm's performance for both independent identically distributed (i.i.d.) sources and non-i.i.d. sources exhibiting long term memory.
We are concerned with systems where the adaptation occurs based only on the causal past so that both encoder and decoder can adapt in the same manner, and no extra information needs to be sent. We propose to split the adaptation algorithm in two parts (see Fig. 1 ): (i) Model estimation: Based on the previous N samples we estimate the distribution function of the source, and (U) Quantizer design: for the given estimated distribution the new quantizer parameters are computed. The advantage of splitting the algorithm in this manner is that well known optimal quantization techniques can then be used. If we correctly estimate the distribution then we are guaranteed optimality.
A further question arises as to how much memory should be used in estimating the distribution. Clearly, if the source input were i.i.d., it would be reasonable t o accumulate statistics over a long time window. Conversely, if the source input distribution were changing over time, shorter windows would have to be used. We are thus interested in systems (see Fig 1) where the window size or, equivalently, the speed of adaptation, can be changed over time. In some adaptive quantization technique+, 61 the objective is to adjust the support region of a uniform scalar quantizer, so that this quantizer can be used in conjunction with a predictor in a DPCM system. In [7] an initial tree structured vector quantizer (TSVQ) is first designed, with a rate higher than the rate available for transmission. Then the adaptive algorithm chooses which subtree of the previously designed tree has t o be used at every instant, by keeping counts of the number of samples that corresponded t o each of the nodes of the tree, selecting the subtree which minimizes the expected distortion. While both methods resort to an underlying of the input source, here we seek to explicitly obtain the model before redesigning the quantizer.
The topic of adaptation has been extensively dealt with in the area of lossless data compression, where the two main approaches are [4] are model-based (e.g. Arithmetic Coding (AC) or adaptive Huffman coding) and dictionary-based (e.g. Lempel Ziv (LZ) coding), where the adaptivity comes from dynamically updating, respectively, the model and the dictionary. In the AC algorithm [l], in the simpler case of a binary source, the encoder has to update the probabilities of the 0's and 1's. If the source is stationary and the model is correct then AC can provide a performance very close to the first order entropy. However, in real life environments, where sources need not be stationary, the performance of the algorithm is determined by how well it adapts to the changing statistics of the source. In that sense, the model tracking part of the AC algorithm plays an essential part in the system performance. It is also worth noting the link between the compression problem and that of obtaining of a good model for random data, which is the basis for the minimum description length (MDL) technique introduced by Rissanen [8] .
Section 2 will describe the algorithm by detailing the building blocks of Fig. 1 . Section 3 will present some experimental results.
ADAPTATION ALGORITHM

Estimation of input distribution
Objective 1 Given the N most recent quantized sample
where N might be a constant or can be chayged by the speed adaptation algorithm, find an estimate f(z) of the probability distribution function of the source, f(z)' .
We will use the following notation. The quantizer has L reconstruction levels 7 , with L -1 decision levels denoted
The counts of how many samples (out of the last I?) fell into each of the bins are denoted no,. . . , ~L -I , where no and n~-1 are the number of samples that fell in the ('outer" bins. Our goal is to, given the knowledge of YO,. . . , n L -1 and b l , . . . , b L -1 , find a good approximation f(z). From the observed data we can deduce that:
strictly speaking the equality holds only in the limit as N goes to infinity, it is a sufficiently good approximation. The task of determining f ( z ) is complicated by the fact that we are limiting ourselves t o accessing only the quantized data. Th,e problem can be separated into two parts: (i) estimating f ( z ) in the two outer bins, where we can only 'Although we here refer to f ( z ) as the pdf, we do so by an abuse of language. Strictly speaking we are gathering short term dataand assuming that there is an underlyingpdf or model which produced the data.
rely on knowing one of the boundaries, and (ii) estimating p(z) within the inner bins, where we know both boundaries.
For simplicity, we resort t o approximation fucntions f ( z ) that are piecewise linear. In the more general case, we can choose a set of P , P 2 L , points, 20,. . . , zp-1 and our objective will be t o find ~( z o ) , . . ., ~( z P -I ) , while f ( z ) can be linearly interpolated at other points z. The z, can be chosen arbitrarily within the estimated dynamic range of the source, say [bo, b~] .
The task of approximating the dynamic range will be dealt with in more detail in section 2.1.1.
Assume, thus, [bo, b~] given and choose P 2 L points which, for simplicity we assume equally spaced. Further assume that the pdf f(z) that we are trying to approximate is smooth in some sense. Then we can aim at finding f such that Since f is a piecewise linear approximation we can write the equations (2) as a function of the P unknowns f(zo), . . ., f(zp-1). This can be seen as a typical inverse problem which in the case of P > L is overdetermined [9] . A linear regularization method that has the advantage of resorting to the pdf smoothness assumption is described in [lo] . We now propose a simpler approach that requires only P = L points and involves no iterations. Fig. 2 ) . Furthermore, assume that we estimate that our choice of bo, b L is expected to ('leave out" a fraction of the tail of the distribution such that J2m f(z)dz = Stm f(z)dz = Pout (see section 2.1.1).
Then, denoting Pi = PO -Pout and Pt-l = PL-I -Pout with P, ' = PI for i = 1 , . . . , L -2, we can choose P = L points 2, at which we need to calculate the function values f(z,) such that f will meet the constraint of (2). To restrict the number of degrees of freedom we arbitrarily choose the z, to be center of each of the inner bins. Now we can rewrite ( 2 ) by computing the integrals over each bin [a,, b , + l ] of f ( z ) . Our goal is to find the f ( z , ) such bL that
Quantizer design for estimated distribution
Objectjve 3 Redesign the quantizer f o r the given distribution f . This can be done by uaang an optimal quantizer design algorithm which assumes f as the input distribution.
As a n example, we can design a constant rate quantizer simply using the Lloyd-Max algorithm [ll] for the given piecewise linear approximation. The task is to choose a new set of bin boundaries b:, as well as the corresponding reconstruction levels-(, such that the expected distortion for the distribution f ( z ) is minimized. Note that, as is the case with Huffman coding for example, one can guarantee optimality provided the model matches the source distribution. The same framework can be used with a variable rate entropy constrained design [12] .
It is important to npte that once we have estimated a model (i.e. chosen the f(z,)) the model is not modified by the algorithm that redesigns the quantizer. Furthermore, since our system keeps a running memory of the counts for each bin (the counters are not reset to zero after the quantizer has been redesigned) we also change the counters to adjust for the new bin sizes. Therefore, after the quantizer design stage, and calling b: and n:, respectively, the new bin boundaries and the updated estimated bin counts, we have that:
( 5) where j ( b , ) can be found by linear interpolation. Note that, since we have only one "knot" per bin,-each of the equations (3) involves at most three unknowns f ( z , -l ) , f ( z , ) , f ( z l + l ) so that the system we have to solve is
where T is a L x L tridiagonal matrix and p' denotes the vector of observed probabilities (with the corrected tails). Efficient gaussian substitution methods can be used to solve this system [9].
Estimatzon of the dynamic range
Objective 2 Frnd bo and b L , defined as the points such that we estrmate the source pdf to be "almos: zero". For these points we will have thus f ( b o ) = 0 and f ( b L ) = 0 .
The difficulty here stems from the fact that we have limited information: we know that no, resp. n~-1 , samples fell below b l , resp. above b L -1 , but we need t o use some of our assumptions to estimate bo and b L . Obviously the main assumption is that the outer bins should contain the tails of the distribution. Based on the available information, i.e. the counts n,, the current decision levels b , , a = 1, L-1, and b,"Id and bFLd the dynamic range estimates obtained in the previous iteration, we will consider three cases as follows (we outline the algorithm for adjusting bo, but the same ideas apply for b~) :
(1) if no = 0, i.e. the outer bin is empty, we readjust the boundaries so that bo = bl (unless the adjacent bin is also empty), and we then "split" one of the inner bins (e.g. the one where we observed more samples), say 2, and we assign n , / 2 samples to each of the newly formed bins. estimate is incorrect since we assume smoothly decaying tails for the distribution and we are observing more "sample density" in the outer bin . We have to expand the quantizer range and thus choose the new boundaries so that the two adjacent bins have the same sample density, thus we pick bo = bl -(no/n1)(b2 -h).
(3) the two previous cases occur when there is a large enough disparity between our current estimate and the "true" short term source distribution. When our estimate is sufficiently good that neither (1) nor ( 2 ) apply, we assume that the tail of the distribution is gaussian. We estimate the mean and variance based on the n t and and we choose the outer boundary so that the tail beyond bo has a probability of less-than some threshold Pout and thus the requirement that f ( b 0 ) E 0 is met.
Note that cases (1) and (2) have to be dealt with separately since they represent cases where our previous estimates are incorrect and therefore would result in incorrect mean and variance estimates. Furthermore, it is clear that cases (1) and ( 2 ) would not occur if we updated the quantizer sufficiently often (as in [5] where the quantizer is recomputed after each quantized sample is received). In that sense (1) and ( 2 ) are safeguards to enable a less complex operation of the algorithm.
Determining the speed of adaptation
Objective 4 Dynamically determine at every iteration the number of past samples N that should be used in estimating the pdf.
The classes of error produced by the choice of memory can be separated into two classes:
(a) if not enough memory (N small) is used we may be dealing with a non-significant (in a statistical sense) set of data and our estimation will necessarily be erroneous. (b) if the source statistics (as determined by time averages over finite windows) change over time then an excess of memory (N large) will not permit sufficient adaptivity and will result in loss of performance.
In our experiments we choose t o keep two set of counters, one accumulating the long term statistics, the other accumulating the latest pattern of sample arrivals. We choose to use the short term data to estimate the model only if the difference between short and long term data exceeds a threshold. In this way, we try to detect the changes in statistics while avoiding always using a short term estimate, and thus risking having to deal with non-significant data.
EXPERIMENTAL RESULTS
In this section we present several examples to illustrate the performance of the adaptive quantization scheme of Section 2 . A study of the convergence characteristics of the algorithm can be found in [lo] . Most examples are provided for fixed rate quantizers at a rate of two bits per sample. The examples with variable rate quantization indicate the achieved SNR vs. entropy trade-off. Note that we use the normalized SNR, log(aq/az) where af and a; are respectively the variance of the signal and that of the error and are computed using time averages over finite windows.
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Advantages of adaptivity
An adaptive algorithm can be useful even in the case of stationary sources. In particular, adaptive schemes do not require a previous design and can learn the distribution "on the fly" (for instance, they could operate in "training mode" part of the time, typically at the beginning of the transmission). Furthermore, because they are not designed for a specific distribution they do not suffer the shortcoming of loss of performance in the face of mismatch between the actual source distribution and the one that was assumed in the design. Two examples of this can be seen in Figs. 3(a) and (b), where the behavior of the adaptive algorithm and a Lloyd-Max quantizer are compared when the mean and variance of the source, respectively, do not match those assumed in the design.
A second advantage of using an adaptive algorithm is that it can outperform systems that are designed considering only long term statistics, by attempting to find short term trends in the data. As an example, Fig 4(a) shows the performances of the Lloyd-Max algorithm (trained on the sequence) and the adaptive algorithm for a bimodal soiirce which randomly switches between two states each producing different mean. When an i.i.d. source is considered though, the adaptive approach will be less effective although, as shown in Fig. 4(b) for a gaussian distribution, only marginally so (less than 0.05dB). Note that the results of Fig. 4 were obtained using the same parameters in the algorithm (initilization, thresholds, etc) for both sources. Fig. 5 shows that the advantage of adaptivity can also be obtained within an entropy constrained variable rate quantization framework [la].
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Loss due to adaptivity
To estimate the loss due to adaptivity, we initialize the adaptive algorithm with the optimal Lloyd-Max quantizer trained on the gaussian i.i.d. source, rather than a uniform quantizer as was usually the case. In this way, since our first "guess" was optimal, the loss in performance is due exclusively to the adaptivity.
In Table 1 the recurrence time is the period between consecutive quantizer updates. The memory (measured in units of the recurrence times) represents the number of samples that are considered to generate the new quantizer. For instance a memory of 1.25 implies that the previous 50 samples are used when the recurrence time is 40, a memory of +cc means that all previous samples are considered at every update. We note that, as the number of samples becomes small the main factor becomes the "non-significance" error, i.e. not enough information is used in updating the quantizers. This error can be overcome by appropriate choice of the speed of adaptation. Conversely, for long update intervals the main factor becomes the error introduced by the algorithm itself due to its manipulating quantized data, rather than the original samples as in the Lloyd-Max algorithm. This error can be seen to be very small.
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