Abstract. A non-atomic probability measure is determined by its specification of independent events. We give two proofs and related results.
Introduction
Suppose that P and Q are two probability measures on the same measurable space. We say that they have identical independent events if, for any pair of events A and B, P (AB) = P (A)P (B) if and only if Q(AB) = Q(A)Q(B). Two probability measures having the same independent events may be quite unrelated, as, for example, in simple point mass examples. A natural question then arises: "What properties, if any, are shared by two probability measures with identical independent events?" In this note, we show somewhat unexpectedly that the probability measures must actually coincide when point masses are disallowed, or, more precisely, in the nonatomic case.
That the independence structure of a probability measure can determine its actual values appears to be a novel idea. In the next sections, we give the formal statement with two proofs and two related results.
Statement and first proof
We assume throughout probability measures P and Q on a fixed measurable space (Ω, F ). Recall that an event A ∈ F is an atom of P if P (A) > 0 and if for any B ⊆ A, either P (B) = P (A) or P (B) = 0. P is nonatomic if it has no atoms.
Our main result is as follows.
Theorem 1.
Suppose that P and Q are two probability measures at least one of which is nonatomic. If they have identical independent events, then they coincide.
The proof is based on two lemmas.
Lemma 1. If P is a nonatomic measure with
P (A) > 0, then there are events B ⊆ A, C ⊆ A such that P (BC) = P (B)P (C) = 0.
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Proof. Setting p = P (A), we can find three mutually exclusive subevents
Lemma 2. If P is nonatomic and if P and Q have identical independent events, then P is absolutely continuous with respect to Q.
Proof. Suppose that Q(A) = 0. It follows a fortiori that A is independent of itself under Q and hence by assumption under P . Consequently P (A) = 0 or 1. We rule out the latter by observing that, if it did hold, then P being non-atomic would imply the existence of B ⊂ A such that 0 < P (B) < 1. But by the same reasoning as before, Q(B) = 0 forces P (B) = 0.
Proof of Theorem 1. Suppose that P is nonatomic. Using Lemma 2, let f be the Radon-Nikodym derivative dP/dQ. We show that f ≤ 1 and hence f ≡ 1 Q-a.s. It is enough to verify that, for each δ > 0, Q assigns zero probability to each event A δ = {1 + δ < f < 1 + 2δ} since {1 < f} can be written as a countable union of such events. Suppose, to the contrary, that Q(A δ ) > 0. Then P (A δ ) > 0 (f > 1 + δ on A δ ), and by Lemma 1 there are B, C ⊆ A δ with P (B ∩ C) = P (B)P (C) = 0.
Corollary 1. Suppose that P and Q are two probability measures at least one of which is nonatomic. If they have identical mutually favorable events in the sense that, for any events A and B, P (AB) ≥ P (A)P (B) ⇐⇒ Q(AB) ≥ Q(A)Q(B), (1)
then P and Q coincide.
Proof. It is clear by complementation that (1) implies that P and Q have identical mutually unfavorable events as well. It follows easily that P and Q have identical independent events, and Theorem 1 then applies.
Second proof
An alternate proof of Theorem 1 uses the Lyapunov Convexity Theorem (e.g. [1] , [3] , [4] , [5] , [7] ):
Theorem 2. The range of a nonatomic vector measure is compact convex.
We also use the following lemma, which can be verified by direct computation.
Lemma 3.
For any probability measure P and events A and B, if both P (A) and P (B) lie in (0, 1), then the three events A, B, and A∆B are pairwise independent iff P (A) = P (B) = 2P (AB) = 1/2.
Second proof of Theorem 1. Without loss of generality, let P be nonatomic. We show first that for any event A, if P (A) = 1/2, then Q(A) = 1/2: there are A 1 ⊆ A and A 2 ⊆ A c with P (A 1 ) = P(A 2 ) = 1/4. LetÃ = A 1 ∪ A 2 . It is immediate that A,Ã, A∆Ã are pairwise independent under P and by assumption also under Q. Hence Q(A) = 1/2 by Lemma 3. Now suppose A is given with P (A) = 1/2; without loss of generality P (A) > 1/2. Because P is nonatomic, the vector measure (P, Q) is also nonatomic. Since (0, 0) = (P (φ), Q(φ)), the Lyapunov Convexity Theorem ensures that for each 0 < t < 1, there is an event B such that (P (B), Q(B)) = t(P (A), Q(A)). In particular, for t = [2P (A)] −1 , we have P(B) = 1/2. From the first part of the proof it follows that Q(B) = 1/2 and in turn Q(A) = P (A).
Elements of the proof provide also the following characterization.
Corollary 2. Let P and Q be two probability measures at least one of which is nonatomic. If P (A) = 1/2 ⇐⇒ Q(A) = 1/2, then P = Q.
Remark
In view of current activity in Bayesian and Markovian models with specified dependency structures, one might ask whether there are similar results to the foregoing under some form of conditioning.
