Abstract. We consider an investor who faces parameter uncertainty in a continuous-time financial market.
In section 2, we introduce the general setup and recall the optimal investment strategies when parameters are assumed to be observable. We then drop the observability assumption of the drift in section 3. We estimate the drift vector with the maximum likelihood estimator (MLE) and assume that the volatility matrix is known. This assumption is justified by assuming that prices are observed continuously, and hence the volatility is directly observable from the quadratic variation of the logarithmic asset price, but the drift is not.
In section 3, Theorem 3.2, we show that the expected utility of the plug-in strategy is equal to the theoretical expected utility of the optimal strategy with known parameters times a loss factor. For a fixed investment horizon, this loss factor is increasing in the number of risky assets. In particular, the expected utility can degenerate as the number of risky assets increases. When the drift is estimated, the diversification of the plug-in strategy clearly hurts.
In section 4, we introduce the L 1 -norm as a way to constrain investment weights. We demonstrate that the sparsity of the optimal L 1 -constrained strategy depends, to a large extent, on the coefficient of RRA. To understand the relation between the structure of the constrained strategy and the coefficient of RRA, we provide the analytical solution of the optimal L 1 -constrained portfolio for independent risky assets in Theorem 4.4. In this case only the assets with the largest absolute excess returns are selected. The L 1 -constrained portfolio rule consists of shrinking the excess returns towards zero by an intensity which is the same for all assets. If the absolute excess return of an asset is smaller than this constant, we do not invest in it. The number of assets invested in and the shrinkage intensity depend on both the bound of the L 1 -constraint and the level of risk aversion. The L 1 -constrained strategy becomes less sparse, as the coefficient of RRA increases, for both the true and the estimated drift. In terms of diversification, increasing the coefficient of RRA is similar to relaxing the constraint.
When facing parameter uncertainty, we show, in Proposition 4.7, that imposing an L 1 -constraint rules out degeneracy of the expected utility of the plug-in strategy. Indeed, even if the number of assets goes to infinity, the L 1 -constrained portfolio remains sparse, which prevents accumulation of estimation error.
With a fixed number of assets, the key point is to analyze the trade-off between the loss due to the lack of diversification, introduced by the L 1 -constraint, and the loss due to estimation error. As we relax the constraint, the loss due to under-diversification decreases, while the loss due to estimation increases. These two losses move in opposite directions. Depending on the structure of the drift, the volatility matrix, and the method of estimation, there can be an L 1 -bound which minimizes the total loss of the constrained plug-in strategy for each level of risk aversion.
For a general volatility matrix, we do not have closed form results for optimal L 1 -constrained strategies. Therefore we use in section 5 a simulation study to investigate the properties and the performance of the L 1 -constrained portfolio, when assets are correlated. Similarly to the independent case, the L 1 -constrained strategy becomes less sparse as the coefficient of RRA increases. We present numerical examples which show that the L 1 -bound can be chosen in an optimal way to minimize the loss due to estimation. This optimal choice depends crucially on the level of risk aversion.
Finally, in section 6 we consider a universe of stocks based on the S&P 500 from 2006 to 2011, and we investigate the out-of-sample performance of the unconstrained and the constrained plug-in strategies. We trade daily over one-month intervals to test the strategies. We calibrate the optimal bound of the constrained strategy based on two different numerical methods. Our results confirm that the unconstrained strategy has very unstable returns. We also demonstrate that imposing the appropriate L 1 -constraint improves greatly the performance of the plug-in strategy. While, on average, the constrained strategy has a higher variance than the equally weighted portfolio, it delivers a utility of terminal wealth which is in the same range. Hence, the L 1 -constrained plug-in strategy has a comparable performance to the equally weighted portfolio, even when the drift is estimated.
Model setup.
We consider a financial market where trading takes place continuously over a finite time interval [0, T ] for 0 < T < ∞. The market consists of one risk-free asset with time-t price S 0 (t) and d risky assets with time-t price S i (t) for i = 1, . . . , d. Their dynamics are given by dS 0 (t) = S 0 (t) rdt, S 0 (0) = 1,
where r ≥ 0 is the constant interest rate, μ = (μ 1 , . . . , μ d ) is the constant drift, and σ = (σ ij ) 1≤i,j≤d is the constant d × d volatility matrix. We assume that σ is of full rank.
Furthermore, W = (W 1 , . . . , W d ) is a standard d-dimensional Brownian motion on the probability space (Ω, F, P).
We denote by X π (t) the investor's wealth at time t when using strategy π, which is given by
for a constant initial wealth X π (0) = X (0) > 0. Here, π i (t) denotes the fraction of wealth invested in the ith asset at time t. Hence, i=0 π i (t) = 1 for all t. Using π 0 (t) = 1 − d i=1 π i (t) and setting π (t) = (π 1 (t) , . . . , π d (t)) , we obtain dX π (t) X π (t) = r + π (t) (μ − r1) dt + π (t) σdW (t) , (2.1) where 1 = (1, . . . , 1) ∈ R d . For strategies (π (t)) t≥0 that are adapted to the filtration (F (t)) t≥0 with F (t) = σ (W (s) , s ≤ t) and that are sufficiently integrable, the solution of (2.1) is
r + π (t) (μ − r1) − 1 2 π (t) Σπ (t) dt +
The investor's objective and the classical solution.
We consider an investor with a constant relative risk aversion (CRRA) utility function of the type U γ (x) = x 1−γ 1−γ for γ > 1, log (x) for γ = 1 for x > 0, where γ is the coefficient of RRA.
The investor's goal is to maximize
over strategies π which are sufficiently integrable so that V γ (π|μ, σ) is well defined. We call such strategies admissible. We use the notation V γ (π|μ, σ) to emphasize that the objective function depends on γ, μ, and σ.
The paper [23] shows that the optimal strategy, denoted by π * and called the Merton ratio, consists of holding a constant proportion in each asset:
Therefore, the Merton ratio also maximizes the mean-variance term
Finally, the corresponding expected utility is given by
3)
Regardless of the magnitude of the initial wealth X (0), K γ is always strictly negative for γ > 1. the first 1, . . . , d risky assets in the same order, and then a new risky asset is included and considered as the (d + 1)st asset. In this setting, the drift, the volatility matrix, the covariance matrix, and the Brownian motion are denoted, for the market with d risky assets, by 
Suppose that m λ > 0 and m λ < ∞. Then, for γ > 1 and for all d we have that
and for γ = 1,
A proof is given in Appendix A. As
is an increasing positive sequence in d, it always admits a limit. If this limit is finite, the expected utility is bounded away from zero. If the limit is infinite, the expected utility reaches zero and the positive effect of diversification is fully exploited. The case γ = 1 is similar.
Performance of plug-in strategies.
When asset prices are continuously observed, we can obtain the true volatility matrix σ since the quadratic variation of the log-stock price is observable. However, this is not the case for the drift μ. Indeed, the accuracy of the estimation of the drift depends on the length of the estimation period and not on the frequency of observations. We use the MLE of the drift over the observation period [−t obs , 0] for a constant t obs > 0. The MLE for μ i , i = 1, . . . , d, is given bŷ
Based on the estimatorμ, one can implement the time-constant plug-in strategŷ
π is an unbiased Gaussian estimator of π * , in particular,
Furthermore, the expected utility of the plug-in strategy is given by the moment generating function of the mean-variance term M γ (π), as the following lemma shows.
Lemma 3.1. Let γ > 1; then it holds that
The lemma is proved in Appendix B. We now characterize the loss in expected utility due to estimation when implementing the plug-in strategyπ, based on the MLE of the drift.
Theorem 3.2. Let γ > 1 and t obs > T . Then the expected utility of the plug-in strategyπ is given by
A proof is given in Appendix B. For the case γ = 1, [12] has shown that the loss is linear in d:
While the loss factor does not depend on the value of the true parameters μ and Σ, it is an increasing function of γ and d.
Sinceπ is a consistent estimator of π * , the expected utility of the plug-in strategy converges to the expected utility of the optimal strategy as the length of the observation period t obs → ∞.
By (3.3), the accuracy of the plug-in strategy depends on the length of the observation period, and the rate of convergence in (3.5) is very slow. For instance, with T = 1, γ = 2, and d = 200 risky assets, we need three centuries of observations, t obs = 300, to get a loss factor close to one, L γ (π, π * ) ≈ 1.18. We will see from (3.9) that this corresponds to a 15.3% loss in certainty equivalent. Therefore, the loss can be reduced significantly only by taking a very long estimation period, and, for a feasible estimation period, using a plug-in strategyπ results in a poor expected utility.
The following corollary gives a sufficient condition for the expected utility to degenerate. Corollary 3.3. Let γ ≥ 1, t obs > T and suppose that the sequence of eigenvalues of
A proof is given in Appendix B. For instance, with μ
2 has a finite limit and the corollary applies. It is already well known that strategies based on the MLE of the drift perform poorly. It is common to obtain extreme positions due to estimation error, and, for high-dimensional problems, the accumulation of error leads to a large loss in expected utility. What is new here is a full description of the loss due to estimation as a function of the coefficient of RRA and the number of risky assets. Additionally, we provide in Corollary 3.3 a sufficient condition for the degeneracy of the expected utility as d → ∞.
3.1.
Measures of economic loss. Theorem 3.2 establishes an analytic relationship between the expected utility obtained from using the optimal strategy with known drift and the expected utility from using a plug-in strategy. In general it is hard to interpret different levels of expected utility, as utility functions describe a preference ordering which is invariant to linear transformations. Therefore we provide some discussion on how one can measure economic loss that is due to using a plug-in strategy rather than an optimal strategy. 3.1.1. Mean-variance loss function. For known parameters, problem (2.2) is equivalent to maximizing the (instantaneous) mean-variance term. When deviating from the optimal strategy, a standard choice to measure economic loss is the mean-variance loss function:
The mean-variance loss is then given by
captures the fact that a smaller fraction of wealth is invested in the risky assets as γ increases. 6 However, L M γ (π, π * ) does not measure estimation risk consistently if one considers an investor with CRRA power utility function for γ > 1. Indeed, by Lemma 3.1, the expected utility of final wealth is proportional to the moment generating function of the mean-variance term. In general there is a nonmonotonic relation between the moment generating function and the expectation of the mean-variance term. Hence, the equivalence between our setting and the mean-variance approach does not hold when the implemented strategy is random.
Certainty equivalents and efficiency.
To account for both sources of risk consistently, namely the risk due to the driving Brownian motions and the risk due to parameter uncertainty, the loss due to estimation has be to be quantified in terms of expected utility. A strategyπ is suboptimal if it generates a loss in expected utility,
We now look at the loss in certainty equivalents and show its relation to the relative loss in expected utility.
Definition 3.4. For the optimal strategy and the plug-in strategy, the certainty equivalents are the scalar quantities CEπ γ and CE π * γ , respectively, such that
The certainty equivalents are the cash amounts delivering the same utility as the corresponding strategies. From the definition of CRRA utility functions one obtains immediately that, for the certainty equivalents CEπ γ and CE π * γ , the following relationship holds true:
5 See, e.g., [16] or [31] and the references therein. 6 Paper [15] uses the relative mean-variance loss function
. In this case, the loss function does not depend on the coefficient of RRA.
The ratio of certainty equivalents can also be interpreted in terms of the efficiency measure that has been introduced in the literature to compare different expected utilities; see [29] . Along the lines of [29, Def. 1] we define the efficiency in our context as follows.
Definition 3.5. The efficiency Θ γ (π) of an investor with relative risk aversion γ using strategy π relative to the Merton investor (who uses the optimal strategy π * ) is the amount of wealth at time 0 which the Merton investor would need to obtain the same maximized expected utility at time T as the investor with strategy π who started at time 0 with unit wealth.
Using the results of Theorem 3.2 we obtain that, for CRRA utility functions, the ratio of the certainty equivalents (3.9) is exactly the efficiency.
Theorem 3.6. The efficiency of the investor who uses the simple plug-in strategy (3.2) is given by
A proof can be found in Appendix B. We see that for γ > 1 the relative loss factor L γ (π, π * ) is the efficiency raised to power 1/ (1 − γ) , and, for γ = 1, the absolute loss L 1 (π, π * ) is minus the logarithm of the corresponding efficiency. Hence, there is a one-to-one monotonic relation between the relative loss in expected utility and efficiency. Furthermore, for γ > 1, the loss factor L γ (π, π * ) is always greater than one and the efficiency is always smaller than one. When there is no estimation risk, both quantities are equal to one.
As the loss factor is increasing in the number of assets and the power 1/ (1 − γ) is negative, the efficiency is sharply decreasing with the number of assets. Namely, the more assets available, the lower the initial wealth of the Merton investor to obtain the same expected utility as the plug-in investor. This is illustrated in Figure 1 .
While the loss factor L γ (π, π * ) measures loss in expected utility consistently for a fixed level of risk aversion, its magnitude should not be compared across different levels of risk aversion. The expected utility of the plug-in investor is characterized as the product of the loss factor and the expected utility of the Merton investor, but both quantities depend on the investor's risk aversion γ. Although the loss factor itself is an increasing function in γ, this fact is not sufficient to draw conclusions on how expected utilities of plug-in investors with different risk-aversion parameters relate to each other.
We therefore look at the efficiency of the plug-in investor as a function of γ. For a fixed number of risky assets, the efficiency is an increasing function of γ. Hence, the plug-in strategy becomes more efficient as γ increases. If we consider two plug-in investors with different parameters of relative risk aversion γ 1 and γ 2 , with γ 1 > γ 2 , the more risk averse investor, i.e., the one with risk aversion γ 1 , will be more efficient relative to the Merton investor than the plug-in investor, who is less risk averse with risk aversion γ 2 . The reason for this behavior is that the more risk averse investor invests a smaller fraction of his wealth in the risky assets. This is in line with the behavior of the mean-variance loss function in (3.8) , in which the effect of estimation is also reduced as the coefficient of RRA increases. beginning of section 3 that as long as we are in continuous time, the quadratic variation of the stock price is observable, and hence Σ is known.
As soon as we move to a discrete-time setting the situation changes. If we assume that observing the asset prices continuously is no longer possible, the covariance matrix Σ also needs to be estimated. Hence any discussion on estimating the covariance matrix is linked to the discussion on discrete-versus continuous-time settings.
The effects of discrete trading have already been studied by [29] , and a detailed analysis on discrete trading and observations in the context of parameter uncertainty is available in [2] . Note that one cannot just suitably discretize a strategy that is optimal in continuous time to obtain a strategy that is optimal in discrete time. A strategy that is optimal in discrete time has different characteristics, e.g., short-selling is forbidden. Furthermore, [2] shows that, with parameter uncertainty on the drift and the covariance, the expected utility of the "discrete trader" does not converge to the expected utility of the "continuous trader," as the time step goes to zero.
Note that this is in contrast to the static Markowitz mean-variance approach, where there is no rebalancing. In a static mean-variance context, the structure and the performance of plug-in strategies using estimators for both the mean and the covariance matrix have been studied in depth; see, e.g., [10] . Since these results are already available and we are studying a continuous-time setting, we will not analyze the theoretical problem of the estimation of the covariance matrix any further.
L 1 -restricted portfolio.
To avoid the degeneracy of the expected utility due to parameter uncertainty, we reduce the dimension of the portfolio by imposing an L 1 -constraint on the investment strategies. For c ≥ 0, the L 1 -constrained problem is
where A c is the set of admissible constrained strategies π such that
and m is the Lebesgue measure on [0, T ].
Proposition 4.1. Problem (4.1) reduces to the static problem
In particular, the optimal strategy π * c is deterministic and constant. The proposition is proved in Appendix C. 7 Remark 4.2. Note that the summation starts from i = 1, i.e., we only restrict the portfolio weights in the risky assets. The bound c of the L 1 -constraint controls the level of sparsity in the portfolio.
we denote byπ (l) andπ (s) the total percentages of long and short positions, respectively, and theñ
Hence, c is an upper bound on the total percentage of short positions held in the portfolio.
7 See also the dual approach of [4] for power utility functions with γ < 1, and see [17] for γ > 1 and cone constraints.
Structure of the optimal strategy.
We study the effect of the L 1 -constraint on the optimal strategy for given parameters μ and σ. This allows us to understand how assets are selected and to characterize the sparsity of the strategy as a function of γ. As the optimal strategy of the initial constrained problem is constant and deterministic, the constrained optimization reduces to the mean-variance problem with the same L 1 -constraint:
The mean-variance term can be rewritten as
where || · || 2 is the Euclidean norm and K does not depend on π. The L 1 -constraint holds only on the weights of the risky assets. Therefore, we have a standard L 1 -constrained ordinary least-square (OLS) problem; see [30] .
Lemma 4.3. Problem (4.2) is equivalent to the constrained optimization of the quadratic form
Note that (4.5) can be reduced to the case γ = 1 by considering the covariance matrix Σ = γΣ. In that sense, we can interpret the optimization problem for general RRA parameter γ ≥ 1 as an optimization problem in which a higher level of RRA is treated equivalently to larger entries in the covariance matrix for an investor with γ = 1.
To highlight the fundamental role of the coefficient of RRA γ on the sparsity of the constrained strategy, we provide an analytical solution of (4.5) for diagonal volatility matrices.
where sgn is the sign function and (4.8) and μ d+1 = r. The theorem is proved in Appendix C. The argument to find the structure of the constrained weights is as follows. As the optimal unconstrained strategy π * does not satisfy the L 1 -constraint in general, the weights have to be shrunk. For a diagonal volatility matrix, the constrained solution is of the form
where a > 0 and (·) + denotes the positive part (see the proof of Theorem 4.4 in Appendix C). 8 Because of the structure of (4.9), we invest only in assets with the highest absolute excess returns, and we classify them by decreasing order of absolute excess return. The excess returns are adjusted by the shrinking constant a. The shrinkage intensity has to be decreasing in c to reflect the fact that the strategy is less constrained for a large c.
To satisfy the constraint, we have to deviate from π * , but the shrinkage intensity should not change the sign of the position, long or short. 9 Therefore, the weight of an asset is set to zero if its absolute excess return is smaller than a. The index k is then defined as the last asset with an absolute excess return larger than a,
Since the L 1 -constraint is binding, we obtain the expression (4.7) of the positive shrinkage intensity a as a function of k.
We can also write k in terms of c and γ. By (4.7) and (4.10), k is the smallest index such that the following inequality holds:
The left-hand side of inequality (4.11) corresponds to the L 1 -norm of the weights of k risky independent assets with a common drift μ k+1 and volatility matrix σ. Therefore, the strategy includes assets with largest excess returns until the difference between the L 1 -norm of the corresponding unconstrained weights and the bound c exceeds the L 1 -norm of the weights of these k fictitious assets. Rewriting inequality (4.11), we get the full characterization of k in (4.8) and the constrained strategy in (4.6). The index k increases with γ, and the larger γ is, the less sparse the constrained portfolio.
Finally, we establish some regularity properties of the optimal constrained strategy and the corresponding expected utility as functions of the bound c. A proof is provided in Appendix C. This result holds for any volatility matrix, and it shows that we can adjust continuously the sparsity of our strategy while keeping the continuity and the concavity of the expected utility as a function of c. In particular, as we relax the constraint, the expected utility of the constrained problem converges to the expected utility of the Merton ratio; see Corollary C.4.
4.2.
The constrained plug-in strategy: Sparsity and estimation. We first characterize the expected utility for any time-constant L 1 -constrained strategy π c independent of W (T ). Similarly to Lemma 3.1, the expected utility is given by the moment generating function of the mean-variance term M γ (π c ).
Lemma 4.6. Assume that π c is a time-constant and possibly random strategy independent of W (T ) such that ||π c || 1 ≤ c. Then
For the unconstrained estimated strategy, the expected utility can degenerate to −∞ for γ ≥ 1 as the number of available risky assets increases. The first advantage of using an L 1 -norm is ruling out the degeneracy of the expected utility as the number of assets grows to infinity.
Proposition 4.7. Assume that π
is a time-constant and possibly random strategy inde-
The statement is proved in Appendix C. Note that this statement is true for any type of constant L 1 -constrained strategy. Hence, this does include plug-in strategies in which drift and possibly even covariances are replaced by estimators.
We see that the L 1 -constraint is especially helpful when we face parameter uncertainty for a large number of assets. Indeed, the loss due to estimation accumulates and is so large that we can potentially gain from holding a sparse portfolio. The key to the performance of the L 1 -constraint is the trade-off between the gain due to diversification and the loss due to estimation error.
To understand this in terms of loss functions, let π * be the Merton strategy and π * c the solution of the constrained problem with the true drift μ and bound c. When μ is known, the sparsity of the constrained strategy, π * c , implies a loss in expected utility. We define the loss factor L γ (π * c , π * ) by the relationship V γ (π there is loss due to estimation on the constrained strategy. The corresponding loss factor
The total loss consists of both the loss due to insufficient diversification and the loss due to estimation error; i.e., the total loss factor L γ (π c , π * ) is defined by
, and then we obtain
By Proposition 4.5, the loss factor due to under-diversification, L γ (π * c , π * ), is continuous in c. The loss factor due to estimation, L γ (π c , π * c ), and the total loss factor, L γ (π c , π * ), are also continuous functions in the bound c as the following proposition shows.
Proposition 4.8. Let t obs be large enough such that t obs γΣ
and As we relax the constraint, the strategy π * c is more diversified and L γ (π * c , π * ) converges to one, i.e.,
The loss factor due to estimation error, L γ (π c , π * c ), behaves in an opposite way. As c increases, more stocks are included in the strategy and the estimation error forces L γ (π * c ,π c ) to move away from one. By Proposition 4.8, the loss factor L γ (π c , π * c ) and the total loss factor L γ (π c , π * ) both converge to the loss factor of the unconstrained plug-in strategy, 10 i.e.,
For t obs and c finite, the loss factors are bigger than one and the aim is to find a bound such that the total loss factor is closest to one. The existence of an optimal bound depends on the structure of the true parameters and the accuracy of the estimatorμ. We study the behavior of the loss factors in more detail in the next section. Remark 4.9. As in the unconstrained case, the measure of efficiency, introduced in Definition 3.5, is a function of the loss factor of the constrained plug-in strategy. Since the expected utility is given by (4.12), the following relationship holds true for γ > 1:
10 See Corollary C.4 in Appendix C.
Simulation study.
In this section, we investigate the structure and the performance of the L 1 -constrained portfolio when risky assets are correlated. We consider a volatility matrix that is nondiagonal. For this situation we do not have an analytic form for the constrained strategy, and therefore we use simulations to compute its expected utility. Our data set consists of a random sample of d = 250 stocks that have been listed at least once on the S&P 500 and have had daily returns for all trading days between January 2001 and December 2011. There is no problem of survivorship bias because our main goal is to show the existence and the uniqueness of an optimal bound c for a given universe of stocks. Throughout this section, we assume an initial normalized endowment of X (0) = 1, an annual risk-free rate of r = 0.02, and an investment horizon of T = 1 year.
Methodology.
Based on the daily log-returns of the stocks, we compute the following unbiased estimatorsμ,Σ of μ and Σ, respectively:
The time step is defined by Δ = t obs /N , with t obs = 11 years and N = 2767 days. We then assume a standard Merton market as introduced in section 2, where we set μ =μ for the drift and Σ =Σ for the covariance matrix. Furthermore, we evaluate the estimator of the driftμ by sampling from its law; i.e., we use the fact thatμ ∼ N d (μ, Σ/t obs ). In this setting, we compute the investment weights and the associated expected utility for
• π * , the unconstrained strategy using the true μ;
•π, the unconstrained plug-in strategy using the estimatorμ;
• π * c , the L 1 -constrained strategy using the true μ; and •π * c , the L 1 -constrained plug-in strategy using the estimatorμ. For a nondiagonal volatility matrix, we do not have analytical results for the L 1 -constrained strategy. Therefore, we compute the optimal weights numerically. To do so, we plug the true or the estimated drift in (4.3) and solve the quadratic optimization problem with the least angle regression (LARS) algorithm; see [9] . This algorithm generates the optimal portfolio weights for all binding bounds.
Computation of the loss function.
We want to compute the expected utility of the unconstrained and the constrained strategies both when the drift is known and when it is estimated. For the unconstrained case, we know the explicit form of the expected utility associated with the Merton ratio (2.3) and with the plug-in strategy (3.2). For the constrained case with known drift, the strategy is deterministic and the associated expected utility can be computed directly by using (4.12) .
When the drift is estimated, the constrained strategyπ c is random, and we approximate its expected utility using a Monte-Carlo method. More specifically, we sample M independent and identically distributed (i.i.d.) realizations of the MLE of the drift. Then, for each realization, we solve for the associated constrained strategy and obtain i. 
For K γ given in (2.4), we define the Monte-Carlo estimator of the expected utility bȳ c ) ; see (4.12) . The accuracy of the method is measured by the standard deviation of the Monte-Carlo estimator given by
For a fixed c, the standard deviation of the random variableV γ,M (π c |μ, σ) is a function of γ. Therefore, the number of realizations necessary to attain a given accuracy varies with γ. In this section, the number of realizations, M , is fixed to 5000 for all γ ∈ [1, 7] . 11 Furthermore, the loss in expected utility due to estimation L γ (π c , π * c ) is approximated by the ratio of the Monte-Carlo estimatorV γ,M (π c |μ, σ) and the expected utility of the constrained strategy with known parameters V γ (π * c |μ, σ). To remove the influence of the multiplicative factor V γ (π * c |μ, σ) on the accuracy of the estimation of the loss factors, we apply the logarithmic transformations
As mentioned in subsection 4.2, the total loss in expected utility is the product of the loss due to under-diversification measured in terms of the factor L γ (π * c , π * ), and the loss due to estimation, measured in terms of the factor L γ (π c , π * c ). The logarithm of the total loss factor is then given by
Computing the logarithm enables us to have a natural interpretation of the loss factors. Indeed, in this additive setting, the log-loss equals to zero when there is no loss in expected utility. By (4.13) and (4.14), the log-loss factors converge to zero and to the log-loss factor of the unconstrained plug-in strategy, respectively:
Finally, as the log-convexity implies the convexity of the loss function itself, it is sufficient to study the convexity of the log-loss. Figure 2 depicts the profile of the log-loss factor as a function of c for γ = 5. We see that the log-loss factors are continuous in c. Furthermore, the total log-loss, γ (π c , π * ), is convex in c and minimized at c * = 29. Hence, the total loss factor L γ (π c , π * ) is also convex and minimized at c * . Equivalently, the expected utility of the constrained plug-in strategy is maximized at this optimal bound c * . Table 1 shows that the optimal bound decreases sharply with γ. Again, as γ increases, we need to use a more restrictive bound to optimally control the loss factor. For each γ, the loss due to under-diversification represents between 41% and 44% of the total loss factor, while loss due to estimation represents between 56% and 59%. Moreover, the L 1 -constraint greatly helps the log-loss to be closer to zero. The logarithm of the loss is reduced by roughly 50% at the optimal bound, and the loss factor itself is reduced by at least 95.7%.
Existence of an optimal bound.
In terms of efficiency, the L 1 -constraint also helps significantly. For small levels of risk aversion, e.g., γ = 2, 3, the efficiency is improved dramatically by imposing an L 1 -constraint. For high levels of risk aversion, e.g., γ = 7, the effect of estimation is less important, as a smaller fraction is invested in the risky assets. In this case, holding an L 1 -sparse portfolio doubles the efficiency of the investor. 
Structure and stability of the L 1 -constrained strategy.
Regarding the sparsity of the constrained strategy, the results of subsection 4.1 extend to our general covariance matrix. Figure 3 shows that the number of stocks invested in increases with γ. For instance, at c = 7, we invest in 44 stocks with γ = 2 and in 93 stocks with γ = 6.
On the one hand, if γ is large, we are less constrained, as a smaller fraction is invested in each selected stock, and this enables us to hold a more diversified portfolio. On the other hand, if γ is small, we still take some relatively strong positions at the cost of having a very sparse portfolio.
As we relax the constraint, we notice that the number of stocks invested in increases stepwise. The steps are especially long for small γ as we take large positions. In effect, c needs to be increased significantly until new stocks are added to the portfolio.
For independent stocks, we should invest in stocks with the highest absolute excess returns up to a certain index k, which is increasing in γ (Theorem 4.4). The weights of the selected stocks are shrunk towards zero, while the other weights are set to zero. If stocks with highest absolute returns have positive excess returns, the portfolio consists exclusively of long positions. and the L 1 -constraint acts only as a restriction on the number of stocks. Table 2 reports the composition on the L 1 -constrained portfolio for correlated stocks when the drift μ is known. Because of the structure of the covariance matrix, stocks with negative returns are selected, although their absolute excess return is close to zero. Indeed, the L 1 -constraint selects the stocks with the highest returns and then jumps to stocks with negative excess returns. In contrast to the no-short sale constraint, we still keep a limited proportion of short positions. The short positions represent 47% of the amount of the L 1 -norm of the unconstrained portfolio, while they are reduced to 30% for the constrained case when we use L 1 -bound c = 3. Hence, the constraint controls both the sparsity and the proportion of short positions; see also Remark 4.2. In Table 3 , we compare the structure of the plug-in strategies when the drift is estimated using (5.1) and γ = 2. For the L 1 -constrained strategy, the bound c is chosen to be the optimal bound minimizing the loss in expected utility, as in Table 1 . We report the expected value of the number of stocks invested in, the number of shorts positions, and the fraction in L 1 -norm of short positions. At the optimal bound, the number of stocks and short positions is reduced from 250 to approximately 86 stocks and from approximately 121 to 41 positions, respectively.
For the unconstrained strategy, the number and the fraction in L 1 -norm of short positions Table 2 that, by taking a restrictive bound, the proportion of short positions is reduced substantially. At the optimal bound, this is not the case. Indeed, the number of short positions and the fraction of short positions represents 47.11% and 45.75% of the L 1 -norm. 12 Therefore, at the optimal level of diversification, the magnitude of the short positions between the unconstrained and the constrained strategies is essentially the same. This shows the superiority of the L 1 -norm over the no-short sale constraint. We are able to control parameter uncertainty while keeping short positions, representing almost half of the portfolio in L 1 -norm.
To measure the stability of the previous quantities, we also report their standard deviation. The unconstrained strategy invests in all available, i.e., here 250, stocks. For the L 1 -constrained strategy with a fixed bound, the number of stocks invested in is random as it depends on the values ofμ. The standard deviation of stocks invested in is 5.78 or, equivalently, it represents 6.7% of the expected number of stocks held in the portfolio. Compared to the unconstrained strategy, the variability of the number and the fraction in L 1 -norm of short positions is proportionally higher for the L 1 -constrained strategy. While the structure of the portfolio is more sensitive to the estimation of the drift, the overall stability of the portfolio is improved. Indeed, the average standard deviation of the weights is 68.2% smaller for the constrained strategy. Since the L 1 -norm of the weights is bounded, extreme positions are forbidden, and in turn variability is reduced.
6. Out-of-sample study. Our goal is to investigate the out-of-sample structure and performance of the unconstrained and the optimally constrained plug-in strategies using empirical data. Therefore we will no longer make any parametric assumptions about the evolution of the asset prices.
From the theoretical considerations in the previous sections we have learned the following: We should rebalance our portfolio as frequently as possible (i.e., continuously in the best case). We will therefore trade daily on daily data. To reduce the effect of parameter uncertainty, we should choose a suitable bound c for the L 1 -constraint. This is what we do by selecting the bound maximizing the utility, as we will discuss in detail in subsection 6.2. Finally, we measure the performance of the strategies in terms of (expected) utility of terminal wealth.
When looking at the out-of-sample results we need to keep in mind that the performance of the strategies is now also affected by the effects of discrete trading and discrete observations, which was not the case in the previous sections. This is a problem that arises with all continuous-time models.
6.1. The data and general methodology. Our data set consists of the stocks that have been listed at least once in the S&P 500 and have had daily returns for all trading days between January 2001 and December 2011.
We test our method between 2006 and 2011. At the beginning of each year we select randomly a sample of 250 stocks and fix it as the universe of stocks in which to invest. Based on the five previous years of daily returns, we estimate the drift and volatility matrix of these stocks. We calibrate the optimal bound of the L 1 -constraint as outlined in subsection 6.2.
Trading now takes place over intervals of a length of one month. At the beginning of each month, we assume a normalized initial endowment of one unit of cash and an annual risk-free rate of r = 0.02. At the end of the month we record the terminal utility. We average the terminal utilities that we obtain from trading 24 times consecutively over a one-month interval, i.e., a two-year period. We consider three consecutive two-year time periods and compare the performance of the plug-in strategies to the equally weighted portfolio, which is a hard benchmark to beat; see [7] .
Choosing the L 1 -bound.
To find a suitable (and ideally optimal) bound for the L 1 -constraint c, we present two alternative methods, namely a method we call the leave-oneblock-out (LOB) method and another called a cross-validation (CV) method.
For both methods we start as follows. On the first trading day of each month, we divide the multivariate time series of daily returns of the five previous years into 60 blocks of one month. Based on the 59 first blocks, we estimate the drift and the volatility matrix using (5.1) and (5.2). Next, we compute the constrained plug-in strategy in the interval [0, ||π|| 1 ] for each value of the bound c that is on a grid with grid size Δc = 0.1. Finally, we invest (rebalancing daily) on the remaining block with respect to the constrained plug-in strategy (see also (6.1)).
In the LOB method, we select the bound c maximizing the utility of final wealth. In the CV method, we repeat this procedure 1000 times by taking a random sample with replacement of the 60 blocks, and we select the bound c maximizing the average utility of final wealth.
As the method of estimation is the same for all months, estimation risk is constant through time, and the variation of the optimal bound depends mainly on the market conditions of the calibration period. Table 4 contains the numerical results for the optimal L 1 -bounds using the two different methods. For the LOB method, the optimal bound varies widely. While the first quartile stays small over all periods, the median (mean) and the third quartile are of different magnitude within and across each period. Moreover, there are five months in 2008, and three months in 2009, with an optimal bound equal to zero. During these months, the strategy consists of holding only the risk-free asset. 
Performance of the plug-in strategies.
At the beginning of each month we pick the optimal L 1 -bound which was identified with one of our two methods. We estimate the drift and the volatility matrix using (5.1) and (5.2) based on the past five years of daily returns. Then we compute the unconstrained and constrained plug-in strategies. The strategies are then held constant over a period of one month, i.e., T = 1/12. This means we rebalance the positions daily to keep the weights constant over the investment period. For each month M and strategy π M , which is constant in time over the month, the dynamics of the wealth denoted by X M is given by
where r i (t + 1) is the simple net return of asset i between t and t + 1. Since there are 21 trading days in one month, we have t = 0, . . . , 20. At the end of each month M , we obtain a utility of final wealth U γ X M (21) .
In Table 5 , we report the summary statistics of the utility of final wealth for three blocks of two years, i.e., M = 1, . . . , 24 in each block. Over all periods, the unconstrained plug-in strategy performs poorly because of its extreme variance. For instance, the unconstrained strategy gives its highest return in August 2007 and directly leads to bankruptcy a month later. Furthermore, the standard deviation of monthly returns of the wealth is at its peak in 2006-2007 with a magnitude of 1219.95%. However, on a smaller scale, its remains between 89.61% and 120.02% over the subsequent periods. As a result, from January 2008 to May 2009, the wealth reaches zero in almost every month. As we measure the performance with a power utility function with γ > 1, hitting zero for the wealth translates into infinitely negative utility.
The constrained plug-in strategy calibrated with a bound with the LOB method is halfway between the unconstrained strategy and the constrained strategy calibrated with the CV method. It is the most successful strategy for two periods, with a utility of −0.74 in 2006-2007 and of −0.81 in 2010-2011. This performance comes at the cost of a very large variance of monthly returns. In terms of standard deviation of utility of final wealth and monthly returns, the strategy is similar to the unconstrained portfolio. Therefore, amidst the financial crisis of 2008-2009, the wealth also hits zero.
The constrained plug-in strategy calibrated with the CV method performs better than the unconstrained strategy in all periods, and it is more stable over time than both the unconstrained and the L 1 -constrained with LOB strategies. Although, on average, its returns have a larger standard deviation than the equally weighted portfolio, the mean utility of final Given the nature of the out-of-sample study, trading takes place in discrete time. It is well known that strategies that are optimal in continuous time cannot just be discretized to obtain strategies that are optimal in discrete time; see [29] and [2] for extensive discussions. In particular, short-selling is never optimal when trading takes place in discrete time. Since in our study the L 1 -constraint does not rule out short-selling, the superiority of the L 1 -constrained portfolio over the unconstrained portfolio is not just a consequence of no short-selling.
6.4. Structure and stability of the strategies. In Table 6 , we report the mean and standard deviation of stocks invested in, of the short positions, of the fraction of short positions in L 1 -norm, and the mean of the monthly portfolio turnover for four different investment strategies: the unconstrained Merton strategy, referred to as Merton in Table 6 , the L 1 -constrained strategy where the bound was computed using the LOB method, the L 1 -constrained strategy where the bound was computed using the CV method, and the equally weighted portfolio, referred to as EW. The monthly portfolio turnover is defined as monthly turnover = 1 20
where π i is the constant target weight for asset i, and π i (t − ) is the fraction of wealth (i.e., the weight) invested in asset i just before rebalancing at time t. All portfolios are rebalanced daily, and 21 corresponds to the number of trading days in a month. If the wealth hits zero during the month, we set the turnover to ∞ and stop the rebalancing. For the unconstrained strategy, the structure remains unchanged throughout the whole test period. The mean fraction of short positions of the L 1 -norm stays between 120 and 124, the mean ratio ||π − || 1 /||π|| 1 stays between 47% and 50%, and the portfolio turnover is infinite 
Transaction costs.
For a complete analysis of the out-of-sample performance it is interesting to consider transaction costs as well. It is well known that if transaction costs are included, holding the Merton ratio, and hence having to continuously rebalance the portfolio, is no longer optimal. In particular, the investor can find herself in a position where it is optimal to not trade at all. This would happen if her positions would be within the so-called no-trading region, which is used to characterize the optimal trading strategies; see, e.g., [5] . Nevertheless, we can still investigate what transaction costs one would have to pay when using the trading strategies that we have derived in our setting without transaction costs.
Paper [18] distinguishes between implicit costs such as bid-ask spreads, which are proportional to the cash amount of shares traded, and explicit trading costs such as brokerage commissions, which are fixed costs per share traded. This paper measures both types of trading costs as a percentage of the face value of investment. However, [13] argues that brokerage commissions should not be measured as a percentage of face value. Indeed, brokers ignore most available prices and charge commissions in exact cents per share. Moreover, large trades tends to have higher commission fees per share and may also have larger proportional transaction costs because of their potential price impact.
Assuming that proportional trading costs are constant and equal for long and short positions, the total trading costs for one month are defined as monthly trading costs =
where κ is the coefficient of charged proportion, N i (t) is the number of stock i held at time t, N i (t − ) is number of stocks i held just before rebalancing at time t, and C is the commission price per share. On average, κ represents 0.3% of the face value invested in each stock, and fixed cost commissions C vary between 2 and 5 cents per share. For simplicity, we take κ = 0.3% and C = 0.025. As a benchmark, we consider a small investor, with a coefficient of RRA γ = 2 and an initial wealth of X M 0 = 25000, so that trades do not have any price impact. Note that total trading costs are not proportional to the initial wealth invested. Their dependence on the initial wealth is especially important for the plug-in strategies as the number of shares varies widely.
During the financial crisis of 2008-2009, the volatility of the markets leads to a large variability of the positions held in the portfolio even for the constrained plug-in strategies; see Table 6 . As a result, the proportional transaction costs are much higher for these strategies compared to the equally weighted portfolio. During 2006 During -2007 During and 2010 During -2011 , the constrained strategies perform, on average, at least as well as the equally weighted portfolio. 13 While having a significantly higher performance during these years, the constrained strategy calibrated with the LOB method faces large transaction costs. For instance, the average total trading costs are 6625.08 and 9963.01 units of cash in 2006 and 2010, respectively. In the same years, the total transaction costs of the constrained strategy calibrated with CV and the equally weighted portfolio are 664.34 and 140.35 in 2006, and 95.42 and 140.68 in 2010. Hence, in 2010, both strategies deliver the same average utility and the transaction costs are, on average, smaller for the constrained strategy.
In summary, outside the financial crisis, L 1 -constrained strategies deliver, on average, a higher utility than the equally weighted portfolio. Regarding transaction costs, the constrained strategies have large proportional costs and low fixed commissions. Furthermore, because of fixed commissions, the equally weighted portfolio and the unconstrained portfolio suffer from complete diversification. The trade-off between the two types of costs depends on the size of the positions and the sparsity of the strategies. For the constrained strategy with LOB, total trading costs remain large, while the constrained strategy with CV can have lower trading costs than the equally weighted portfolio. Note that the effect of proportional trading costs will be reduced for a higher level of risk aversion, as the weights in the risky assets, and in turn the number of shares, decrease with γ. 6.6. A note on the estimation of the covariance matrix. In our out-of-sample study we need to estimate the covariance matrix as well. A numerical problem emerges here, since the sample covariance matrix tends to be ill-conditioned, and therefore the computation of Σ −1 can be numerically unstable. Successful regularization techniques such as the shrinkage approach of [20] have been proposed to control the conditioning of the matrix.
In our out-of-sample study, we have therefore also investigated the performance of the plug-in strategy based on the covariance estimator proposed by [20] . While it performs better than the simple unconstrained plug-in strategy in 2010-2011, the wealth also hits zero in 2006-2007 and 2008-2009 , as it does for the simple unconstrained plug-in strategy.
In certain months, the method of estimation of [20] can have a positive first order effect. For example, in the period 2010-2011, the minimum utility is reached in both cases in January 2011, with a utility of −10.11 without shrinkage and −6.52 with shrinkage. However, with the measure of average utility, there is no difference during 2006-2007 and 2008-2009 because the wealth hits zero at least once. As our measure of performance is nonsymmetric, it smooths the difference between good realizations and assigns very low values to bad realizations.
We also tested the performance of the L 1 -constrained strategies with the covariance estimator of [20] . The values of the optimal bound are very close to the results reported earlier, and the performance of the strategy is essentially the same.
For both types of plug-in strategies (i.e., unconstrained and L 1 -constrained), we start with 13 In Table 5 , the utilities are given for an investor with a normalized initial wealth X M (0) = 1. For X M (0) = 25000, the results differ by the multiplicative factor (X(0)) 1−γ . the sample covariance matrix of log-returns, and it is shrunk towards the covariance matrix based on the constant correlation model as discussed in [20] . We provide our numerical results in Table 7 .
7. Conclusion. For a coefficient of RRA bigger than one, we have shown that the loss in expected utility due to parameter uncertainty depends on the coefficient of RRA and the number of risky assets in a highly nonlinear fashion. In particular, as the number of risky assets increases, the loss can become infinite. Therefore, the challenge is to reduce the number of risky assets to limit the exposure to estimation risk when implementing the plug-in strategy. Putting an L 1 -constraint on the weights of the plug-in strategy induces sparsity in the portfolio and is an efficient method for reducing the negative effect of parameter uncertainty on its performance.
By characterizing the structure of the L 1 -constrained strategy for independent stocks, we show that the level of sparsity is determined by the coefficient of RRA. For a general covariance matrix structure, we demonstrate, based on a simulation study, that there exists an optimal bound minimizing the loss due to estimation for each level of risk aversion. Hence, estimation risk can be efficiently controlled with the L 1 -constraint by taking into account the level of risk aversion of the investor.
Based on a CRRA utility maximization framework, we provide an economical justification for using the L 1 -constraint as a way to reduce estimation risk. Indeed, for each level of risk aversion, we choose the appropriate level of sparsity and attain the optimal trade-off between the gain of diversification and the loss due to estimation risk. Finally, we show that L 1 -constrained strategies can be applied successfully on empirical data. 
Thus,
and, for γ > 1,
The argument is similar for γ = 1.
Appendix B. Proofs for section 3.
Lemma B.1. Let π be constant in time, sufficiently integrable, and independent of W (T ); then
Proof of Lemma B.1. For γ > 1, we rewrite the expected utility
Hence,
Lemma B.2. Let π be constant in time, sufficiently integrable, and independent of W (T ); then
Proof of Lemma B.2. From Lemma B.1 we obtain
We write the mean-variance term as
Therefore, by (2.3) and (B.1),
Proof of Lemma 3.1. By (3.1) and (3.2),μ andπ are independent of W (T Note that Λ and C do indeed commute here. For γ > 1, the term 1+
(1−γ) γt obs T is strictly positive because of the assumption t obs > T .
Proof of Corollary 3.3. Assume t obs > T so that the expected utility of the plug-in strategy is well defined. For γ > 1 we see from (3.6) that
By Proposition 2.1 and because the loss factor is positive, the expected utility of the plug-in strategy is bounded above as follows: For π ∈ A c , the process E 2pπ σ (t) (0≤t≤T ) is an exponential martingale, as it verifies the Novikov condition. Hence, we define the probability measure Q on (Ω, F T ) as the RadonNikodym derivative dQ dP |F T = E 2pπ σ (T ) .
As Q is equivalent to P and π ∈ A c , we have for p < 0, C.3) . Therefore, the dominated convergence theorem can be applied to the sequence of random variables v n = v (M γ (π cn )), where c n is any sequence converging to +∞.
The same type of issue occurs for the computation of the loss. We define the loss factor by
or, equivalently, by
Then to compute this loss numerically, one would use the estimatē
Again, here the accuracy ofL γ,M (π, π * ) is very different from the accuracy of the estimation of the expected utility. As |V γ (π * |μ, σ) | 1,
and the necessary number of steps would have to be changed accordingly. It could be that, even if the expected utility is accurately estimated, the loss factor is not. Hence, we compute the logarithm ofL γ,M (π, π * ). In this case, the logarithm of the ratio is equal to the difference of the logarithms, and the expected utilityV γ,M (π|μ, σ) is estimated independently of V γ (π * |μ, σ).
