ABSTRACT Community detection is one of the most important problems in social network analysis in the context of the structure of underlying graphs. Many researchers have proposed methods, which only consider the network structure of social networks, for discovering dense regions in social networks. However, increasing media information in networks, such as images, videos, user tags, and comments, are observed with the development and application of Web 2.0. Abundant content information is available to provide a different view for community detection process. In this paper, we propose an overlapping community detection method, namely, latent Dirichlet allocation-based link partition (LBLP), which uses a graphical model and considers network structure and content information. Two feature integration strategies are proposed to combine the influence of network structure and content information on the network generation process. Experimental results on synthetic and real-world networks show that the LBLP method is effective, and content information is beneficial in mining community structure.
I. INTRODUCTION
Real-world social networks, such as Facebook, Twitter, and YouTube, can be modeled as graphs, where nodes and links represent as users and interactions, respectively. In online social networks, many social communities enable users to share common interests or the same school. Online social networks have abundant ''user-generated content (UGC),'' such as the attributes of users, posted information, shared photos and videos, and released locations. Similarly, users exchange mails and mail messages to form email social network because UGC can enrich network information. UGCs, similar to link interactions, are common in social networks and play an important role in social network analysis. Link interactions and UGCs enrich social networks and promote social network analysis.
Community structure is a crucial property of social network. This property is a collection of vertices, in which the inner vertices are connected closely and the outer vertices are connected sparsely. In a scientific research network, nodes and links represent researchers and the co-authors or citations of the researchers in papers, respectively. Researchers with similar research interests or work in the same institution may work with each other. In telecommunication networks, users may closely and frequently contact their friends or relatives. The abovementioned behaviors may form community structures that can solve issues, such as data partition in distributed computing [2] , link prediction [3] , behavior prediction, and influence analysis.
Social network analysis has attracted considerable attention from researchers, and many methods have been proposed to find community structures [4] . LFM [6] and MONC [7] explored objective function optimization to find the best partition of nodes in social networks. Shihua et al. [8] proposed a probabilistic community detection method for identifying the probability of nodes that belong to communities. OSBM [9] and SSDE [10] applied spectral clustering algorithm on community detection. Moreover, COPRA [11] converged rapidly in a few iterations and found steady community structures based on the label propagation algorithm. The results of existing works are unsatisfactory despite proposing numerous detection processes because of their limitations:
• The characteristics of a community can be classified as non-overlapping, overlapping, and hierarchical communities. Many algorithms aim to detect non-overlapping community, which cannot be satisfied by online social networks. Users of online social networks can express interests in multiple domains or in joining classmate and work communities. Thus, users belonging to one or more communities imply practicality. Overlapping community structure can describe the latent relationships among users of online social networks accurately.
• Community detection methods can also be classified as node-and link-based methods according to the analysis perspective. Node-based methods use node attributes and features to model the node aggregation process. Link-based methods utilize link interactions to model the generative process of social networks. These methods only consider one element, either nodes or links, to discover the community structure. However, the information of nodes and links is unified for the generative process of networks. Thus, we should consider all the observation factors to find the latent community structure. Therefore, we incorporate link interactions and UGCs to find practical community structures, such as overlapping community.
In online social networks, link interactions and UGCs are two kinds of distinct network features. Issues on detecting community structure indicate fusing various features to cluster links. This process is a typical multi-view cluster problem that aims to cluster data with multi-view features. Lei et al. [5] proposed an optimization strategy for multinetwork community detection that involves four perspectives, namely, original data, objective function, optimization result, and community structure fusions. These fusion strategies exhibit individual characteristics and applicable scenarios. Our work explores the original data fusion for reference.
In this work, we explore the underlying relationships between the link interactions and UGCs of social networks, including communities, links, and UGCs, and incorporate these relationships into a consolidated latent factor model. The proposed model can also handle many practical issues, such as community detection, influence analysis, link prediction, behavior prediction, and role mining, in social networks without any adjustment to the model. The contributions of this paper are as follows:
(1) We incorporate link interactions and UGCs into a latent factor model that fuses link and UGCs as network features. Moreover, we propose two data fusion strategies to combine heterogeneous information. A method for estimating and inferring the model parameters is designed. (2) A synthetic network-generated method that can construct a synthetic network with link interactions and UGCs, is proposed to facilitate experiments. Four baseline methods based on four metrics of synthetic and real-world datasets were used to verify our model. 3) The combination of link interactions and UGCs can find additional practical and understandable community structures. Link-based analysis illustrates the aggregation of communities, whereas UGC-based analysis reveals the meaning of communities. This rest of this paper is organized as follows. Section 2 presents a survey of related work. The LBLP model for representing a social network and providing a method for parameter estimation and inference of LBLP is discussed in Section 3. In Section 4, we present the experiments on synthetic and real-world datasets and case studies on DBLP and Enron datasets. Finally, Section 5 concludes the paper.
II. RELATED WORK A. COMMUNITY DETECTION
Three types of community analysis research, namely, link-, content-, and link-content-based methods, are used in our work.
Link-based method. Shihua et al. [8] proposed a model that uses links to mine link communities. Chuan et al. [12] applied a genetic algorithm to mine community structure and bridge link between communities. Youngdo and Hawoong [13] explored the Infomap [14] algorithm to detect a link community and use Minimum Description Length (MDL) to constrain random walk. Nicosia et al. [15] extended modularity metrics to link graph and used a heuristic method to mine link community.
Content-based method. Content-based community detection is similar to the traditional clustering algorithm. The work of [16] and [17] only considered text information to mine a community that ignores the link interactions of social networks.
Link-content-based method. Recent research focuses on integrating link and content information to mine community structure. The work of [20] and [21] proposed a model that uses node attributes and links to detect community. However, node attributes only describe node identity and ignore interaction information.
B. PROBABILISTIC GRAPHICAL MODELS
Probabilistic graphical model (PGM) is a probabilistic model, for which a graph presents the conditional dependence relationship among random variables. PGM discusses a variety of models, including directed Bayesian networks, undirected Markov networks, discrete and continuous models, and extensions, to deal with dynamical systems and relational data [32] . PGM is used in many applications, such as speech reorganization, natural language processing, and image processing. PGMs join the probability and graph theories, which are suitable for social network analysis (SNA). PGMs are used in managing current difficult SNA problems, including community detection, influence propagation, link prediction, network evolution, and idea leader finding in the social medium [33] . Han and Tang [34] proposed a community role model that can discover the latent relationships between the visible and invisible issues of social networks, including community, link, node attributes, role, actions, and integrate these relationships into a unified probabilistic generative framework. A topic model is a broad group of generative directed graph model that is mainly used to analyze discrete data. This model is widely used in many fields, such as information retrieval and natural language processing. Latent Dirichlet Allocation (LDA) is a typical example of topic models [24] . LDA assists researchers in encoding problemspecific structure into an estimation of categories [35] . Shang [38] introduced a comprehensive model that developed a complexity measure accommodating sparse graphs, where the likelihood of the appearance of each forest can be analytically calculated within the framework. However, LBLP employ probabilistic graphical model to detect the community structure which consider the community structure as the latent factor affecting the interaction among nodes. The main idea of LBLP is to discover the interpretable community structure based on both network structure and content information.
III. PROPOSED METHOD A. FORMULATION
In this paper, we explore the combination of network structure and UGCs to discover community structures. The premise behind this work is that social networks provide abundant network structure and content information. In terms of network structure, a social network is composed of many nodes/vertices, and each node is associated with many edges/links. The survey of [31] denoted that the distribution of edges follows a fat-tailed distribution, indicating that edges are concentrated within special communities but sparse among these communities. Nodes may belong to multiple communities. Moreover, the connection between these nodes depends on the communities they belong to. Users demonstrate similar behavior in the same communities considering the content information. For example, users in the same communities may transfer email messages, follow similar users, or show interest in the same things.
We use G = (V , E, X ) to present social network, where V = {v 1 , v 2 , . . . , v n is the set of all nodes, and E = {e 1 , e 2 , . . . , e m is the set of all links. X = {x 1 , x 2 , . . . , x m represents the content of each edge. Notation A denotes the adjacent matrix with size N * N , where N is the number of nodes, and each element a i,j = 0 or 1 indicating whether node i has a link to node j. Table 1 shows the frequently used notations.
Definition 1 (Line Graph): Given network G = (V , E, X ), line graph LG is transferred from the original network G. In LG, each node denotes a link of G. In particular, the nodes V (LG) of LG is equal to the edges E(G) of G. The link of a node to other nodes in LG depends on whether the two edges have common node in G. Meanwhile, the contents with edges of G become the node contents in LG.
Definition 2 (Community): A social network can be divided into multiple communities, which are denoted as 
The weight of link (e i , e j ) in LG is defined as:
where d m denotes the degree of node m. If e i = e j , then δ e i ,e j = 1; otherwise, δ e i ,e j = 0.
B. MODEL DESCRIPTION
Yong-Yeol et al. [22] proposed an ABL algorithm that uses a link clustering approach to detect overlapping communities. The link-based method uses link hierarchical clustering and optimizes density function D to obtain a community structure. Link community can be easily transferred to node community because edges are denoted as node pairs. Moreover, the overlapping node is the result of connecting the links in which multiple communities belong to. Links denote the connection between nodes to explain social behavior. Many algorithms based on link structure to mine community structure have been suggested since the ABL algorithm is proposed. Evans and Lambiotte [23] transferred the network to a weighted link graph, in which nodes are denoted as the link of the original network. Subsequently, non-overlapping community detected method can be used on link graph to discover link community.
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Based on the aforementioned idea, we explore the underlying relationships between link interactions and UGCs of social networks, including communities, links, and UGCs, and incorporate these relationships into a consolidated latent factor model. The factor model utilizes a graph model, such as LDA, to discover probabilistic community structure. LDA [24] is a generative model that allows sets of observations to be explained by unobserved groups that explain the similarities of certain parts of the data. LDA is an example of a topic model and was initially presented as a graphical model for the topic.
We use plate notation to explain the dependencies among the many variables in Fig. 1 . The ''plate'' boxes represent replicates. The outer plate represents documents, whereas the inner plate represents the repeated choice of topics and words within a document. M denotes the number of documents, and N presents the number of words in a document. Thus, w ij is the only observation variable, and the other variables are latent. ϕ is a k * v transition matrix, where k is the number of topics considered in the model, and v is the dimension of the vocabulary. Each row denotes the word distribution of a topic. Documents are represented as random mixtures over latent topics, in which each topic is characterized by the distribution over words. LDA assumes the following generative process for a corpus D that consists of M documents, each of length N i . The generative process of corpus D can be described as follows: Step 1: Select θ i ∼ Dir(α), where i ∈ {1, . . . , M and Dir(α) is the Dirichlet distribution under parameter α.
Step 2: Select ϕ k ∼ Dir(β), where k ∈ {1, . . . , M .
Step 3: For each of the word positions i, j, where j ∈ {1, . . . , N i and i ∈ {1, . . . , M .
(a) Select a topic
The random variables can be described mathematically as follows.
The topic is the latent variable that connects documents and terms. The generative probability of corpus D can be calculated by:
In this paper, we propose a LDA-based link partition (LBLP) algorithm to model the latent relationships between link interactions and UGCs of social networks, including communities, links, and UGCs. The LBLP algorithm considers link community as the latent factor for modeling the process of link interaction generation. For line graph LG, the connection of node (that is, link in G) to other nodes depends on the communities to which the node belongs, given network G = (V , E, X ), with N nodes, M links, and K communities C = {c 1 , c 2 , . . . , c k }. The generative process of all nodes in line graph LG can be described as follows:
1. The line graph LG of network G is established. 2. For each e i in E = {e 1 , e 2 , . . . , e m }, N i = {n 1 , n 2 , . . .} is the group of neighboring links. Then, e i can be described as follows:
Thus, the line graph can be modeled as LG = {le 1 , le 2 , . . . , le M , as illustrated in Figure 2 . 3. We use neighboring links to describe the link interaction behavior and place LG = {le 1 , le 2 , . . . , le M into the LDA model. Then, the probability of interactions le i is calculated as:
where
The generated probability of the line graph LG can be obtained by
4. Gibbs sampling method is used to infer and estimate the parameters {α, β, θ, ϕ} of LBLP algorithm. ϕ is the distribution of link and link in LG , whereas θ is the distribution of community and link. 5. Each row of θ represents the probability of a node to communities that can be used as feature vectors of the node. The community structures can be detected by a cluster of node feature vectors. The LBLP algorithm is a generative model which describes the process of network generation factored by the community structure. Users only need to send the network information into LBLP algorithm in a specified format and the algorithm can get the result matrix which covers the distribution of nodes over communities. The community structures can be obtained by a cluster of node feature vectors, such as K-means or probability maximization methods.
LDA is the latent topic model. In the process of community detection, community structure as the latent factor affects the interactions among links. The LDA model can reduce the dimension of network feature vectors with result matrix, which covers the distribution of nodes over communities. The proposed model can not only manage community detection but also play a role in mining during information dissemination through probability analysis.
C. CONSIDERING CONTENT INFORMATION
The aforementioned LBLP method uses the LDA model and uses link interactions to mine the latent relationships between communities and links. This method is effective in detecting overlapping communities. However, LBLP only considers link interactions in social networks. Thus, UGCs that are important in describing user behavior are ignored. In this section, we discuss the integration of UGCs to community detection.
Network G = (V , E, X ) has nodes V = {v 1 , v 2 , . . . , v n } and links E = {e 1 , e 2 , . . . , e m with content X = {x 1 , x 2 , . . . , x m }. Each link e i = {N i , x i } is composed of neighboring links N i = {n i,1 , n i,2 , . . .} and content x i = {w 1 , w 2 , . . .}. As shown in Fig. 3 . Our research focuses on the combination of link interactions and UGC for community detection. We propose two integration strategies, namely, LBLP-Vector and LBLP-Weight (LBLP-V and LBLP-W, respectively) to solve the problem.
UGCs mainly refer to user-generated text content, excluding multimedia information to build a model. In terms of text content, we are required to segment a text or document into independent words. The text is decomposed as a multidimensional vector composed of key words after word segmentation.
The most common text vectorization method is term frequency-inverse document frequency (TF-IDF). TF-IDF is a numerical statistic measures intended to reflect the importance of a word to a document in a collection or corpus. This measures is used as a weighting factor in information retrieval and text mining. The importance of word increases as the number of the word appears in text but decline with the frequency of its occurrence in the corpus.
Definition 4 (TF-IDF):
The TF-IDF value increases in proportion to the frequency of appearance of a word in a document but is offset by the frequency of the word in the corpus, thereby assisting in to adjusting the factor that certain words appear frequently in general.
Term frequency (TF) denotes the frequency that a term appears in a document. TF is calculated as follows:
where n i,j is the number of term i, in which the denominator represents the number of terms that appears in document d i . Inverse document frequency (IDF) is a measure of the information that the word provides, that is, whether the term is common or rare across all documents. IDF is calculated as follows:
where |D| is the number of documents. j : w i ∈ d j is the number of documents that involve the term w i . Then, TF-IDF is calculated as follows.
If a term appears frequently in a document and minimally in documents of the whole corpus, then the value of TF-IDF is high. TF-IDF metric filters common words and retains important words. Based on TF-IDF, each content x = {w 1 , w 2 , . . .} can be modeled as follows:
where |w| is the number of words and tfidf i = 0 when word w i do not appear in the content x. VOLUME 5, 2017 If only the content information for community detection is considered, then the link e i can be modeled as follows:
The LBLP method constructs e i 's link eigenvector le i based on neighboring links N i and uses LDA to mine the latent relationships between links and communities. If two links have similar neighboring links, then the probability that they belong to the same communities is high (Fig. 4(a) ). ce i is the content eigenvector of e i (Fig. 4(b) ). Thus, the two features can be combined linearly as follows.
The
The LBLP-V method combines link interactions and content information into a uniform vector with balance parameter λ. We propose another nonlinear method, namely, LBLP-W, without any parameters because balance λ should be set. The similarity between the contents of two adjacent links can be used to describe their proximity. In particular, we use the similarities of content information to replace the weight function in le i .
In this work, we use Mahalanobis distance to calculate the distance d i,j between two contents. Given two links, e i = {N i , x i and e j = {N j , x j , the distance can be obtained by
Thus, the weight between links is the reciprocal of the distance.
The eigenvector of e i using the weight function CW i,j to replace the weight W i,j in le i can be calculated by
, n 2 , CW e i ,2 , . . .}. Table 2 lists the four modeling approaches, namely, LBLP, LDA-content, LBLP-V, and LBLP-W. The link interactions and content information can be integrated collectively by using the LBLP-V and LBLP-W methods. Moreover, LDA can incorporate communities, links, and UGCs into a consolidated latent factor graph model. We can obtain the probabilistic community structure by inferring and estimating the parameters of LDA.
We explore the underlying relationships between link interactions and UGCs of social networks, including communities, links, and UGCs, based on the idea and incorporate these relationships into a consolidated latent factor model. The factor model uses a graph model to discover the distribution probability of nodes over community structure.
If both considering the network structure and information content, users can use LBLP-V or LBLP-W to discover the community structure and analyze how the information content affect the community generative process. Users can put the network structure in a specified format and vectorize the content information. The LBLP-V method combines link interactions and content information into a uniform vector with balance parameter λ. LBLP-W method considers the similarity between the contents of two adjacent links can be used to describe their proximity. So it uses the similarities of content information to replace the weight function in le i . We can obtain the probabilistic community structure by inferring and estimating the parameters of LDA.
D. PARAMETER INFERENCE AND ESTIMATION
The LBLP model is a three-layer Bayesian network. We use Hadoop to implement the distributed Gibbs sampling to infer and estimate the parameters. Table 3 displays the Gibbs sampling process.
The parameters {α, β, θ, ϕ} of the algorithm can be inferred and estimated by Gibbs sampling. θ is the distribution of community and link. Whereas is the distribution between links. Each row of θ represents the probability of a link to communities that can be used as feature vectors of the link. The link community structures can be detected by a cluster of feature vectors. Node community can be obtained based on link community and node-link relationship.
E. DISCUSSION
The proposed model can also handle many practical issues, such as community detection, influence analysis, link prediction and role mining, in social networks without any adjustment to the model.
The graph theory has demonstrated some influence measures such as degree, centrality, closeness, betweenness, etc. These measures are mainly considering the local link structure only. Recently, much work concentrate on the social influence and role mining on the community structure. For example, the work [36] has proposed two social influence ranking metrics, InnerPagerank and OutterPagerank by considering the community structure knowledge. Equally, LBLP algorithm can also analyze social influence and roles in network based on the result matrix θ which covers the distribution of nodes over communities. θ (i, j) represents the probability of link l i belonging to community c j . θ (:, j) represents the influence of all links in community c j . The maximum values of θ (:, j) may be the most influenced link or ''opinion leader''. θ(i, :) shows the influence of link l i over all communities. If the link has almost same influence on all communities, it may be the ''liaison'' or bridge between communities. We can discover social influence and roles by analyzing the result matrix. For link and behavior prediction, researchers [37] have proposed the within and inter cluster (WIC) measure which computes the similarity between nodes considering community information. In order to use the WIC measure in a network, community detection method must be applied on the network previously. Whether a link exists between a pair of nodes depends on they belong or not to the same community. According to the community structure, the link existence likelihood between node pairs can be computed by their common neighbors set which can be divided into VOLUME 5, 2017 within-community nodes set and inter-community nodes set. The value of likelihood is proportional to the number of within-community nodes and is inversely proportional to the number of inter-community nodes.
IV. EXPERIMENTS
We use synthetic and real-world datasets to evaluate LBLP. The experimental configurations denote that the number of Gibbs sampling iterations is 1000, hyper-parameters α and β are set as 1/K and 0.01, respectively, and K is the number of community. Each experiment is repeated 10 times and considers the average results. The experiment cluster includes 12 PCs (2 PCs as masters and 10 PCs as slaves), in which each node is configured with Intel(R)Xeon(R) CPU E5530@2.40 GHz 2 two-socket 4 core 16G memory 4T hard disk storage.
A. DATASET 1) SYNTHETIC DATASET
Blei David et al. [24] proposed a synthetic network-generated method (LFR) that can generate a network with overlapping community structure. The degree and the community size distributions of the LFR network follow the power law. Meanwhile, Lancichinetti used the normal mutual information (NMI) metric to evaluate the accuracy of the community detection algorithm. Ten parameters, namely, N is the number of nodes, K is the average degree of nodes, k max is the maximum node degree, C min (C max ) is the minimum (maximum) size of communities, t 1 is the power exponent of node degree, t 2 is the power exponent of community size, µ is the mixture parameter, O n is the number of overlapping nodes, and O m is the number of overlapping community, are required to construct the LFR network.
The LFR network cannot be used to evaluate our algorithm because it contains link information without content information. We propose a match method that can add content information to the LFR network to solve this problem. Table 4 presents six synthetic LFR networks with different configurations. The core idea of the match method adds content information with a classified label to links. In this experiment, we used 20 newsgroup text datasets, which include 2000 texts and 20 classified labels. The match method uses the following steps:
1. Given community structure C = {C 1 , C 2 , . . . , C k } and text information T = {T 1 , T 2 , . . . , T P }, K is the number of communities, P is the number of text classes, and P ≥ K . 2. Based on the relationship of the links and communities, the links can be divided into two groups, namely, L in and L bridge . If the vertex of the link is in the same community, then the link belongs to L in ; otherwise, the link belongs to L bridge . Link L(v 1 , v 2 ) is defined as follows: 2) REAL-WORLD DATASETS Table 5 provides the details of the three real-world datasets that are used to evaluate the LBLP. The Enron dataset is collected and prepared by the CALO (Cognitive Assistant that Learns and Organizes) project. This dataset contains information from approximately 158 users, mostly from the senior management of Enron, organized into folders. The corpus contains approximately 200,399 emails and 0.5 M messages. This data is originally made public and posted to the web by the Federal Energy Regulatory Commission during its investigation. Recently, researchers from UC Berkeley selected a subset of approximately 1700 email messages and annotated the selected messages with 53 category labels. According to the email content and purpose, each email can be annotated with one or more labels. The 53 labels can be divided into four categories: coarse genre, include/forwarded information, primary topics and emotional tone. The detailed information of labels can be found on the website. 1 Email network based on email messages can be constructed, in which nodes are represented as users, links are represented as user exchange emails, and email messages are used as content information. Meanwhile, messages are represented as content information and category labels can be considered community structures.
Taking the email message shown in Fig.5 (a) as an example, the email was send by mike.swerzbin@enron.com to m..driscoll@enron.com. This email was annotated with four labels: ''company business strategy'', ''new articles'', ''regulations and regulators'' and ''california energy crisis/ california politics''. We analyze the whole email message and extract the ''From'', ''To'' and ''Content'' fields information to construct the email network. The example email message can construct the network structure shown as Fig.5 (b) . There exists a link between the node mike. swerzb-in@enron.com and the node m..driscoll@enron.com. Accor-ding to the annotated labels, the link belongs to four communities.
The DBLP dataset presents information on computer science publications listed in the DBLP Computer Science Bibliography. The DBLP dataset maps each entry in the original DBLP data to one out of the six types of objects that represent the different types of publications, including links from publications to their authors and editors and from papers to the journal, proceedings, or book in which they appear, as well as citation links from one publication to another. The title and key words of papers or books represent content information. In our experiment, we select 30 research domains, such as data mining, machine learning, and network analysis, as community structure.
The Telecommunication dataset is collected from certain operators with a month of communication detail records. A link exists between two users when they conduct a call or send a message.
V. METRICS
The community structure in a synthetic network is known, and we can use the NMI [26] metric to evaluate the community detection algorithm. NMI is defined as follows.
Definition 5 (NMI): Given two community structures, namely, X = {X 1 , X 2 , . . . , X K } and Y = {Y 1 , Y 2 , . . . , Y P }, their NMIs can be computed as
The abovementioned real-world datasets have classified labels in which the community structure can be obtained. We can use the supervised metrics, such as pairwise F-measure (PWF) [24] and average cluster purity (ACP), to evaluate a community detection method.
Definition 6 (PWF):
Given the network with classified labels, nodes can belong to multiple communities. G is a group of node pairs with at least a similar label. X represents the community structure discovered by the proposed method. H is a group of node pairs with at least a similar label. PWF is defined as
Definition 7 (Average Cluster Purity):
Considering that the community structure C = {C 1 , C 2 , . . . , C K }, community C i has n i nodes {v 1,i , v 2,i , . . . , v n i ,i }. M l,i is the known relationship between a node and a community. According to M l,i , function σ (·) returns the Boolean value (that is 0 or 1). ACP is defined
The abovementioned metric value is between 0 and 1. A high value indicates a similar community structure and vice versa.
A. EXPERIMENT RESULT 1) SYNTHETIC DATASET RESULT
We conduct this experiment on synthetic datasets to evaluate the effect of the analysis result in network structure and content information. The test algorithms contain the following:
1. Network-based algorithm: LBLP; 2. Content-based algorithm: LDA-content; and 3. Network-and content-based algorithms: LBLP-V and LBLP-W, respectively.
We use these algorithms on six synthetic datasets that are generated by the configuration in Table 4 . The complexity of the network structure can be changed by adjusting the mixing parameter (ranging from 0.1 to 0.9). In this experiment, we test algorithms on six synthetic datasets with different complexities. Fig. 6 depicts the experimental result. When the mixing parameter is minimal, the community structure is obvious. LBLP and LDA-content algorithms, which only consider one factor of the network, can obtain high NMI values. That is, LBLP and LDA-content algorithms perform well when the community structure is obvious. The network structure becomes increasingly complex and the overlapping ratio of the community increases with the mixing parameter. Simple network structure or content information cannot accurately excavate the community structure. The experiment results show that the LBLP-V and the LBLP-W demonstrate good robustness in complex networks. When the network structure becomes chaotic, the content information can help the network structure discover a ''semantic'' structure in the networks.
2) REAL-WORD DATASET EXPERIMENT
We select four classes of algorithms as the baseline that serves as a state-of-the-art method for discovering a community structure to evaluate the superiority of LBLP-V and LBLP-W.
a: NETWORK-BASED ALGORITHM
These algorithms, such as Newman's algorithm [27] , LDA-link algorithm [28] and NCUT [29] spectral cluster, only consider network structure to detect a community structure.
b: CONTENT-BASED ALGORITHM
These algorithms only use the content information to mine a community structure, such as LDA-content [24] and NUCT-content algorithms. In the Enron and DBLP datasets, these algorithms use UGC to cluster links. Node community can be obtained based on link community and node-link relationship.
c: NETWORK AND NODE CONTENT-BASED ALGORITHM
These algorithms, such as mixed membership model [28] and NCUT-link-content [29] , consider network structure and node content information in detecting a community structure. In the Enron dataset, node content is represented as emails exchanged among users. In the DBLP dataset, node contents are represented as the published papers of an author.
d: NETWORK AND LINK CONTENT-BASED ALGORITHM
Guo-Jun et al. [30] proposed the EIMF algorithm, which employs network structure and link content to mine a community structure. EIMF uses matrix decomposition to explore the latent relationship between a link and a community. Table 6 illustrates the experimental results. We use supervised metrics, such as PWF and ACP, in measuring the algorithms. In this table, the LBLP-V and LBLP-W on the three datasets are more similar to the ground truth than to the baseline in all the above mentioned metrics. Moreover, we find that the content information can gain better results than only considering network structure in social networks. Content information promotes community detection in social networks and discovers an accurate community structure. The use of content information on the link rather than on the node can help discover real community structures.
In the email social or scientific research network, users generate contents, such as email, papers, or books, by establishing links rather than nodes. The content information of nodes is an aggregation of content information from its neighboring links. A community structure cannot be accurately found after mixing the node content information. Thus, precise community structures can be detected by network structure and link content information.
3) Running Example
We employ the Enron email dataset to evaluate the effectiveness of LBLP algorithm. The community detection process for Enron email dataset involves following steps:
Enron email communication network covers all the email communication within the Enron email dataset. Nodes of the network are email addresses and if an address i sent at least one email to address j, the graph contains an undirected edge from node n i to node n j . Fig.5 (b) shows the network structure extracts from the email of Fig.5(a) . Meanwhile, email messages are used as content information.
b: COMMUNITY BENCHMARK
The annotated labels are used as the community benchmark to evaluate the effectiveness of LBLP algorithm. The community structure is overlapping because each email has one or more labels.
c: COMMUNITY DETECTION
Then, we apply LBLP algorithm to the Enron email community network. And, the LBLP algorithm inference the parameter θ which represents the probability of a node to communities that can be used as feature vectors of the node. The community structures can be detected by a cluster of node feature vectors.
d: EXPERIMENT RESULT
Results show that several employees of Enron company gather with frequent cooperation, whereas other employees gather because of working in the same departments. There also have some communities generated by the same topic, such as company business, strategy and government action. Other communities may be influenced by both factors that Employees gather in same community with close connection and similar interests.
4) CASE STUDY
We select the DBLP dataset as an example to illustrate the community structure discovered by our algorithm. Fig. 7 (a) demonstrates the attribution probability between 300 links and 30 communities. The X-axis is the community, the Y-axis is the link, and the Z-axis is the logarithm values of the conditional probability p(community|edge). Fig. 7 (b) depicts the probability distribution of a link that belongs to communities. Fig. 8 displays the community structure in the DBLP dataset intuitively. We select six communities and eight authors in each community with high belonging probity, as listed in Table 7 . The experiments show that several authors gather with frequent cooperation, whereas other authors gather because of similar research interests. The researchers are from the same research group of MIT in nine communities with different research domains (network, operating system, and knowledge management). All researchers focus their attention on the data mining domain in Community 1, suggesting that researchers that work in the same institutions or have similar interests form a community. Other communities may be influenced by both factors. Nodes in social networks gather in a community with close connection and similar interests.
5) PARAMETER ANALYSIS
We also analyze the value of balance parameter λ effect on the experimental result, as illustrated in Fig. 9 . The horizontal axis is the value of λ, and the vertical areas represent metrics PWF and ACP. The range of λ values is 0-5, and the default step size is set to 0.5.
The experimental result denotes that the algorithm only considers the network structure because the balance parameter λ is set to 0, and the metrics are low when the parameter λ increases. Moreover, the content information works in processing community detection, and the precision of experimental results is improved with the increase of parameter λ. When the parameter λ increases to a point, the content information plays a primary role in the community detection process. However, the accuracy of the experimental results drops from the peak. In this experiment the balance parameter λ is set at 1.5; thus, the LBLP-V method can gain a good experimental result. The LBLP-W is more convenient to implement than the LBLP-V, even without any parameters.
B. EXPERIMENT DISCUSSION
The experiments on the synthetic and real-world datasets show that the LBLP-V and LBLP-W algorithms can obtain good communities. In the synthetic network experiment, we find that the content information in the network can assist network structure mining with ''semantic'' community structure while the network structure becomes complex. Meanwhile, the LBLP algorithm discovers overlapping communities based on links, which can find overlapping nodes and bridge links effectively. LBLP improves the accuracy of the mining community. In the real-world network experiment, we find that nodes with similar interests form a community structure. Traditional community detection methods, such as ABL and CPM, based on network structure find communities by mining the clique in a network. However, real-world networks are sparse, whereas traditional methods can only dig small community structure with a tight connection. Our algorithm considers content information, which relaxes the binding of network structure, to search for additional real communities in the network. Fig. 10 illustrates the distribution of communities detected by the LBLP-W. The distribution follows the power law. The experiment results show that our proposed algorithm can detect reasonable and real communities. 
VI. CONCLUSION
In this paper, we propose a probabilistic generative framework that captures all factors, such as links, content information, and communities. We devised this probabilistic generative framework to define the generation process of a social network based on the relationships among the aforementioned factors. We suggested a link-based overlapping community detection method called LBLP based on the abovementioned framework. LBLP considers network structure and content information to discover the community structure. Furthermore, we proposed two strategies, namely, LBLP-V and LBLP-W, to integrate all information. We applied the LBLP on synthetic and real-world datasets and gained better performance than the state-of-the-art baseline method. For future work, finding additional factors that affect network structure can be interesting to simulate a dynamic social network. In addition, applying the probabilistic generative framework to additional applications in social networks is another important work. 
