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Abstract-This paper discusses a continuous time inventory system without backlogging allowed 
under the condition that the demand follows a Wiener process. We propose the explicit formula of the 
expected total discounted cost for an infinite time span by applying the familiar technique of optimal 
stopping problem. Further, it is shown that the asymptotic value of the expected total discounted cost 
by perturbation of the discount rate gives the long-run average cost. Finally, the optimal inventory 
policies, which are given as the optimal stock levels minimizing the expected total discounted and 
the long-run average costs, are numerically obtained and compared with ones in the deterministic 
inventory system. It is made apparent that the discount rate and the diffusion parameter of the 
demand process are very sensitive for the optimal inventory policies. 
1. INTRODUCTION 
Many inventory management policies have been proposed and discussed (e.g., [l]). Especially, 
the deterministic inventory systems associated with the classical EOQ problem taking account 
of the present value were discussed by Hadley [2], Trippi and Lewin [3], Gurnani [4], and Dohi, 
Kaio and Osaki [5]. Although time value corrections for time intervals less than a year are 
considered to be relatively small, in general, they claimed that the concept of the time value 
should be introduced in the inventory models. In fact, time value corrections are needed in terms 
of the exact evaluation for costs, even though the length of inventory cycle is relatively small. 
In particular, if the length of cycle is influenced by the temporal variation of the demand under 
uncertainty, we cannot neglect the effect of the discount factor for costs. Thus, it is of great 
importance to discuss the time value corrections in stochastic inventory models. 
In practical terms, one may expect that the demand for commodities obeys the normal dis- 
tribution whenever the numerical outcome of the demand results from numerous small additive 
effects and all factors independently arise. In addition, if we model the dynamic behavior of the 
demand, it will be plausible that the demand process is assumed to be a Wiener process. In fact, 
the representative diffusion models of optimal inventory control have been reported by many 
researchers (e.g., [6-81). Th e continuous time inventory model when the cumulative demand fol- 
lows a Wiener process was discussed by Bather [6] at first. Puterman [7] developed the general 
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framework of (s, S) policy in the context of Bather’s model. Further, Sulem [8] formulated this 
problem as a impulsive control one and analyzed an alternative (s, S) inventory policy by apply- 
ing the quasi-variational inequality. It should be noted, however, that the literature above dealt 
with the case in which the demand process follows an ordinary Wiener process with drift. 
In this paper, we extend the deterministic EOQ model with an infinite time horizon, which 
was discussed in Dohi, Kaio and Osaki [5], into the stochastic version. Especially, the stochastic 
inventory model with a capacity of the amount of stock and without backlogging allowed (i.e., 
the cumulative demand process has reflecting boundaries) is developed. Hence, we need the some 
techniques on the reflecting Wiener process to formulate the model above. As cost criteria, the 
expected total discounted cost and the long-run average one are considered, respectively. We 
derive the explicit formulas of these expected costs and discuss the relationship between them. 
Finally, in the balanced and complete set of numerical examples, we numerically derive the 
optimal inventory policies, which are given as the optimal stock level minimizing the expected 
cost, and examine the sensitivity of them when the model parameters are changed. Also, we 
compare the stochastic inventory model considered with the deterministic one. 
2. NOTATION AND ASSUMPTIONS 
A single item inventory system without backlogging allowed is considered. The item is ordered 
when the stock level becomes 0, and then goods are uniformly delivered with rate Q: (> 0) per 
unit time during time interval (O,t]. The cumulative demand process {X(t), t 1 0) follows a 
Wiener process with drift /.J (> 0), variance parameter cr2, and a reflecting boundary at 0, where 
(Y > p. Then, during time interval (O,t], the stock level {Z(t), t 2 0) becomes crt - X(t). The 
delivering rate is kept at Q until the stock level increases to a fixed level X (> 0), where the 
capacity of the stock level is Q (2 X). As soon as the stock level reaches the fixed level X, stocked 
goods are depleted and the delivering rate is kept at 0 until the stock level becomes 0 again. 
After that, the delivering rate becomes Q and the same cycle repeats itself again and again for an 
infinite time span. From the contribution on the control of a finite dam in the literature [g-11], 
we also call this type of monotone policy, PF,, policy. To simplify the analysis, it is assumed that 
the replenishment lead time can be ignored and that the initial stock level X(0) is 0. 
The costs for the operation of the system are the following: a set-up cost K is associated with 
each order, and a holding cost H per unit amount and per unit time is incurred for each inventory 
cycle, which may be interpreted as the annuity. In the deterministic case discussed by Dohi, Kaio 
and Osaki [5], i.e., when c = 0 in the assumption above, the total discounted cost can be simply 
formulated. Let to and td be an ordering time interval as one cycle and a time interval until the 
accumulated demand becomes X from 0, where X = (a - p)td = ~(to - td), respectively, (see 
Figure 1). Since the discounted cost per one cycle is 
fr(to> = K + H (a - p)tevTt dt + J’” p(t,-, - t)eCTt dt 
&I > 
= K + $ { ~(1 - e-r(pla)t’J) - ~(1 - emTtO)} , 
we have the following total discounted cost for an infinite time span: 
= K + (H/r2){cy(1 
(1) 
(2) 
(3) 
where r (> 0) is a discount factor and 
q(tO) = emrto. 
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Alternatively, we have 
= K + (f+.2){4 - ,-N(4) - p(l - ,-rww-PI))} 
1 - p~~lM~-P)) (4 
Hence, we can show that there is a finite and unique optimal ordering time interval minimizing 
,the total discounted cost above and can obtain it by solving a nonlinear equation numerically 
(see 151). 
Qmntity 
stock level a 
b Time 
Figure 1. State-diagram for one cycle (Deterministic Inventory Model). 
However, when the demand process follows a stochastic process, the problem is essentially 
different from the deterministic one above and includes more mathematical difficulties. Since 
the ordering time interval becomes a random variable in the stochastic model, and the control 
variable is a stock level X rather than to, the technique on threshold stopping problem should 
be applied. In this paper, we call the stock level minimizing an arbitrary cost function optimal 
inventory policy. Applying the present value analysis directly, we closely formulate the time 
value corrections of the inventory model with Wiener process demand. In particular, we derive 
the explicit formula of expected total discounted cost for an infinite time span in the next section. 
3. TOTAL DISCOUNTED COST CRITERION 
Under PC, policy, we recursively define the sequence of the first passage times as 
T{ = inf{t 2 0 : Z(t) = X} 
TO = inf{t 2 TA : Z(t) = 0) 
TA = inf{t 2 T,_l; Z(t) = A}, (n= 1,2,3,...) 
T, = inf{t 2 TA; Z(t) = 0}, (n = 1,2,3,. . .). (5) 
Following [9,10], we also introduce the bivariate Markov process W(t) = (Z(t), Y (t)), where Z(t) 
and Y(t) are the stock level and the delivering rate process at time t as 
z(t) = 
{ 
a(t - Ti-I) - X(t - TieI) (t E [Timl,T,!), i = 0,1,2,3,. . . ,T_l = 0), 
X - X(t -T;) (tE [T;,Ti), i=O,1,2,3 ,... ), (6) 
Y(t) = 
Q (tE [T+l,T,!, i=O,1,2,3 ,..., Ti_l =O), 
0 (tE[T;,Ti), i=O,1,2,3 ,... ), (7) 
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respectively. Thus, the state space of W(t) for all t is 
S = (P, 4 x {aI) u (P, &I x WL w 
and the initial condition at time 0 is W(0) = (O,CY). 
Let us denote the conditional expectation operator starting at W(0) = (a,b) as Eca,b). Then, 
we formulate the expected total discounted cost for an infinite time span by 
(9) 
where CC*,~J (A) is the discounted cost incurred in the interval [77,-r, T,) (n = 0, 1,2,. . . , T-1 = 0). 
Since the sequence of the first passage times {Ts,Tr, Tz, . . . } constitutes a renewal process, we 
can directly apply the strong Markov property. The expected discounted cost incurred in the 
interval [57,-r, Tn) (n = 0, 1,2,. . . , T-1 = 0) becomes 
E(o,,) [%,,-) (X)1 = E(o,,) bp(-G-dC(o,r) @>I 
= E(o,,)V(O,~)(~I * (E(o,&d-ml1 . E(x,o)bp(-mo)l)“, (10) 
where 
7~ = inf{t 2 0 : W(t) = (X,0) 1 W(0) = (O,a)}, (11) 
70 = inf{t 2 0 : W(t) = (O,(Y) 1 W(0) = (X,0)}, (12) 
respectively, (see Figure 2). Hence, the expected total discounted cost for an infinite time span 
is given by 
CT(A) = 
E(O+Y) Go,,, (41 
1 - E(s,C2) [ew(-m)l . Q,o) bp(--mdl . (13) 
GlZir,ti!y 
4 
maximum & 
levei 
Figure 2. State-diagram for one cycle (Stochastic Inventory Model). 
Now we proceed to derive the expected total discounted cost above. Using the strong Markov 
property, we have 
[I 
7,s E(o,,) [C o,r, WI = K + HEcop) exp(-&)2(t) dt 
0 1 
[s 
70 + E(o,a)[exp(--Tdl . HE(A,o) exp(--rt)Z(t) dt . (14) 
0 1 
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The following theorems are important to evaluate the cost criterion above concretely. 
THEOREM 3.1. For the bivariate Markov process W(t), 
(i) 
(ii) 
(15) 
where 
&(x, a - p, ra) = (^la + Q - p)&-++/~2, (16) 
S2(2, CY - j.4, ya) = (ya - a + &?+a+-+/02, (17) 
%I = J((r - /@ + 2rc72. (18) 
E(uq [exp(-r$] = 
sl(Q - k/-b?b) + Sz(Q - &/4+/b) 
sl(Q,/4%) + sz(Q,&yb) ’ 
(19) 
where 
(20) 
PROOF. Let us consider a Wiener process 21(t) with drift Q - p, variance parameter 02, initial 
value 2, and a reflecting boundary at 0. Applying the result by Yeh and Hua [lo, p. 197, 
Theorem 5.21 directly, it may be shown that the Laplace transformation of the first passage time 
of Zl(t) is 
E(o,,l)[exp(--TTA) I &(O) = 4 = NT A a - CL) 
(21) 
where 
&(z, a - p, ‘ya) = (-ya + (a - p))e(-(a-~))“02, (22) 
f&(x, a - p, -ya) = (-ya - (a - p))e-(~~+(a-~))z~~2) (23) 
,ya = &I - /.&)2 + 2rCl2. (24) 
By taking z + 0 in our problem, we obtain E(,,+)[exp(--~7~)] = 6(0, X,a - cl). On the other 
hand, E(x,o)[exp(-rho)] is the Laplace transform of the first passage time for a Wiener process 
with drift p, variance parameter c2, initial value X, and a reflecting boundary at Q. Applying 
the reflection principle, one may show that E(x,-,)[exp(-Rio)] is equivalent to S(Q - A, Q, p). a 
LEMMA 3.2. Let Zl(t) be a Wiener process with drift Q - p, variance parameter g2, initial value 
Zl(O) = z, and a ref%xting boundary at 0. Then, 
(i) the transition density function for Z,(t) with 0 5 x < X is 
P@,X,Y) = * 
exp ( -(a - d2t2 + 2(a - PMY - x> > 
x={Ixp (_k$) - ezi-W$) > 
+ J O” 2(z+y) exp ( _ (z + Y + (Q - P)t)2 + 4(a - P)tY t @a3 243 > . & (25) 
(ii) The kernel of the resolvent operator of Z,(t) is 
G(T Y> = 
Sm 
exp(-+Mt, 2, Y) dt 
0 
1 = 
%(%+a-P)exp 
_ (a - P)(X - Y) 
u2 > 
X 
1 
(%+a--)exp 
( 
-“la ‘12-“‘) + (% - a + cl) exp (-7a(::y))} .(26) 
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PROOF. See [lo, p. 196, Theorem 4.51. 
THEOREM 3.3. 
rA exp(-rt)Z(t) dt 
I 
= (a,(0 , a - ~1, xl- @A a - CL, ~~Ya)E(o,o)[exp(-TTx)l, 
where 
%(z, a - CL, ra) = AI(~) + A2@)7 
AI(X) = 
a2 CT2 ff2 -_(%+a-L4s/02 
ra(ra + a - p) x- (-laYat-p) + (7b+a-p)e 7 
AZ(X) = 
2 u2 
(Ta - (y + p) - (Ta _ Q + p)e(7a-u+M)=‘02 * 
(27) 
(28) 
(29) 
W-4 
PROOF. Let Z,(t) be a Wiener process with drift (Y - CL, variance parameter 02, initial value 
Zr(0) = z (0 5 z < A), and a reflecting boundary at 0, and g(e) be the bounded and well-defined 
function of 21(t). From Lemma 3.2, the first Dynkin formula (e.g., [12, p. 2971) gives 
7A exp(-+(21(t)) & 1 = u(x) - E(o,,)[exp(-r7x)zL(Z(7x))l = 44 -2L(X)E(o,,)[exp(-r~x)l, (31) 
where 
~(2) = (&g)(z) = LA GA y)s(y) & 
= J { = s(y) e-(7,,+~-P)(~-Y)/02 _ e(%-a+PL)(-Y)/~2 dy 0 % 1 
+ 
J { A s(y) e(^la-Q+P1)("-Y)/u2 + “la - cr + p ,((a-cr)(l-Y)+r~((I+Y))/u2 0 % -h+Q-P > dy 
and R, is the resolvent operator of 21 (t). Since we have 
substituting y into g(y) and taking 2 -+ X and 2 -+ 0 in a,.(~, (Y - p,g(.), y,), respectively, gives 
equation (27). I 
THEOREM 3.4. 
[J 
TO 
%J) o exp(-rt)z(t) dt 1 = Qr(Q - A P, “lb) - *dQ, P, ~bYb)E(x,o)[exp(--rTo)l, (34) 
where 
*,-(x, b, '-Yb) = &tx) + B2(x), (35) 
&(x) = 
2 
-fb(?b + cl) 
Q - 2 - Qe--(Yb+@)sf”2 + & _ &e-(?.+~)./02}, 
(36) 
Bz(x> = 
CT2 
‘Ybt-fb - II) 
Q - 5 - Qe(~b-j‘)zlo2 _ & + &e(“‘)il.l) . (37) 
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PROOF. Let 22(t) be a Wiener process with drift -p, variance parameter g2, initial value 
Z(0) = A, and a reflecting boundary at Q (2 A). From the first Dynkin formula we may 
obtain equation (34), where qr(s,/,~,%) is derived by transforming (CX - /.A) --f p, ya + yb and 
g(e) 4 g(Q - .) in G+(z, (Y - p,g(.), ra) of equation (28). m 
Substituting the results from Theorems 3.1, 3.3, and 3.4 into equations (13) and (14), we can 
obtain the explicit formula of the expected total discounted cost for an infinite time span. It is, 
however, difficult to derive analytically the optimal stock level minimizing that expected total 
discounted cost in equation (13). Therefore, we will numerically obtain the optimal solution by 
solving the nonlinear equation associated with equation (13) and investigate the properties of the 
solution in Section 5. 
4. LONG-RUN AVERAGE COST CRITERION 
Let us consider the inventory system with the long-run average cost criterion. From the renewal 
theory (see [13, p. 189; 14, p. 52]), this cost is obtained as the expected cost incurred during one 
cycle divided by the expected time of one cycle. In the deterministic case by Dohi, Kaio and 
Osaki [5], we showed, from 1’Hospital’s theorem, the relationship between the total discounted 
cost and the long-run average cost as follows: 
TC(to) = lilis TTC&O) = 
K + y(l - ;)to2 
to 
On the other hand, in the stochastic inventory model discussed here, it will be expected that 
the certain relationship between the long-run average and the expected total discounted costs 
exists, and that they are also connected by perturbation technique of discount rate. First, we will 
alternatively derive the long-run average cost without applying such a perturbation technique. 
Using the notation in Section 3, the long-run average cost becomes 
C(X) = 
K + H E(o,,) is,‘” z(t) 4 + H E(x,o) Is,‘” z(t) 4 
E(O,a) hl + %O) M 
, (39) 
where ECo,,)[7~] and E(A,c)[r~] are the mean first passage time, respectively. 
In general, if g(e) is a well-defined function and 21(O) = z, the function WI(Z) defined as 
r* 
WI(Z) = E(o,a) dZ1 (t)> c-it 
1 
7 (40) 
is a solution of the following ordinary differential equation: 
;u2wy(z) + (a - p)W:(x) = -g(s), WI(X) = w{(O) = 0. (41) 
See, for the detailed discussion, [12, p. 3851. The unique solution of equation (41) is 
where 
(43) 
provided that (Y # p is assumed (see [9]). In our problem, we can replace the function g(y) by y 
and take z + 0. Similarly, the mean first passage time E(c,,)[r~] is obtained by relpacing the 
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function g(e) by the function l(e) which is identically 1, and taking CC -+ 0. Hence, without the 
proofs, we give the following theorems. 
THEOREM 4.1. 
(i) 
E(o,,) [~rAWdt] =+(0,o-~~)---(Ao-~), (44) 
where 
(ii) 
(iii) 
(iv) 
a?(x,w-~) = 
-x2 u2A 
2(cr - j.&) + 2(a - /J)2 + 4(a - /.L>s 
O4 (exp (-2(oiB)r) - I). 
E(o,a,M = & { X + 2ta,: p) 
(exp (-2(ai’)A) - I)}. 
E(x,o) [in W] = WQ - X,cl) - +‘(Q,cL). 
E(A,o,[TA] = ; ’ { “(exp(-9) -exp(-“(z;“)))}. x + 2p 
(45) 
(46) 
(47) 
(48) 
In a similar fashion to the expected total discounted cost criterion, we can obtain the explicit 
formula of the long-run average cost criterion in the stochastic inventory model. Thus, we can 
show the following exact relationship between the expected total discounted cost and the long-run 
average one. 
THEOREM 4.2. 
C(X) = liiorCr(X). (49) 
PROOF. In equation (32), it is clear that 
li”oY” =a-c1, 
?i,mo @Pr(G a - c1,9(.), %) = a(? o - /J, A.)). 
Exactly the same argument gives 
(50) 
(51) 
FioYb = PL, (52) 
f$ @&A cL, dQ - ‘)v -fb) = @k, c1, dQ - a)>. (53) 
Further, we have 
lim 6(0, A, cr - p) = liioO(Q - A, Q, /.A) = 1. 
r-0 
(54) 
Finally, it is straightforward to show equation (49). I 
The result above is a similar one (i.e., equation (38)) in the deterministic case. This fact also 
shows that the expected total discounted cost is corresponding to the long-run average cost (i.e., 
the expected cost per unit time) if the discount rate is not taken into account to evaluate the 
cost, and that the concept of the discount rate is needed to accurately evaluate the inventory 
cost. 
In the next section, we derive the optimal inventory policies and examine the effect of the 
temporal variation of the demand process in them by applying the numerical procedure. 
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We examine the properties of the optimal inventory policies by applying the analytical results 
obtained in previous sections. Without a loss of generality, suppose that the stock level is equiv- 
alent to the capacity of the inventory system, i.e., Q = X, compared with the differences between 
the stochastic and the deterministic models, respectively. 
Sensitivity Analysis 
It is evident that the cost criteria, which are given by equations (4) and (38), in the deterministic 
inventory model are the special cases of equations (13) and (39), respectively. Thus, we can 
examine the dependence of the variance parameter 0 in the stock level and their associated 
costs in order to compare the deterministic model with the stochastic one. Figures 3 and 4 
show the behavior of the expected total discounted and the long-run average cost criteria, when 
the variance parameter is changed. As D increases, the values of the optimal stock level and 
the corresponding minimum cost obviously increase. This fact agrees with our intuition that 
one must establish higher stock level for safety and estimate higher cost, as it grows more and 
more uncertain. Of course, the effect of the variance parameter for the cost is remarkable in the 
case of the expected total discounted cost rather than the long-run average one. Thus, we can 
recognize that the volatility representing uncertainty is the most important and sensitive factor 
in estimating the inventory costs and deciding the optimal inventory policies. 
Expected Cost 
0 
_-___. ___~ , _ _ - + - Stock Level 
1 2 3 4 5 
Figure 3. Optimal cost as a function of stock level (the case of the expected total 
discounted cost); (Y = 4 [units], ~1 = 3 [ units], K = 36.5 [$I, H = 60.5 [$I, T = 0.1. 
Next, we examine how the discount rate and the variance parameter influence the expected total 
discounted cost. In Figure 5, we can observe that there is a strong correlation between the discount 
rate and the cost. This result is the same as one provided in the deterministic model by authors [5]. 
As a most different point from the deterministic model, the optimal policy X* drastically changes 
for relatively large variance parameters. Figure 6 presents the three-dimensional diagram of the 
discount factor, the variance parameter, and the optimal policy. Hence, we conclude that the 
discount factor and the variance parameter simultaneously influence the inventory policy under 
uncertainty. 
@MA 26-9-C 
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Expected Cost 
500 T 
400 
300 
200 
100 
_ --t---__-____ : Stock Level 
1 2 3 4 5 
Figure 4. Optimal cost ss a function of stock level (the case of the long-run average 
cost); a = 4 [units], p = 3 [units], K = 36.5 [El, H = 60.5 [$I. 
Expected Cost 
4000 I 
3000-, 
2000. 
1OGG 
1 0 
__---- _--- 
___---- 
__<--- 
____-- ___---- 
-_ ___--- ____--- 
__---- _--- 
-- ___._ _- ___---- _ ____ _-.- 
._______---- 
----_ __ - ---- 
1 -_,_. 2 3 I 4 5 I Stock Level 
Figure 5. Behavior of expected total discounted cost for stock level (sensitivity with 
respect to discount rate); a = 4[units], p = 3[units], K = 36.5[$], H = 60.5[$], 
d = 0.5. 
Examples 
Let us numerically compute the optimal stock levels, the corresponding minimum expected 
costs and ordering time intervals as one cycle. As shown in Figures 3 and 4, the results of 
numerical investigation tell us that there exists a finite and unique optimal stock level A’, which 
minimizes the expected total discounted and the long-run average costs, respectively. Hence, we 
obtain the optimal stock level by applying the Newton-Raphson method to solve numerically the 
non-linear equations, which are y = 0 and 9 = 0, respectively. 
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Figure 6. Three-dimensional diagram of T, (T, and A*; (Y = 4 [units], p = 3 [units], 
K = 5000[$], H = 50[$]. 
Tables 1 and 2 present the dependencies of r and o in the optimal stock levels, their associated 
costs, and expected ordering time intervals, in which 
T(X) = E(o,a) h(X)1 + E(x,o,[~o(41. 
Note that ?‘(A*) s as well as the optimal stock levels and the minimum expected costs are not 
less than ones in the deterministic model. Especially, this tendency is remarkable in the case 
of expected discounted cost criterion. Thus, using the ordinary deterministic model in practical 
situations is justified only when the discount factor and the variance parameter are relatively 
small. 
Table 1. Optimal inventory policies, their associated costs and ordering time inter- 
vals: Case of expected total discounted cost criterion; p = 3 [units], (Y = 4 [units], 
K = 36.5 [$I, H = 60.5 [$I. 
T l7 
0.1 0.01 
0.1 0.1 
0.1 0.5 
0.15 0.01 r 0.15 0.1 0.15 0.5 0.2 0.01 0.2 0.1 0.2 0.5 
T L 0.1 0.15 0.2 
Stochastic Inventory Model 
x* cT(x*) T(X*) 
0.96151 591.10 1.2820 
0.97906 598.95 1.2999 
1.36950 768.48 1.6871 
0.96647 399.36 1.2886 
0.97985 402.89 1.3009 
1.28940 483.36 1.5803 
0.97146 303.57 1.2952 
0.98276 305.59 1.3048 
1.25010 353.22 1.5279 
Deterministic Inventory Model 
x* TCT(X*) to(X*) 
0.96134 591.02 1.2818 
0.96634 399.32 1.2885 
0.97132 303.55 1.2951 
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Table 2. Optimal inventory policies, their associated costs and ordering time inter- 
vals: Case of long-run average cost criterion; h = 3 [units], a = 4 [units], K = 36.5 [$], 
H = 60.5 [$I. 
Stochastic Inventory Model 
u X’ C(X’) VA*) 
0.01 0.95134 57.556 1.2684 
0.1 0.95549 57.807 1.2684 
0.5 1.07357 64.961 1.2926 
Deterministic Inventory Model 
X’ TC(X*) to(X*) 
0.95129 57.553 1.2684 
6. CONCLUDING REMARKS 
In this paper, we have developed the stochastic inventory model where the demand process 
follows the Wiener process with reflecting boundaries. Deriving the explicit formulas of the 
expected total discounted and the long-run average costs, respectively, the optimal inventory 
policies have been numerically obtained. Morever, numerical examples show that the discount 
factor and the variance parameter simultaneously influence the optimal inventory policies, the 
corresponding expected costs, and expected time intervals. 
The model presented in this paper is the analytical but realistic one taking account of uncer- 
tainty which we face in practical inventory management. In particular, the results obtained here 
can be applicable to the inventory system for such a long term that it is able to be approximated 
as continuous time operation. 
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