Abstract. Any time you modify an implementation within a program, change compiler version or operating system, you should also do regression testing. You can do regression testing by rerunning existing tests against the changes to determine whether this breaks anything that worked prior to the change and by writing new tests where necessary. At LHCb we have a huge codebase which is maintained by many people and can be run within different setups. Such situations lead to the crucial necessity to guide refactoring with a central profiling system that helps to run tests and find the impact of changes.
Introduction
In LHCb, as in all High Energy Physics (HEP) experiments, complex software is used to process the data recorded by the detectors. Whenever developers change or modify their software, even a small tweak can have unexpected consequences. Regression and performance testing is testing existing software applications to make sure that a change does not break or degrade any existing functionality. The purpose of these tests is to catch issues that may have been introduced into a new build and to ensure that previously eradicated issues continue to stay fixed. By rerunning testing scenarios that were originally scripted when known problems were first fixed, you can make sure that any new changes to an application have not resulted in a regression, or caused components that formerly worked to fail. Such tests can be performed manually on small projects, but in the HEP software repeating a suite of tests each time an update is made is too time-consuming and complicated to consider, so an automated testing tool is required. The LHCb Performance and Regression (LHCbPR) [1] project is a key component in the LHCb Software [2] development which provides support to conduct systematic profiling and allows comparing the results of performance and regression tests run on the LHCb applications. In this paper we introduce a new architecture and implementation of LHCbPR system which allows to avoid some major pitfalls of the previous version [1] .
Section 2 gives a brief overview of the previous LHCbPR version, its advantages and disadvantages, following by the description of the new architecture. In Section 3 the implementation details are outlined. Figure 1 presents a general sequence diagram of the interaction between the tests running service [3] , LHCbPR and users. The test service requests from LHCbPR information on how to run tests, then actually runs the tests and finally saves the results back to LHCbPR. Users have an ability to retrieve and analyse these tests results.
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Figure 1: General sequence diagram of interaction between test running services, LHCbPR and users
Monolithic architecture
The first version of the LHCbPR had a monolithic architecture, in which all functionality is integrated into one application. All components of such application are stored in one codebase that leads to the common inherent issues like:
• The application can be difficult to understand and modify. That intimidates new developers and slow down the development process.
• There are usually no hard boundaries between components and these can be easily broken.
• Continuous deployment is difficult since in order to update one component you have to redeploy the entire application. This is especially an issue in components that require rapid and frequent redeployment, like user interfaces.
• A monolithic application forces you to be coupled to the certain technology stack. That leads to the situation where, for example, it can be difficult to adopt a newer technology stack. The monolithic architecture was chosen initially since it has benefits at the prototyping stage of the software products:
• Simple to develop a small application since you are working with one codebase and all developers use the same technology stack.
• Simple to deploy application since you usually have to run the application in the same runtime and environment.
• Simple to scale -you can run multiple copies of the application behind a load balancer.
But the advantages of such architecture works only for small applications, usually at the time when you only start to develop it. In the growing monolithic application the disadvantages become more annoying and slow down the development process. One of the solutions is to use the microservices architecture.
Microservices Architecture
In opposite to the monolithic architecture, the microservices architecture applications are built from the smaller components, which are usually stored in separate codebases and are independent of each other. In the new version of LHCbPR components communicate through simple Application Programming Interfaces (APIs). Such components are commonly named microservices.
Microservices help to avoid general pitfalls of the monolithic architecture. Smaller components are easier to understand and modify. There are strict boundaries between components and it is almost impossible to break one component by modifying the other. Only changes of API can lead to some disruptions.
Solutions based on microservices have a number of drawbacks:
• Complexity of creating distributed system.
-We need to have a good coordination between each component's team. In the development process APIs can be modified which can lead to the rewriting of some component parts. -In distributed systems we have to use the communication technologies that are usually not needed in monolithic applications. For example, microservices can be run on different nodes and communicate with each other through synchronous HTTP interfaces or through asynchronous messaging systems.
• Deployment complexity. Each of the components can be run in different environments and use various technologies, which leads to additional efforts for supporting and deploying such systems.
The next section shows details of the new LHCbPR implementation and outlines how major microservices pitfalls were solved. Figure 2 details 
LHCbPR implementation
Web application
The regression tests do not make sense if there are no tools for analyzing the results. For that reason a web frontend was created that uses the API and ROOT services described above. This frontend has the following functions:
• Find test results by their parameters like name, application, platform. Figure 3(a) shows an example of the corresponding interface.
• Compare and present the results of the selected tests in the user-friendly interface.
The frontend is a single-page AngularJS [4] web application that loads a single HTML page and dynamically updates that page as the user interacts with the application. We use web server only for handling static pages and all operation with the related microservices are done with AJAX requests.
The main part of the web application is an analysis module -a set of javascript code and HTML that is responsible for combining and presenting the selected tests. Analysis modules work like plugins -each module is stored in the dedicated folder and does not depend on the other modules. The application is structured so people can work independently on modules. For the developers convenience the main library contains a set of web components that implements the functionality common to most of the analysis modules. For example, the common components are the form for searching test results and component for displaying histograms retrieved from the ROOT service.
The application can have as many analysis modules as number of tests or even more. But it is not necessary to create analysis for each test because the application includes generic modules that can handle results of most of the tests. For example, it includes a module that can plot trend analysis of any numeric value that was probed in different versions of some application. Another generic module can compare histograms from any ROOT files provided in the test results as shown at 
Deployment
The microservices pitfall appears to be the difficulty in developing components in different runtimes and in different technology stacks. For example, LHCbPR uses the following tools and libraries:
• API service. Django REST framework [5] , MySQL database, Gunicorn [6] HTTP server • ROOT service. Flask [7] framework, Gunicorn HTTP server, ROOT.
• Web frontend. NGINX [8] HTTP server, Node.js [9] for developing. It will be hard for developers to test and deploy such set of technologies -they need to be sure that services are run in the same environment, at the same operating system and use the same versions of libraries. The most challenging problem is to make all services communicate with each other in the proper way.
These issues are resolved in LHCbPR by packaging services into Docker [10] containers and orchestrating them with the Docker Compose [11] tool. Docker containers guarantee that the operating system and software will always run the same regardless of its environemnt. Compose is a tool for defining and running multi-container Docker applications. In our case, such applications are LHCbPR's services. Compose's configuration can be shared between developers, so they can be sure that the services communicate in the same environment. The deployment into production becomes smooth since the same Docker images are used in development and production environments. The major difference between these environments is only Compose's configuration. Figure 4 shows the current deployment diagram of LHCbPR. At the moment all services run at the dedicated virtual machine. All user requests go through the proxy server that redirects them to the corresponding service. All files, produced by tests, are stored at the network CEPH volume which is accessible from all services. MySQL database is managed by the CERN's Database On Demand service. Our plan is to scale deployment to several virtual machines that can be done easily since we can use Docker tools for that. 
Summary
In this paper we presented a new version of the LHCb performance and regression testing framework. This version demonstrates the advantages of microservices approach for building complex applications. The new LHCbPR is currently used in the production at LHCb experiment and handle test results of simulation and trigger software. LHCbPR is not coupled with the features specific to LHCb. It is possible to reuse LHCbPR in other experiments or companies. For using LHCbPR, test services should only know how to retrieve tests information from the LHCbPR API service and pack test results to the format specific for this service.
We are currently focusing on improving generic analysis modules in LHCbPR web application and always welcome any developers that would like to adopt LHCbPR for their needs.
