N-free or series-parallel pomsets are a model for the behavior of modularly constructed concurrent systems. The investigation of recognizable languages of ÿnite N-free pomsets was initiated by Lodaya and Weil who extended the theorems by Kleene and by Myhill and Nerode on recognizable word languages to this setting. In this paper, we extend Lodaya and Weil's results in several aspects: (a) We consider the relation of recognizable sets to monadic second order logic in order to generalize B uchi's theorem. (b) We prove our results (and extensions of results by Lodaya and Weil) for sets of inÿnite N-free pomsets. And (c), we investigate ÿrst-order axiomatizable, starfree, and aperiodic sets of inÿnite N-free pomsets and prove results in the spirit of McNaughton and Papert's and Sch utzenberger's theorems for ÿnite words.
Introduction
In theoretical computer science, the notion of a recognizable subset of a monoid and more generally of an algebra is of outstanding importance. Here, recognizability means to be recognized by a homomorphism into a ÿnite algebra. Seen as subset of an algebra, recognizable sets can often be described by certain rational expressions.
Frequently, this algebraic notion is equivalent to the more combinatorial notion of regularity, i.e., acceptance by a ÿnite automaton. Furthermore, the elements of Some of the results presented here appeared in the extended abstracts [17] [18] [19] . A proper subset of those were obtained while the author worked at the Technische Universit at Dresden.
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the algebra in consideration can carry an internal structure. For instance, words can be seen as labeled linear orders, terms as labeled ordered trees, Mazurkiewicz traces as dependence graphs, etc. If such an internal structure is present, it is natural to consider sets of such structures that share a typical property. Classical results state that properties expressed in monadic second order logic give rise to recognizable sets. This holds for words, terms, Mazurkiewicz traces, computations of stably concurrent automata, local traces, graphs of bounded tree width, and many others. If one restricts the expressiveness of the logic, e.g., to ÿrst order logic, corresponding restrictions of the set of recognizable sets can be described. From Kleene's work we know that the behavior of ÿnite sequential automata can be described using the operations concatenation, union, and Kleene iteration. If one is interested in concurrent systems, then at least the parallel product is needed in addition. This observation led to the introduction of N-free pomsets into theoretical computer science [12, 30, 34] . Gischer [11] showed that the equational theory of the set of N-free pomsets with sequential and parallel product is ÿnitely based. In his paper, one also ÿnds a proof that a ÿnite pomset is N-free i it is constructed from singletons by sequential and parallel product. Bloom and Ã Esik [1] gave an order-theoretic characterization of those pomsets that can be constructed by sequential and parallel product and sequential !-power. A similar result was shown by Ã Esik and Okawa [9] if one in addition allows the parallel !-power. We will consider the set of pomsets that can be constructed from the singletons by sequential and parallel iteration and by the inÿnite product. It will be shown that these are precisely those at most countable pomsets that do not embed the N-shaped poset, where any principal ideal is ÿnite, and that contain only ÿnite antichains.
Already Gischer [11] considered sets of ÿnite N-free pomsets. He was particularly interested in the equational theory of the algebra consisting of these sets with the operations union, sequential product and iteration, and parallel product and iteration (for an extension to inÿnite N-free pomsets, see [1, 7, 9] ). The investigation of recognizable languages of ÿnite N-free pomsets was initiated by Lodaya and Weil [22] [23] [24] . In particular, they deÿned branching automata, an extension of ÿnite automata that can accept ÿnite N-free pomsets. Lodaya and Weil showed that a set of ÿnite N-free pomsets (1) can be accepted by a ÿnite branching automaton of bounded depth i (2) it can be constructed from the singletons by the sequential and parallel product, the union, and the sequential iteration i (3) it is width-bounded and recognizable by a homomorphism into a ÿnite algebra [22, 23] . The main focus of this paper is to extend these results to inÿnite N-free pomsets (as proposed in [7] ) and to complete the picture by the consideration of languages given in some logical framework.
We now describe our contribution to the theory of languages of N-free pomsets; a diagrammatic summary of the results can be found at the end of this introduction.
Recall that a set of inÿnite words L ⊆ ! is B uchi-recognizable if there exists a semigroup homomorphism Á from + into a ÿnite semigroup such that for any u i ; v i ∈ + with Á(u i ) = Á(v i ) for i ∈ !, we have u 0 u 1 u 2 · · · ∈ L if and only if v 0 v 1 v 2 · · · ∈ L. We deÿne !-recognizability similarly: A set of inÿnite N-free pomsets L is !-recognizable if there exists a homomorphism from the algebra of ÿnite N-free pomsets into some ÿnite sp-algebra such that, for any term t over the sequential and parallel product and the inÿnite sequential product and for any ÿnite N-free pomsets p i and q i with Á(p i ) = Á(q i ), we have t(p i ) ∈ L i t(q i ) ∈ L. Furthermore, we extend branching automata to branching B uchi-automata that can accept inÿnite N-free pomsets. Relating these notions, we show that the following are equivalent for a set of inÿnite N-free pomsets X of bounded width: (1.1) X is !-recognizable, (1.2) X is axiomatizable 1 in monadic second order logic, (1.3) X is !-series-rational, i.e., constructed from the singletons by sequential and parallel product, sequential iteration and !-iteration, and union, and (1.4) X is accepted by a ÿnite branching B uchi-automaton. These equivalences extend B uchi's and Kleene's results on inÿnite words to the realm of inÿnite N-free pomsets. For ÿnite N-free pomsets, the equivalence of 1.1, 1.3 and 1.4 was already shown by Lodaya and Weil in [23] . But the restriction of the ÿrst equivalence to ÿnite N-free pomsets as well as all equivalences for inÿnite N-free pomsets are new. These results show that one can generalize the classical results on recognizable !-languages of words to inÿnite N-free pomsets.
The restriction of monadic second order logic to ÿrst order logic has been considered for ÿnite and inÿnite words as well. It was shown that a set of ÿnite words is starfree i it is aperiodic i it can be axiomatized by a sentence of ÿrst-order logic [25, 32] . These equivalences were extended to !-words by Ladner [20] , Thomas [35, 36] and Perrin [26] . Here, we also consider sets of N-free pomsets axiomatized by a sentence from ÿrst-order logic. We show that the following statements are equivalent for a set of ÿnite or inÿnite N-free pomsets X of bounded width: (2.1) X is aperiodic (i.e., recognized by a homomorphism into a ÿnite sp-algebra with aperiodic sequential product), (2.2) X is axiomatizable in ÿrst order logic, and (2.3) X is starfree, i.e., constructed from the singletons by sequential and parallel product, and Boolean operations. These equivalences extend the results mentioned above from the realm of words to that of N-free pomsets.
Lodaya and Weil observed that the restriction to sets of bounded width is essential for the abovementioned results concerning ÿnite N-free pomsets. A similar situation is encountered when dealing with sets of inÿnite N-free pomsets: Example 4.3 shows that there are 2 ℵ0 many !-aperiodic sets of inÿnite N-free pomsets of unbounded width. Hence there are !-aperiodic (and therefore !-recognizable) sets that are neither axiomatizable in any of the logics in consideration nor !-starfree or !-series-rational. In other words, the implications 1:1 → 1:2, 1:1 → 1:3, 2:1 → 2:2, and 2:1 → 2:3 become false in general.
Our proofs for the implications 1:2 → 1:1 and 2:3 → 2:2 → 2:1 show that they hold for unbounded sets as well. Interestingly enough, the implication 1:1 → 1:2 (that is false for sets of inÿnite N-free pomsets of unbounded width) is shown to hold for any set of ÿnite N-free pomsets. On the other hand, the corresponding implication 2:1 → 2:2 is false even for sets of ÿnite N-free pomsets of unbounded width.
The implication 1:1 → 1:2 for ÿnite N-free pomsets is shown using an interpretation of a canonical term in the generated pomset; the approach follows ideas from [4, 15, 16, 21] . Inspired by work of Courcelle, one of the referees of this paper suggested the following. Extending the results from Section 6, one can certainly interpret some canonical term in the generated inÿnite N-free pomset. This could lead to a result of the form: Let X be a set of inÿnite N-free pomsets and let T be the set of inÿnite terms whose value belongs to X . If T is a recognizable tree language, then X is CMSO-axiomatizable. It is not clear whether the recognizability of T implies that X is !-series-rational (provided it is width-bounded). 
Sets of finite N-free pomsets

Basic deÿnitions
Order theory
In this paper, any partially ordered set is assumed to be nonempty. Let (V; 6) be a partially ordered set. We write x co y for elements x; y ∈ V if they are incomparable. A set A ⊆ V is an antichain provided the elements of A are mutually incomparable. The width of the partially ordered set (V; 6) is the least cardinal w(V; 6) such that |A|6w(V; 6) for any antichain A. If w(V; 6) is a natural number, we say (V; 6) has ÿnite width. Note that there exist partially ordered sets that contain only ÿnite antichains, but have inÿnite width. The principal ideal {x ∈ V | x6y} generated by y ∈ V is denoted ↓y.
An N-free poset (V; 6) is a nonempty partially ordered set such that the partially ordered set (N; 6 N ) cannot be embedded into (V; 6) (cf. picture below), any antichain in (V; 6) is ÿnite, and ↓x is ÿnite for any x ∈ V . Due to the ÿniteness of antichains and principal ideals, any N-free poset is at most countably inÿnite. We ÿx an alphabet , i.e., a nonempty ÿnite set. Then NF ∞ ( ) denotes the set of all -labeled N-free posets (V; 6; ). These labeled posets are called N-free pomsets. Let NF( ) denote the set of ÿnite N-free pomsets over . If the alphabet is clear from the context, we abbreviate NF ∞ ( ) by NF ∞ and use similarly NF for NF( ).
Next, we deÿne the sequential and the parallel product of -labeled posets. Let p 1 = (V 1 ; 6 1 ; 1 ) and p 2 = (V 2 ; 6 2 ; 2 ) be -labeled posets with V 1 ∩ V 2 = ∅. The sequential product p 1 · p 2 of p 1 and p 2 is the -labeled partial order
Thus, in p 1 · p 2 , the labeled poset p 2 is put on top of the labeled poset p 1 . On the contrary, the parallel product p 1 p 2 is deÿned to be
i.e., here the two partial orders are set side by side. A pomset is connected if it is not the parallel product of two (nonempty) pomsets. By SP, we denote the least class of -labeled posets containing the singletons that is closed under the application of the sequential product · and the parallel product .
To construct inÿnite labeled posets, we extend the sequential product · naturally to an inÿnite one as follows: For i ∈ !, let p i = (V i ; 6 i ; i ) be mutually disjoint -labeled posets. Then the inÿnite sequential product is deÿned by
By SP ∞ , we denote the least class C of -labeled posets such that
• p 1 ; p 2 ∈ C and p 1 ÿnite imply p 1 · p 2 ∈ C, and • p i ∈ C ÿnite for i ∈ ! implies i∈! p i ∈ C. Thus, a -labeled poset belongs to SP ∞ if it can be constructed from the ÿnite -labeled N-free posets applying the sequential product, the parallel product or the inÿnite product. Bloom and Ã Esik characterize the pomsets that can be constructed by the sequential and parallel product and by the sequential !-power [1, Theorem 4.5]: a pomset can be constructed in this way i (N; 6 N ) cannot be embedded into it, any principal ideal is ÿnite and there are only ÿnitely many non-isomorphic ÿlters (i.e., if it satisÿes the generalized N-condition). Note that any such pomset contains only ÿnite antichains: if {a 1 ; a 2 ; : : :} is an inÿnite antichain, then the ÿlters generated by {a 1 ; a 2 ; : : : ; a n } are mutually non-isomorphic. Actually, in the proofs of [1, Lemma 4.6-4.10], only this weaker condition is used. Therefore, the proof of the following lemma can be taken verbatim from [1] . (1) p is an inÿnite product of ÿnite N-free pomsets, or (2) there exists a ÿnite N-free pomset p 0 and ÿnitely many connected N-free pomsets p 1 ; p 2 ; : : : ; p n for some n¿1 such that p = p 0 · (p 1 p 2 · · · p n ). Based on this result, we now extend the known equality SP = NF [11] to inÿnite -labeled posets.
Lemma 2.2.
A -labeled poset can be constructed from the ÿnite -labeled N-free posets by sequential, parallel, and inÿnite product i it is N-free, i.e., SP ∞ = NF ∞ .
Proof. Let p 1 and p 2 be N-free pomsets. Recall that the left factor in a sequential product is always ÿnite. Hence any principal ideal in p 1 · p 2 is ÿnite. Furthermore, any antichain in p 1 · p 2 lies entirely in p 1 or in p 2 . Hence one gets similarly to [11] that the sequential product of N-free pomsets is N-free, again. Similarly, as any factor in an inÿnite sequential product is ÿnite, an inÿnite sequential product is N-free. As the parallel product of two N-free pomsets is their disjoint union, any of its principal ideals is ÿnite. Furthermore, any antichain in p 1 p 2 is the union of two antichains in p 1 and in p 2 . As these two antichains are ÿnite, so is their union. Thus, the parallel product is N-free, again. This proves the inclusion
For the converse inclusion, let p ∈ NF ∞ . If p is not connected, it is a ÿnite parallel product of connected N-free pomsets since p does not contain inÿnite antichains. So, from now on we may assume that p is connected. By Lemma 2.1, either p is an inÿ-nite sequential product of ÿnite N-free pomsets, or there exist p 0 ∈ NF and connected pomsets p 1 ; p 2 ; : : : ; p n ∈ NF ∞ with p = p 0 · (p 1 p 2 · · · p n ). In the ÿrst case, we are done since any ÿnite N-free pomset is an element of SP [11] . In the second case, we proceed inductively with p 1 ; p 2 ; : : : ; p n . It remains to prove that this inductive decomposition eventually terminates. By contradiction, assume p = p 0 ; p 1 ; p 2 ; : : : is an inÿnite sequence of connected N-free pomsets such that for any i¿0, there exist q i ∈ NF and p i ∈ NF ∞ with p i = q i+1 · (p i+1 p i+1 ). Let v i be some node from p i . Note that v i for i¿0 is a node from p i and v j for j¿i belongs to p i . Hence the nodes v i are mutually incomparable nodes of p = p 0 which contradicts our assumption that p contains only ÿnite antichains. Hence, indeed, NF ∞ ⊆ SP ∞ .
Languages of N-free pomsets
In this section, we deÿne several classes of languages of N-free pomsets. First, the generalizations of rational, starfree, !-rational, and !-starfree languages are introduced.
The sequential, the parallel and the inÿnite sequential products can easily be extended to sets of (ÿnite) N-free pomsets as follows. Let L ⊆ NF and L ; M ⊆ NF ∞ . Then we deÿne
and
The class of series-rational languages [22, 23] is the least class C of subsets of NF such that
• {p} ∈ C for p ∈ NF, and
Note that we do not allow the iteration of the parallel product in the construction of series-rational languages. Therefore, for any series-rational language L there exists an n ∈ ! with w(p)6n for any p ∈ L, i.e., any series-rational language is widthbounded.
The class of starfree languages is the least class C of subsets of NF such that
Di erently from series-rational languages, a starfree language is in general not widthbounded since, e.g., NF = NF\{p} ∪ {p} is starfree.
The class of !-series-rational languages is the least class C of subsets of NF ∞ such that
M ∈ C and L ⊆ NF. For the same reason as for series-rational languages, any !-series-rational language is width-bounded. It is easily seen that the series-rational languages are precisely those !-series-rational languages that contain only ÿnite labeled posets.
The class of !-starfree languages is the least class C of subsets of NF
Next, we want to deÿne when a language of N-free pomsets is recognizable. Let S be a set that is equipped with two binary operations · and . We assume these two operations to be associative and, in addition, to be commutative. Then (S; ·; ) is an sp-algebra [23] . Note that the set of ÿnite N-free pomsets is an sp-algebra. An sp-algebra (S; ·; ) is aperiodic if there exists n ∈ N such that s n = s n+1 for any s ∈ S where s n is the n-fold sequential product of s. Mappings between sp-algebras that commute with the two products will be called sp-homomorphisms.
A set X of ÿnite N-free pomsets is recognizable (aperiodic, resp.) if there exists a ÿnite (and aperiodic, resp.) sp-algebra (S; ·; ) and an sp-homomorphism Á : NF → S such that X = Á −1 Á(X ). In [22, 23] , Lodaya and Weil showed, e.g., that a set of ÿnite N-free pomsets is series-rational i it is recognizable and width-bounded.
Recall that a set of inÿnite words L ⊆ ! is B uchi-recognizable if there exists a ÿnite semigroup (S; ?) and a semigroup homomorphism Á : + → (S; ?) such that for any u i ; v i ∈ + with Á( [27] ). Here, we use this characterization as a deÿnition and transfer it into the realm of N-free pomsets:
Let X be a set of variables that will range over elements of NF. We call the terms over · and that contain variables in X ÿnite terms. Now let t i be ÿnite terms for i ∈ !. Then i∈! t i is a term and any ÿnite term is a term. Furthermore, if t is a ÿnite term and t i are terms for 16i6n, then t · t 1 and t 1 t 2 · · · t n are terms, too. Now let f : X → NF. Then f(t) is deÿned naturally for any term t. Let L ⊆ NF ∞ and let Á : (NF; ·; ) → (S; ·; ) be an sp-homomorphism into a ÿnite sp-algebra. Then Á recognizes L i for any term t and any mappings f; g :
In this case, we will say that L is !-recognizable. Furthermore, L is !-aperiodic if it is recognized by an sp-homomorphism into a ÿnite aperiodic sp-algebra.
One can easily check that L ⊆ NF is recognizable if and only if it is !-recognizable (and that the same holds for the notions aperiodic and !-aperiodic):
Since L consists of ÿnite pomsets only, t is a ÿnite term (recall that we excluded the empty pomset from our consideration). Since Á is an sp-homomorphism, we get Á(f(t)) = Á(g(t)) and therefore
Conversely, let L be !-recognizable and let Á be an sp-homomorphism that recognizes L. Suppose p ∈ L and q ∈ NF with Á(p) = Á(q). Deÿne two functions f; g : X → NF by f(x) = p and g(x) = q for any x ∈ X. Then, of course, Á • f = Á • g. Since x is a term and Á recognizes L, this implies q = g(x) ∈ L. Thus, L is recognizable.
Counting monadic second order logic
In this section, we will deÿne counting monadic second order formulas and their interpretations over N-free pomsets. CMSO-formulas involve ÿrst order variables x; y; z : : : for vertices and monadic second order variables X; Y; Z; : : : for sets of vertices. They are built up from the atomic formulas (x) = a for a ∈ , x6y, x ∈ X , and mod p; q (X ) with 06p¡q by means of the boolean connectives ¬, ∨, ∧, →, ↔ and quantiÿers ∃; ∀ (both for ÿrst order and for second order variables). Formulas without free variables are called sentences. The atomic formula mod p; q (X ) states that the set X is ÿnite and contains p mod q elements. Then the satisfaction relation |= between -labeled posets p = (V; 6; ) and sentences ' is deÿned canonically with the understanding that ÿrst order variables range over the vertices of V and second order variables over subsets of V .
Let C be a set of -labeled posets and ' a sentence. Furthermore, let L = {p ∈ C | p |= '} denote the set of posets from C that satisfy '. Then we say that the sentence ' axiomatizes the set L relative to C.
A ÿrst order formula or FO-formula is a formula that does not contain any set variable. A set X ⊆ C is FO-axiomatizable relative to C if there exists an FO-sentence that axiomatizes X relative to C. To avoid confusion, we will speak of "CMSO-formulas" or "CMSO-axiomatizable sets" whenever we allow the full power of the counting monadic second order logic CMSO. Lemma 2.3. Let p = (V; 6; ) be an N-free pomset.
(1) p is ÿnite if and only if it satisÿes ' = ∀x∃y(x 6 y ∧ ∀z(y 6 z → y = z)):
(2) p is connected if and only if any two elements x; y ∈ P are bounded from above or from below. Proof. If p = (V; 6; ) is ÿnite, then any node x is dominated by a maximal node, so p |= '. Conversely let p |= ' for some p = (V; 6; ) ∈ NF ∞ . Since antichains in p are ÿnite, there are only ÿnitely many maximal nodes in (V; 6). Each of these maximal nodes dominates only ÿnitely many nodes. Since p satisÿes ', any node x is dominated by some maximal node. Thus, indeed, V is ÿnite.
Let p be connected and let x; y ∈ V . If they are neither bounded from above nor from below, we ÿnd a zigzag connecting x and y. But this zigzag forms a sequence of N-shaped posets, a contradiction.
The existence claim in the last statement is immediate by the fact that any N-free pomset can be constructed by the sequential and the parallel product. The uniqueness follows from [11] .
The quantiÿer depth of a CMSO-formula is deÿned canonically. For a -labeled partial order s and a positive integer k, let MTh k (s) denote the set of all CMSOsentences ' which are satisÿed by s such that • the quantiÿer depth of ' is at most k, and • any subformula mod p; q (X ) of ' satisÿes q6k. The set MTh k (s) is the k-bounded CMSO-theory of s. Analogously, the k-bounded FO-theory Th k (s) comprises all FO-sentences in MTh k (s). By MTH k and TH k , we denote the set of all k-bounded CMSO-and FO-theories of ÿnite N-free pomsets. If one restricts the counting ability to moduli at most k, there are only ÿnitely many sentences of quantiÿer depth at most k (up to logical equivalence). Hence the set of k-bounded CMSO-theories is ÿnite (and the same holds for the FO-theories).
From rational to axiomatizable sets
In this section, we will show that (!-)series-rational sets are CMSO-axiomatizable relative to NF ∞ (to NF, resp.). Furthermore, we show a similar relation between !-starfree and FO-axiomatizable sets.
Let p = (V; 6; ) be an N-free pomset with X ⊆ V . Then the restriction of the formula ' from Lemma 2.3(1) expresses that the set X is ÿnite. We denote this formula, that will be useful in the following proof, by ÿnite(X ).
Then L is CMSO-axiomatizable relative to NF (to NF ∞ , resp.).
Proof. Any set {p} with p ÿnite can be CMSO-axiomatized. Now let L and M be two sets of N-free pomsets axiomatized by the CMSO-sentences and , respectively. Then L ∪ M is axiomatized by ∨ . The set S T consists of all N-free pomsets satisfying
where X is the restriction of to the set X and X co that of to the complement of X . The sequential product can be dealt with similarly.
Next we show that L + can be described by a CMSO-sentence: the idea of a sentence axiomatizing L + is to color the vertices of an N-free pomset p by two colors such that the coloring corresponds to a factorization in factors p = p 1 · p 2 · p 3 · · · p n where every factor p i belongs to L. The identiÿcation of the L-factors will be provided by the property of being a maximal convex one-colored set. More formally, we deÿne the sentence ' to be
where ' 1 asserts that X and Y form a partition of the set of vertices such that vertices from X and from Y are mutually comparable. The formula ' X states that the maximal subsets of X that are convex satisfy , i.e.,
and the formula ' Y is deÿned similarly with Y taking the place of X . Asserting that the sets X and Y are ÿnite ensures that the sentence ' is satisÿed by ÿnite N-free pomsets, only. Since the nodes from X and from Y are mutually comparable by ' 1 , a pomset satisfying ' is the sequential product of the convex factors determined by the partition (X; Y ). Hence we get indeed that ' axiomatizes L + . This ÿnishes the proof of the ÿrst statement. Since we can axiomatize L ! similarly to L + , the second statement follows as well.
The converse of the above statement is easily seen to be false: The set of antichains is CMSO-axiomatizable relative to NF and to NF ∞ , but not width bounded. Hence it cannot be series-rational. Later, we will see that unboundedness of the width is the only obstacle here, i.e., any width-bounded and CMSO-axiomatizable set of ÿnite Nfree pomsets is series-rational (Theorem 4.2 in conjunction with results from [23] ).
Remark 3.2. Note that in the above proof we did not use the counting ability of CMSO, e.g., the lemma holds for a proper fragment of CMSO known as "monadic second order logic". The counting facility will be essential later when we prove that any recognizable set of ÿnite N-free pomsets is axiomatizable.
Next, we will show that starfree sets of N-free pomsets are FO-axiomatizable. This can be shown by induction on the construction of a starfree set from the singletons {p} for p ∈ NF. The only nontrivial step is the parallel product. To handle it, we ÿrst deÿne some more notions: Let t = (V; 6; ) be an N-free pomset. The distance d(x; y) between two nodes x and y of V is the least number n such that there are x = x 0 ; x 1 ; : : : ; x n = y in V with x i , x i+1 comparable. Let r be some positive integer and x ∈ V . The r-sphere around x is the restriction of t to those elements y whose distance from x is at most r. If x and y belong to di erent connected components of t, their distance is ∞. If they happen to lie in the same connected component, they are bounded from above or from below (since t is N-free). Hence their distance is at most 2. In other words, the only spheres of ÿnite radius around x are (1) the set {x}, (2) the elements comparable with x, or (3) the connected component containing x.
Now let ' be some FO-sentence. By Gaifman's Theorem [10] (cf. also [6] ), there exists a positive integer r such that ' is equivalent to a Boolean combination of sentences of the form
where (x) depends on the r-sphere around x, only. Above, we observed that r can be bounded by 2. Hence, we can w.l.o.g. assume r = 2. Therefore, any FO-sentence ' is equivalent to a Boolean combination of statements of the form "there are ¿ n connected components C ⊆ V with Th k (C; 6; ) = T " ( * ) for some bounded theory T ∈ TH k . This will be used in the following proof. Lemma 3.3. Let ' 1 and ' 2 be FO-sentences. Then there exists an FO-sentence ' such that, for any p ∈ NF ∞ , we have p |= ' i there exist p i ∈ NF ∞ with p i |= ' i and p = p 1 p 2 .
Proof. Above, we saw that any FO-sentence is equivalent to a Boolean combination of statements of the form "there are ¿ n connected components C ⊆ V with Th k (C; 6; ) = T " ( * )
for some bounded theory T ∈ TH k . Let t = (V; 6; ) ∈ NF ∞ and x; y ∈ V . Then x and y lie in the same connected component of t i they are bounded from above or from below. Hence the statements of the form ( * ) are expressible by an FO-sentence (n; k; T ). Note that (n; k; T ) is equivalent to a ÿnite disjunction of sentences (n; k + 1; T ). Since in our consideration only ÿnitely many formulas (n; k; T ) will occur, we can assume that all of them use the same argument k. Hence we can omit it from now on and write (n; T ) instead of (n; k; T ).
Thus, for any sentence ', there exists a Boolean combination of sentences (n; T ) such that, for any N-free pomset p ∈ NF ∞ , we have p |= ' i p |= . The disjunctive normal form of this Boolean combination is therefore a disjunction of sentences of the form
where the two conjunctions run over ÿnite subsets P and N of N × TH k . We will abbreviate this sentence by (P; N ) and consequently write p |= (P; N ). Without corrupting the expressive power, we can safely make the following assumptions:
• If (m; T ); (n; T ) ∈ P then m = n-this can be assured by eliminating (if necessary) the smaller value.
• The same can be ensured for N by eliminating the larger value.
• If (m; T ) ∈ P and (n; T ) ∈ N , then we can assume that m¡n for otherwise the sentence (P; N ) would not be satisÿable.
• We can also assume that for any T ∈ TH k , there is some n (possibly n = 0) such that (n; T ) ∈ P.
• Since we consider only nonempty N-free pomsets, we can also assume that (n; T ) ∈ P for some T ∈ TH k and n¿0. Now let (P i ; N i ) be sentences of the form ( * * ) for i = 1; 2. Their combination (P; N ) is another such sentence deÿned by
We show that p |= (P; N ) i p = p 1 p 2 with p i |= (P i ; N i ) for i = 1; 2.
First let p |= (P; N ). For T ∈ TH k , we deÿne (possibly empty) N-free pomsets p T i for i = 1; 2. Let (m i ; T ) ∈ P i . Since p |= (P; N ) and (m 1 + m 2 ; T ) ∈ P, there are at least m 1 + m 2 connected components of p whose k-bounded theory is T . Let q T j for j = 1; 2; : : : ; n ¿m 1 + m 2 be these connected components.
• Suppose there is no natural number n 1 with (n 1 ; T ) ∈ N 1 . Then let k be some natural number with m 2 6k6n − m 1 . If there is (n 2 ; T ) ∈ N 2 , we can in addition assume k¡n 2 since m 2 ¡n 2 . Then set p
is k ∈ N with m 1 6k¡n 1 and m 2 6n − k¡n 2 . We set p
Let p i denote the parallel product of all pomsets q T i for T ∈ TH k . Since there are k-bounded theories T i with (n i ; T i ) ∈ P i and n i ¿0 for i = 1; 2, the parallel products p 1 and p 2 are non-empty. Furthermore, p = p 1 p 2 and p i |= (P i ; N i ).
Conversely suppose p i |= (P i ; N i ) for i = 1; 2. Let (m; T ) ∈ P. Then m = m 1 + m 2 with (m i ; T ) ∈ P i . Hence p i contains at least m i connected components whose k-bounded theory is T . But then p = p 1 p 2 has at least m 1 + m 2 such connected components. Similarly, let (n; T ) ∈ N with n = n 1 + n 2 − 1 and (n i ; T ) ∈ N i . Then p i does not contain n i connected components satisfying T . Hence p = p 1 p 2 cannot contain n 1 + n 2 − 1 such connected components.
Then X is FO-axiomatizable relative to NF (to NF ∞ , resp.).
Proof. As usual, this can be shown by induction on the construction of starfree sets. The base case is trivial since any ÿnite N-free pomset can be described completely by an FO-sentence. The Boolean operations are easily dealt with. Now let X i ⊆ NF be axiomatized by ' i for i = 1; 2. Then X 1 · X 2 is axiomatized by ∃y( ∧ ' 1 ∧ ' 2 ) where ' 1 is the relativisation of ' 1 to the elements properly below y and ' 2 is the relativisation of ' 2 to the elements not below y. Furthermore, states that any element x properly below y is below any element z not below y. Finally, X 1 X 2 can be FO-axiomatized by Lemma 3.3.
The validity of the converse of the above theorem is open, i.e., it is not clear whether each FO-axiomatizable set of N-free pomsets is starfree. Note that the counterexample to the converse of Proposition 3.1 does not work since the set of antichains equals the complement of NF · NF ∪ (NF (NF · NF)) and is therefore starfree.
From axiomatizable to recognizable sets
In this section, we will show that any set of N-free pomsets that is axiomatized in counting monadic second order logic (ÿrst order logic, resp.) is !-recognizable (!-aperiodic). Since by Lemma 2.3(1) the ÿnite N-free pomsets can be FO-axiomatized relative to NF ∞ , the corresponding results hold for ÿnite N-free pomsets as well. The ÿrst ingredient in the proof is the fact that the mapping MTh k from NF to the ÿnite set MTH k can be seen as an sp-homomorphism. Even more, it is also a homomorphism with respect to the inÿnite sequential product and the same holds for the mapping Th k : Theorem 4.1. Let k ∈ ! and let p ' and q ' be N-free pomsets for ' ∈ !.
All our operations sequential product ·, parallel product , and inÿnite sequential product are special cases of the generalized sum as considered by Shelah [33] . The preceding theorem follows from his result [33, Theorem 2.4] . A condensed proof of Shelah's result can be found in [13] , for lexicographic sums of linear orders, [37] contains the full proof (Gurevich and Thomas restrict themselves to MSO without counting). In the terminology of [5] , the ÿrst statements say that the sequential and the parallel product are Hintikka operations. These results can also be derived from [5] on quantiÿer free deÿnable operations. Shelah is also interested in the e ective computability of the combined theory from the argument theories. If one is only interested in the result as stated above, an alternative and much simpler proof of both statements can be given using Ehrenfeucht-Fra ssÃ e-games for the respective logics:
using Ehrenfeucht-Fra ssÃ e-games, see [6, p. 16 .] for an introduction. Following the notation in [6] , we write G k (p; q) to denote the game on the structures p and q with k rounds.
By the requirements on p ' and q ' , Duplicator has a winning strategy for the game G k (p ' ; q ' ) for ' ∈ !. A winning strategy for G k ( p ' ; q ' ) is described as follows:
The ÿrst rule is that, if Spoiler plays a position x in the 'th factor of p ' , then Duplicator chooses a position y in the 'th factor of q ' . To explain which y to choose, suppose in the ÿrst i¡k rounds, Spoiler and Duplicator played (x n ; y n ) 16n6i . Now, in round i + 1, Spoiler chooses a position x in the factor p ' of p ' . Let 16i 1 ¡i 2 ¡ · · · ¡i m 6i be those indices for which x ij belongs to the factor p ' . Since Duplicator always plays according to the strategy we are describing (ÿrst rule), y ij belongs to q ' for all these indices. Hence (x ij ; y ij ) 16j6m is the result of m rounds of the game G k (p ' ; q ' ) and Duplicator's winning strategy for this game tells him how to answer Spoiler's move x.
Let (x ' ; y ' ) 16'6k be the outcome of this game when played according to the strategy described above. Since y i is chosen according to the winning strategy for the game G k (p ' ; q ' ), we obtain (x i ) = (y i ). Now suppose x r 6x s in p ' . Suppose x r and x s belong to the same factor p ' . Since y r and y s are chosen according to the winning strategy for G k (p ' ; q ' ), we obtain y r 6y s . Now suppose that x r and x s belong to factors p i and p j with i = j. Since x r 6x s , this implies i¡j. Then y r and y s are chosen in q i and q j . Hence y r 6y s .
The statements on the ÿrst order theories of the parallel and the sequential product are shown similarly. Allowing in addition moves in which sets are chosen, the ÿrst statement on CMSO-theories can also be shown along the lines of the above proof.
Proof. Let k be the quantiÿer depth of '. Recall that MTH k is the set of k-bounded CMSO-theories of ÿnite N-free pomsets. By Theorem 4.1, this set can be endowed with two operations ·; : (MTH k ) 2 → MTH k such that MTh k : NF → MTH k becomes an sphomomorphism. We show that this sp-homomorphism !-recognizes X . Let f; g : X → NF be two mappings with MTh k • f = MTh k • g. Then, using Theorem 4.1, one can easily show by induction on the construction of terms that
The following example shows that the converse of the above theorem does not hold: Example 4.3. Let (V; 6) be a tree without maximal elements, such that ↓v is ÿnite for any v ∈ V , any node has at most 2 upper neighbors, and almost all nodes from V have only one upper neighbor. Let n be the number of branching points of (V; 6). Then we call (V; 6) a tree with n branching points. Note that (V; 6; ) is an N-free pomset. Now let N be a set of natural numbers and let L N denote the set of all -labeled trees with n branching points for some n ∈ N . We show that L N is !-aperiodic (and therefore in particular !-recognizable):
We consider the aperiodic sp-algebra S = {1; 2} with the mapping Á : NF → S deÿned by Á(p) = min(w(p); 2) for any p ∈ NF. To turn this into an sp-homomorphism, let ÿ = min(2; + ÿ) and · ÿ = max( ; ÿ) for any ; ÿ ∈ S. Now let t be a term and f; g : X → NF with Á • f = Á • g. Furthermore, assume f(t) ∈ L N , i.e., that f(t) is a tree with n ∈ N branching points. As f(t) has no leaves, every parallel product in t is applied to two inÿnite terms and similarly the second factor of every sequential product · in t is an inÿnite term. Hence every variable x i (that occurs in t at all) occurs in t in a left factor of a sequential product · or within the scope of an inÿnite product . Since f(t) is a tree, this implies that f(x i ) is a (ÿnite) linear order, i.e., w(f(x i )) = 1.
Hence the N-free pomset g(t) di ers from the tree with n branching points f(t) only in some non-branching pieces. Thus, g(t) is a tree with n branching points, i.e., g(t) ∈ L N as required. Hence we showed that L N is indeed !-recognizable. Now we turn our attention to ÿrst-order logic where we want to prove a result analogous to Theorem 4.2. So let ' be a FO-sentence. Then by the above theorem the set of N-free pomsets L satisfying ' is recognized by the homomorphism MTh k . Using the second statement from Theorem 4.1 on FO-sentences, one obtains immediately that L can be accepted by the homomorphism Th k into the sp-algebra TH k of k-bounded FO-theories. To show that L is aperiodic, it therefore su ces to show that TH k is an aperiodic sp-algebra.
We start with the deÿnition of the lexicographic sum of a ÿnite linear order ({1; 2; : : : ; n}; 6) and a ÿnite N-free pomset p = (V; ; ): Let V = {1; 2; : : : ; n} × V and deÿne (i; v) = (v). Furthermore, (i; v) (j; w) i i6j or if i = j and v w. Note that the lexicographic sum (V ; ; ) of ({1; 2; : : : ; n}; 6) and p is the n-fold sequential product of p; therefore, we denote it by p n . Now let k ∈ N. By Shelah's composition theorem (cf. ) for any p ∈ NF. Since Th k : NF → TH k is a surjective sp-homomorphism, this implies that the sp-algebra (TH k ; ·; ) is aperiodic. Hence we obtain
This section is ÿnished by an example showing that the converse of the above theorem does not hold:
Example 4.5. Let = { ∧ ; ∨ ; 0; 1}. We consider ∧ and ∨ as binary operations and 0 and 1 as constants. Then, any term over this signature can naturally be considered as a -labeled tree and therefore as a ÿnite N-free pomset. Let L ⊆ NF be the set of all "terms" over that evaluate to 1. By [28, Theorem 4.2] , the set L is not FO-axiomatizable. We will show that L is aperiodic.
Let S = {p; p 0 ; p 1 ; s ∧ ; s ∨ ; s 0 ; s 1 ; ⊥}. The two operations · and are deÿned as follows:
and x y = ⊥ as well as x · y = ⊥ in any other case. Then (S; ·; ) is easily seen to be an aperiodic sp-algebra since x · x = ⊥ = x · x · x for any x ∈ S. A homomorphism from NF onto S is deÿned by
are terms over that evaluate to di erent values Á(t) = ⊥ i t is neither a term nor a pair of terms nor contained in .
Thus, indeed, L = Á −1 (s 1 ) is aperiodic but not FO-axiomatizable.
From recognizable to rational sets
Simple terms
First, we show that any !-recognizable set of N-free pomsets of ÿnite width is of a special form (cf. Proposition 5.3). This special form is deÿned using the notion of a simple term.
Let (S; ·; ) be an sp-algebra. Then a pair ( ; ÿ) ∈ S 2 is linked if · ÿ = and ÿ · ÿ = ÿ. A simple term of order 1 is an element of S or a linked pair ( ; ÿ). Now let n¿1, i for i = 1; 2; : : : n be simple terms of order n i , and ∈ S. Then ·( 1 2 · · · n ) is a simple term of order n 1 + n 2 + · · · n n .
For an sp-homomorphism Á : NF → S and a simple term , we deÿne the language
Lemma 5.1. Let (S; ·; ) be an sp-algebra and Á : NF → (S; ·; ) an sp-homomorphism. Let furthermore p ∈ NF ∞ be an N-free pomset of ÿnite width. Then there exist simple terms 1 ; 2 ; : : : ; n of order at most w(p) with n6w(p) and
Proof. If p is ÿnite, the lemma is obvious since the element = Á(p) of S is a simple term of order 1. Thus, we may assume p to be inÿnite. First consider the case that p = i∈! p i is an inÿnite product of ÿnite N-free pomsets p i . [2] ) yields the existence of a strictly increasing sequence of positive integers n i for i ∈ ! and a linked pair ( ; ÿ) ∈ S 2 such that = 0 1 · · · n0 and ÿ = ni+1 · ni+2 · · · ni+1 for i ∈ !. Hence p ∈ L Á ( ; ÿ). Since ( ; ÿ) is a simple term of order 16w(p), we showed the lemma for inÿnite products of ÿnite N-free pomsets. Now we prove the lemma for connected N-free pomsets by induction on the width w(p)
, the simple term is of order at most w(p).
Finally, assume that p ∈ NF ∞ is not connected. Since p is of ÿnite width, it is the parallel product of at most w(p) connected N-free pomsets p i . Note that w(p i )6w(p). Hence w(p i ) belongs to a set L Á ( i ) for some simple term i of order at most w(p). 
Then there exist a term t and mappings f; g : X → NF with Á • f = Á • g such that f(t) = p and g(t) = q.
Proof. First, we show the lemma for the case m = 1 (for simplicity, we write for 1 ). In this restricted case, the lemma is shown by induction on the construction of the simple term . If = ∈ S, the set L Á ( ) = Á −1 ( ) consists of ÿnite N-free pomsets, only. Therefore, we can deÿne functions f; g : X → NF with f(x) = p and g(x) = q for all x ∈ X. Since p; q ∈ L Á ( ) = Á −1 ( ), we get Á(p) = = Á(q) and therefore Á • f = Á • g. With t = x, we have in addition f(t) = p and g(t) = q as required. Now let = ( ; ÿ) be a linked pair. Then p; q ∈ Á −1 ( ) · (Á −1 (ÿ)) ! . Hence there are ÿnite N-free pomsets p i and q i with Á(p 0 ) = Á(q 0 ) = , Á(p i ) = Á(q i ) = ÿ for i¿0, p = i∈! p i and q = i∈! q i . Now let t = i∈! x i , f(x i ) = p i and g(x i ) = q i . Then the term t and the functions f and g satisfy the requirements of the lemma. Now suppose n¿1 and that i (16i6n) are simple terms that satisfy the statement of the lemma above. Furthermore, let ∈ S and let = · ( 1 2 · · · n ) and suppose p; q ∈ L Á ( ). Then there exist ÿnite N-free pomsets p 0 ; q 0 ∈ Á −1 ( ) and N-free pomsets p i and q i in L Á ( i ) for 16i6n such that p = p 0 ·(p 1 p 2 · · · p n ) and q = q 0 · (q 1 q 2 · · · q n ). By the induction hypothesis on the simple terms i , we ÿnd terms t i and functions f i ; g i : X → NF such that Á • f i = Á • g i , p i = f i (t i ) and q i = g i (t i ) for 16i6n. We might assume that the variables that occur in the term t i are disjoint from those that occur in t j for 16i¡j6n. Furthermore, let y ∈ X be a variable that does not occur in any of the terms t i . Now we deÿne t = y · (t 1 t 2 · · · t n ), f(x) = f i (x) and g(x) = g i (x) if x occurs in t i , and f(x) = p 0 and g(x) = q 0 if x does not occur in any of the terms t i . Then it is easily checked that Á • f = Á • g, f(t) = p and g(t) = q. Finally, the general case m¿1 is handled similarly to the induction step above.
Let L be an !-recognizable set of N-free pomsets of ÿnite width. Next, we show that L is the union of languages of the form
But this union might be inÿnite.
∞ be an !-recognizable set of N-free pomsets of ÿnite width. Let L be recognized by the sp-homomorphism Á : NF → (S; ·; ), and let T denote the set of ÿnite tuples of simple terms ( 1 ; 2 ; : : :
Proof. For simplicity, let K = ( 1 ; 2 ;::
which is therefore included in K. Hence L ⊆ K and it remains to show K ⊆ L. So, let ( 1 ; 2 ; : : : k ) ∈ T be a tuple of simple terms and let
We have to show that q belongs to L. By the preceding lemma, there exist mappings f; g : X → NF and a term t with p = f(t) and q = g(t) and Á • f = Á • g. Since L is recognized by Á, this implies q ∈ L as required.
!-recognizable and !-series-rational sets
By [22] , any recognizable and width-bounded set of ÿnite N-free pomsets is seriesrational. In this section, we extend this result to inÿnite N-free pomsets. By Example 4.3, the number of !-recognizable subsets of NF ∞ is 2 ℵ0 . Since there are only countably many !-series-rational languages, not all !-recognizable sets are !-seriesrational. Therefore, we will restrict to !-recognizable sets of bounded width and show that any such set is !-series-rational:
∞ be !-recognizable and width-bounded. Then L is !-series-rational.
Proof. Let Á : NF → (S; ·; ) be an sp-homomorphism that recognizes L. Furthermore, let n ∈ ! such that w(p)6n for any p ∈ L. Now let T n denote the set of tuples of simple terms ( 1 ; 2 ; : : : ; k ) with k6n of order at most
. Note that T n is ÿnite since there are only ÿnitely many simple terms of order at most n. 
Note that k6w(p)6n implying ( 1 ; 2 ; : : : ; k ) ∈ T n . This ÿnishes the proof that L equals the union of all sets
Hence it remains to show that L Á ( ) is !-series-rational for any simple term such that there exists ( 1 ; 2 ; : : : ; k ) ∈ T n with i = for some 16i6k. The proof proceeds by induction on the subterms of . So let be a subterm of of order 1. First assume = ∈ S. Then L Á ( ) = Á −1 ( ) is recognizable. Note that any p ∈ Á −1 ( ) is a subposet of some element of the language L. Since L is width-bounded, the set Á −1 ( ) is width-bounded. By [23] it follows that L Á ( ) is series-rational. Now let = ( ; ÿ) be a linked pair. Similarly to the ÿrst case, any element of
is a subposet of some element of L. Hence Á −1 ( ) and Á −1 (ÿ) are width-bounded and recognizable and therefore series-rational. Hence
is !-series-rational. Again, we obtain that Á −1 ( ) is width-bounded and recognizable and therefore series-rational. Hence so is
Aperiodic and starfree sets
In the proof above, we used the result by Lodaya and Weil on recognizable and series-rational sets of bounded width. In this section, we show a similar result for sets of ÿnite N-free pomsets regarding aperiodic and starfree sets of bounded width.
Recall that we did not allow a poset to be empty. Therefore, in general, X · NF does not contain X . Since, occasionally it will be convenient to have this, we will use the abbreviations
Example 5.5. For k ∈ N, let NF k = {t ∈ NF | w(t)6k}. The set NF · (NF NF) · NF of all N-free pomsets of width at least 2 is starfree. Hence, the set NF 1 of linear pomsets is starfree, too. Words over can be identiÿed with linear pomsets, i.e., with the elements of NF 1 . Then, of course, + \L corresponds to NF 1 \L where L ⊆ NF 1 corresponds to L. Hence, starfree word languages correspond to starfree subsets of NF.
We saw above that NF 1 was starfree. Note that, for any k ∈ N, the set NF · ((NF\ NF k−1 ) NF) · NF is the set of N-free pomsets of width at least k + 1. Hence, its complement NF k is starfree.
Similarly, one can show that NF
Let S be a set and let X s ⊆ NF for s ∈ S. Then the set of sets starfree over {X s | s ∈ S} is the least class C ⊆ P(NF) containing X s for s ∈ S and {t} for t ∈ NF, that is closed under the Boolean operations and the sequential and parallel product. A set of N-free pomsets is !-starfree over {X s | s ∈ S} if it can be constructed from the sets starfree over {X s | s ∈ S} by Boolean combinations, parallel product, and sequential product. Note that X ⊆ NF is (!)-starfree if it is (!)-starfree over the empty family.
Let S be a set. Then S + denotes the set of nonempty words over S. We denote the concatenation operation of words over S by . Now let f : (NF NF) ∪ → S be a function. By [11] , the semigroup (NF; ·) is freely generated by (NF NF) ∪ . Hence, we can uniquely extend the function f to a semigroup homomorphism (also denoted f) from (NF; ·) to (S; ). Even more, the equation f( p i ) = f(p 1 ) f(p 2 ) : : : extends f uniquely to a mapping from NF ∪ NF ∞ \(NF · (NF ∞ NF ∞ )) to the set of ÿnite and inÿnite words S ∞ .
Lemma 5.6. Let f : (NF NF) ∪ → S be a function.
(1) Let K ⊆ S + be a starfree word language.
Proof. The proof proceeds by induction on the construction of the starfree set K. For K = {s} with s ∈ S, the statement is trivial. The union is easily dealt with as
e., all preimages of a free generator of S + belong to the free generators of (NF; ·). Hence, for s ∈ S and w ∈ S ∞ , we obtain f
. Finally, we have to handle complements:
Lemma 5.7. Let X ⊆ NF be recognized by a homomorphism Á : (NF; ·; ) → (S; ·; ) into the ÿnite aperiodic sp-algebra (S; ·; ). Then X is starfree over
Proof. Let f : (NF; ·) → (S + ; ) be the uniquely determined semigroup homomorphism with f(t) = Á(t) for t ∈ (NF NF) ∪ . From the free, ÿnitely generated semigroup (S + ; ) we have the canonical semigroup homomorphism onto (S; ·). Let t ∈ NF. Then there are uniquely determined t i ∈ (NF NF) ∪ such that t = t 1 · t 2 · · · t n . Hence
i.e., Á = • f.
By [32] , K := −1 (Á(X )) ⊆ S + is a starfree word language since (S; ·) is a ÿnite aperiodic semigroup. By Lemma 5.6,
Since any of the latter sets is starfree anyway, we showed that f −1 (K) is starfree over
Lemma 5.8. Let k ∈ N and let X ⊆NF k be starfree over {Y s | s ∈ S} = H where Y s ⊆NF for s ∈ S. Then X is starfree over {Y s ∩ NF ' | s ∈ S; 16'6k} = H k .
Proof. What we actually show is that X ∩ NF k is starfree over H k whenever X is starfree over H. This is done by induction on the starfree construction of the set X from the sets Y s and {t} for s ∈ S and t ∈ NF (and not by induction on k as one might expect). Since Y s ∩ NF k belongs to H k and since {t} ∩ NF k contains at most one element, the base step is obvious. Now let X 1 ; X 2 be starfree over H such that
which proves that the left hand sides of all these equations are starfree over H k .
Mezei's Theorem characterizes the recognizable languages in a direct product of two monoids; it states that these are precisely the ÿnite unions of direct products of recognizable languages in the monoids involved. Using "the same proof" we show a similar statement for non-connected aperiodic languages in NF:
Lemma 5.9. Let X ⊆ NF NF be aperiodic. Then there exist n ∈ N and K i ; L i ∈ NF aperiodic for 16i6n such that X = 16i6n K i L i .
Proof. There exist a ÿnite aperiodic sp-algebra (S; ·; ) and an sp-homomorphism
Hence it su ces to show that
First, let t ∈ X ⊆ NF NF. Then there are t 1 ; t 2 ∈ NF with t = t 1 t 2 . Hence Á(t 1 ) Á(t 2 ) = Á(t) ∈ Á(X ), i.e., (Á(t 1 ); Á(t 2 )) ∈ G and, trivially, t ∈ Á −1 (Á(t 1 )) Á −1 (Á(t 2 )). But this proves the inclusion "⊆". Conversely let (s 1 ; s 2 ) ∈ G, i.e., s 1 s 2 ∈ Á(X ), and let t ∈ Á −1 (s 1 ) Á −1 (s 2 ). Then we ÿnd t 1 ; t 2 ∈ NF such that t = t 1 t 2 and t i ∈ Á −1 (s i ). Hence
Theorem 5.10. Let X ⊆ NF be aperiodic and width-bounded. Then X is starfree.
Proof. We show the theorem by induction on k that bounds the width of the elements of X . By Example 5.5, Sch utzenberger's Theorem [32] implies the theorem for k = 1. Now suppose the theorem holds for all '¡k and let
Since NF NF is aperiodic and aperiodic sets are closed under intersection, the set X ∩ (NF NF) is aperiodic. By Lemma 5.9, X ∩ (NF NF) is a ÿnite union of sets K L with K; L ⊆ NF aperiodic. Since X ⊆ NF k , we obtain K; L ⊆ NF k−1 . Thus, by the induction hypothesis, K and L are starfree. Hence X ∩ (NF NF) is starfree. In particular, we showed the theorem for aperiodic sets contained in (NF NF) ∩ NF k .
Next, we deal with X \(NF NF). Since X and NF NF are aperiodic, so is their di erence. Hence there exists a ÿnite aperiodic sp-algebra (S; ·; ) and an sp-homomorphism Á : NF → S that recognizes X \(NF NF). By Lemma 5.7, X \ (NF NF) is starfree over {Á −1 (s) ∩ NF NF | s ∈ S}. By Lemma 5.8, it is therefore starfree over
. Note that any of the sets Á −1 (s) ∩ (NF NF) ∩ NF ' is aperiodic and contained in (NF NF) ∩ NF k . Thus, by what we showed above, they are starfree.
!-aperiodic and !-starfree sets
Now we generalize the above result to inÿnite N-free pomsets. In the proof of Proposition 5.4, we used simple terms that in particular involved idempotent elements of the sequential semigroup (S; ·). The following lemma implies immediately that L Á ( ; ÿ) is !-starfree for any connected pair ( ; ÿ) in a ÿnite aperiodic sp-algebra: Lemma 5.11. Let (S; ·; ) be a ÿnite and aperiodic sp-algebra, let ÿ ∈ S with ÿ ·ÿ = ÿ, and let Á : NF → S be an sp-homomorphism.
Proof. Let X = Á −1 (ÿ). As before, let f : (NF; ·) → (S + ; ) be the uniquely determined semigroup homomorphism with f(t) = Á(t) for t ∈ (NF NF) ∪ and let be the natural homomorphism from (S; ) to (S; ·). Then, as we saw in the proof of Lemma 5.7,
is an aperiodic semigroup, K is an aperiodic word language satisfying K 2 ⊆ K. Hence, by [27, Theorem VI.7.2], the set K ! is !-aperiodic and therefore !-starfree. Hence, by Lemma 5.6,
. Since NF and are starfree, this implies that f −1 (s) is starfree for s ∈ S, i.e., f
It remains to show that
For the other inclusion let w i ∈ K. Then there are p i ∈ X with f(p i ) = w i . Hence
Proposition 5.12. Let L ⊆ NF ∞ be !-aperiodic and width-bounded. Then L is !-starfree.
Proof. This proposition can be shown almost verbatimly as Proposition 5.4. The only di erences are:
• One has to invoke Theorem 5.10 instead of [23] .
• Towards the end of the proof, one shows that
! is !-starfree by Lemma 5.11.
From recognizable to axiomatizable sets
The titles of the preceding sections indicate that we proved the equivalence of three concepts proceeding from rational via axiomatizable and recognizable back to rational sets. Unfortunately, this is not completely true since the last step is shown for width-bounded sets, only. Example 4.3 gives a set of inÿnite N-free pomsets that is FO-axiomatizable, but not !-aperiodic. Hence this set is neither !-recognizable nor !-starfree nor !-series-rational. In this section, we show that any recognizable set of ÿnite N-free pomsets is CMSO-axiomatizable. By Example 4.5, the corresponding result for aperiodic and FO-axiomatizable sets does not hold.
Reduced terms
Deÿnition 6.1. A tree is a structure (V; son; ) where V is a ÿnite set, son ⊆ V 2 is an acyclic relation, and : V → { ; ·} ∪ is a labeling function. We require in addition that there is precisely one node (the root) without a father node, and that any other node has precisely one father.
A reduced term is a structure (V; son; ; ÿrstson) such that (V; son; ) is a tree, ÿrstson ⊆ son is a binary relation on V , and for any v ∈ V the following hold: Let t = (V; son; ; ÿrstson) be a reduced term and let v ∈ V be some node of t. Then the restriction of t to the ancestors of v is a reduced term. Hence we can extend any mapping Á : → (S; ·; ) into some sp-algebra by induction:
• Á(t) = Á(a) if t is a singleton term whose only node is labeled by a, • Á(·(t 1 ; t 2 )) = Á(t 1 ) · Á(t 2 ), and • Á( (t 1 ; t 2 ; : : : ; t n )) = Á(t 1 ) Á(t 2 ) · · · Á(t n ).
In particular, the extension of the mapping → (NF; ·; ) : a → a associates a ÿnite N-free pomset to any reduced term t. This pomset will be denoted by val(t), i.e., val is a mapping from RTerm to NF. One can show that val is even bijective. Hence the set of reduced terms is another incarnation of the free sp-algebra over the set (with suitably deÿned operations · and ).
Example 6.2. The following picture shows a ÿnite N-free pomset p (on the left) and a reduced term t(p) with val(t(p)) = p. In the reduced term t(p), the sons of a ·-labeled node are ordered such that the left one is the ÿrst son.
Since reduced terms are relational structures, counting monadic second order logic can be deÿned along the lines of CMSO for N-free pomsets. The only di erence is that now atomic formulas are of the form (x) = for ∈ {·; } ∪ , (x; y) ∈ son, (x; y) ∈ ÿrstson, x ∈ X , and mod p; q (X ). A set X of reduced terms is CMSO-axiomatizable i there exists a formula ' such that t |= ' i t ∈ X for any reduced term t. Lemma 6.3. Let L ⊆ NF be a recognizable set of ÿnite N-free pomsets. Then the set val −1 (L) ⊆ RTerm is CMSO-axiomatizable.
Proof. Let S = Á(L) be the image of the set L under the recognizing homomorphism Á. The mapping Á can be extended as described above to a mapping Á : RTerm → S. We mimic the evaluation of Á on a reduced term t = (V; son; ; ÿrstson) by the following informal formula: ∃ s∈S X s : [(X s ) s∈S forms a partition of the set of nodes
and r(root) ∈ S :
]:
Since S is ÿnite, any of the above statements can be translated into CMSO. The only nontrivial case is the statement r(x) is the parallel product of {r(y) | (x; y) ∈ son} since the number of sons of a -labeled node is not bounded. To solve this problem, note that the semigroup (S; ) is commutative and satisÿes s n+m = s n for n¿k and some m; k ∈ N. Thus, to determine r(x), for any s ∈ S, we only need to know • if there are more than k sons y of x satisfying r(y) = s and • the number of sons y of x satisfying r(y) = s, decreased by k, modulo m. This can be expressed in CMSO (but not in pure monadic second order logic) which ÿnishes the proof.
Construction of the generating term t(p)
It is easy to show inductively that any ÿnite N-free pomset p is the value of some reduced term t(p) and that this reduced term is even uniquely determined. Therefore, we will call t(p) the generating term of p. In this section, we deÿne the generating term t(p) explicitly from the ÿnite N-free pomset p without using induction. This will be the basis for our interpretation of the generating term t(p) in the ÿnite N-free pomset p in the following section. The foundation for the construction of the set of vertices of t(p) is laid down by the following deÿnition: Deÿnition 6.4. Let p = (P; 6; ) be a ÿnite N-free pomset and let x; y ∈ P. Then lf p (x; y), the least factor of p containing x and y, is deÿned by
and if x co y ∀h ∈ P : (x; y ¿ h → z ¿ h)} {z ∈ P | ¬(z ¡ x); ¬(y ¡ z); and ¬(x co z co y)} if x 6 y lf p (y; x) i f y ¡ x:
Example 6.5. Let p be the ÿnite N-free pomset from Example 6.5. Then lf p (x; x)={x}, lf p (x; y 4 ) = {x; y 4 }, and lf p (x; y 1 ) = {y 1 ; y 2 ; y 3 ; y 4 ; x} = lf p (x; y 2 ). You might check that any node in the reduced term t(p) corresponds to some set lf p (z 1 ; z 2 ), but the converse is not true: lf p (x; y 5 ) = {x; y 4 ; y 5 } is not the value of any subtree of t(p).
Let p = (P; 6; ) be a ÿnite N-free pomset and X ⊆ P. Then the restriction of p to X is a ÿnite N-free pomset. In this sense, we can speak of the "connected components of X " and of "sequential preÿxes of X " as we do in the following deÿnition. Deÿnition 6.6. Let p = (P; 6; ) be a ÿnite N-free pomset. We deÿne three sets of subsets of P as follows:
V = the set of connected components of elements of V 0 ∪ {P}; and V 1 = the set of sequential preÿxes of elements of V :
Note that V ⊆ V 1 since we consider any connected ÿnite N-free pomset as a sequential preÿx of itself. The set V = V 0 ∪ V 1 will be the set of nodes of the generating term t(p). The unconnected elements of V will be -labeled, the singleton nodes {x} will get the label (x), and the remaining ones will be ·-labeled (see below).
The following lemma relates the deÿnitions of the sets V 0 and V 1 to the recursive construction of a ÿnite N-free pomset. This relation is the basis for the recursive proofs of Lemmas 6.11 and 6.12.
Lemma 6.7. (1) Let p i be connected ÿnite N-free pomsets, n¿1, and p = p 1 p 2 · · · p n . Then we have
(2) Let p 0 ; p 1 be ÿnite N-free pomsets with
Proof. Let p i = (P i ; 6; ) be mutually disjoint and p = p 1 p 2 · · · p n . Suppose x; y ∈ P i are incomparable in p i and therefore in p. Since p i is a connected component of p, we obtain lf p (x; y) = lf pi (x; y) and therefore V 0 (p i ) ⊆ V 0 (p). Now let x ∈ P 1 and y ∈ P 2 . Then, in p, the set {x; y} is unbounded. Hence lf p (x; y) = p implying p ∈ V 0 (p).
Conversely let x; y ∈ P = 16i6n P i be incomparable. If they belong to di erent sets P i , we obtain lf p (x; y) = p. If x; y ∈ P i for some i, there exists h ∈ P i with x; y¡h or x; y¿h. Hence lf p (x; y) = lf pi (x; y). This proves
Since p is not connected, we have
Two elements x and y of p 0 · p 1 are incomparable i they both belong to p i and are incomparable there for some i = 0; 1. In any of these cases, we obtain lf p0 · p1 (x; y) = lf pi (x; y) which proves the ÿrst statement. The poset
Next we deÿne the edges of the generating term t(p). The set E 1 contains the edges below some -labeled node, E 2 the edges connecting a ·-labeled node with its ÿrst son, and E 3 those that connect a ·-labeled node with its second son: Deÿnition 6.8. Let p be a ÿnite N-free pomset. We deÿne three binary relations on V 0 ∪ V 1 as follows:
proper sequential preÿx of v}; and
Similarly to Lemma 6.7, the following lemma prepares the recursive proof of Lemmas 6.11 and 6.12 below. Lemma 6.9. (1) Let p i be connected ÿnite N-free pomsets, n¿1, and p = p 1 p 2 · · · p n . Then we have
(2) Let p 0 ; p 1 be ÿnite N-free pomsets with p 1 ∈ (NF NF) ∪ . Then
Proof. The ÿrst equations concerning the parallel product follow immediately from Lemma 6.7(1). Now let p 0 ; p 1 ∈ NF with p 1 ∈ (NF NF) ∪ . By Lemma 6.7(2), the inclusion
For the other inclusion note that neither p 0 nor p 0 · p 1 is a nontrivial connected component of any element of V 0 (p 0 · p 1 ).
The statements on E 2 and E 3 follow easily from
Now we construct the generating term t(p) from the ÿnite N-free pomset p using the sets and relations deÿned above: Deÿnition 6.10. Let p be a ÿnite N-free pomset. Let V = V 0 ∪ V 1 , son = E 1 ∪ E 2 ∪ E 3 , and ÿrstson = E 2 . The labeling : V → ∪ { ; ·} is deÿned by (X ) = · if X ∈ V 1 \V 0 , ({x}) = (x), and (X ) = otherwise. Then the generating term t(p) is given by t(p) = (V; son; ; ÿrstson). Lemma 6.11. Let p be a ÿnite N-free pomset. Then the generating term t(p) is a reduced term with val(t(p)) = p.
Proof. We prove this lemma by induction on the size of p. For p a singleton, it is trivial. Otherwise, we can write p either as a proper sequential or as a proper parallel product. In the ÿrst case, there exist p 0 ∈ NF and p 1 ∈ (NF NF) ∪ such that p = p 0 · p 1 . By the induction hypothesis, we have val(t(p i )) = p i for i = 1; 2. From Lemmas 6.7(2) and 6.9(2), we know that t(p) is the disjoint union of t(p 0 ) and t(p 1 ), extended by a ·-labeled root that is connected to the roots of t(p 0 ) (ÿrst son) and t(p 1 ). Hence val(t(p)) = val(t(p 0 )) · val(t(p 1 )) which equals p 0 · p 1 = p. In case p is not connected, there are connected pomsets p i for 16i6n (n¿1) with p = p 1 p 2 · · · p n . Again, the induction hypothesis tells us val(t(p i )) = p i . By Lemmas 6.7(1) and 6.9(1), the tree t(p) is the disjoint union of the trees t(p i ) extended by a -labeled root whose sons are the roots of the trees t(p i ). Hence
The lemma above implies in particular that the mapping val : RTerm → NF is surjective. This surjectivity could have been shown much more simply by induction, our explicit constructions so far are useful in the following section where we will interpret the generating term t(p) in the ÿnite N-free pomset p.
Interpretation of the generating term t(p) in p
In this section, we will show how we can interpret the generating term t(p) in the ÿnite N-free pomset p = (P; 6; ). Recall that the nodes of the generating term are subsets of P. We start by showing that these sets can be represented by pairs of elements of P (which is clear for the elements of V 0 by deÿnition of V 0 ): Lemma 6.12. Let p = (P; 6; ) be a ÿnite N-free pomset and X ∈ V (i.e., X is a node of the generating term t(p)). Then there exist x; y ∈ P with lf p (x; y) = X .
Proof. For X ∈ V 0 , there is no problem by the deÿnition of V 0 . So let X ∈ V 1 . Then the statement is shown by induction on the size of p. For | p | = 1, it is trivial. Otherwise, we can write p as sequential product p 0 · p 1 = p with p 1 ∈ (NF NF) ∪ or as parallel product of connected pomset
and y ∈ max(p 0 · p 1 ). Then x¡y and any z ∈ P 0 (z ∈ P 1 ) is below y (above x). Hence lf p (x; y) = P 0 ∪ P 1 = X . Now let X = P 0 . Similarly to above, we choose x ∈ min p 0 = min p and y ∈ max p 0 . Suppose p 0 is connected. Then x¡y and, as above, any element of P 0 is above x or below y, i.e., belongs to lf p (x; y). Any element z ∈ P\X = P 1 is properly above y and therefore not in lf p (x; y). Hence X = lf p (x; y). Now suppose p 0 is not connected. Then we can in addition assume that x and y are incomparable. Note that (for h ∈ P) x; y¡h i h ∈ P 1 i P 0 ¡h and x; y¿h is impossible. Hence X = P 0 = lf p (x; y).
It remains to consider the case X ∈ V 1 (p 0 ) since X ∈ V 1 (p 1 ) is dual. By the induction hypothesis, there are x; y ∈ P 0 such that X = lf p0 (x; y). We show that lf p0 (x; y) and lf p0 · p1 (x; y) are equal. Suppose x and y are comparable. Then we can assume w.l.o.g. x6y. Let z ∈ lf p0 (x; y). Then z ¡ x, x ¡ z and not x co z co y. Hence z ∈ lf p0 · p1 (x; y). Conversely let z ∈ lf p0 · p1 (x; y). Then, again z ¡ x, x ¡ z and not x co z co y. In addition z ∈ P 0 for otherwise y¡z. Hence we have z ∈ lf p0 (x; y) which proves X = lf p0 (x; y) = lf p0 · p1 (x; y) if x6y. Now suppose x co y and let z ∈ lf p0 (x; y). Then, for any h ∈ P 0 , if x; y¡h (x; y¿h), then z¡h (z¿h) and z ∈ P 0 . Hence, for h ∈ P 1 , we have x; y; z¡h and therefore z ∈ lf p0 · p1 (x; y). Conversely, let z ∈ lf p0 · p1 (x; y). Then z ∈ P 0 since for any h ∈ P 1 we have x; y¡h and therefore z¡h. Hence z ∈ lf p0 (x; y). This ÿnishes the proof that X = lf p0 (x; y) = lf p0 · p1 (x; y) if p is connected.
, there is i with X ∈ V 1 (p i ), w.l.o.g. we assume i = 1. Again by the induction hypothesis we can assume that there are x; y ∈ P 1 with X = lf p1 (x; y). First let x6y. Then lf p1 (x; y) ⊆ P 1 since any z ∈ P\P 1 satisÿes x co z co y. Hence lf p1 (x; y) = lf p (x; y). So now let x co y. Since p 1 is connected, there exists h ∈ P 1 with x; y¡h or x; y¿h. Hence, again, lf p1 (x; y) ⊆ P 1 since any z ∈ P\P 1 satisÿes h co z. Thus, lf p1 (x; y) = lf p (x; y) which ÿnishes the proof of the lemma.
Next we show the existence of some particular formulas that single out those pairs (x; y) which stand for a node in the generating term (formula 0 ∨ 1 ), that are labeled by (formula label ) as well as those pairs of pairs that are connected by an edge (formula Á 1 ∨ Á 2 ∨ Á 3 ). Note that di erent pairs of elements can stand for the same node in the generating term. Therefore, we also need the formula eq that expresses precisely this: Lemma 6.13. There are FO-formulas eq(x 1 ; x 2 ; y 1 ; y 2 ), i (x 1 ; x 2 ) (i = 0; 1), Á i (x 1 ; x 2 ; y 1 ; y 2 ) (i = 1; 2; 3), and label (x 1 ; x 2 ) ( ∈ ∪ {·; }) such that for any ÿnite N-free pomset p = (P; 6; ) and any x i ; y i ∈ P, we have (1) p |= eq(x 1 ; x 2 ; y 1 ; y 2 ) i lf p (x 1 ; x 2 ) = lf p (y 1 ; y 2 ), (2) p |= i (x 1 ; x 2 ) i lf p (x 1 ; x 2 ) ∈ V i (i = 0; 1), (3) p |= Á i (x 1 ; x 2 ; y 1 ; y 2 ) i (lf p (x 1 ; x 2 ); lf p (y 1 ; y 2 )) ∈ E i (i = 1; 2; 3), and
Proof. There is clearly a formula in(x 1 ; x 2 ; z) such that p |= in(x 1 ; x 2 ; z) i z ∈ lf p (x 1 ; x 2 ) for any ÿnite N-free pomset p and any x 1 ; x 2 ; z ∈ P. Hence the formula eq exists as required. The formula 0 is obviously x 1 co x 2 ∨ x 1 = x 2 . By Lemma 2.3, we can express that lf p (x 1 ; x 2 ) is connected by a FO-formula. Hence there exists a formula (x 1 ; x 2 ) which is satisÿed by x 1 ; x 2 i lf p (x 1 ; x 2 ) ∈ V . A subset of a ÿnite N-free pomset is a sequential preÿx i any of its elements is below any element of its complement. Hence, from , we can build the formula 1 . By the characterization of connected sets in a ÿnite N-free pomset, we can easily state that lf p (y 1 ; y 2 ) is a connected component of lf p (x 1 ; x 2 ). Using the formulas 0 and 1 then gives us the formula Á 1 . By what we saw above, any connected component of a least factor lf p (x 1 ; x 2 ) is of the form lf p (z 1 ; z 2 ) for some z 1 ; z 2 . Hence, using the formula 1 , we can formulate that lf p (y 1 ; y 2 ) is a maximal proper preÿx of lf p (x 1 ; x 2 ) which gives us the formula Á 2 . To obtain Á 3 note that a subset of a ÿnite N-free pomset is a minimal proper su x i its complement is a maximal proper preÿx. Thus, we can also write down the formula Á 3 .
Since (lf p (x 1 ; x 2 )) = · i lf p (x 1 ; x 2 ) ∈ V 1 \V 0 , we can take label · (x 1 ; x 2 ) = 1 (x 1 ; x 2 ) ∧ ¬ 0 (x 1 ; x 2 ). The formula label a (x 1 ; x 2 ) is clearly x 1 = x 2 ∧ (x) = a for a ∈ . Finally, label is the conjunction of the negations of these formulas.
, and ÿrstson = Á 2 , the lemma deÿnes an interpretation of t(p) in p. But this interpretation is two-dimensional (i.e., nodes of the reduced term are represented by [sets of] pairs of elements of the ÿnite N-free pomset). Let L ⊆ NF be recognizable. Then we know that val −1 (L) ⊆ RTerm is CMSOaxiomatizable by Lemma 6.3. Suppose this set were FO-axiomatizable, i.e., there were an FO-sentence ' such that val
Then we obtain that L is FO-axiomatizable by a general result on interpretations (cf. [14, Theorem 5.3.2] ). The idea of the proof is to replace any FO-variable in ' (that ranges over nodes in t) by two ÿrst order variables (that stand for elements of p and together represent the least factor containing them and therefore a node of the generating term). Hence, we obtain an FO-sentence ' from ' by the following inductive procedure:
son(x; y) = Á(x 1 ; x 2 ; y 1 ; y 2 ); ÿrstson(x; y) = Á 2 (x 1 ; x 2 ; y 1 ; y 2 ); and (x = y) = eq(x 1 ; x 2 ; y 1 ; y 2 );
where ∈ {·; } ∪ . Then t(p) |= ' i p |= ' for any ÿnite N-free pomset p by Lemma 6.13.
In general the set val −1 (L) is not FO-, but only CMSO-axiomatizable (see Lemma 6.3). Hence the formula axiomatizing val −1 (L) contains also set variables. Using the idea above, they would be replaced by binary relations which is impossible in CMSO. In order to solve this problem, we have to make a short detour and consider monadic logics on trees:
In [29] , Pottho and Thomas consider monadic second order logic on ÿnite proper binary trees. They show that the restriction of set variables to sets of leaves does not reduce the expressive power. As explained in [38, p. 403 ], the idea is the following: ": : : the inner nodes can be mapped injectively into the set of leaves: From a given inner node, we follow the path which ÿrst branches right and then always branches left until a leaf is reached. Thus a set of inner nodes can be coded by a set of leaves : : : Using this idea, quantiÿers over subsets of proper binary trees can be simulated by quantiÿers over" sets of leaves.
A similar idea can be used for reduced trees. Recall that in CMSO for trees, the atomic formulas are of the form (x; y) ∈ son, (x; y) ∈ ÿrstson, x ∈ X , and (x) = for ∈ ∪ {·; }. In this logic, we are able to speak about paths since they are sets of nodes. But if we restrict set variables to range over sets of leaves, only, we loose the possibility to express, e.g., "x is an ancestor of y". Therefore, we now extend CMSO to LCMSO by allowing in addition the atomic formula (x; y) ∈ son ? which states "x is an ancestor of y". The satisfaction relation |= L for formulas of LCMSO and reduced terms t is deÿned canonically with the understanding that set variables range over sets of leaves, only (which explains the preÿx L in LCMSO).
Lemma 6.14. Let ' be a CMSO-formula. Then there exists an LCMSO-formula such that for any reduced term t ∈ RTerm we have t |= ' i t |= L .
Proof. As explained above, the proof relies on an injection of the inner nodes of a reduced tree t into its set of leaves whose inverse is FO-deÿnable. Here, we will construct three di erent injections, one for ·-labeled nodes, one for -labeled inner nodes with at least one ·-labeled son, and one for the -labeled nodes without ·-labeled son.
To map a ·-labeled node to some leaf, we follow the path that ÿrst branches right. At a ·-labeled node, the path branches left, and at a -labeled node, the path branches arbitrary. To map a -labeled node with a ·-labeled son to some leaf, we follow the path that ÿrst branches arbitrary to some ·-labeled son. From here, we proceed as above. The -labeled nodes without ·-labeled sons are mapped to any of their sons (which happen to be leaves).
From a CMSO-formula ', we build inductively an equivalent LCMSO-formula ' as follows:
((x; y) ∈ son) = ((x; y) ∈ son) ((x; y) ∈ ÿrstson) = ((x; y) ∈ ÿrstson) ( (x) = ) = ( (x) = ) (∃x') = (∃x' ) (∃X') = (∃X 1 ; X 2 ; X 3 ; X 4 ' ) (mod p;q (X )) = mod pi;q (X i )| 0 6 p i ¡ q;
The atomic formula x ∈ X is replaced by
where rightpath denotes the LCMSO-deÿnable relation "There is a path from z to y that branches right at any ·-labeled node".
In the reduced term t(p), leaves are of the form {(x; x)} for some x ∈ P. Hence sets of leaves in t(p) can be seen as subsets of P. This allows to axiomatize in CMSO any recognizable set of ÿnite N-free pomsets: Theorem 6.15. Let L be a recognizable set of ÿnite N-free pomsets. Then L is CMSO-axiomatizable.
Proof. Let L be recognizable and let T = {t ∈ RTerm | val(t) ∈ L}. Then, by Lemma 6.3, T is CMSO-axiomatizable. Hence there is a LCMSO-sentence ' such that T = {t ∈ RTerm | t |= L '} by Lemma 6.14. We extend the construction of ' from above by setting (x; y) ∈ son ? = (lf p (x 1 ; x 2 ) ⊇ lf p (y 1 ; y 2 )); ∃X = ∃X ; and
Now the consideration above yields that p |= ' i t(p) |= L ' which is equivalent to t(p) ∈ T and therefore to p ∈ L.
The proof of the above theorem uses what is known as "relativized, two-dimensional, ÿrst order interpretation" (cf. [14, pp. 212 ] ). The nodes of t(p) are represented by equivalence classes of pairs of elements of p; therefore, the interpretation is "twodimensional". Since not all pairs (x 1 ; x 2 ) give rise to a node of t(p) (i.e., since there are pairs of nodes that violate ), the interpretation is "relativized". It is "ÿrst-order" since our formulas , etc. are FO-formulas.
In theoretical computer science, a similar concept is known as MSO-transduction [3] . An MSO-transduction can be seen as a relativized and parameterized one-dimensional monadic second order interpretation that di ers in three aspects from the interpretation we consider here. (1) They are one-dimensional. ( 2) The formula eq that deÿnes an equivalence relation is simply x = x, i.e., the equivalence relation eq p is trivial there.
(
3) The formulas are not FO-but CMSO-formulas. Courcelle shows that the preimage of a CMSO-axiomatizable set under an MSO-transduction is CMSO-axiomatizable. This property of MSO-transductions is the basis for the proofs in [3, 16, 21] that recognizable sets of graphs of bounded tree width are CMSO-axiomatizable. 3 In [4, p. 65], Courcelle discusses the possibility of more general MSO-transductions by allowing multidimensional interpretations. But, as he observes, in general this results in transductions that do not re ect CMSO-axiomatizability in general. In our setting, the multidimensionality did no harm since we could use the idea of Pottho and Thomas and the fact that leaves correspond to singleton sets of the form {(x; x)}, i.e., to elements of the underlying poset.
In [15] , Hoogeboom and ten Pas show the equivalence of recognizable and MSOaxiomatizable text languages 4 . To obtain their result, they also use restricted twodimensional interpretations and refer to the result by Pottho and Thomas. The main di erence between the setting of text languages and ÿnite N-free pomsets is the commutativity of the parallel composition of N-free pomsets. Because of this commutativity, the sons of a -labeled node in a reduced term cannot be ordered. Recall that in Lemma 6.3 the counting ability of CMSO was needed to cope with these unordered sons. Furthermore, the missing order of these sons complicates the injections of the inner nodes into the leaves of a reduced tree.
Branching B uchi-automata
In this section, we extend the concept of a branching automaton that accepts only ÿnite N-free pomsets to a branching B uchi-automaton that is capable of accepting inÿnite N-free pomsets. Similarly to the ÿnite case, we show that a set of N-free pomsets is !-series-rational i it can be accepted by a ÿnite branching B uchi-automaton and is width-bounded.
In order to motivate the deÿnition of our acceptance condition, let A = (S; T; I; F ÿn ; F inf ) be a ÿnite B uchi-automaton where S is the set of states, T ⊆ S × × S is a set of transitions, I ⊆ S is the set of initial states, and F ÿn ; F inf ⊆ S are the sets of ÿnitary and inÿnitary accepting states. A ÿnite word w ∈ ? is accepted i there is a run s w → f for some s ∈ I and f ∈ F ÿn . An inÿnite word w is accepted i it can be written as w = u 0 u 1 u 2 : : : with u i ∈ ? such that there are runs s u0 → f and f ui → f for i¿0 and some s ∈ I and f ∈ F inf . For this, we can write s w ⇒ f. A branching automaton will not only run on words but, e.g., also on pairs of inÿnite words w 1 w 2 . The idea of the branching automaton deÿned below is that the automaton ÿrst branches into two parts that run independently on w 1 and w 2 . This results in two states f 1 and f 2 . These two states will be combined into the multiset f 1 +f 2 , i.e., into a function S → !. The branching automaton shall also run on pairs of words w 1 w 2 with w 1 ÿnite and w 2 inÿnite. Therefore, the run will not only determine one multiset of states, but two: the ÿrst one for the ÿnal states of ÿnite "branches" of the N-free pomset p, the other one for inÿnite "branches". Notational conventions. In this chapter, S will stand for the set of states of a branching automaton. To ease the notation, we will identify an element s ∈ S with the function g : S → ! that sends s to 1 and any other element of S to 0 (i.e., with the characteristic function of the set {s}). In this sense, we will say that S is a subset of ! S . The function that sends any element of S to 0 is denoted by 0, too. Let F(S) be the set of pairs of functions from S to !, i.e., F(S) = (! S ) 2 . Note that (s; 0) and (0; t) for s; t ∈ S are particular elements of F(S). The addition of elements of F(S) is deÿned componentwise: (g f ; g i ) + (h f ; h i ) = (g f + h f ; g i + h i ) and (g f + h f )(s) = g f (s) + h f (s) for s ∈ S. Now we can introduce our notion of a device accepting N-free pomsets:
Deÿnition 7.1. A branching B uchi-automaton is a tuple A = (S; T s ; T f ; T j ; P; I; F) where (1) S is a set of states, (2) T s ⊆ S × × S is a set of sequential transitions, (3) T f ; T j ; P ⊆ S 3 are sets of fork, join, and pairing transitions, resp., (4) I ⊆ S is a set of initial states, and (5) F ⊆ F(S) is a set of pairs of accepting functions g = (g f ; g i ) with g f ; g i : S → !. The branching B uchi-automaton A is ÿnite i S and F are ÿnite. It is a branching automaton if g i = 0 and g f ∈ S for any g ∈ F.
There are three di erences between our branching B uchi-automata and the branching automata deÿned by Lodaya and Weil: First, our fork and join transitions are simpler than those originally considered by Lodaya and Weil in [22] where they allowed forking into more than two branches. Already in [24] they observe that the restriction to binary branching does not in uence the expressive power. Second, we have an additional set of pairing transitions. These transitions will work similar to fork transitions but in a run, they need not be paired with a join transition (see below). As a consequence of these pairing transitions, a run has in general more than one ÿnal state. Therefore the set of accepting states from [23] is replaced by accepting functions.
Next we show that any !-regular set of N-free pomsets of bounded width is !-series-rational: Proposition 7.4. Let A be a ÿnite branching B uchi-automaton such that L(A) is of bounded width. Then L(A) is !-series-rational.
Proof. By Lemma 7.2, we can assume A = (S; T s ; T f ; T j ; P; I; F) to be of bounded depth. For s ∈ S and g ∈ F(S), let A s; g = (S; T s ; T f ; T j ; P; {s}; {g}) be the branching B uchi-automaton with one initial state s and one accepting pair of functions g = (g f ; g i ).
Note that in case g f ∈ S and g i = 0, the branching B uchi-automaton A s; g is actually a branching automaton and therefore falls into the realm of Corollary 7.3. Hence, in this case, L(A s; g ) is series-rational. Now suppose g f = 0 and g i = t ∈ S. Then an N-free pomset p is accepted by A s; g i it admits a run s p ⇒ n g, i.e., i it is an inÿnite sequential product p = i∈! p i of ÿnite pomsets p i such that p 0 admits a ÿnite run from s to t, and p i leads from t to t for i¿0. over all pairs (g 0 ; g 1 ) of pairs of functions with g = g 0 + g 1 and g 0 ; g 1 = (0; 0). Since this union is ÿnite, we showed inductively that L(A s; g ) is !-series-rational for any s ∈ S and g ∈ F(S). Now L(A) = s∈I; g∈F L(A s; g ). Since A is ÿnite, L(A) is !-series-rational.
From !-series-rational to !-regular sets
Similar to [23] , we will show that the substitution of a regular set K for a letter in an !-regular set L yields an !-regular set L[ ; K]. Since, e.g., K ! = ! [ ; K], this will imply that the !-regular sets satisfy the closure properties required for the !-series-rational ones.
We start with the formal deÿnition of the substitution. Let = ∈ and K ⊆ NF( ). Then Proof. It is easily seen that {p} can be accepted by a branching automaton for p ∈ NF( ) (cf. [23] Since the !-regular sets are closed under all necessary operations, and since the set of !-series-rational sets is the least such set, we showed that any !-regular set is !-series-rational.
