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Abstract
In this paper, by introducing a new notion of envelope of the stochastic
process, we construct a family of random differential equations whose solu-
tions can be viewed as solutions of a family of ordinary differential equations
and prove that the multidimensional backward stochastic differential equa-
tions (BSDEs for short) with the general uniformly continuous coefficients
are uniquely solvable. As a result, we solve the open problem of multidi-
mensional BSDEs with uniformly continuous coefficients.
keywords: Backward stochastic differential equations, envelope, Girsanov’s
theorem.
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1 Introduction
In this paper we study the multidimensional backward stochastic differential
equations (BSDEs for short) of the following form
yt = ξ +
∫ 1
t
f(s, ys, zs)ds−
∫ 1
t
zsdBs, 0 ≤ t ≤ 1, (1)
where ξ is an Rd-valued random variable and (Bt)0≤t≤1 is an m-dimensional
standard Brownian motion. If ξ is square integrable and the driver f is Lipschitz
continuous in (y, z), Pardoux and Peng [12] proved the existence and uniqueness
of the solution to BSDE (1). Since then, many efforts have been made to relax the
Lipschitz conditions on the generator f . In one-dimensional case, many results
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for BSDEs with more general generators have been obtained with the help of the
comparison theorems which can be referred to El Karoui et al. [2]. For example,
Lepeltier and San Martin [7, 8] solved the BSDEs with continuous coefficients
and superlinear quadratic coefficients. Kobylanski [6] proved the solvability of
BSDEs with quadratic growth coefficients, and so on.
For the multidimensional situation, the solvability of BSDE (1) with non-
Lipschitzian generators becomes complicated due to that there is no multidimen-
sional result directly analogous to the one-dimensional comparison theorem. Nev-
ertheless, when the driver f is Lipschitz with respect to z and non-Lipschitzian in
y, Fan et al. [4], Mao [10] and Pardoux [11] proved the existence and uniqueness
of the solutions. And for the case that f in z is also non-Lipschitzian, precisely
speaking, under the following uniformly continuous conditions:
(i) (y, z) 7→ f(t, y, z) is uniformly continuous uniformly in (ω, t) and satisfies As-
sumption 2 below;
(ii) the ith component fi of f depends only on the ith row of z,
Hamade`ne [5] obtained the existence of a solution and the uniqueness result was
given by Fan et al. [3].
In this paper we will show that BSDE (1) also has a unique solution without
the condition (ii). Actually, it is not easy. Referring to Hamade`ne [5] and Fan
et al. [3], we can see that the Girsanov theorem, which is guaranteed by the
condition (ii), plays an important role in proving the existence and uniqueness
of the solution. In general, without the condition (ii), one is not able to use
the Girsanov theorem on the whole interval [0, 1]. In this paper, we use a new
argument to successfully overcome these difficulties and accordingly give a more
complete solution to the open problem of multidimensional BSDEs with uniformly
continuous coefficients.
Thanks to the condition (i), we can introduce a sequence of Lipschitz functions
(fn)n≥0 which converges to f uniformly on the whole space of (y, z). As usual, let
(yn, zn)n≥0 be the solutions to BSDE (1) associated with (fn, ξ)n≥0 and we will
show that (yn, zn)n≥0 converge to the solution of BSDE (1). In order to prove the
convergence of (yn, zn)n≥0, for all (ym, zm) and (yn, zn), m 6= n, we will construct
countable stopping time intervals. For any given stopping time interval which is
already constructed, we further construct a stopping time subinterval on it, which
enables us to apply Girsanov’s theorem. Then with the help of the envelope of the
stochastic process introduced in the following, we construct a family of random
backward differential equations, which can be viewed as BSDEs and backward
ordinary differential equations respectively, such that their solutions can dominate
|yn − ym| on the constructed stopping time subinterval. By changing the time
horizon and the terminal values of the random backward differential equations,
we show that the sequence (yn, zn)n≥0 will converge to the solution of BSDE (1).
For the uniqueness of the solution, we take the similar procedure.
The paper is organized as follows. In Section 2 we introduce some notations
and give some preliminary results. In Section 3 we prove our main results.
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2 Notations and Preliminary
Let (Ω,F , P ) be a complete probability space and {Bt, 0 ≤ t ≤ 1} be an m-
dimensional standard Brownian motion defined on (Ω,F , P ). We denote by F =
{Ft, 0 ≤ t ≤ 1} the natural filtration of (Bt)0≤t≤1, where F0 contains all P -null
sets of F . The terminal condition ξ is an F1-measurable d-dimensional random
vector and the driver f : [0, 1]×Ω×Rd×Rd×m → Rd is a P⊗B(Rd)⊗B(Rd×m)-
measurable mapping, where P denotes the σ-algebra of Ft-progressive measurable
sets on [0, 1] × Ω. In this paper, we need the following notation:
• H2,k: all P-measurable processes U = (Ut)0≤t≤1 with values in R
k such that
E[
∫ 1
0 |Us|
2ds] < +∞;
• H2,k×l: all P-measurable processes U = (Ut)0≤t≤1 with values in R
k×l such
that E[
∫ 1
0 |Us|
2ds] < +∞;
• S2,k: all continuous P-measurable processes U = (Ut)0≤t≤1 with values in
Rk such that E[ sup
0≤t≤1
|Ut|
2] < +∞.
Assumption 1. The process f(t, ω, 0, 0), (0 ≤ t ≤ 1) belongs to H2,d and,
for any (y, z) ∈ Rd ×Rd×m, the process (f(t, ω, y, z))0≤t≤1 is P-measurable.
Assumption 2.
(i) f is uniformly continuous in y uniformly with respect to (t, ω, z), i.e., there
exists a continuous non-decreasing function Φ from R+ to R+ with at most linear
growth and satisfying Φ(0) = 0 and Φ(x) > 0 for all x > 0 such that:
|f(t, y1, z) − f(t, y2, z)| ≤ Φ(|y1 − y2|), a.s., ∀t, y1, y2, z,
moreover,
∫
0+ [Φ(x)]
−1dx = +∞.
(ii) f is uniformly continuous in z, i.e., there exists a continuous function Ψ from
R+ into itself with at most linear growth and satisfying Ψ(0) = 0, such that:
|f(t, y, z1)− f(t, y, z2)| ≤ Ψ(||z1 − z2||), a.s., ∀t, y, z1, z2,
where ||z|| = [tr(zz∗)]
1
2 , z∗ is the transpose of z.
Definition 2.1 A pair of P-measurable process (y, z) = (yt, zt)0≤t≤1 valued in
Rd × Rd×m is called an adapted solution of BSDE (1), if (y, z) ∈ S2,d ×H2,d×m
and satisfies BSDE (1).
Proposition 2.2 (Hamade`ne [5]) Let φ be a continuous non-decreasing function
from R+ to R+ such that
∫
0+
dx
φ(x) = +∞ and φ(x) ≤ ax+b for all x ∈ R
+, where
a and b are given non-negative constants. If φ(x) > 0 for all x > 0, then the
following backward differential equation
uγ,ε(t) = γ +
∫ 1
t
(φ(uγ,ε(s)) + ε)ds, 0 ≤ t ≤ 1,
3
has a unique solution, where γ ≥ 0, ε ≥ 0. In particular, the solution uγ,ε(t) is
continuous with respect to γ, ε and satisfies that lim
ε→0
lim
γ→0
uγ,ε(t) = 0.
Now, we introduce a notion of envelope which plays an important role in
this paper. By Lemma 3 in Lepeltier and San Martin [8], we know, for a given
constant a ∈ R+, the following BSDE
y(t) = a+
∫ 1
t
(φ(y(s)) + ε)ds −
∫ 1
t
z(s)dB(s), (2)
has a unique solution y ≡ x and z ≡ 0, where
x(t) = a+
∫ 1
t
(φ(x(s)) + ε)ds.
For all stopping time τ such that 0 ≤ τ ≤ 1, it follows that
y(t) = y(τ) +
∫ τ
t
(φ(y(s)) + ε)ds −
∫ τ
t
z(s)dB(s)
= x(τ) +
∫ τ
t
(φ(y(s)) + ε)ds −
∫ τ
t
z(s)dB(s), 0 ≤ t ≤ τ,
and
x(t) = x(τ) +
∫ τ
t
(φ(x(s)) + ε)ds, 0 ≤ t ≤ τ. (3)
Obviously, it still holds that x(t) = y(t), 0 ≤ t ≤ τ, a.s.. On the other hand, Eq.
(3) can also be viewed as a random backward differential equation on [0, τ ], and
by Proposition 2.2, for P-a.s. ω ∈ Ω, Eq. (3) has a unique solution x(t, ω), 0 ≤
t ≤ τ(ω).
Let X(t), 0 ≤ t ≤ 1, be a nonnegative continuous and bounded process such
that sup
0≤t≤1
X(t) ≤ C, a.s., where C is a nonnegative constant, and let uγ(t) be
the solution of the following backward differential equation:
uγ(t) = γ +
∫ 1
t
(φ(uγ(s)) + ε)ds. (4)
Now, we denote φε(x) := φ(x) + ε and, for a given stopping time τ such that
0 ≤ τ ≤ 1,
Υ := {γ ≥ 0 : uγ(τ) ≥ X(τ), uγ is the
solution of Eq. (4)} .
(5)
If γ ≥ C, it is easy to obtain that X(τ) ≤ C ≤ uγ(τ), a.s.. This implies that Υ
is a nonempty set. Denoting γ0 := inf{γ : γ ∈ Υ}, then by the continuity of the
process X and the continuity of uγ(t) with respect to γ, we have uγ
0
(τ) ≥ X(τ),
it follows that γ0 ∈ Υ. Furthermore, we denote
θ(τ) := essinf {uγ(τ) : uγ(τ) ≥ X(τ), uγ is the
solution of Eq. (4), γ ≥ 0} ,
(6)
then
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Definition 2.3 For a given stopping time τ such that 0 ≤ τ ≤ 1, θ(τ) denoted
by (6) is called the φε-envelope of the process X at τ .
Remark 2.4 Obviously, we have θ(τ) = uγ0(τ). By the continuity of the process
X and the continuity of uγ(t) with respect to γ, it follows that, for any stopping
times (τi)i∈I , where I denotes an index set, such that τi → τ , θ(τi) → θ(τ). In
particular, if X(1) = 0, we have θ(1) = 0.
Remark 2.5 For all α > 0, if we denote Xα(t) := αX(t) and the φε-envelope
of the process Xα at τ by θα(τ), then we have θα(τ) = αθ(τ). And, as α→ 1, it
follows that θα(τ)→ θ(τ).
Lemma 2.6 Let A = {νi}i∈I be a set of stopping times such that νi1 ∧ νi2 ∈
A,∀i1, i2 ∈ I. If we denote τ := essinfi∈Iνi, then τ is a stopping time.
Proof. By the fact that νi1 ∧ νi2 ∈ A,∀i1, i2 ∈ I, we can obtain that there exists
a sequence of decreasing stopping times (τn)n≥1 ⊂ A such that
lim
n→+∞
E[τn] = inf
i∈I
E[νi].
Denoting η := ∧n∈Nτn and ηn := τn ∧ ν, ν ∈ A, then we have lim
n→+∞
ηn = η ∧ ν,
and
E[η ∧ ν] = lim
n→∞
E[ηn] ≥ inf
i∈I
E[νi] = E[η].
From the fact that η ∧ ν ≤ η, we have η ∧ ν = η, a.s., that is P-a.s. η ≤ ν,. On
the other hand, for any random variable θ satisfying θ ≤ νi,∀i ∈ I, it is obviously
η ≥ θ, a.s., hence, we have τ = η, a.s., and the desired result is obtained. 
Proposition 2.7 (Hamade`ne [5]) Let g be a mapping (t, ω, y, z) 7→ g(t, ω, y, z)
from [0, 1] × Ω × Rd × Rd×m to Rd satisfying Assumption 1. In addition, there
exists a continuous function ϕ from R+ ×R+ into R+ such that ϕ(0, 0) = 0 and
|g(t, ω, y1, z1)− g(t, ω, y2, z2)| ≤ ϕ(|y1 − y2|, ||z1 − z2||), ∀t, y1, y2, z1, z2, a.s.
Then there exists a sequence (gn)n≥0 such that:
(i) For any n ≥ 0, gn is a mapping from [0, 1]×Ω×R
d×Rd×m into Rd satisfying
Assumption 1 and which is Lipschitz with respect to (y, z) uniformly in (t, ω).
(ii) For all ε > 0, there is an Nε ≥ 0 such that, ∀n ≥ Nε, |gn(t, ω, y, z) −
g(t, ω, y, z)| ≤ ε for all t, y, z, a.s.
Remark 2.8 Actually, from Hamade`ne [5], we have gn := g ∗ ψn, the convolu-
tion product of g and ψn, where ψn : (y, z) ∈ R
d+d×m 7→ ψn(y, z) = n
2ψ(ny, nz)
and ψ is a function of C∞(Rd+d×m, R+) with compact support and satisfies∫
Rd+d×m
ψ(y, z)dydz = 1.
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3 The main result
For a given process h ∈ H2,1, if we denote H(t) :=
∫ t
0 |h(s)|ds, we have
Lemma 3.1 There exist countable stopping times {τ rk}r∈N,k∈N such that, for
P-a.s. ω ∈ {ω : τ rk (ω) < τ
r
k+1(ω)}, H(ω, τ
r
k (ω)) = H(ω, τ
r
k+1(ω)) or H(ω, ·) is
strictly increasing on [τ rk (ω), τ
r
k+1(ω)]. Moreover, for P-a.s. ω ∈ Ω,
⋃
r∈N
⋃
k∈N
[τ rk (ω), τ
r
k+1(ω)] =
[0, 1], a.e.
Before the proof of Lemma 3.1, we first see the following example:
Example 3.2 Let {hn}n≥1 be a sequence of P-measurable processes defined on
[0, 1] satisfying h2n ≡ 0 and
h2n−1(t) =
{
|Bt|+ 1, t ∈ [
1
22n−1
, 1
22n−2
],
0, t ∈ [0, 1
22n−1
) ∪ ( 1
22n−2
, 1].
If we denote h(t) :=
∑∞
n=1 hn(t), H(t) :=
∫ t
0 h(s)ds and
pi0 := 0,
pi2l−1(ω) := inf{t > pi2l−2(ω) : H(t, ω) = H(s, ω),∃s ∈ (t, 1]} ∧ 1,
pi2l(ω) := inf{t > pi2l−1(ω) : H(t, ω) < H(s, ω),∀s ∈ (t, 1]} ∧ 1, l ∈ N,
we have P-a.s. pil = 0, ∀l ∈ N .
Remark 3.3 Actually, for all stopping times θ1, θ2 satisfying θ1 ≤ θ2 and P (θ1 <
θ2) > 0, there exists a process on [θ1, θ2] satisfying the same property of h in
Example 3.2.
Now, we give the proof of Lemma 3.1.
Proof. Without loss of generality, we can suppose P ({ω : H(ω) ≡ 0}) < 1.
Now, we denote τr(ω) := inf{s : H(ω, s) ≥ r} ∧ 1, r ∈ Q
+, where Q+ denotes the
nonnegative rational numbers set on R, and
pir0 := τr,
pir2l−1(ω) := inf{t > pi
r
2l−2(ω) : H(ω, t) = H(ω, s),∃s ∈ (t, 1]} ∧ 1,
pir2l(ω) := inf{t > pi
r
2l−1(ω) : H(ω, t) < H(ω, s),∀s ∈ (t, 1]} ∧ 1, l ∈ N.
(7)
Obviously, τr and pi
r
l , l ∈ N, are all stopping times. If for arbitrary r ∈ Q
+, it
holds that pirl = τr,∀l ∈ N , then, from the continuity of H, we can obtain H ≡ 0,
a.s.. This contradicts to the fact that P ({ω : H(ω) ≡ 0}) < 1. Hence, there
must exist r0 ∈ Q
+ such that P (pir01 > τr0) > 0. From the definition of {pi
r
l }l≥1,
we have, for P-a.s. ω ∈ {ω : pir2l−1(ω) < pi
r
2l(ω)}, H(ω, pi
r
2l−1(ω)) = H(ω, pi
r
2l(ω))
and, for P-a.s. ω ∈ {ω : pir2l−2(ω) < pi
r
2l−1(ω)}, H(ω, ·) is strictly increasing on
[pir2l−2(ω), pi
r
2l−1(ω)]. Then, from the continuity of H and the fact that Q
+ is
countable, we get the desired result. 
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Remark 3.4 For a given r0 ∈ Q
+, the set of stopping times {pir0l }l≥1 defined
as (7) may be finite. Namely, there exists a constant l0 ≥ 1 such that pi
r0
l =
pir0l0 ,∀l > l0. For example, we consider the process H in Example 3.2 and denote
τrn(ω) := inf{s : H(s) ≥ rn} ∧ 1, rn ∈ {rn}n≥1, where {rn}n≥1 is a subset of Q
+
satisfying rn > 0,∀n, and rn → 0 as n→ +∞. Now, we denote
pirn0 := τrn ,
pirn2l−1(ω) := inf{t > pi
rn
2l−2(ω) : H(ω, t) = H(ω, s),∃s ∈ (t, 1]} ∧ 1,
pirn2l (ω) := inf{t > pi
rn
2l−1(ω) : H(ω, t) < H(ω, s),∀s ∈ (t, 1]} ∧ 1, l ∈ N.
Obviously, ∀rn > 0, the set {pi
rn
l }l≥1 is finite.
Remark 3.5 If, for P-a.s. ω ∈ {ω : τ rk (ω) < τ
r
k+1(ω)}, H(ω, τ
r
k (ω)) = H(ω, τ
r
k+1(ω)),
then, on [τ rk , τ
r
k+1], we can take a version of the process h such that h = 0, a.s.
And for the case of H(ω, ·) is strictly increasing on [τ rk (ω), τ
r
k+1(ω)], we can also
take a version of h on [τ rk , τ
r
k+1] such that |h| > 0, a.s. Therefore, there exists a
version of h on [0, 1] such that, for P-a.s. ω ∈ {ω : τ rk (ω) < τ
r
k+1(ω)}, h(ω, ·) = 0
or |h(ω, ·)| > 0 on [τ rk (ω), τ
r
k+1(ω)]. At this time, the stopping times defined by
(7) can be denoted by
pir2l−1(ω) := inf{t > pi
r
2l−2(ω) : |h(ω, t)| = 0} ∧ 1,
pir2l(ω) := inf{t > pi
r
2l−1(ω) : |h(ω, t)| > 0} ∧ 1, l ∈ N.
Remark 3.6 Obviously, from the proof of Lemma 3.1, we can use {τ rk}r∈Q+,k∈N
instead of {τ rk}k,r∈N in Lemma 3.1. If we denote τ
r := lim
k→+∞
τ rk ,∀r ∈ Q
+, for
P-a.s. ω ∈ Ω, we have
(
⋃
r∈Q+
⋃
k∈N
[τ rk (ω), τ
r
k+1(ω)])
⋃
(
⋃
r∈Q+
τ r(ω)) = [0, 1], a.e..
In the following, we will use {τ rk}r∈Q+,k∈N instead of {τ
r
k}k,r∈N in Lemma 3.1.
Now, we are ready to prove the main result of this paper. Let (fn)n≥0 be a
sequence of mappings from [0, 1] × Ω × Rd+d×m into Rd such that, for all n ≥
0, fn = f ∗ψn, the convolution product of f and ψn. By Proposition 2.7, it follows
that (fn)n≥0 converges uniformly to f and for any n ≥ 0, fn satisfies Assumption
1 and is Lipschitz with respect to (y, z) uniformly in (t, ω). In addition, we have
|fn(t, y1, z)− fn(t, y2, z)| ≤ Φ(|y1 − y2|), ∀y1, y2,
|fn(t, y, z1)− fn(t, y, z2)| ≤ Ψ(||z1 − z2||), ∀z1, z2.
Let (yn, zn) be the solution to BSDE associated with (fn, ξ), that is
(yn, zn) ∈ S
2,d ×H2,d×m,
yn(t) = ξ +
∫ 1
t
fn(s, yn(s), zn(s))ds −
∫ 1
t
zn(s)dBs.
(8)
And from Proposition 2.7, for any ε > 0, there exists Nε > 0 such that if n,m ≥
Nε, then |fn(t, y, z) − fm(t, y, z)| < ε, a.s. In the following, y
i
n, y
i, ξi, f in, f
i and
zin, z
i denote respectively the ith components and rows of yn, y, ξ, fn, f and zn, z,
i = 1, ..., d, and the linear growth of Φ and Ψ are denoted by |Φ(x)| ≤ K(1+ |x|)
and |Ψ(x)| ≤ K(1 + |x|),K ≥ 0.
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Theorem 3.7 Suppose that ξ ∈ L2(Ω,F , P ) and f satisfies Assumptions 1 and
2, then the following BSDE
yt = ξ +
∫ 1
t
f(s, ys, zs)ds−
∫ 1
t
zsdBs, 0 ≤ t ≤ 1, (9)
has a unique solution (y, z).
Without loss of generality, we will suppose d = 2 in the following.
Proof. Existence. Step 1. In this step we show that the sequence (yn, zn)n≥0
has a subsequence such that |ym−yn| and E[
∫ 1
0 ||zm(s)−zn(s)||
2ds] are uniformly
bounded with respect to m,n. When m,n ≥ Nε, by Itoˆ’s formula
(ym (t)− yn (t))
2
= 2
∫ 1
t
(ym(s)− yn(s))(fm(s, ym(s), zm(s))− fn(s, yn(s), zn(s)))ds
−
∫ 1
t
(zm(s)− zn(s))
2ds− 2
∫ 1
t
(ym(s)− yn(s))(zm(s)− zn(s))dBs
= 2
∫ 1
t
(ym(s)− yn(s))(fm(s, ym(s), zm(s))− fm(s, yn(s), zm(s)))ds
+2
∫ 1
t
(ym(s)− yn(s))(fm(s, yn(s), zm(s))− fm(s, yn(s), zn(s)))ds
+2
∫ 1
t
(ym(s)− yn(s))(fm(s, yn(s), zn(s))− fn(s, yn(s), zn(s)))ds
−
∫ 1
t
(zm(s)− zn(s))
2ds− 2
∫ 1
t
(ym(s)− yn(s))(zm(s)− zn(s))dBs
≤ 2
∫ 1
t
|ym(s)− yn(s)|Φ(|ym(s)− yn(s)|)ds
+2
∫ 1
t
|ym(s)− yn(s)|Ψ(||zm(s)− zn(s)||)ds
+2
∫ 1
t
|ym(s)− yn(s)||fm(s, yn(s), zn(s))− fn(s, yn(s), zn(s))|ds
−
∫ 1
t
(zm(s)− zn(s))
2ds− 2
∫ 1
t
(ym(s)− yn(s))(zm(s)− zn(s))dBs
≤ 2K
∫ 1
t
|ym(s)− yn(s)|(|ym(s)− yn(s)|+ 1)ds
+2K
∫ 1
t
|ym(s)− yn(s)|(||zm(s)− zn(s)||+ 1)ds
+2ε
∫ 1
t
|ym(s)− yn(s)|ds −
∫ 1
t
||zm(s)− zn(s)||
2ds
−2
∫ 1
t
(ym(s)− yn(s))(zm(s)− zn(s))dBs
≤ (ε2 + 4K2) + (K2 + 2K + 2)
∫ 1
t
|ym(s)− yn(s)|
2ds
−2
∫ 1
t
(ym(s)− yn(s))(zm(s)− zn(s))dBs,
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taking conditional expectation on both sides, for each 0 ≤ v ≤ t ≤ 1, we get
EFv [(ym(t)− yn(t))
2] ≤ (ε2 +4K2) + (K2 +2K +2)
∫ 1
t
EFv [|ym(s)− yn(s)|
2]ds,
by Gronwall’s inequality we have EFv [(ym(t)− yn(t))
2] ≤ (ε2 +4K2)e(K
2+2K+2).
If we let v = t, we obtain that (ym(t) − yn(t))
2 ≤ C, by which we also have
E[
∫ 1
0 ||zm(s) − zn(s)||
2ds] ≤ C for m,n > Nε, where C is a constant which may
change from one line to another. In the following, for the notational simplicity,
the subsequence of (yn, zn)n≥0 is still denoted by (yn, zn)n≥0.
Step 2. We show that when (yn)n≥0 is a Cauchy sequence on [τ1, τ2] in S
2,d,
it follows also for (zn)n≥0 on [τ1, τ2] in H
2,d×m, where τ1 and τ2 are two stopping
times satisfying 0 ≤ τ1 ≤ τ2 ≤ 1 and P (τ1 < τ2) > 0.
Using Itoˆ’s formula, we have on [τ1, τ2]
E
[∫ τ2
t
||zm(s)− zn(s)||
2ds
]
≤ E
[
(ym(τ2)− yn(τ2))
2
]
− E
[
(ym(t)− yn(t))
2
]
+2E
[∫ τ2
t
(ym(s)− yn(s))(fm(s, ym(s), zm(s))− fn(s, yn(s), zn(s)))ds
]
≤ E
[
(ym(τ2)− yn(τ2))
2
]
− E
[
(ym(t)− yn(t))
2
]
+2
√
E
[
sup
τ1≤s≤τ2
|ym(s)− yn(s)|2
]
×
√
E
[∫ τ2
t
|fm(s, ym(s), zm(s))− fn(s, yn(s), zn(s))|
2ds
]
,
On the other hand, Step 1 implies that there exists a constant C ≥ 0 such that,
for all m,n ≥ 0,
E
[∫ τ2
t
|fm(s, ym(s), zm(s))− fn(s, yn(s), zn(s))|
2ds
]
≤ C.
Hence, the sequence (zn)n≥0 is a Cauchy sequence on [τ1, τ2] in H
2,d×m.
Step 3. (i) For allm,n,m 6= n, we denote zmn(t) :=
2∑
i=1
sgn(yim(t)−y
i
n(t))(z
i
m(t)−
zin(t)) and Zmn(t) :=
∫ t
0 |zmn(s)|ds, respectively. By Lemma 3.1, we know that
there exist countable stopping times {τ r,mnk }r∈Q+,k∈N such that, for P-a.s. ω ∈
{ω : τ r,mnk (ω) < τ
r,mn
k+1 (ω)}, Zmn(ω, ·) is strictly increasing on [τ
r,mn
k (ω), τ
r,mn
k+1 (ω)]
or Zmn(ω, τ
r,mn
k (ω)) = Zmn(ω, τ
r,mn
k+1 (ω)). Moreover, for P-a.s. ω ∈ Ω, [0, 1] =⋃
r∈Q+
⋃
k∈N
[τ r,mnk (ω), τ
r,mn
k+1 (ω)], a.e. In the following, as Remark 3.5, for given
m,n,m 6= n, we will take a version of the process zmn such that, for P-a.s.
ω ∈ {ω : τ r,mnk (ω) < τ
r,mn
k+1 (ω)}, |zmn(ω, ·)| > 0 on (τ
r,mn
k (ω), τ
r,mn
k+1 (ω)) or
|zmn(ω, ·)| = 0 on [τ
r,mn
k (ω), τ
r,mn
k+1 (ω)].
9
(ii) For given r0 ∈ Q
+, k0 ≥ 1 satisfying P (τ
r0,mn
k0
< τ
r0,mn
k0+1
) > 0 and ∀m,n >
Nε,m 6= n, if |zmn| > 0 on [τ
r0,mn
k0
, τ
r0,mn
k0+1
], for all ε0 ∈ (0, 1), we denote
τmnε0 (ω) := inf
{
t > τ
r0,mn
k0
(ω) : |zmn(t, ω)| ≥ ε0
}
∧ τ r0,mnk0+1 ,
ϑmnε0 (ω) := inf
{
t > τ
r0,mn
k0
(ω) : ||zm(t, ω)− zn(t, ω)|| ≥
1
ε0
}
∧ τ r0,mnk0+1 ,
νmnε0 (ω) := inf
{
t > τmnε0 (ω) : |zmn(s, ω)| < ε0
}
∧ τ r0,mnk0+1 ,
τmnε0,1 := ν
mn
ε0
∧ ϑmnε0 , τ
mn
ε0,2 := τ
mn
ε0
∧ τmnε0,1.
Obviously, τmnε0 , ϑ
mn
ε0
and νmnε0 are all stopping times, this implies that τ
mn
ε0,1
and
τmnε0,2 are also stopping times. Since P (τ
r0,mn
k0
< τ
r0,mn
k0+1
) > 0 and P-a.s. |zmn| > 0
on {ω : τ r0,mnk0 (ω) < τ
r0,mn
k0+1
(ω)}, then we have P-a.s. τmnε0,2 → τ
r0,mn
k0
, τmnε0,1 →
τ
r0,mn
k0+1
as ε0 → 0. Hence, there exists ε0 ∈ (0, 1) such that P (τ
mn
ε0,2 < τ
mn
ε0,1) > 0.
(iii) For i ∈ {1, 2}, by Tanaka’s formula, we have
|yin(t)− y
i
m(t)|
≤ |yin(τ
mn
ε0,1)− y
i
m(τ
mn
ε0,1)|
+
∫ τmnε0,1
t
sgn(yin(s)− y
i
m(s))(f
i
n(s, yn(s), zn(s))− f
i
m(s, ym(s), zm(s)))ds
−
∫ τmnε0,1
t
sgn(yin(s)− y
i
m(s))(z
i
n(s)− z
i
m(s))dBs
≤ |yin(τ
mn
ε0,1
)− yim(τ
mn
ε0,1
)|+
∫ τmnε0,1
t
(Φ(|yn(s)− ym(s)|) + ε)ds
+
∫ τmnε0,1
t
Ψ(||zn(s)− zm(s)||)ds
−
∫ τmnε0,1
t
sgn(yin(s)− y
i
m(s))(z
i
n(s)− z
i
m(s))dBs, τ
mn
ε0,2 ≤ t ≤ τ
mn
ε0,1,
it follows that
2∑
i=1
|yin(t)− y
i
m(t)|
≤
2∑
i=1
|yin(τ
mn
ε0,1)− y
i
m(τ
mn
ε0,1)|+ 3
∫ τmnε0,1
t
(Φ(|yn(s)− ym(s)|) + ε)ds
+2
∫ τmnε0,1
t
Ψ(||zn(s)− zm(s)||)ds
−
∫ τmnε0,1
t
2∑
i=1
sgn(yin(s)− y
i
m(s))(z
i
n(s)− z
i
m(s))dBs
≤
2∑
i=1
|yin(τ
mn
ε0,1)− y
i
m(τ
mn
ε0,1)|+ 3
∫ τmnε0,1
t
(Φ(|yn(s)− ym(s)|) + ε)ds
−
∫ τmnε0,1
t
2∑
i=1
sgn(yin(s)− y
i
m(s))(z
i
n(s)− z
i
m(s))dB
mn
s , τ
mn
ε0,2 ≤ t ≤ τ
mn
ε0,1,
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the process Bmn is a Brownian motion on [0, τmnε0,1] under P
mn which is equivalent
to P and defined by
dPmn
dP
= exp
(∫ τmnε0,1
0
ηmn(s)dBs −
1
2
∫ τmnε0,1
0
|ηmn(s)|
2ds
)
,
where
ηmn(t) :=


2Ψ(||zn(t)−zm(t)||)
2∑
i=1
sgn(yin(t)−y
i
m(t))(z
i
n(t)−z
i
m(t))
, τmnε0,2 ≤ t ≤ τ
mn
ε0,1
,
0, 0 ≤ t < τmnε0,2.
Then taking the conditional expectation under Pmn, we have
2∑
i=1
|yim(t)− y
i
n(t)|
≤ Emn
[
2∑
i=1
|yim(τ
mn
ε0,1)− y
i
n(τ
mn
ε0,1)||Ft
]
+Emn
[
3
∫ τε0,1
t
(Φ(|ym(s)− yn(s)|) + ε)ds|Ft
]
, τmnε0,2 ≤ t ≤ τ
mn
ε0,1.
(10)
Denoting Φε(x) := 3(Φ(x) + ε), x ∈ R
+. By the continuity of ym, yn and
|ym(t) − yn(t)| ≤ C,∀m,n,m 6= n, we know that, for all stopping time ϑ such
that 0 ≤ ϑ ≤ 1, a.s., there exists a Φε-envelope of the process |y
1
m−y
1
n|+ |y
2
m−y
2
n|
at ϑ denoted by θ(ϑ) such that |y1m(ϑ) − y
1
n(ϑ)| + |y
2
m(ϑ) − y
2
n(ϑ)| ≤ θ(ϑ), a.s..
Moreover, θ(ϑ)→ 0 as ϑ→ 1.
Now, we consider the following equation:
uε0(t) = θ(τmnε0,1) + 3
∫ τmnε0,1
t
(Φ(uε0(s)) + ε)ds, (11)
where 0 ≤ t ≤ τmnε0,1. From the definition of θ(τ
mn
ε0,1), we know Eq. (11) has
a unique solution uε0(t) and uε0(t),∀t, is a constant. Taking the conditional
expectation on both side, it follows that
uε0(t) = Emn[θ(τmnε0,1) + 3
∫ τmnε0,1
t
(Φ(uε0(s)) + ε)ds|Ft].
From Appendix, we have P-a.s.
|y1m(t)− y
1
n(t)|+ |y
2
m(t)− y
2
n(t)| ≤ u
ε0(t), τmnε0,2 ≤ t ≤ τ
mn
ε0,1. (12)
As ε0 → 0, we have τ
mn
ε0,2 → τ
r0,mn
k0
, τmnε0,1 → τ
r0,mn
k0+1
and |yim(τ
mn
ε0,1) − y
i
n(τ
mn
ε0,1)| →
|yim(τ
r0,mn
k0+1
)− yin(τ
r0,mn
k0+1
)|, i = 1, 2, this implies that P-a.s.
lim
ε0→0
θ(τmnε0,1) = θ(τ
r0,mn
k0+1
),
and
lim
ε0→0
uε0(t) = ur0k0+1(t),
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where
ur0k0+1(t) = θ(τ
r0,mn
k0+1
) + 3
∫ τr0,mn
k0+1
t
(Φ(ur0k0+1(s)) + ε)ds.
Hence, as ε0 → 0, we can obtain P-a.s.
|y1m(t)− y
1
n(t)|+ |y
2
m(t)− y
2
n(t)| ≤ u
r0
k0+1
(t), τ r0,mnk0 ≤ t ≤ τ
r0,mn
k0+1
. (13)
Step 4. (i) If |zmn| = 0 on [τ
r0,mn
k0
, τ
r0,mn
k0+1
], we denote Z1mn(t) :=
∫ t
τ
r0,mn
k0
|z1m(s)−
z1n(s)|ds, τ
r0,mn
k0
≤ t ≤ τ r0,mnk0+1 . By Lemma 3.1, it follows that there exist count-
able stopping times {ρr,mnk }r∈Q+,k∈N such that, for P-a.s. ω ∈ {ω : ρ
r,mn
k (ω) <
ρ
r,mn
k+1 (ω)}, Z
1
mn(ω, ρ
r,mn
k (ω)) = Z
1
mn(ω, ρ
r,mn
k+1 (ω)) or Z
1
mn(ω, ·) is strictly increas-
ing on [ρr,mnk (ω), ρ
r,mn
k+1 (ω)]. Moreover, for P-a.s. ω ∈ Ω,
⋃
r∈Q+
⋃
k∈N
[ρr,mnk (ω), ρ
r,mn
k+1 (ω)] =
[τ r0,mnk0 (ω), τ
r0,mn
k0+1
(ω)], a.e.. In the following, as Remark 3.5, for given r and k,
we will take a version of zm such that z
1
m(t) − z
1
n(t) = z
2
m(t) − z
2
n(t) = 0 on
[ρr,mnk , ρ
r,mn
k+1 ] or sgn(y
1
m(t)− y
1
n(t))(z
1
m(t)− z
1
n(t)) = −sgn(y
2
m(t)− y
2
n(t))(z
2
m(t)−
z2n(t)) 6= 0 on (ρ
r,mn
k , ρ
r,mn
k+1 ).
(ii) For given r1 and k1 satisfying P (ρ
r1,mn
k1
< ρ
r1,mn
k1+1
) > 0, we first consider
the case of z1m − z
1
n = z
2
m − z
2
n = 0 on [ρ
r1,mn
k1
, ρ
r1,mn
k1+1
]. By Tanaka’s formula, we
have
2∑
i=1
|yin(t)−y
i
m(t)| ≤
2∑
i=1
|yin(ρ
r1,mn
k1+1
)−yim(ρ
r1,mn
k1+1
)|+3
∫ ρr1,mn
k1+1
t
(Φ(|yn(s)−ym(s)|)+ε)ds.
Obviously, we have
2∑
i=1
|yin(t)− y
i
m(t)| ≤ u
r1
k1+1
(t), ρr1,mnk1 ≤ t ≤ ρ
r1,mn
k1+1
, (14)
where ur1k1+1(t) is the solution of the following equation:
ur1k1+1(t) = θ(ρ
r1,mn
k1+1
) + 3
∫ ρr1,mn
k1+1
t
(Φ(ur1k1+1(s)) + ε)ds,
and θ(ρr1,mnk1+1 ) is the Φε-envelope of the process
2∑
i=1
|yin − y
i
m| at ρ
r1,mn
k1+1
.
(iii) If sgn(y1m(t)−y
1
n(t))(z
1
m(t)−z
1
n(t)) = −sgn(y
2
m(t)−y
2
n(t))(z
2
m(t)−z
2
n(t)) 6=
0 on (ρr1,mnk1 , ρ
r1,mn
k1+1
). For all ε0 ∈ (0, 1), we denote
τmn,1ε0 (ω) := inf
{
t > ρ
r1,mn
k1
(ω) : |z1m(t, ω)− z
1
n(t, ω)| ≥ ε0
}
∧ ρr1,mnk1+1 ,
ϑmnε0,1(ω) := inf
{
t > ρ
r1,mn
k1
(ω) : ||zm(t, ω)− zn(t, ω)|| ≥
1
ε0
}
∧ ρr1,mnk1+1 ,
νmn,1ε0 (ω) := inf
{
t > τmn,1ε0 (ω) : |z
1
m(t, ω)− z
1
n(t, ω)| < ε0
}
∧ ρr1,mnk1+1 ,
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τ
mn,1
ε0,1
:= νmn,1ε0 ∧ ϑ
mn
ε0,1, τ
mn,1
ε0,2
:= τmn,1ε0 ∧ τ
mn,1
ε0,1
.
Obviously, we have P-a.s. τmn,1ε0,2 → ρ
r1,mn
k1
, τmn,1ε0,1 → ρ
r1,mn
k1+1
as ε0 → 0. Hence,
there exists ε0 ∈ (0, 1) such that P (τ
mn,1
ε0,2
< τ
mn,1
ε0,1
) > 0.
Then by Tanaka’s formula, it follows that, ∀α ∈ (0, 1),
(1 + α)|y1n(t)− y
1
m(t)|+ |y
2
n(t)− y
2
m(t)|
≤ (1 + α)|y1n(τ
mn,1
ε0,1
)− y1m(τ
mn,1
ε0,1
)|+ |y2n(τ
mn,1
ε0,1
)− y2m(τ
mn,1
ε0,1
)|
+3
∫ τmn,1ε0,1
t
(Φ(|yn(s)− ym(s)|) + ε)ds + 3
∫ τmn,1ε0,1
t
Ψ(||zn(s)− zm(s)||)ds
−α
∫ τmn,1ε0,1
t
sgn(y1n(s)− y
1
m(s))(z
1
n(s)− z
1
m(s))dBs
= (1 + α)|y1n(τ
mn,1
ε0,1
)− y1m(τ
mn,1
ε0,1
)|+ |y2n(τ
mn,1
ε0,1
)− y2m(τ
mn,1
ε0,1
)|
+3
∫ τmn,1ε0,1
t
(Φ(|yn(s)− ym(s)|) + ε)ds
−α
∫ τmn,1ε0,1
t
sgn(y1n(s)− y
1
m(s))(z
1
n(s)− z
1
m(s))dB
mn,1
s , τ
mn,1
ε0,2
≤ t ≤ τmn,1ε0,1 ,
the process Bmn,1 is a Brownian motion on [0, τmn,1ε0,1 ] under P
mn,1 which is equiv-
alent to P and defined by
dPmn,1
dP
= exp
(∫ τmn,1ε0,1
0
ηmn,1(s)dBs −
1
2
∫ τmn,1ε0,1
0
|ηmn,1(s)|
2ds
)
,
where
ηmn,1(t) :=
{
3Ψ(||zn(t)−zm(t)||)
α·sgn(y1n(t)−y
1
m(t))(z
1
n(t)−z
1
m(t))
, τ
mn,1
ε0,2
≤ t ≤ τmn,1ε0,1 ,
0, 0 ≤ t < τmn,1ε0,2 .
Then taking the conditional expectation under Pmn,1, we have
(1 + α)|y1n(t)− y
1
m(t)|+ |y
2
n(t)− y
2
m(t)|
≤ Emn,1
[
(1 + α)|y1n(τ
mn,1
ε0,1
)− y1m(τ
mn,1
ε0,1
)|+ |y2n(τ
mn,1
ε0,1
)− y2m(τ
mn,1
ε0,1
)||Ft
]
+Emn,1
[
3
∫ τmn,1ε0,1
t
(Φ(|ym(s)− yn(s)|) + ε)ds|Ft
]
, τ
mn,1
ε0,2
≤ t ≤ τmn,1ε0,1 .
(15)
Let θα(τ
mn,1
ε0,1
) be the Φε-envelope of the process (1 + α)|y
1
n(t)− y
1
m(t)|+ |y
2
n(t)−
y2m(t)| at τ
mn,1
ε0,1
and we consider the following equation:
uε0,1α (t) = θα(τ
mn,1
ε0,1
) + 3
∫ τmn,1ε0,1
t
(Φ(uε0,1α (s)) + ε)ds.
Obviously, we have
(1 + α)|y1n(t)− y
1
m(t)|+ |y
2
n(t)− y
2
m(t)| ≤ u
ε0,1
α (t), τ
mn,1
ε0,2
≤ t ≤ τmn,1ε0,1 .
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First, let ε0 → 0, it follows that
(1+α)|y1n(t)− y
1
m(t)|+ |y
2
n(t)− y
2
m(t)| ≤ u
r1
k1+1,α
(t), ρr1,mnk1 ≤ t ≤ ρ
r1,mn
k1+1
, (16)
where
ur1k1+1,α(t) = θα(ρ
r1,mn
k1+1
) + 3
∫ ρr1,mn
k1+1
t
(Φ(ur1k1+1,α(s)) + ε)ds.
On the other hand, from the fact that
2∑
i=1
|yin(t)−y
i
m(t)| ≤ (1+α)|y
1
n(t)−y
1
m(t)|+
|y2n(t) − y
2
m(t)| ≤ (1 + α)
2∑
i=1
|yin(t) − y
i
m(t)|, we can conclude that θα(ρ
r1,mn
k1+1
) →
θ(ρr1,mnk1+1 ) as α→ 0. Hence, as α→ 0, it follows that u
r1
k1+1,α
(t)→ ur1k1+1(t) and
2∑
i=1
|yin(t)− y
i
m(t)| ≤ u
r1
k1+1
(t), ρr1,mnk1 ≤ t ≤ ρ
r1,mn
k1+1
, (17)
where
ur1k1+1(t) = θ(ρ
r1,mn
k1+1
) + 3
∫ ρr1,mn
k1+1
t
(Φ(ur1k1+1(s)) + ε)ds.
(iv) Let ur1l+1(t) be the solution to the following equation:
ur1l+1(t) = θ(ρ
r1,mn
l+1 ) + 3
∫ ρr1,mn
l+1
t
(Φ(ur1l+1(s)) + ε)ds, (18)
where l > k1 + 1, then we also have
2∑
i=1
|yin(t)− y
i
m(t)| ≤ u
r1
l+1(t), ρ
r1,mn
k1
≤ t ≤ ρr1,mnk1+1 . (19)
In fact, similar to the proof of the inequality (14) and (17), we have P-a.s.
2∑
i=1
|yin(t)− y
i
m(t)| ≤ u
r1
l+1(t), ρ
r1,mn
l ≤ t ≤ ρ
r1,mn
l+1 . (20)
Then, on [0, ρr1,mnl ], Eq. (18) becomes
ur1l+1(t) = u
r1
l+1(ρ
r1,mn
l ) + 3
∫ ρr1,mn
l
t
(Φ(ur1l+1(s)) + ε)ds,
By (20) and the definition of θ(ρr1,mnl ), we have θ(ρ
r1,mn
l ) ≤ u
r1
l+1(ρ
r1,mn
l ). Hence,
on [ρr1,mnl−1 , ρ
r1,mn
l ], we have
2∑
i=1
|yin(t)− y
i
m(t)| ≤ u
r1
l+1(t).
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It follows that
2∑
i=1
|yin(t)− y
i
m(t)| ≤ u
r1
l+1(t), ρ
r1,mn
l−1 ≤ t ≤ ρ
r1,mn
l+1 .
Taking the above procedure step by step, we can obtain
2∑
i=1
|yin(t)− y
i
m(t)| ≤ u
r1
l+1(t), ρ
r1,mn
k1
≤ t ≤ ρr1,mnl+1 ,
and we get the inequality (19).
If we let l→ +∞ and denote ρr1,mn := lim
l→+∞
ρ
r1,mn
l , it is easy to obtain that
2∑
i=1
|yin(t)− y
i
m(t)| ≤ u
r1(t), ρr1,mnk1 ≤ t ≤ ρ
r1,mn,
where
ur1(t) = θ(ρr1,mn) + 3
∫ ρr1,mn
t
(Φ(ur1(s)) + ε)ds.
(v) For all stopping time sequence {ρr,mnk }k∈N , we denote ρ
r,mn := lim
k→+∞
ρ
r,mn
k .
Now, we show that, for all r2 > r1 and ∀ρ
r2,mn
k2+1
∈ {ρr2,mnk }k∈N , it still holds that
2∑
i=1
|yim(t, ω)− y
i
n(t, ω)| ≤ u
r2
k2+1
(t, ω), ρr1,mnk1 (ω) ≤ t ≤ ρ
r1,mn
k1+1
(ω), (21)
for P-a.s. ω ∈ {ω : ρr2,mnk2+1 (ω) ≥ ρ
r1,mn
k1+1
(ω)}, where
ur2k2+1(t) = θ(ρ
r2,mn
k2+1
) + 3
∫ ρr2,mn
k2+1
t
(Φ(ur2k2+1(s)) + ε)ds.
Similar to (ii) and (iii), we can obtain
2∑
i=1
|yim(t)− y
i
n(t)| ≤ u
r2
k2+1
(t), ρr2,mnk2 ≤ t ≤ ρ
r2,mn
k2+1
, a.s. (22)
Let A = {ρr,mnk : r ∈ Q1, k ∈ N} be a set of all stopping times, where Q1 ⊆
[r1, r2] ∩Q
+, such that
2∑
i=1
|yim(t)− y
i
n(t)| ≤ u
r2
k2+1
(t), ρr,mnk ≤ t ≤ ρ
r2,mn
k2+1
, a.s..
Obviously, ρr2,mnk2 ∈ A. Hence, A is not an empty set. On the other hand, similar
to (iv), we know if there exist r3 ∈ [r1, r2) ∩Q
+ and k3 ∈ N such that
2∑
i=1
|yim(t)− y
i
n(t)| ≤ u
r2
k2+1
(t), ρr3,mnk3 ≤ t ≤ ρ
r2,mn
k2+1
, a.s.,
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then for all k ∈ N , it still holds that
2∑
i=1
|yim(t)− y
i
n(t)| ≤ u
r2
k2+1
(t), ρr3,mnk ≤ t ≤ ρ
r2,mn
k2+1
, a.s..
Now, we denote ρ := essinf{ρr,mnk : r ∈ Q1, k ∈ N}. For all ρ
ri,mn
ki
, ρ
rj ,mn
kj
∈ A,
it obviously holds that ρri,mnki ∧ ρ
rj ,mn
kj
∈ A. And by Lemma 2.6, we know ρ is a
stopping time. By the continuity of |ym(·)− yn(·)| and u
r1
k1+1
(·), it follows that
2∑
i=1
|yim(t)− y
i
n(t)| ≤ u
r2
k2+1
(t), ρ ≤ t ≤ ρr2,mnk2+1 , a.s.
Now, we show ρ ≤ ρr1,mnk1 , a.s.. Otherwise, we denote Q2 := ([r1, r2] ∩Q
+) \Q1.
By the continuity of Z1mn and the fact that, for P-a.s. ω ∈ Ω,
(
⋃
r∈Q+
⋃
k∈N
[ρr,mnk (ω), ρ
r,mn
k+1 (ω)])
⋃
(
⋃
r∈Q+
ρr,mn(ω)) = [τ r0,mnk0 (ω), τ
r0,mn
k0+1
(ω)], a.e.,
it is easy to obtain that there exists r4 ∈ Q2 such that ρ
r4,mn ≥ ρ, a.s.. By (iv),
it follows that P-a.s.
2∑
i=1
|yim(t)− y
i
n(t)| ≤ u
r2
k2+1
(t), ρr4,mnk ≤ t ≤ ρ
r2,mn
k2+1
, ∀k ∈ N,
this contradicts to the definition of Q1. Therefore it holds that ρ ≤ ρ
r1,mn
k1
and
we get the inequality (21).
(vi) Now, we take a subsequence of {ρr,mnk }r∈Q+,k∈N denoted by {ρ
mn
k }k∈N
such that ρmnk → τ
r0,mn
k0+1
as k → +∞ and we consider the following equation:
vk(t) = θ(ρ
mn
k ) + 3
∫ ρmn
k
t
(Φ(vk(s)) + ε)ds,
then we have P-a.s.
∑2
i=1 |y
i
m(t) − y
i
n(t)| ≤ vk(t), ρ
r1,mn
k1
≤ t ≤ ρr1,mnk1+1 , ∀k ∈ N ,
on {ω : ρmnk (ω) ≥ ρ
r1,mn
k1+1
(ω)}. Let k → +∞, it follows that θ(ρmnk ) → θ(τ
r0,mn
k0+1
),
then we have P-a.s.
2∑
i=1
|yim(t)− y
i
n(t)| ≤ u
r0
k0+1
(t), ρr1,mnk1 ≤ t ≤ ρ
r1,mn
k1+1
, (23)
where
ur0k0+1(t) = θ(τ
r0,mn
k0+1
) + 3
∫ τr0,mn
k0+1
t
(Φ(ur0k0+1(s)) + ε)ds,
From the arbitrariness of k1, r1, we can conclude that P-a.s.
2∑
i=1
|yim(t)− y
i
n(t)| ≤ u
r0
k0+1
(t), τ r0,mnk0 ≤ t ≤ τ
r0,mn
k0+1
. (24)
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Step 5. By (13), (24), similar to the proof of (iv) and (v) in Step 4, we can
obtain that for all r5 > r0 and ∀τ
r5,mn
k ∈ {τ
r5,mn
k }k∈N , it still holds that
2∑
i=1
|yim(t, ω)− y
i
n(t, ω)| ≤ u
r5
k (t, ω), τ
r0,mn
k0
(ω) ≤ t ≤ τ r0,mnk0+1 (ω), (25)
for P-a.s. ω ∈ {ω : τ r0,mnk0+1 (ω) ≤ τ
r5,mn
k (ω)}, where
ur5k (t) = θ(τ
r5,mn
k ) + 3
∫ τr5,mn
k
t
(Φ(ur5k (s)) + ε)ds.
Now, we take a subsequence of {τ r,mnk }r∈Q+,k∈N denoted by {τ
mn
k }k∈N such that
τmnk → 1 as k → +∞ and we consider the following equation:
Vk(t) = θ(τ
mn
k ) + 3
∫ τmn
k
t
(Φ(Vk(s)) + ε)ds,
then we have P-a.s.
∑2
i=1 |y
i
m(t) − y
i
n(t)| ≤ Vk(t), τ
r0,mn
k0
≤ t ≤ τ r0,mnk0+1 , ∀k ∈ N ,
on {ω : τmnk (ω) ≥ τ
r0,mn
k0+1
(ω)}. Let k → +∞, it follows that θ(τmnk ) → θ(1) = 0
and P ({ω : τmnk (ω) ≥ τ
r0,mn
k0+1
(ω)})→ 1, then we have P-a.s.
2∑
i=1
|yim(t)− y
i
n(t)| ≤ V
ε(t), τ r0,mnk0 ≤ t ≤ τ
r0,mn
k0+1
, (26)
where
V ε(t) = 3
∫ 1
t
(Φ(V ε(s)) + ε)ds,
From the fact that V ε(t) → 0 as ε → 0 and the arbitrariness of r0, k0, we can
conclude that (yn)n≥0 is a Cauchy sequence in S
2,d and converges to a process
which we denote by y. By Step 2, we know that (zn)n≥0 is also a Cauchy sequence
in H2,d×m and converges to a process z.
Step 6. Now, we show the processes (y, z) are the solution to BSDE (9) on
[0, 1]. For any n ≥ 1, we know from (8) that
yn(t) = ξ +
∫ 1
t
fn(s, yn(s), zn(s))ds −
∫ 1
t
zn(s)dBs, 0 ≤ t ≤ 1.
For a fixed t, the sequences (yn(t))n≥0 and (
∫ 1
t
zn(s)dBs)n≥0 converge in L
2(Ω,F , P )
towards yt and
∫ 1
t
zsdBs, respectively. On the other hand,
E
[
|
∫ 1
t
fn(s, yn(s), zn(s))ds −
∫ 1
t
f(s, y(s), z(s))ds|
]
≤ E
[∫ 1
0
|fn(s, yn(s), zn(s))− f(s, yn(s), zn(s))|ds
]
+E
[∫ 1
0
|f(s, yn(s), zn(s))− f(s, y(s), z(s))|ds
]
.
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The first term converges to 0 as n → +∞ since (fn)n≥0 converges uniformly to
f . In addition, for any K ≥ 0, we have
E
[∫ 1
0
|f(s, yn(s), zn(s))− f(s, y(s), z(s))|ds
]
≤ E
[∫ 1
0
Φ(|yn(s)− y(s)|)1{|yn(s)−y(s)|≤K}ds
]
+E
[∫ 1
0
Ψ(||zn(s)− z(s)||)1{|zn(s)−z(s)|≤K}ds
]
+E
[∫ 1
0
|f(s, yn(s), zn(s))− f(s, y(s), z(s))|1{|yn(s)−y(s)|≥K}ds
]
+E
[∫ 1
0
|f(s, yn(s), zn(s))− f(s, y(s), z(s))|1{|zn(s)−z(s)|≥K}ds
]
.
Then, after extracting a subsequence, the first term and the second term converge
to 0 as n→ +∞. Moreover,
E
[∫ 1
0
|f(s, yn(s), zn(s))− f(s, y(s), z(s))|1{|yn(s)−y(s)|≥K}ds
]
≤
(
E
[∫ 1
0
|f(s, yn(s), zn(s))− f(s, y(s), z(s))|
2ds
]) 1
2
(
E
[∫ 1
0
1{|yn(s)−y(s)|≥K}ds
]) 1
2
≤
1
K
(
E
[∫ 1
0
|f(s, yn(s), zn(s))− f(s, y(s), z(s))|
2ds
]) 1
2
(
E
[∫ 1
0
|yn(s)− y(s)|
2ds
]) 1
2
≤
C
K
√
E
[∫ 1
0
|yn(s)− y(s)|
2
]
ds.
The last inequality follows from the convergence of (yn)n≥0 ((zn)n≥0) in S
2,d
(H2,d×m) and the linear growth of f . Therefore, the third term converges to 0 as
n→ +∞. In the same way, it is easily seen that the forth term also converges to
0 as n→ +∞. Consequently, since y is a continuous process, we have
yt = ξ +
∫ 1
t
f(s, ys, zs)ds−
∫ 1
t
zsdBs, 0 ≤ t ≤ 1,
and we get the existence of the solution of BSDE (9).
Uniqueness. For the uniqueness of the solution to BSDE (9), the proof is
similar to the existence and we omit it. 
Remark 3.8 In Step 3 of the existence, Novikov’s condition is satisfied by the
fact that 0 < ε0 ≤ |zmn(t)| ≤ ||zm(t) − zn(t)|| ≤
1
ε0
on [τ r0,mnε0,2 , τ
r0,mn
ε0,1
], hence we
can apply Girsanov’s theorem on [0, τ r0,mnε0,1 ].
Remark 3.9 For the case of d > 2, its proof is the same as d = 2 and the corre-
sponding random differential equation becomes u(t) = θ(τmn)+(d+1)
∫ τmn
t
(Φ(u(s))+
ε)ds, where θ(τmn) is the (d + 1)(Φ + ε)-envelope of the process
∑d
i=1 |y
i
m − y
i
n|
at stopping time τmn.
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Remark 3.10 From the proof of Theorem 3.7, we can see that the condition∫
0+ [Φ(x)]
−1dx = +∞ in Assumption 2(i) can be weakened. In fact, if the linear
growth function Φ satisfying Φ(0) = 0 and Φ(x) > 0 for all x > 0, moreover, for
all γ ≥ 0, ε ≥ 0, the following equation
uγ,ε(t) = γ +
∫ 1
t
(φ(uγ,ε(s)) + ε)ds, 0 ≤ t ≤ 1,
has a unique solution with lim
ε→0
lim
γ→0
uγ,ε(t) = 0, then BSDE (9) also has a unique
solution.
Appendix
We denote
Φk(x) := sup
y∈R
{Φ(y)− k|x− y|}, k ∈ N,
from the linear growth of Φ, we know Φk is Lipschitz. Moreover, the sequence
(Φk)k≥1 is non-increasing and converges to Φ. Now , we consider the equation
defined recursively as follows:
ukl+1(t) = E
mn
[
θ(τmnε0,1) + 3
∫ τmnε0,1
t
(Φk(u
k
l (s)) + ε)ds|Ft
]
,
with uk1 = C,∀k ≥ 1. From Step 1, we know there exists a nonnegative constant
C such that P-a.s.
2∑
i=1
|yim(t) − y
i
n(t)| ≤ C,∀t ∈ [0, 1]. Then, we can obtain by
induction that for all l, k,
|y1m(t)− y
1
n(t)|+ |y
2
m(t)− y
2
n(t)| ≤ u
k
l (t), τ
mn
ε0,2 ≤ t ≤ τ
mn
ε0,1. (27)
Then Φ(|ym(t)− yn(t)|) ≤ Φ(u
k
l (t)) ≤ Φk(u
k
l (t)). In (27), first, let l→ +∞ ,then
k → +∞, we obtain
|y1m(t)− y
1
n(t)|+ |y
2
m(t)− y
2
n(t)| ≤ u
ε0(t), τmnε0,2 ≤ t ≤ τ
mn
ε0,1.
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