Abstract-In this paper, we consider a multi-user system called the group-broadcast system. In this scenario the users are divided into different groups. Users in each group are interested in a common information independent from that of other groups. Such a situation occurs for example in digital audio and video broadcast systems where the users are divided into various groups according to the shows they are interested in. The paper first obtains upper and lower bounds for the sum rate capacity. Then it looks at system capacity for the large number of users regime and fixed number of antennas. Finally, the case when the number of users and antennas grow simultaneously is studied. It is shown that in order to achieve a constant rate per user the number of transmit antennas should scale at least logarithmically in the number of users.
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I. INTRODUCTION
Given the increasing emergence of high data rate application for wireless networks, there has a great deal of research on the fundamental capabilities and practical design of multiuser systems in recent years. Examples of these systems are broadcast channels and multiple access channels that model the downlink and uplink of cellular systems respectively [1] . The MIMO Gaussian broadcast channel (GBC) resembles downlink communication in a cellular system, where the base station (possibly equipped with multiple transmit antennas) is to convey independent messages (e.g., voice calls) to different users. Much work has been devoted to find the capacity region of MIMO GBC. The capacity region question was recently settled by a technique called dirty paper coding (DPC). Specifically, [2] and [3] have shown that DPC is capable of achieving the maximum possible sum-rate capacity. Subsequently, [4] showed that DPC is able to achieve any point in the capacity region. Different practical schemes are also devised that can deliver much of this capacity with lower complexity compared to DPC [4] - [9] .
The broadcast scenario considered above assumes that the various users are interested in independent streams of data. More common is the situation that one group of users would be interested in one stream of data, another group with another stream, and so on. An example where this might occur is digital audio and video broadcast where there is a limited number of shows and users are classified according to the shows they are interested in [10] , [1 1] , [12] . We will refer to such a scenario as the group-broadcast systems. Analyzing the sum-capacity of these systems is the main topic of this paper. We should remark that the definition of group-broadcast systems include the broadcast systems described above and the multicast systems. Simply, in a broadcast system each group consists of only one user. In the multicast scenario, there is only one group of user present in the system. All the users demand the same information. The capacity of multicast system with Gaussian channels has been recently considered in [13] , [15] and [16] . [15] finds the capacity scaling for large number of users. In [16] scaling order of various techniques in a multicast scenario with multiple antennas at the base station is analyzed.
In this paper, we consider the multiple group in the large number of users and antennas regime. The paper is organized as follows. In the first part of the paper, we consider the large number of users (n) case and obtain upper bounds (in Section III) and lower bounds (in Section IV). In the rest of the paper, we consider the scaling for the large number of antennas (M) regime. We do so for n = 3M (Section V) and for n = eM (Section VI). We further assume that the transmitter is subject to an average power constraint P, i.e., E [ss*] < P. We denote the capacity region of the group-broadcast system under power constraint P, by Cgb(P). The sum-capacity point is also the maximum of the sum of the rates in the capacity region and is denoted by Cgb.
We should mention here that if the transmitter had one antenna only, then the capacity region of the group-broadcast 'The results of this paper can be easily extended to the case where there is correlation between different antennas.
1-4244-1429-6/07/$25.00 ©2007 IEEE system is known and is equivalent to the capacity region of a broadcast channel. For in this case, all channels involved would be single input single output. Thus, to transmit to the k-th group of users, one simply needs to take care of the user with the weakest link, i.e. the link for which lhj,kz < hj,k for all j. Such ordering of users, however, is not possible in the multiple antenna case and the problem becomes more challenging.
B. A Result in Extreme Value Theory
Here, we will mention a result concerning the scaling behavior of the minimum of a large number of i.i.d random variable. We will use this result throughout this paper. Let X1, X2,... Xn be iid nonnegative random variables with CDF F(x), and characteristic function c(x). We would like to find the scaling law of the minimum of these random variables, Xmin((n) = {X1, X2,... Xn}. We can state the following lemma regarding the asymptotic behavior of Xmin (n). The proof of this lemma is omitted due to space limitations and can be found in [18] . We can use the MAC-BC duality [17] we can show that
From (4) and (5), we conclude that C = min{M,K} log (I + min{M,K} MIn1j) (6) Using the approximation that for small x, log(I + x) x, we can write 
KMn
The result of this theorem is an unfortunate result as it
shows that the sum-rate decreases with the number of users.
To counter this, we increase the resources (i.e., number of antennas M). In the rest of this paper, we can study the scaling of group broadcast capacity with the number of antennas for This allows us to get a lower bound on capacity which is obtained using time-sharing C > K max log(l + min h*Bhi) (11) B>O Tr(B)<P K i > log (1 + Pmin (12) l.e.,C > log (1 + P(1 -X)2)
We obtain the upper bound through another matrix construction. Our starting point is the bound (see Subsection III-B) In this section, we will look at the behavior of the sumcapacity when M grows logarithmically with n. As we will see, this growth is fast enough to guarantee constant rate per user in the system. For this we need to study the behavior of mini h . Note that since M is growing with n we can not simply use the result of Lemma 1. We will use Chernoff We can use this to bound the probability P(minj m < I-)
440here the last line follows from the fact that M = log n. For the above probability to vanish as n grows, we require that E+log(l-E) <-1 {et El be the infimum of the set y~~~~~' {: E + log(l-,e) < -1}, where we used the fact that n = log M. This probability vanishes provided that -e + log(l + e) < 0 and the infimum for which this is true is Ec = 0. We can thus write limn--P (mini M < ) =1 (I9)
From (18) A. Bound on the Sum-rate Capacity (M = log n)
We are now ready to derive the lower bound for the sum rate capacity which we obtain through time sharing. Specifically, where X( C [1 -E, 1 ]. This lower bound shows that a growth of M = log n will guarantee a constant capacity because for M = Q3n the sum rate is upper bounded by a constant. We have summarized the arguments in this Section in the following theorem.
Theorem 2: Consider a group broadcast system with K groups, n users and M = log n transmit antennas. Then the sum-capacity in such a system scales like constant and therefore, a constant capacity per user (stream) is achievable in the system.
