We studied the bus flow in a Bus Rapid Transit (BRT) system using a novel approach based on a cellular automata (CA) that properly accounts for bus interactions. The model quantitatively reproduces the bus queuing behaviour for both fixed and random dwell times, with one bus service. For more bus services, our results show that the bus flow strongly depends not only on how the buses are distributed among the services, but also on how the bus stops are physically arranged at the stations. The latter dependence has hitherto not been considered in common BRT optimization methods. By using a genetic algorithm, we could find the bus distribution that maximizes the bus flow for a given stops arrangement at the stations, and explore its evolution with the bus density. Our results suggest a set of guidelines which could be applied on working BRT systems to improve the bus flow.
Introduction
A Bus Rapid Transit (BRT) system consists of a dedicated corridor, typically with a length of several kilometers, where buses are able to move between stops without the interference of private vehicles. Additional features of BRT systems often include platform-level boarding, off-board fare collection, busway and station alignment to the center of the street, and the implementation of limited-stop services that skip some stations and thus have larger average speeds [1, 2] . As a result, BRT systems offer a high-capacity and cost-effective public transportation alternative to the more expensive railway-based systems. Although BRT-type systems were proposed as early as the 1930s, it is only in recent decades that these systems have been increasingly implemented in several mayor cities in the world like Sao Paulo, Rio de Janeiro, Bogotá, Istambul, Guangzhou or Lima [3] .
Nevertheless, to maximize the transport capacity of a BRT system careful planning should be performed. In particular, a set of limited-stop services must be designed, and their frequencies optimized, to find a balance between the advantages of lower traveling times and the disadvantages of larger waiting times at the stations, more transfers and heavily loaded buses. This is an extremely difficult problem whose proper solution becomes relevant for systems implemented in densely populated areas like Bogotá, Colombia or Rio de Janeiro, Brasil, where the peak load can be as large as 48000 and 65400 passengers per hour per direction, respectively [3] . Research on this field is scarce and methods to solve the limited-stop service design and frequency optimization problem have become available only in the last ten years. Most of these methods incorporate an objective function that takes into account both, the cost in time for the users and the operation costs. This function, which is non-linear, is subsequently minimized subjected to fleet availability constrains [4, 5, 6, 7, 8, 9 ].
An important limitation of these methods lies in the difficulty to incorporate the delays caused by the interaction between buses into the objective functions. In practice, the interaction between buses is reduced by introducing a passing lane at stations to allow for stop-skipping services to pass the stopping buses. In addition, stations consist of several docking bays where different bus services stop without interfering each other. However, it has been established that the bottleneck of BRT systems is at the busiest docking bays, where queues of buses appear affecting the bus flow of the entire system [10, 11, 1] . In heavily loaded systems, as the ones already mentioned in Bogotá or Rio de Janeiro, queues at the busiest stations are simply unavoidable and affect the overall performance of the system. Mathematical models have been proposed to take into account the delays due to bus queues at stations. However, these models have been used mainly to simulate and characterize the bus behaviour at stations [12, 11] , they have not yet been implemented into the objective function of an optimization scheme. To the best of our knowledge, the queueing effect has not been properly taken into account in the published research on the BRT route design and frequency optimization problem. It is thus expected that these methods would fail to provide optimal solutions in heavily loaded systems where queues at the busiest stations limit the bus flow.
In our group, we are currently working on a different approach to this problem based on simulations performed using a cellular automata (CA) algorithm. If the simulation model is accurate, this approach could effectively account for the interaction between buses and could also successfully integrate all the stochastic parameters that are inherent to the BRT system operation. The use of CA models to simulate traffic was first proposed in 1993 by Nagel and Schreckenberg [13] . With time, more elements have been introduced into the model to simulate complex driving behavior and allow for multiple-lane highways [14, 15] . Applications of the CA models in traffic research are still common in the scientific literature [16, 17, 18, 19] . In the field of simulation of BRT systems, CA models have already been implemented to study passenger accumulation at bus stations [20] , study passenger waiting times in single-lane and single-service BRT systems [21] , and to model bus queues and station capacity using commercially available microsimulation packages [22] As a first step towards a CA based approach to the optimization of a BRT system, in this work, not yet considering passengers, we focus on the study of the bus flow and its dependence on the bus density, the bus distribution among the bus services, and the arrangement of the stops at the stations. Our results show that the CA model properly reproduces the bus interactions leading to operation delays. Additionally, combining the CA simulations and a genetic algorithm, we use the results of the simulations to find the bus distribution among the bus services that maximizes the bus flow. Interestingly, we find that the bus flow in the system strongly depends on how the docking bays are assigned to each bus service at the stations. An effect that, to the best of our knowledge, has not yet been considered when proposing solutions to the route design and frequency optimization problem in BRT systems. Despite not considering the influence of passengers in our study, our results allow us to provide a set of guidelines, which might readily contribute to enhance the transport capacity in real working BRT systems.
The paper is organized as follows: in Section 2, the system layout, the CA model and the simulation process are described; in Section 3 the model is validated by contrasting the simulation results when only one bus service is implemented in the BRT system against known bus behaviour; in Section 4 the results when more bus services are implemented are presented and a bus flow optimization scheme is applied, our findings on the dependence of the bus flow on the docking bay arrangement are discussed; in Section 5 our conclusions and a set of guidelines to enhance the bus flow in BRT systems are provided.
Model
In this section we describe the BRT system layout and the limited-stop services that were implemented. We also introduce the CA model that we used to simulate the bus behaviour and to study the bus flow in the BRT system. Finally, we provide details about the simulation process.
The system layout
We have created a periodic bus corridor with a total of 45 stations. Space is discretized with cells of constant length δx = 3 m, and the possible state of each cell is either occupied by a bus or empty. Time is also discrete, and each time-step lasts δt = 1 s. The stations are uniformly distributed along the corridor with a spatial periodicity of 235 cells=705 m. The structure of the stations is shown in Figure 1 and is inspired by the stations in Transmilenio, the BRT system in Bogotá, Colombia. Each station consists of three substations separated by pedestrian corridors. In each substation, there is a docking bay where a bus can stop to allow passengers for boarding or alighting. The length of a substation and their spatial periodicity are set to 15 cells=45 m and 30 cells=90 m, respectively. As also shown in Figure 1 As shown in Figure 2 , four different bus services have been created to study and optimize the bus flow of the BRT system. Service E1 is a regular service that stops at every station. Services E3, E5 and E9 are limited-stop services that stop every three, five, and nine stations, respectively. The middle station of the system has been chosen as the main hub, this is the only station where all four services stop.
E1 E3 E5 E9
Figure 2: Stop distribution of the bus services in the BRT system. The 45 ellipses represent stations, a filled station represents a stop. Service E1 is a regular service that stops at every station. Services E3, E5 and E9 are limited-stop services, which skip most of the stations in the system.
Since we are interested in the dependence of the bus flow on the bus density, only one direction of movement has been considered and periodic boundary conditions have been implemented at the ends of the corridor.
The cellular automata model
The rules controlling the forward motion of the buses are the usual for the Nagel and Schreckenberg (NaSch) model and can be summarized in three steps [13, 23] :
• Acceleration and breaking:
(1a)
• Randomization:
• Movement:
In rule (1a), v i (t) corresponds to the velocity of bus i in time-step t, g i (t) corresponds to the free space in the forward direction for bus i in time-step t, and v max = 7 cells/s=75.6 km/h corresponds to the maximal velocity of the buses. This rule implies that all buses tend to accelerate with a constant rate of 1 cell/s 2 unless they either find an obstacle with which they are about to collide (in this case they brake to avoid collision), or they reach the maximal velocity (in this case they no longer accelerate).
Rule (1b) introduces a stochastic element to the model that is necessary to reproduce realistic behaviour [14] . At each time-step, and for every bus, a random number 0 ≤ ξ i (t) < 1 is generated. If this number is smaller than a random breaking probability, p = 0.25, the bus decreases its velocity by one. As a consequence of rule (1b), the cruise speed of the buses in the NaSch model is reduced to [14] v ns = v max − p cells/s = 6.75 cells/s = 72.9 km/h.
Finally, in rule (1c) the bus advances by a number of cells v i (t) and it is now located at cell x i (t). It should be mentioned that a single bus spans over 10 cells to reproduce a realistic bus length of 30 m. In this way, x i (t) corresponds to the cell where the head of the bus is located.
The calculation of the quantity g i for a given bus depends on whether the bus is on the main lane or in the stopping lane. In the former case, g i is calculated as the minimum between the distance to the bus in front and the distance to the next phantom wall. The phantom walls are introduced to force buses to change to the stopping lane when approaching a docking bay where they are going to stop. As shown in Figure 1 , a docking bay's phantom wall is located at an upstream distance of 15 cells=45 m from the platform position. On the other hand, if the bus is in the stopping lane, g i is calculated as the minimum among the distance to the bus in front, if any; the distance to the end of the lane; and the distance to the docking bay in case it has not yet reached it. As shown in Figure 1 , the end of the stopping lane is located 20 cells=60 m downstream from the docking bay position at substation 3.
The lateral motion of the buses is only allowed in the region where two lanes are present. There are two criteria to be fulfilled when changing lanes:
where bus b is the bus behind bus i, in the opposite lane; g • Willingness:
A bus in the main lane is willing to change lanes when it is located in the approximation zone of its next stop. Depicted as the stripe-patterned regions in Figure 1 , approximation zones span over 15 cells=45 m and end at the location of the phantom walls. A bus in the stopping lane is willing to change back to the main lane when it has departed from its docking bay and finds an obstacle ahead. This obstacle may be a bus at a different docking bay or the end of the stopping lane.
In the case where jammed buses are found in both the main and the stopping lanes, an additional rule has been introduced to give priority to the buses in the stopping lane that have already stopped at their docking bay.
When a bus reaches a docking bay, it remains stopped for a dwell time of τ time-steps. In our study we have considered two cases: in the first case, the dwell time, τ , is assumed constant and equal for all buses; in the second case, the dwell time for each bus and at each stop is randomly chosen using a Poisson distribution whose mean value is the same for all buses. The latter is a more realistic case: the passengers can be considered as independent events and accumulate with time at the stations following a Poisson distribution, and the dwell time has been found to be proportional to the number of passengers boarding and alighting at the stations [1] . This is, of course, an over simplification of the passenger accumulation problem which should be properly addressed when passengers and transfer matrices are included into the model.
The simulation process
Finally, we describe how the simulations are performed. To run a single simulation, the number of buses assigned to each service (N E1 , N E3 , N E5 , N E9 ) is given as an input. The total number of buses, N = l N l , is initially uniformly distributed over the entire corridor and the services are assigned randomly according to the required distribution. To keep the number of buses, hence the density, constant, we introduce periodic boundary conditions at the end and at the beginning of the corridor. The system is set to initially evolve for 5000 time-steps, and subsequently the average speed of the entire system is averaged over time intervals of 2000 time-steps. The simulation stops when the relative standard deviation of the averaged system speed calculated over the last 10 time intervals falls below 1%, at this point the system is considered to be in a steady state, independent of the initial conditions. The average speed for each bus service is obtained by averaging the speed over all buses assigned to it. In this research, we are interested in the optimization of the bus flow, which is a quantity directly related with the system capacity to effectively transport passengers. The flow per bus service and the overall flow of the system, respectively, are calculated as follows:
In the last two equations, L = 10575 cells=31725 m is the total length of the system,v i corresponds to the average speed of bus i,v is the speed averaged over all buses, N is the number of buses, q is the bus flow, h is the average headway (time separation between buses), and ρ is the system's bus density; the subindex l indicates that a quantity is related to a specific bus service.
Model validation
To test the capacity of our CA model to effectively reproduce realistic behaviour in BRT systems, we investigated the fundamental diagram for each bus service. In the fundamental diagram, the bus flow dependence on the bus density is studied. In consequence, we assigned all buses in the system to the same bus service and studied the overall bus flow as a function of the bus density. Two cases have been considered: in the first one the dwell time is fixed to τ = 15 s; in the second case the dwell time at each stop is randomly chosen using a Poisson distribution with mean τ = 15 s. In panel (a), for all buses and at every stop the dwell time is set to τ = 15 s. In panel (b), the dwell time at every stop is randomly generated using a Poisson distribution with mean τ = 15 s. The vertical dashed lines are located at the critical density for each bus service computed using Equation (9) . The standard deviations are in all cases smaller than the markers.
Figures 4(a) and 4(b)
show the results obtained when the dwell time is fixed, and randomly chosen, respectively. The upper and lower panels in the figures exhibit the bus flow and average bus speed, respectively. The average speed is normalized to the cruise speed in the NaSch model, v ns , and the bus density is normalized to its maximal value, ρ max = 1/10 cells −1 = 1/30 m −1 , which is obtained when the entire corridor is occupied by a continuous line of buses. At low densities, the advantages of stop-skipping services are evident: as the frequency of the stops decreases, the buses move faster and fewer buses are thus needed to reach a certain bus flow.
In the case where the dwell time is fixed, Figure 4 (a), the fundamental diagram for each bus service can be clearly split into two regions: the so-called uncongested and congested regimes. In the uncongested regime, found at low densities, the buses are naturally spaced by the uniform dwell time at the stations. Therefore, interactions between buses are avoided, the average bus speed is independent of the density, and the bus flow increases linearly with the number of buses.
At a certain critical density, which depends on the frequency of the stops, there is a sharp crossover to the congested regime. At this point the minimum headway has been reached and buses start to queue at the stations. As shown in Figure4(a), a further inclusion of buses would not result in an enhancement of the bus flow but in a reduction in the average speed of the system. In the congested regime the system has achieved its maximal transport capacity.
To validate the simulation results, we proceed to contrast them against a quantitative study of the system. As described in the Supplementary Material, Ref. [24] , the average speed for bus service l in the uncongested regime can be written asv
where v ns is the cruise speed in the NaSch model given by equation (2), d l is the spatial periodicity of the stops for service l, and τ uc eff is the effective dwell time in the uncongested regime. The latter is expected to be the same for all bus services and larger than the nominal dwell time, τ = 15 s, as it includes the time it takes for a bus to break and accelerate back to cruise speed.
Using the average speed in the uncongested regime, shown in the lower panel of Figure 4 (a), and equation (5), we have determined the effective dwell time τ uc eff . As detailed in the Supplementary Material, Ref. [24] , the effective dwell time is found to be service independent. Its value, averaged over all the bus services, is τ uc eff = 21.1(1) s. The extra 6.1 s with respect to the nominal dwell time are a direct consequence of the evolution rules in our CA model, to adjust this parameter to measured values in a real system, the p parameter in our CA model could be tuned, or the CA model itself could be further improved [14] .
In the congested regime, queues form at the stations and the bus headway is given by τ c eff , the effective dwell time in the congested regime. The bus flow in this regime is therefore given by the departure rate at the stations
a quantity that depends neither on the bus density nor on the bus service. Averaging the bus flow over all services in the congested regime, we obtain the maximal bus flow for a single docking bay:
It corresponds to an effective dwell time in the congested regime of τ c eff = 23.072(3) s, which is about 2 s larger than in the uncongested regime due to the interaction between buses in the queues. From this point forward in this paper, the maximal bus flow for a single docking bay, q db , will be used as the reference unit of bus flow.
According to equation (4a), the average speed of a bus service in the congested regime is given byv 
Hence, it is inversely proportional to the density and it does not depend on the periodicity of the stops. Both features are observed in the data shown in the lower panel of Figure 4 (a).
The critical density for each bus service can be defined as the density at which the average speed in the uncongested and congested regimes are equal. Combining Equations (5) and (8), it can be written as
Ignoring the slight difference between τ c eff and τ uc eff , the critical density in Equation (9) can be interpreted as the density at which the average distance between buses, 1/ρ l , matches the average distance a bus travels in the uncongested regime while a bus makes a stop,v uc l τ eff . This is the density at which buses start to queue. The vertical dashed lines in Figure 4 correspond to the calculated critical densities using Equation (9) . The good agreement between the position of the lines and the crossover from the uncongested to the congested regime testifies to the robustness of the results obtained using our CA model. It is also worth mentioning that no sizeable changes in the fundamental diagrams are observed when the system is doubled in size [24] . Therefore, our simulations are not affected by size effects. This is a more realistic case, the dwell time of a bus depends on the number of passengers boarding or alightning at a given station, both of which can be modelled using Poisson distributions.
As shown in Figure 4 (b), when a random dwell time is introduced the fundamental diagrams are similar to the ones obtained for a fixed dwell time, but appear smoothed. Since the dwell time is not uniform, buses could interact even at low densities. Therefore, the average bus speed for all services decreases slowly but continuously as the density increases. Bus queues can appear at all densities and it is not possible to talk about uncongested and congested regimes.
According to the BRT Planning Guide, Ref. [1] , the average length of the bus queues, expressed in number of buses, at a docking bay when a random dwell time is introduced in the system is given by:
where I arr/dep is the irregularity of arrivals/departures at the docking bay, defined as the ratio between the variance and the squared mean of the arrival/departure times, and x = qτ c eff = q/q db is the docking bay saturation level, defined as the probability of finding a docking bay occupied by a bus. Since in our BRT system all the stations are expected to behave in the same way, the irregularity of arrivals and departures are the same. The irregularity of departures is directly related to the random nature of the dwell time and can be calculated as:
where we have taken into account that the variance in the departures is given by the variance in the nominal dwell time: σ 2 τ = τ , and that the average dwell time corresponds to the effective dwell time in the congested regime τ c eff . The average queue length in equation (10) can thus be written, in terms of the bus flow, as:
In the last equation the distance between stops does not appear explicitly, the average queue length at a docking bay only depends on the bus flow and on the average time a bus is stopped.
Based on the data shown in Figure 4 (b), we have plotted the queue length as a function of the bus flow for all bus services. The queue length has been determined from the average speed and assuming that the bus average speed in the queues is 10 cells/τ c eff , where 10 cells is the bus length [24] . The results are shown in Figure 5 , where the theoretical relationship in equation (12) has also been plotted. In good agreement with theory, data for all services collapse into one single curve and show that when the bus flow is larger than 0.9q db 140 buses/hour, queues at the stations start to increase significantly in size. Remarkably, the coincidence between the simulation results and the prediction of the queueing theory is excellent. These results testify to the capability of our CA model to reproduce realistic queueing behaviour at the docking bays when a random nominal dwell time is introduced.
Simulation results and flow optimization
In order to improve the bus flow, hence the transport capacity of the system, most BRT systems introduce a combination of bus services. As a consequence, several new degrees of freedom appear. Besides the bus density and dwell time, the bus flow depends on the number of buses assigned to each bus service and on the way the docking bays at the stations are assigned to the bus services. In this section, we use our CA model to study all these dependences when two or more services are in operation. We also propose a bus flow optimization algorithm and study the evolution with the bus density of the optimal bus distribution among the available services.
Implementation of two bus services and bus flow maps
We start our analysis with the simplest case where two services, namely E1 and E9, are in operation. To trace the dependence of the average bus flow on the new degrees of freedom in the system, we have mapped it considering three variables: the overall bus density, the proportion of buses assigned to each service, and the docking bay assignment at the stations. In all the simulations, the dwell time for every bus stop is randomly chosen using a Poisson distribution with mean value τ = 15 s.
As shown in the upper diagrams in Figure 6 , three different substation assignments have been studied. Figure 6(a) shows the obtained bus flow map for assignment {E1-E9; ; }, where both services stop at substation 1. Figure 6 (b) depicts the bus flow map for assignment {E1; ;E9}, where service E1 stops at substation 1 and service E9 stops at substation 3. Finally, the results for assignment {E9; ;E1}, where services E9 and E1 stop at substations 1 and 3, respectively, are shown in Figure 6 (c). The notation for the substation assignments introduced in this paragraph will be used through the rest of the document.
At low bus densities, the behaviour observed in the three maps in Figure 6 is identical: the bus flow increases with the number of buses and increases faster with the bus density the fewer(more) buses are assigned to service E1(E9).
Striking differences appear at higher densities, above the saturation densities of the individual bus services. For assignment {E1-E9; ;}, shown in Figure 6(a) , the flow is observed to be independent of either the bus density or the bus distribution among the services. The value of the maximal bus flow is identical to the bus flow obtained when only one service is implemented q db = 1/τ c eff = 156 buses/hour. This effect can be understood in terms of queuing of all buses at the stations where the two services overlap. The transport capacity of the system is not enhanced when two lines are assigned to the same docking bay.
On the other hand, when the services E1 and E9 stop at different substations, as shown in Figures 6(b) and 6(c) , the overall behaviour of the system is improved. First, the critical density of the system shifts to larger values, which implies that the system can accommodate more buses before the appearance of queues at the docking bays. Second, as more buses are allowed to move in the system without interference a larger bus flow is also observed. Notably, there is an optimal distribution of buses for which a maximal bus flow of about 1.79 q db =280 buses/hour is obtained. The system capacity is thus enhanced by 80 % with respect to the case where only one docking bay is used. Moreover, the optimal distribution depends on the assignment of the stops at the stations. For assignment {E1; ;E9}, shown in Figure 6 (b), the maximal bus flow is obtained when 63% of buses are assigned to service E1. In the inverse configuration, shown in Figure 6 (c), the maximal flow is obtained when 55% of buses are assigned to service E1. We remark that the dependence of the optimal configuration on the substation assignment is a direct consequence of the interaction of buses in the vicinity of the stations, is is thus an effect that cannot be predicted by optimizing methods where the interaction between buses is neglected.
The bus flow of the individual services in the optimal configuration in Figures 6 (b) and 6(c) is similar and depends on the substation assigned to the bus service. In both cases, at large densities the bus flow for the service stopping at substation 1 is close to q db , which indicates a large docking bay saturation and the presence of queues. On the other hand, for both substation assignments the bus flow for the bus service stopping at substation 3 corresponds to 0.80 q db =126 buses/hour, even at high densities, which indicates that substation 3 has maximal saturations of 80 %. Therefore, in the optimal configuration significant queues do not appear at substation 3 and appear only at substation 1. As will be discussed later, this feature is always found in the optimal configu-rations at high densities, regardless the number of bus services in operation.
As shown in Figure S2 of Ref. [24] , a similar behaviour is observed when services E9 and E5 are combined. The flow is not improved when both services stop at the same substation. And in the cases where the services stop at different positions the bus flow is maximized at an optimal bus distribution that depends on the assignment of the docking bays at the stations. Since services E9 and E5 only overlap in one of the 45 stations in the system, we conclude that the performance of the entire system can be affected by the bus interactions at one single station.
Multiple bus services and flow optimization
As more bus services are in operation in the BRT system, the bus flow mapping procedure applied above becomes more time consuming and, in consequence, of no practical use. To obtain the distribution of buses among the available services that optimizes the bus flow, a multivariate optimization algorithm needs to be implemented. Given the integer nature of the variables, and the constrained nature of the problem, we have implemented a genetic algorithm [25] . This approach has been widely used to solve the route design and frequency optimization problem in BRT systems [26, 27, 28, 5] . In our case, however, the algorithm is not driven by the evaluation of a given objective function, it is driven instead by the result of the CA based simulations. This socalled simheuristic approach has the advantage of properly taking into account the stochastic nature of the bus movement and interactions [29, 30] .
In our genetic algorithm, each specimen in the population corresponds to a distribution of buses among the available bus services and is characterized by a chromosome. A chromosome is a string of binary genes that contains the information of how many buses are assigned to each bus service. To evaluate the mating probability of the specimens in a generation, the so-called roulette-wheel rule has been implemented using the simulated bus flow of each specimen as its fitness. In addition, we have introduced elitism, which means that the best specimen of a generation directly propagates to the next one. The algorithm stops when the historical best specimen does not change after a given number of generations. Figures 7 and 8 show the results of the optimization as a function of the bus density when three (E1, E3 and E5) and four bus services are in operation, respectively. In all cases, the dwell time has been randomly chosen at each stop using a Poisson distribution with mean τ = 15 s. As shown in the upper panels of the Figure, two different substation assignments have been considered in each case, always making use of the three available docking bays. In Figures 7 and 8 , panels (a) and (d) show the distribution of buses that maximizes the bus flow. The error bars shown correspond to the range within which the overall bus flow changes by less than 1%. Panels (b) and (e) depict the bus flow for individual bus services and for the entire system. Panels (c) and (f) show the average Figure 7 : (color online) Results of the flow optimization for different bus densities when the services E1, E3 and E5 are in operation. The diagrams in the upper panels depict the two substation assignments that have been considered. Panels (a), (b) and (c) show the optimal bus distribution, the bus flow, and the average bus speed, respectively, for assignment {E1;E3;E5}. Panels (d), (e) and (f) show the optimal bus distribution, the bus flow, and the average bus speed, respectively, for assignment {E5;E3;E1}. The error bars in panels (a) and (d) represent the range for which changes in the bus flow are smaller than 1%. In panels (b) and (e) the circles represent the overall bus flow in the system, the horizontal dotted line represents the maximum bus flow for a single docking bay. The vertical dashed lines indicate the position of the critical densities as specified.
speed for each bus service.
As a first remark, it is important to note that the algorithm is robust and the optimization results exhibit a coherent evolution as the bus density increases. This is a promising result with regard to the future implementation of an algorithm based on CA simulations to solve the route design and frequency optimization problem.
At low densities, as expected, the optimization reveals that to maximize the bus flow only the fastest service, E5 in Figure 7 and E9 in Figure 8 , must be used. However, as the number of buses increases, so does the bus flow. When the bus flow for the fastest line is close to the maximum bus flow for a single docking bay, q db , the system avoids the creation of significant queues by assigning buses to the second-fastest service. An exception to this behaviour can be identified in the data shown in Figure 8 (a), in this case services E5 and E9 share the same docking bay and in consequence the second service to enter into operation as the bus density increases is E3. As the second fastest service reaches bus flow levels close to q db , a third service enters into operation. We could summarize the results at low densities as follow: in the optimal configuration buses are assigned to the fastest available service as long as significant queues are avoided at the docking bays, as the bus density increases the bus services enter into operation ordered from the fastest to the slowest, the slowest service sharing a docking bay is neglected in the optimal configuration.
In Figure 8 (a), there is a significant fluctuation in the optimal results for lines E5 and E9 for densities between 0.12ρ max and 0.25ρ max . These fluctuations evidence the metastability of the solutions when two bus services share the same docking bay. In analogy with Figure 6 (a), in this region the efficiency of the system is independent of the bus distribution among these services. A similar metastable regime seems to appear for densities above 0.25ρ max for services E1 and E3 in Figure 8(d) . In general, we note that outside the metastable regions, the slowest service sharing a substation is neglected. This result could be generalized to conclude that sharing of docking bays by two or more different bus services, even at a single station, tends to harms the system's performance and should be avoided.
In panels (c) and (f) of Figures 7 and 8 there is evidence of the interaction between buses stopping at different docking bays, whenever a new bus service enters into operation, a small but sizeable step-like reduction in the average speed of the bus services already in operation is observed. It is because of these interactions that the maximum observed bus flow in Figures 7 and 8 is significantly lower than the expected 3q db (as three docking bays are in operation), they also account for the bus flow saturation at densities well below the accumulated critical density ρ Figure 7 .
At large densities, formation of queues is unavoidable and is evidenced by the saturation of the bus flow and the fast reduction of the average bus speed as the number of buses increases, for all bus services. Remarkable differences between the two substation assignments shown in Figures 7 and 8 are evident at high bus densities. The strong dependence of the optimal bus distribution on the substation assignment is a consequence of the interaction between buses at the stations and its observation and study is an evident advantage of our CA based method to study bus dynamics in BRT systems.
A common feature can be identified from panels (b) and (e) in Figures 7 and 8 . In the optimal bus distribution at large densities only one bus service exhibits a bus flow close to q db while the other bus service retain bus flow values always be-low 0.8q db . According to the results shown in Figure 5 , this observation implies that significant queues only form at the substation where the service with the largest flow stops. Notably, in the optimal configuration, the service with the largest bus flow corresponds in all cases to the bus service assigned to substation 1. This result agrees with our previous observation of the bus flow configuration when two bus services (E1 and E9) are implemented, it could thus be generalized. As discussed in the Supplementary Material, Ref. [24] , moving the queues to substation 2 or substation 3, by switching the substation assignment, leads to a bus flow reduction of up to 13% with respect to the optimal configuration. This conclusion can be extrapolated to any working BRT system to state that queues at a given BRT station should always be located at substation 1, this is the first substation the buses encounter on arrival.
Also from panels (b) and (e) in Figures 7 and 8 , it can be observed that the maximal bus flow for the bus service assigned at substation 1 depends on its average speed. The faster the bus service, the closer its maximal bus flow is to q db . This effect can be understood in terms of the existing relation between the queue length and the bus flow shown in Figure 5 . When service E1 stops at substation 1, relatively small queues are expected at every station in the optimal configuration at high densities. On the other hand, when service E9 stops at substation 1, much longer queues are expected to form every nine stations. However, as suggested by the system's maximal bus flow in Figures 7 and 8 , the system performs slightly better in the cases where the fastest bus service is assigned to substation 1. To confirm this observation, we have optimized the bus flow with services E1, E3 and E5, under different substation assignments and at a density ρ = 0.24ρ max . The results are shown in the Supplementary Material, Ref. [24] , they reveal that bus flow improvements as large as 5.6% can be obtained if the fastest service stops at substation 1 and the slowest service stops at substation 3. This is a result that could as well be applied to any BRT system in the world to improve the bus flow and thus the passenger transport capacity. However, the length of the queues needs to be considered, as suggested by the reduction in the overall bus flow at densities above 0.24ρ max for assignment {E9;E5;E1-E3} in Figure 8 (e). This downturn is an indication that the queues at substation 1 at the stations where service E9 stops become long enough as to interfere with the bus movement at adjacent stations.
Summary
We have studied the bus flow in a Bus Rapid Transint (BRT) system by means of a combination of a cellular automata (CA) model and a genetic algorithm. The CA model is an adaptation of the Nagel-Schreckenberg (NaSch) model where additional rules have been introduced to properly reproduce bus movements and interactions, including the behaviour near the stations.
The CA model was initially validated by studying of the bus flow with only one bus service in operation, with either an uniform or randomly chosen dwell time. When the dwell time is uniform, the fundamental diagram for each bus service can be divided into the uncongested and congested regimes. By determination of the effective dwell time in these two regimes, the critical bus density (which marks the crossover from the uncongested to the congested regime) can be readily calculated. If the dwell time is randomly chosen, which corresponds to a more realistic case, queues appear at any density and the model successfully reproduces the theoretical dependence of the queues' length on the bus flow, which is independent of the bus service. The capability of the CA model to account for the interaction between buses and the bus queueing is identified as a key advantage of our approach.
As more bus services are implemented, the bus flow depends not only on the bus density but also on the bus distribution among the available bus services and on how the bus services are assigned to the available docking bays at the stations. The latter dependence is a consequence of the interaction between buses and cannot be predicted by the standard objective function methods where the interaction between buses is neglected. These interaction are intrinsic in our model, and it allows the study of their impact on the overall bus flow.
We demonstrate that given a set of bus services there is always an optimal bus distribution among the bus services in operation for which the bus flow in the system is maximized. Moreover, the optimal bus distribution strongly depends on how the substations are assigned to the different bus services at the stations. We have implemented a genetic algorithm that evolves with the results of the simulations to study the evolution of this optimal bus distribution with the bus density. From our results we are able to extract the following guidelines, which could enhance the performance of BRT systems around the globe:
• In case queues appear, they should appear at substation 1, this is the first one that the buses encounter on arrival.
• The fastest bus service should be assigned to substation 1 and the slowest bus service should be assigned to substation 3.
• Docking bay sharing by two or more bus services is, in general, harmful to the performance of the system and should be avoided. The bus flow optimization shows that when two services share the same docking bay, the slowest one tends to be suppressed in the optimal configuration.
• Due to the interaction between buses at large bus densities, the capability of a BRT system is smaller than the capability of a single docking bay multiplied by the number of available docking bays at the stations.
The genetic algorithm has proven to be statistically robust and the results of the optimization exhibit coherence as the bus density increases. This is a promising result with regard to the future implementation of a CA based genetic algorithm to solve the route design and frequency optimization problem in BRT systems.
