We investigate detailed relationships between the family W ∞ of all "reduced" infinite sequences of elements of a canonical generating set of an arbitrary affine Weyl group and the family B ∞ of all infinite sets having a certain "biconvexity" property in a positive root system ∆ + of the corresponding untwisted affine Lie algebra g. The study is related to the classification of convex orders on ∆ + , which were used to construct Poincaré-Birkhoff-Witt type bases of the upper triangular subalgebra of the quantized enveloping algebra of g. We construct a set P by using data of the "underlying" finite-dimensional simple Lie algebra, and bijective mappings ∇ : P → B ∞ and χ : P → W ∞ such that ∇ = Φ ∞ • χ, where W ∞ is a quotient set of W ∞ and Φ ∞ : W ∞ → B ∞ is a natural injective mapping.
Introduction.
Let ∆ be the root system of an arbitrary Kac-Moody Lie algebra g, ∆ + (resp. ∆ − ) the set of all positive (resp. negative) roots relative to a root basis Π = {α i | i ∈ I} of ∆, and W = s i | i ∈ I the Weyl group of g, where s i is the reflection associated with α i . We say that an infinite sequence i = (i(p)) p∈N ∈ I N is reduced if the length of the element z i (p) = s i(1) · · · s i(p) ∈ W is p for each p ∈ N. Further we say that B ⊂ ∆ + is biconvex if it satisfies the following conditions: C(i) β, γ ∈ B, β + γ ∈ ∆ + =⇒ β + γ ∈ B; C(ii) β, γ ∈ ∆ + \ B, β + γ ∈ ∆ + =⇒ β + γ ∈ ∆ + \ B.
If, in addition, B is a subset of the set ∆ re + of all positive real roots, then B is called a real biconvex set . The purpose of the paper is to investigate detailed relationships between reduced infinite sequences and infinite real biconvex sets.
Before explaining the detail of our work, we will explain the background of the theory of biconvex sets. The motive of this study is related to the construction of convex bases of the upper triangular subalgebra U + q of the quantized enveloping algebra U q of an affine Lie algebra. In [7] , G. Lusztig constructed Poincaré-BirkhoffWitt type bases of U + q for each finite-dimensional simple Lie algebra by using the *E-mail address: ken-ito@math.nagoya-u.ac.jp braid group action. These bases have an important convexity property concerning the "q-commutator" of two "q-root vectors" of U + q , so are also called convex bases. The convexity property arises from the following fact: each convex basis of U + q is formed by ordered monomials in certain root vectors of U + q multiplied in a predetermined total order on ∆ + having a certain convexity property. Such a total order is called a convex order , and it is known that there is a natural one to one correspondence between the collection of all convex orders on ∆ + and the collection of all reduced expressions of the longest element of the Weyl group (cf. [8] ). Using the above fact, Lusztig constructed convex bases of U + q associated with all convex orders on ∆ + .
In case g is infinite-dimensional, convex orders on ∆ + are closely related to reduced infinite sequences. In [1] , J. Beck constructed convex bases of U + q for each untwisted affine Lie algebra by using reduced infinite sequences. By considering his construction, it turned out that an important first step of the construction of convex bases of U + q is to divide ∆ re + into two "maximal" real biconvex sets and to give convex orders to the both sets by using reduced infinite sequences. However, it seems that all convex bases of U + q have not yet be constructed for untwisted affine cases. To solve the problem, it is necessary to construct all convex orders on each maximal real biconvex set. The following two problems are more fundamental: (1) classify all real biconvex sets; (2) give detailed relationships between the collection of all reduced infinite sequences and the collection of all infinite real biconvex sets. In the paper, we concentrate on the above two problems for untwisted affine cases. We will treat the classification of all convex orders on ∆ + for untwisted affine cases in the next paper.
The paper is arranged as follows. In Section 2, we first give the definition of biconvex sets for a class of root systems with Coxeter group actions, and give several fundamental results. We next introduce reduced infinite sequences for each Coxeter system (W, S) and an equivalence relation ∼ on the set W ∞ of all reduced infinite sequences, and define W ∞ to be the quotient set of W ∞ relative to ∼. We next introduce an injective mapping Φ ∞ : W ∞ → B ∞ , where B ∞ is the family of all infinite real biconvex sets. At the end of Section 2, we introduce a left action of W on W ∞ which plays an important role in the proof of the main theorem. In Section 3, we prepare notation for untwisted affine cases. In Section 4, we give preliminary results for classical root systems. From Section 5 until Section 7, we treat only untwisted affine cases. In Section 5, we give several methods of the construction of biconvex sets. In Section 6, we give a parameterization of infinite real biconvex sets. In Section 7, we give the following main results.
Main Theorem. If g is an arbitrary untwisted affine Lie algebra, there exist parameterizations (bijective mappings) ∇ : P → B ∞ and χ : P → W ∞ such that the following diagram is commutative:
where the set P is defined by using data of the "underlying" finite-dimensional simple Lie algebra • g (see Definition 6.5). In particular, Φ ∞ is bijective. Moreover, W ∞ decomposes into the direct finite sum of orbits relative to the left action of W .
Note that in [9] P. Cellini and P. Papi showed that if B is an infinite real biconvex set, then there exist v, t ∈ W such that t is a translation, ℓ(vt) = ℓ(v) + ℓ(t), and
Definitions and several results.
Let R, Z, and N be the set of the real numbers, the integers, and the positive integers, respectively. For each a ∈ R, we set R ≥a := {b ∈ R | b ≥ a}, R >a := {b ∈ R | b > a}, and Z ≥a := Z∩R ≥a . We denote by ♯U the cardinality of a set U . When A, B are subsets of an infinite set U , we write A⊂ B or B⊃ A if ♯(A \ B) < ∞. We also write A= B if A⊂ B and A⊃ B. Note that the relation= is an equivalence relation on the power set of U .
Let (W, V, ∆, Π) be a quadruplet satisfies the following five conditions:
The W is a group generated by a set S = { s i | i ∈ I } of involutive generators (i.e. s i = 1, s 2 i = 1 ∀i ∈ I), where I is an index set. The V is a representation space of W over R. The ∆ is a W -invariant set of non-zero vectors in V which is symmetric (i.e. ∆ = −∆). The Π = { α i | i ∈ I } is a linearly independent subset of ∆. R(ii) Each element of ∆ can be written as i∈I a i α i with all a i ≥ 0 or all a i ≤ 0. Accordingly, we write α > 0 or α < 0, and put
Note that W stabilizes ∆ re and ∆ im + . (2) For each α ∈ ∆ + , we define the height ht(α) of α by setting ht(α) := i∈I a i , where a i 's are non-negative real numbers such that α = i∈I a i α i .
Remark . Let g be an arbitrary Kac-Moody Lie algebra over R with a Cartan subalgebra h, ∆ ⊂ h * \ {0} the root system of g, Π = { α i | i ∈ I } a root basis of ∆, and W = s i | i ∈ I ⊂ GL(h * ) the Weyl group of g, where h * is the dual space of h and s i is the simple reflection associated with α i (cf. [6] ). Then the quadruplet (W, h * , ∆, Π) satisfies the conditions R(i)-R(v).
Theorem 2.2 ([4]
). The pair (W, S) is a Coxeter system or satisfies the exchange condition.
and the elements of Φ(z) displayed above are all distinct. In particular, ♯Φ(z) = ℓ(z) for each z ∈ W , where ℓ : W → Z ≥0 is the length function of (W, S).
Remark . To prove the theorem, the condition R(v) is not required. Moreover, the linear independence of the subset Π ⊂ ∆ is also not required if R(ii) is changed into the following condition: each α ∈ ∆ can be written as i∈I a i α i with all a i ≥ 0 or all a i ≤ 0, but not in both ways.
Lemma 2.3. Let z 1 and z 2 be elements of W .
The following two conditions are equivalent :
. This contradicts to the assumption. Thus we get Φ(z 1 ) ⊂ Φ(z 1 z 2 ). We next prove that
, and hence z −1
, where the second inequality follows from (1). Thus we get ♯{Φ(z 2 ) \ Φ(z 1 )} = ℓ(z 2 ) − ℓ(z 1 ), and hence Φ(z 1 ) ⊂ Φ(z 2 ).
(ii)⇒(i) By (3) and Theorem 2.2, we get ℓ(z 2 ) = ℓ(z 1 ) + ℓ(z −1 1 z 2 ). Definition 2.4. For subsets A, B of ∆ + satisfying B ⊂ A, we say that B is convex in A if it satisfies the following condition:
We also say that B is coconvex in A if it satisfies the following condition:
Note that B is coconvex in A if and only if A \ B is convex in A, and that the condition C(ii) A is equivalent to the following condition:
Further we say that B is biconvex in A if B is both convex and coconvex in A.
We simply say that B is convex , coconvex , or biconvex if B is convex in ∆ + , coconvex in ∆ + , or biconvex in ∆ + , respectively. We also write C(i), C(ii) instead of C(i) ∆ + , C(ii) ∆ + . Further we call B ⊂ ∆ re + a real convex set , a real coconvex set , or a real biconvex set if B is convex, coconvex, or biconvex, respectively. We denote by B the family of all finite biconvex sets, and by B ∞ the family of all infinite real biconvex sets.
For each subsets A, B of ∆, we set
Lemma 2.5. Let A, B, and C be subsets of ∆ + satisfying B, C ⊂ A, and {B λ } λ∈Λ a family of subsets of A.
is a total order on Λ such that B λ ⊆ B λ ′ for each λ λ ′ , then both ∪ λ∈Λ B λ and ∩ λ∈Λ B λ are biconvex in A.
Proof. (1)- (5) Clear.
(6) Set B 1 := ∪ λ∈Λ B λ . By the assumption for the total order , the family {B λ } λ∈Λ satisfies the sufficient condition in (4). Hence, B 1 is convex in A. On the other hand, since (1) and (5).
Theorem 2.6 ([8])
. The assignment z → Φ(z) defines a bijective mapping between W and B.
Remarks. (1) To prove the surjectivity of Φ, it is necessary to show that each nonempty finite coconvex set C contains an element α i ∈ Π by using the condition R(v) and the heights of elements of C. Therefore we required the linear independence of the subset Π ⊂ ∆. R(v) ′ each α ∈ ∆ + \Π can be written as bβ+cγ with b, c ∈ R ≥1 and β, γ ∈ ∆ + , the theorem is still valid if B is changed into the family of all finite subsets B of ∆ + which satisfy the following conditions:
(3) For an arbitrary Coxeter system (W, S), let σ : W → GL(V ) be the geometric representation, where V is a real vector space having a basis Π = {α s | s ∈ S}, and ∆ = { σ(w)(α s ) | w ∈ W, s ∈ S } the root system of (W, S) introduced by V. V. Deodhar in [3] . Then the quadruplet (W, V, ∆, Π) satisfies the conditions R(i)-R(iv) and R(v) ′ . The condition R(v) ′ is easily checked by reforming the proof of Proposition 2.1 in [3] .
To extend the above theorem, we introduce the following materials.
Definition 2.7. For each infinite sequence i = (i(p)) p∈N ∈ I N and p ∈ N, we define an element z i (p) of W and an element φ i (p) of ∆ re by setting
where z i (0) := 1. Further we define a subset
We say that an infinite sequence i ∈ I N is reduced if ℓ(z i (p)) = p for all p ∈ N, and denote by W ∞ the set of all reduced infinite sequences.
Then the relation ∼ on W ∞ is an equivalence relation.
Proof. The reflexive row and the symmetric row are obvious. To prove the transitive row, suppose that
Definition 2.9. We denote by W ∞ the quotient set of W ∞ relative to ∼, and by
Proposition 2.10. Let i and j be elements of I N .
(
all p ∈ N. Hence (1) follows from the following fact: for each z ∈ W and i ∈ I, z(α i ) > 0 if and only if ℓ(zs i ) > ℓ(z).
(2) This immediately follows from Theorem 2.2.
by Lemma 2.5(6) and Theorem 2.6.
(4) By Lemma 2.3(4), the condition i ∼ j is equivalent to the following condi-
Definition 2.11. Thanks to Proposition 2.10(3)(4), we have an injective mapping
We next introduce a left action of W on W ∞ .
Definition 2.12. For each x ∈ W and i ∈ I N , we set
More precisely, a required j can be constructed by applying the following procedure Step 1-3.
Step 1. Fix a non-negative integer p 0 satisfying
Step 2. In case
Step 3. Set j := (j(p)) p∈N .
where
(4) Let i and j be elements of W ∞ . Then the following two properties hold :
for each pair of elements x, y of W .
On the other hand, we have for each p < q
Hence
(2) Let j be an element of I N constructed as in (Step1)-(Step3). By the construction, we have xz i (p 0 ) = z j (l 0 ) for some unique l 0 ∈ Z ≥0 . Further, since i(p 0 + p) = j(l 0 + p) for each p ∈ N, we have
2)
By the condition (2.1) and the equation (2.3), we have φ j (l 0 + p) > 0 for each
On the other hand, since x Φ
Therefore, by (1) we get 
Definition 2.14. By Proposition 2.10(4) and Lemma 2.13(1)(2)(4), we have a left action of
Proof. This immediately follows from Lemma 2.13(3).
3. Notation for untwisted affine cases.
Let l be a positive integer, and put I = {0, 1, · · · , l} and 
= a ij for each i, j ∈ I. Let g be the KacMoody Lie algebra associated with (h, Π, Π ∨ ), that is, the affine Lie algebra of type
l , ∆ ⊂ h * \ {0} the set of all roots of g, ∆ re (resp. ∆ im ) the set of all real (resp. imaginary) roots, and ∆ + (resp. ∆ − ) the set of all positive (resp. negative) roots relative to Π. Further, let W = s i | i ∈ I be the Weyl group of g, where
is the reflection associated with α i . We also set 
Let (· | ·) be the standard symmetric bilinear form on h * , scaled so that (α | α) = 2 for all long roots α of re , we denote by s α the reflection with respect to α, that is, the element of GL(h
Note that s αi = s i for each i ∈ I and that s α ∈ W for each α ∈ ∆ re . For each λ ∈ h * , we define an element t λ ∈ GL(h * ) by setting for each µ ∈ h *
We have t λ (µ) = µ − (µ | λ)δ for each µ ∈ h * 0 , where h * 0 := ⊕ i∈I Rα i . 
In particular, ℓ(t λ ) = For each x ∈ W , we denote by x the unique element of
• W satisfying x ∈ T x. Note that the mapping · : W → • W , x → x is a group homomorphism satisfying x(λ) = x(λ) and s α = s α for each x ∈ W , λ ∈ h * 0 , and α ∈ ∆ re .
Preliminary results for classical root systems.
In this section, we give preliminary results for classical root systems. We use the notation introduced in Section 3. For an arbitrary subset J of
• I, we set 
In addition, we set
Note that
Lemma 4.1.
(1) We have
(2) We have 
Proof. (1) The set P is called closed if it satisfies the following condition: ε, η ∈ P, ε + η ∈ • ∆ =⇒ ε + η ∈ P (cf. [2] §1.7). We also say that P is coclosed or biclosed if Then there exist a unique symmetric subset P s ⊂ P and a unique pointed subset P p ⊂ P such that P = P p ∐P s . Moreover, if P is closed then both P s and P p are closed sets satisfying
Proof. Suppose that there exist a symmetric subset P s ⊂ P and a pointed subset P p ⊂ P such that P = P p ∐ P s . Then we have
This proves the uniqueness of the decomposition. On the other hand, it is easy to see that the above subsets give the desired decomposition of P . In addition, we suppose that P is closed. Let ε and η be elements of P s such that ε + η ∈ • ∆. Then we have ε + η ∈ P and −ε, −η ∈ P . Thus we get −(ε + η) ∈ P , and hence ε + η ∈ P s . Therefore P s is closed.
We next prove (4.1). Suppose that ε + η ∈ P s for some ε ∈ P p and η ∈ P s . Then ε = (ε + η) + (−η) ∈ P s , since P s is closed and −η ∈ P s . This is a contradiction. Hence, (4.1) is valid.
Suppose that ε+η ∈ P s for some ε, η ∈ P p . Then we have −ε = η+(−ε−η) ∈ P p by (4.1) and −ε−η ∈ P s . This contradicts to P p ∩(−P p ) = ∅. Thus we get ε+η ∈ P p for each ε, η ∈ P p satisfying ε + η ∈ • ∆. Therefore P p is closed. Proposition 4.6. For each subset P ⊂ • ∆, the following conditions are equivalent : (i) P is a pointed biclosed set ; (ii) P is a pointed coclosed set ;
(ii)⇒(iii) By Proposition 4.5, we have
where P s (resp. (
is the symmetric part of P (resp.
• ∆ \ P ) and P p (resp.
is the pointed part of P (resp.
• ∆ \ P ). Then we have
Indeed, if ε ∈ P p then we have −ε ∈
• ∆ \ P and −(−ε) ∈ P by (4.2), and hence
By (4.4), we have −(
Moreover, we have P s = ∅ since P is pointed. Therefore we get
3), and hence 
Moreover, by Lemma 4.1(2) we have u
5. The construction of biconvex sets.
In this section, we give several methods of the construction of biconvex sets. We use the notation introduced in Section 3 and 4. 
∆ and x ∈ W , the following three properties hold :
(2) For each subsets P, P ′ of
• ∆, the following three conditions are equivalent:
Proof.
(1)(i) This is straightforward from the definition.
(ii) Suppose that β is an element of P . By (i) we have β ∈ P , and hence x(β) = x(β) ∈ xP .
(iii) Write x = t λ x with λ ∈ M . Then we have x(mδ + ε) = (m − (xε | λ))δ + xε for each m ∈ Z ≥0 and ε ∈ P . Thus we get x(mδ + ε) ∈ xε for all m > (xε | λ), and hence x ε = xε . Therefore we get x P = xP .
(2) Clear. We simply write ∆(w, ±) instead of ∆ ∅ (w, ±). Set
Note that ∆ We denote by W J the subgroup of W generated by { s α | α ∈ Π J }, and by V J the subspace of h * spanned by Π J . Note that
We also put W ∅ := {1} ⊂ W . 
Proof. (ii) By definition, we have
Since u ∈
• W J , we have u
For each y ∈ W J , the following properties hold :
Proof. (1) If P is a closed set, then P ∐ ∆ im + is a convex set.
(2) If P is a pointed closed set, then P is a real convex set. (3) If P is a pointed biclosed set, then P is a real biconvex set.
(1) Suppose that β + γ ∈ ∆ + for some β, γ ∈ P ∐ ∆ im + . Then we have β, γ ∈ P ∐ {0} and β + γ ∈ • ∆ ∐ {0}. Since P is closed, we have β + γ ∈ P ∐ {0}, and hence β + γ ∈ P ∐ ∆ im + by (i) of Lemma 5.2(1). (2) Suppose that β + γ ∈ ∆ + for some β, γ ∈ P . Then we have β, γ ∈ P and β + γ ∈ • ∆ ∐ {0}. If β + γ = 0 then β = −γ ∈ P ∩ (−P ). This contradicts to P ∩ (−P ) = ∅. Thus we get β + γ ∈ • ∆. Since P is closed, we have β + γ ∈ P , and hence β + γ ∈ P by (i) of Lemma 5.2(1). Therefore P is convex.
(3) By (2), P is convex. Since P is a biclosed set,
J , the following properties hold :
Proof. We have u∆ J+ = u
∆J is a closed set, (i) follows from Proposition 5.6(1). On the other hand, by Proposition 4.6, u
• ∆ J ± is a pointed biclosed set. Hence, (ii) follows from Proposition 5.6(3).
Further, for each m ∈ Z ≥1 and ε ∈
• ∆J c + \ {θ J c }, we have
for some j ∈ J c satisfying ε + α j ∈ Proof. For each z ∈ W J , Φ J (z) is finite and biconvex in ∆ J+ by Lemma 2.5(2) and Theorem 2.6. for each z ∈ W J . Note that each element z ∈ W J can be uniquely written as c=1 z c . Then we have
Remark . The above proposition was stated by P. Cellini and P. Papi in the proof of Theorem 3.12 in [9] with an outline of the proof. 6 . A parameterization of infinite real biconvex sets.
In this section, we give a parameterization of the family B ∞ of all infinite real biconvex sets in the positive root system of an arbitrary untwisted affine Lie algebra. (1) we have P ⊂ ∇. Suppose that −P ∩ ∇ = ∅. Then there is an element ε ∈ P such that mδ − ε ∈ ∇ for some m ∈ Z ≥0 . On the other hand, since ε ⊂ ∇ we have δ + ε ∈ ∇. Then, by the convexity of ∇ we have (m + 1)δ = (mδ − ε) + (δ + ε) ∈ ∇. This contradicts to ∇ ⊂ ∆ re + . Hence we have −P ∩ ∇ = ∅. Then both ∇ and P ∇ are pointed closed sets such that P ∇ ⊂ ∇. Moreover, if ∇ is a real biconvex set then P ∇ is a pointed biclosed set.
Proof. Suppose that ε, η ∈ ∇ satisfy ε + η = • ∆. By definition, there exist β, γ ∈ ∇ such that β = ε, γ = η. Since ε + η ∈ • ∆ we have β + γ ∈ ∆ re + . By the convexity of ∇, we have β + γ ∈ ∇, and hence ε + η = β + γ ∈ ∇. Thus ∇ is closed.
Suppose that ε, η ∈ P ∇ satisfy ε + η = • ∆. By definition, we have ε , η ⊂ ∇. Hence there exist m, n ∈ Z ≥0 satisfying (m + k)δ + ε ∈ ∇ and (n + k)δ + η ∈ ∇ for all k ∈ Z ≥0 . By the convexity of ∇, we have (m + n + k)δ + ε + η ∈ ∇ for all k ∈ Z ≥0 . Thus we get ε + η ⊂ ∇, and hence ε + η ∈ P ∇ . Therefore P ∇ is closed.
Suppose that ε is an element of ∇ ∩ (−∇). Then we have ε, −ε ∈ ∇. Hence we may assume ε ∈ ∇ ∩
• ∆+. Then there exist m ∈ Z ≥0 and n ∈ N such that mδ +ε, nδ −ε ∈ ∇. By the convexity of ∇, we have (m+n)δ = (mδ +ε)+(nδ −ε) ∈ ∇. This contradicts to ∇ ⊂ ∆ re + . Thus we get ∇ ∩ (−∇) = ∅. Moreover, by definition, we have P ∇ ⊂ ∇, and hence P ∇ ∩ (−P ∇ ) = ∅.
In addition, we suppose that ∇ is biconvex. Let ε and η be elements of ∆−. Thus we get w = w ′ , and hence ∆(w, −) = ∇. Therefore ∆(w, −) is a maximal real convex set. Moreover, by the above argument, the injectivity of the mapping is clear. Finally, we prove the surjectivity of the mapping. Let ∇ be a maximal real convex set. By (1), there exists w ∈ Remark . By the corollary, we have that B ⊂ ∆ + is biconvex if and only if B satisfies the conditions C(i) ′ and C(ii) ′ (see remarks below Theorem 2.6).
