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1. Introduction
Computing integrals is a basic need in many areas of mathematics and
applied sciences. It is a common experience that some integrals can
be calculated “by hand”, obtaining a “closed formula”, while others
cannot be reduced to a simple expression. This fact is at the origin of
numerous approximation techniques for integrals, such as quadratures,
series expansions, Monte-Carlo methods, etc. The purpose of these
notes is to start what seems to be a new line of investigations in
studying the behavior of integrals of the form∫
A
f(x)dx , A ⊂ Rd , (1.1)
for sets A far away from the origin. In this integral, dx is the Lebesgue
measure on Rd, and the function f is integrable over Rd.
Such integral is in general very difficult to compute numerically.
Indeed, in interesting applications d is between 10 and 50 say, and
quadrature methods are essentially out of considerations. On the
other hand, as A is far away from the origin, the integral is small
— the interesting range for some applications is when the integral is
of order 10−2, 10−3, or even smaller — and standard Monte-Carlo
methods fail to provide a good evaluation at a cheap cost.
The motivation for this study comes mainly from applications in
statistics and probability theory. However, the techniques developed
should be useful in other areas of mathematics as well, wherever such
integrals arise.
Before going further, let us show some consequences of our main
approximation result in probability and statistics. We hope that the
reader will find in these examples good motivation to continue reading.
Consider the following two density functions on R ,
wα(x) = Kw,α exp
(−|x|α/α) ,
sα(x) = Ks,α
(
1 +
x2
α
)−(α+1)/2
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where
Kw,α =
1
2α
1
α
−1Γ
(
1
α
) and Ks,α = 1√
πα
Γ
(α + 1
2
)
Γ
(α
2
) ;
so wα and sα integrate to 1 on the real line. The density w2 is the
standard normal distribution. The density sα is that of a Student
distribution. These two functions are very different. The symmetric
Weibull-like, wα, decays exponentially at infinity, while the Student
one decays polynomially.
Let us now consider a real d × d matrix C = (Ci,j)16i,j6d with at
least one positive term on its diagonal. We write 〈· , ·〉 the standard
inner product on Rd, and consider the domain
At = { x ∈ Rd : 〈Cx, x〉 > t } .
As t tends to infinity, it is easy to see that the set At =
√
tA1 pulls
away from the origin since A1 does not contain 0. We will explain
the following in section 8.1. If α 6= 2, then there exists a function —
rather explicit, and in any case computable — c(·) of α, d and C, such
that ∫
At
∏
16i6d
wα(xi)dx1 . . . dxd ∼ c(α, d, C)e−tα/2c2t−(α−2)
d
4
−α
2 ,
as t tends to infinity. When α = 2, the asymptotic behavior of the
integral is different. Namely, if k is the dimension of the eigensubspace
associated to the largest eigenvalue λ of CT + C,∫
At
∏
16i6d
w2(xi)dx1 . . . dxd ∼ c(2, d, C)e−t/λt(k−1)/2 ,
as t tends to infinity. Comparing the formula for α equal or different
from 2, we see that the power of t, namely (α − 2)d/4 − α/2 for α
different from 2 and (k − 1)/2 for α equal 2, has a discontinuity in
α = 2, whenever k is different than 2. Moreover, we will see in section
8.2 that∫
At
∏
16i6d
sα(xi)dx1 . . . dxd ∼ Ks,αα(α+1)/22t−α/2
∑
i:Ci,i>0
C
α/2
i,i
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as t tends to infinity. These estimates give approximations for the
tail probability of the quadratic form 〈CX,X〉 evaluated at a random
vector X having independent components distributed according to wα
or sα. We will also see what happens when all the diagonal elements
of C are negative.
Consider now d = n2 for some positive integer n, and write M(n,R)
for the set of all real n× n matrices. Let
At = { x ∈ M(n,R) : detx > t }
be the set of all n × n real matrices with determinant at least t.
The set A1 is closed and does not contains the origin. One sees that
At = t
1/nA1 moves away from the origin when t increases. We will
prove that, as t tends to infinity,∫
At
∏
16i,j6n
wα(xi,j)dxi,j ∼
{
c e−t
α/nt(α(n
2−1)−2n2)/2n if α 6= 2
c e−nt
2/2t(n
2−n−2)/2 if α = 2
while ∫
At
∏
16i,j6n
sα(xi,j)dxi,j ∼ c (log t)
n−1
tα
.
This gives a tail estimate of the distribution of the determinant of a
random matrix with independent and identically distributed entries
from a distribution wα or sα. The constant c depends on sα or wα as
well as on the dimension n; but it does not depend on t and will be
explicit.
Possible applications are numerous. We will deal with further
interesting examples, such as norms of random matrices, suprema of
linear processes, and other related quantities.
Though some specific examples could be derived with other meth-
ods — in particular those dealing with the Gaussian density integrated
over rather simple sets — we hope that the reader will enjoy having a
unified framework to handle all those asymptotic problems. It has the
great advantage of providing a systematic approach. It breaks seem-
ingly complicated problems into much more manageable ones. It also
brings a much better understanding of how the leading terms come
out of the integrals. Through numerical computations we will also see
that our approximations are accurate enough to be of practical use in
statistics, when dealing with some small sample problems — the type
of problem for which there are no systematic tools as far as the author
knows, and which originally motivated this work.
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Another purpose of these notes is to investigate asymptotics for
conditional distributions, and Gibbs conditioning. For instance,
consider n points in Rn, whose coordinates are independent and
identically distributed random variables. They form a parallelogram.
Given, say, the volume of this parallelogram, these points are no longer
independent. What is their distribution? In general, this seems to be
a very difficult question, except if one stays at a very theoretical level
and does not say much. We will show that it is possible to obtain
some good approximation of this conditional distribution for large
volumes of the parallelogram — mathematically, as the volume tends
to infinity.
It is important to realize that conditional distributions are rather
delicate objects. To convince the reader of the truth of this assertion,
let us consider four elementary examples where everything can be
calculated explicitly and easily.
Example 1. Let X, Y be two independent standard normal random
variables. We are looking for the distribution of (X, Y ) given X+Y >
t, for large values of t. A simple probabilistic argument to obtain
a limiting distribution is as follows. Let U = (X + Y )/
√
2 and
V = (X − Y )/√2. The distribution of X given X + Y > t is that
of (U + V )/
√
2 given U > t/
√
2. One can check by hand that the
conditional distribution of U/t given U > t/
√
2 converges weakly*
to a point mass at 1/
√
2. Since U and V are independent standard
normal, and since (X, Y ) is exchangeable conditionally on X +Y , the
pair (X, Y )/t converges in probability to (1/2, 1/2) conditioned on
X + Y > t.
Consequently, if we are given X + Y > t for large t, we should
expect to observe X/t ≈ Y/t ≈ 1/2. Hence, X and Y are both large,
and about the same order.
Example 2. Consider the same problem as in example 1, but with
X and Y independent and both exponential. For any α ∈ (0, 1),
P{X 6 αt |X + Y > t } = P{X 6 αt ;X + Y > t }
P{X + Y > t } .
We can explicitly calculate
P{X 6 αt ;X + Y > t } =
∫ αt
x=0
∫ ∞
y=t−x
e−xe−ydx dy =
∫ αt
0
e−tdx
= αte−t .
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On the other hand, X + Y has a gamma distribution with mean 2.
Integration by parts yields
P{X + Y > t } =
∫ ∞
t
xe−xdx = (t+ 1)e−t .
It follows that
P{X 6 αt |X + Y > t } = α t
t+ 1
.
Thus, given X+Y > t, the distribution of X/t converges to a uniform
distribution over [ 0, 1 ]. Again, by conditional exchangeability, the
same result holds for Y/t. In conclusion, the distribution of (X, Y )/t
conditioned on X+Y > t converges weakly* to a uniform distribution
over the segment α(1, 0) + (1 − α)(0, 1) in R2. So, we do not have
the kind of degeneracy that occurs in Example 1. Conditioned on
X +Y > t, the random variables X and Y should still be of the same
order of magnitude, t, but not necessarily close to each others after
the rescaling by 1/t.
Example 3. Consider the same problem, with now X and Y inde-
pendent, both having a Cauchy distribution. Elementary calculation
shows that
P{X > s } =
∫ ∞
s
dx
π(1 + x2)
∼
∫ ∞
s
dx
πx2
∼ 1
πs
as s→∞ .
Moreover, the stability of the Cauchy distribution — see, e.g., Feller,
1971, §II.4 — asserts that (X + Y )/2 has also a Cauchy distribution.
Consequently,
lim
t→∞
P{X > ǫt , Y > ǫt |X + Y > t }
6 lim
t→∞
P{X > ǫt ; Y > ǫt }
P{X + Y > t } = 0 .
This proves that we cannot have both X and Y too large as t tends
to infinity. Moreover, for s positive,
P{X > t(1 + s) |X + Y > t } ∼ P{X > t(1 + s) }
P{X + Y > t } ∼
1
2(1 + s)
as t tends to infinity. Consequently, given X + Y > t, the random
vector (X, Y )/t has a distribution which converges weakly* to (Px +
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Py)/2 where Px (resp. Py) is a Pareto distribution on the x-axis (resp.
y-axis).
These three examples show that we can obtain very different behav-
iors, with various degrees of degeneracy for the limiting conditional
distributions. But they also show examples of nonconceptual proofs.
They provide no insight on what is happening. All the arguments
are rather ad hoc. However, it is intuitively clear that the limiting
conditional distribution has to do with the tail of the distribution of
(X, Y ). Specifically, if we write f(x, y) for the density of (X, Y ) and
At = { (x, y) : x + y > t }, we are led to consider expressions of the
form ∫
At∩{x:x6ct}
f(x, y) dx dy∫
At
f(x, y) dx dy
.
When looking at
∫
At
f(x, y) dx dy, examples 1, 2, 3 have very different
features. Intuitively, the behavior of the integral has to do with how
the set At lies in R
2 compared to the level sets of f(x, y). Examples
1, 2 and 3 correspond to the following pictures.
Example 1 Example 2
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Example 3
In the three pictures, we see the gray shaded set At, its boundary,
and the level sets
Λc = { (x, y) : f(x, y) = e−c }
for c = 1, 2, 3, . . . The fact that the sets Λc are getting closer and closer
as c tends to infinity in example 1 expresses the very fast decay of the
Gaussian distribution. At the opposite extreme, in example 3, the
level sets are further and further apart because the distribution has a
subexponential decay. These pictures show why in examples 1 and 3
we obtained some form of degeneracy in the limiting distribution. In
example 1, the density function is maximal on the boundary of At at
one point whose two coordinates are equal. In example 3, the density
is maximal at two points on the boundary of At. These two points
have one coordinate almost null, while the other coordinate is of order
t. But one should be careful, as rough pictures may not give the right
result if they are read naively in more complicated situations. Our
fourth example is still elementary and illustrates this point.
Example 4. Consider (X, Y ) where X and Y are independent, both
having a Cauchy distribution with density s1. We are now interested
in the tail distribution of XY and in the distribution of (X, Y ) given
XY > t for large t. By symmetry, it is enough to consider the same
distribution but adding the conditioning X > 0 and Y > 0.
On X, Y > 0, set U = logX and V = log Y . The density of U is
fU (u) = e
us1(e
u) =
eu
π(1 + e2u)
∼ e
−u
π
as u→∞ .
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Thus, the level sets of the density of (U, V ) far away from the origin
look like those of the exponential distribution of example 2. Hence,
when studying the distribution of U given U + V > log t — i.e.,
X given XY > t — we could expect to have a behavior similar to
example 2. However, the picture looks as follows.
Example 4
In particular, write At = { (x, y) : xy > t } for the set on which
we integrate the density of (X, Y ). The boundary ∂At has a unique
contact point with the maximal level set of the density intersecting
At, where by maximal level set we mean Λc such that Λc+ǫ ∩ At is
nonempty if ǫ is positive, and is empty if ǫ is negative. In that aspect,
we are close to examples 1 or 3. This example 4 will show us two
more things. First we need to take into consideration the decay of
the density — which explains why we will not have degeneracy as in
examples 1 or 3. Second, it shows that whichever result we can prove
will have a lot to do with the shape of the domain considered and how
this domain pulls away from the level sets of the density.
To see what happens in this fourth example is still rather easy. We
first calculate
P{XY > t } = 2
π2
∫
xy>t , x>0 , y>0
dy
1 + y2
dx
1 + x2
=
2
π2
∫ ∞
0
(π
2
− arctan t
x
) dx
1 + x2
. (1.2)
It is true that
π
2
− arctanu =
∫ ∞
u
dx
1 + x2
∼ 1
u
as u→∞ .
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However, replacing (π/2) − arctan(t/x) by x/t in (1.2) leads to a
divergent integral. So, we need to be careful. Let η be a positive real
number. There exists a positive ǫ such that for any u > 1/ǫ,
π
2
− arctanu ∈
[ 1− η
u
,
1 + η
u
]
.
Consequently,∫ ǫt
0
(π
2
− arctan t
x
) dx
1 + x2
6 (1 + η)
∫ ǫt
0
xdx
t(1 + x2)
=
1 + η
2t
log(1 + ǫ2t2)
> (1− η)
∫ ǫt
0
xdx
t(1 + x2)
=
1− η
2t
log(1 + ǫ2t2) .
Moreover,
0 6
∫ ∞
ǫt
(π
2
− arctan t
x
) dx
1 + x2
6
π
2
∫ ∞
ǫt
dx
x2
=
π
2ǫt
.
Therefore, using log(1 + ǫ2t2) ∼ 2 log t as t tends to infinity, we have
P{XY > t } ∼ 2
π2
log t
t
as t→∞ .
Next, for α ∈ (0, 1), the same argument shows that
P{XY > t ;X > tα } = 1
π2
∫ ∞
tα
∫ ∞
t/x
dy
1 + y2
dx
1 + x2
=
1
π2
∫ ∞
tα
(π
2
− arctan t
x
) dx
1 + x2
∼ 1
π2
∫ ǫt
tα
x
t
dx
1 + x2
=
1
tπ2
(
log ǫt− log tα + o(1))
∼ log t
tπ2
(1− α) as t→∞.
Consequently, we obtain
P{X > tα |XY > t } = P{X > t
α ;XY > t }
P{XY > t } ∼
1− α
2
.
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It follows that the distribution of (X, Y )/t given XY > t converges
weakly* to δ(0,0), showing a degeneracy like in example 1, but of a
different nature. A linear normalization is not suitable, so we must
use a logarithmic scale. Writing X = ǫ1e
U and Y = ǫ2e
V with ǫ1
and ǫ2 taking values +1 or −1 with probability 1/2, we proved that
the distribution of (U, V )/ log t given XY > t converges weakly* to
a uniform distribution over { (s, 1 − s) : s ∈ [ 0, 1 ] }, which is very
similar to example 2.
Another interesting feature about examples 1–4 is that they use
some rather specific arguments in each case, since everything could be
calculated quite explicitly. When looking at more complicated distri-
butions, or at more complicated conditioning, or in higher dimensions,
we cannot rely so much on elementary intuition. One of the main
goals of the present work is to give a systematic procedure for doing
the calculation. The key point is that we will be able to transform
the problem into one in asymptotic differential geometry, i.e., a con-
junction of asymptotic analysis and differential geometry. In practice,
the approximation of the conditional distribution will boil down to a
good understanding of the contact between ∂At and the level sets of
the density. Having to deal with purely geometrical quantities will be
helpful because differential geometric arguments will not depend on
the dimension, and also since differential geometric quantities, such
as curvatures, can be computed from different formulas, using very
different parameterizations. Whichever parameterization is the most
convenient will be used. In some sense, this is very much like changing
variables in integrals, and we hope to convince the reader that once it
has been learned, it considerably simplifies the analysis. The disad-
vantage is that it requires investing some time in learning the basics
of differential geometry and asymptotic analysis — but can we really
hope to solve every problem with elementary calculus?
At this stage, I urge the reader to look at the conditional distri-
bution of the parallelogram given its volume mentioned in the intro-
duction. In terms of linear algebra, the question amounts to looking
at the conditional distribution of a random matrix with independent
and identically distributed coefficients, given that its determinant is
large. For 2× 2 matrices, we are already in R4, since we have 4 coeffi-
cients. The condition that the determinant is larger than t determines
a subset whose boundary is of dimension 3, and it is impossible to visu-
alize it. Such a simple example already shows the need for systematic
1. Introduction 11
methods relying as little as possible on intuition.
Let us now say a few words on how our results are connected to the
classical Laplace method. They can be viewed as a Laplace method
with an infinite dimensional parameter.
In order to discuss this point, and because some understanding of
Laplace’s method may be helpful in reading the next pages, let us
state and prove the following elementary result. Writing I = − log f ,
consider an integral of the form
∫
A e
−λI(x)dx.
1.1. THEOREM. (Laplace’s approximation) Let A be a compact
set in Rd and I be a twice differentiable function on Rd. Assume that
I has a minimum on A at a unique interior point a∗, and that D
2I(a∗)
is definite. Then,∫
A
e−λI(x)dx ∼ (2π)
d/2(
detD2I(a∗)
)1/2λd/2e−λI(a∗) as λ→∞ .
Proof. Let ǫ be a number between 0 and 1/2. Since a∗ is in
the interior of A and I is twice differentiable, we can find an open
neighborhood U of a∗ on which
1− ǫ
2
〈D2I(a∗)(x− a∗) , x− a∗〉 6 I(x)− I(a∗)
6
1 + ǫ
2
〈D2I(a)(x− a∗), x− a∗〉 .
Moreover, there exists a positive η such that I(x) > I(a∗) + η on
A ∩ U c. Consequently,∫
A
e−λI(x)dx 6 e−λI(a∗)
∫
A∩U
exp
(1− ǫ
2
〈D2I(a∗)(x−a∗), x−a∗〉
)
dx
+ e−λ(I(a∗)+η)|A ∩ U c| .
The change of variable h =
√
λ(1− ǫ)(x − a∗) yields to the upper
bound
e−λI(a∗)
∫
√
λ(1−ǫ)(A∩U−a∗)
exp
(
− 1
2
〈D2I(a∗)h, h〉
)
dhλ−d/2(1−ǫ)−d/2
+ e−λ(I(a∗)+η)|A ∩ U c| .
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Since a∗ is an interior point of A, the set
√
λ(1− ǫ)(A ∩ U − a∗)
expands to fill Rd as λ tends to infinity. Therefore,∫
A
e−λI(x)dx 6
λ−d/2(
detD2I(a∗)
)1/2 e−λI(a∗)(1− 2ǫ)−d/2
for λ large enough. A similar argument leads to the lower bound where
the term (1− 2ǫ)−d/2 is replaced by (1+ 2ǫ)−d/2. Since ǫ is arbitrary,
the result follows.
How is our integral
∫
A e
−I(x)dx related to Laplace’s method? If
A = tA1 for some fixed set A1, and if I is a homogeneous function of
degree α, we see that∫
tA1
e−I(x)dx = td
∫
A1
e−I(ty)dy = td
∫
A1
e−t
αI(y)dy . (1.3)
On one hand Laplace’s method is directly applicable provided I has
a unique minimum on A1. On the other hand, the integral on the left
hand side of (1.3) is like (1.1). Having a good estimate for (1.1) will
yield an estimate of (1.3).
When studying (1.1), one can try to argue as in Laplace’s method.
Writing I(A) for the infimum of I over A, we obtain∫
A
e−I(x)dx = e−I(A)
∫
A
e−(I(x)−I(a∗))dx .
We can hope to have a quadratic approximation for I(x) − I(a∗).
But if we consider an arbitrary set far away from the origin, there
is no reason for I to have a minimum at a unique point on A, and
there is even less reason to have this infimum in the interior of A. In
general attains its minimum on a set DA depending on A, which can
be very messy. Roughly, we will limit ourselves to situations where DA
is a smooth k-dimensional manifold, which still allows some room for
wiggling curves and other rather nasty behaviors. In essence, thinking
of A as parametrized by its boundary ∂A, our method consists in
applying Laplace’s approximation at every point of DA along fibers
orthogonal to DA, and integrating these approximations over ∂A,
keeping only the leading terms. The difficulty is to obtain a good
change of variable formula in order to extract the leading terms, to
keep a good control over the Jacobian of the transformation, and to
control all the error terms. In doing that, the reader will see that
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it amounts to a Laplace method where the parameter λ is now the
infinite dimensional quantity ∂A.
Since we allow so much freedom on how the set A can be, we will
see that not only should we look at points were I is minimized, but
also at points x in A such that I(x) − I(A) stays bounded — this is
of course not a rigorous statement — or even is unbounded but not
too large compared to some function of I(A).
Approximating an integral of the form
∫
A e
−I(x)dx for arbitrary
sets A far away from the origin and arbitrary functions I seems a very
difficult task. For the applications that we have in mind, we will only
concentrate on sets with smooth boundary. We will also require that I
be convex. This last assumption may look very restrictive. However,
by not putting too many restrictions besides smoothness on ∂A, one
can often make a change of variable in order to get back to the case
where I is convex. This is actually how we obtained the estimates
of the integrals over sα given at the beginning of this chapter. As
the reader can see, − log sα is all but a convex function. This idea of
changing variables will be systematically illustrated in our examples.
We now outline the content of these notes.
Chapters 2–5 are devoted to the proof of an asymptotic equivalent
for integrals of the form
∫
A e
−I(x)dx for smooth sets A far away
from the origin and convex functions I — plus some other technical
restrictions. The goal and culminating point is to prove Theorem 5.1.
The main tools come from differential geometry and related formulas
in integration. A reader with no interest in the theoretical details can
go directly to Theorem 5.1, but will need to read a few definitions in
chapters 2–4 in order to fully understand its statement.
In chapter 6, we consider the special case where A is the translate
of a fixed set.
A second basic situation is studied in chapter 7, where A = tA1 is
obtained by scaling a fixed set A1 which does not contain the origin,
t tends to infinity and I is homogeneous. In this case, we will overlap
and somewhat extend the classical Laplace method.
In chapter 8, we study the tail probability of quadratic forms of
random vectors. If X is a random vector in Rd and C is a d×d matrix,
we seek an approximation of P{ 〈CX,X〉 > t } for large t. We focus
on the case where X has a symmetric Weibull type distribution or a
Student type distribution. These two cases yield different behavior
which we believe to be representative of the so-called sub-Gaussian
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and heavy tails distributions. They also illustrate the use of our main
approximation result.
The next example, about random linear forms, developed in chapter
9, requires more geometric analysis. The problem is as follows: if
X is a random vector on Rd and M is a subset of Rd, how does
P{ supp∈M〈X, p〉 > t } decay as t tends to infinity? Again, our main
theorem provides an answer and we will also focus on symmetric
Weibull- and Student-like vectors. These two distributions capture
the main features of the applications of our theoretical result to this
situation.
The last example, treated in chapter 10, deals with random ma-
trices. Specifically, if X is an n × n matrix with independent and
identically distributed coefficients, we seek for an approximation of
P{ detX > t } for large t. Again, we will deal with Weibull- and
Student-like distributions. In the last subsection, we also approxi-
mate P{ ‖X‖ > t } for large t, the tail distribution of the norm of the
random matrix. This last example yields some interesting geometry
on sets of matrices, and turns to be an application of the results on
random linear forms obtained in chapter 9.
The last chapters address some more applied issues, ranging from
applications in statistics to numerical computation.
Chapter 11 presents some applications to statistical analysis of time
series. We will mainly obtain tail distribution of the empirical covari-
ances of autoregressive models. This turns out to be an application
of the results of chapter 8. We will go as far as obtaining numbers
useful for some real applications, doing numerical work.
Chapter 12 deals with the distribution of the suprema of some
stochastic processes. It contains some examples of pedagogical in-
terest. It concludes with some calculations related to the supremum
of the Brownian bridge and the supremum of an amusing process de-
fined on the boundary of convex sets.
There are two appendices. One deals with classical estimates on
tail of Gaussian and Student distributions. In the other one, we prove
a technical estimate on the exponential map.
Every chapter ends with some notes, giving information and/or
open problems on related material.
When doing rather explicit calculations, we will focus on two
specific families of distributions. Recall that the Weibull distribution
on the positive half line has cumulative distribution function 1−e−xα ,
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x > 0. Its density is αxα−1e−x
α
I[0,∞)(x). We will consider a variant,
namely the density
wα(x) = Kw,αe
−|x|α/α , x ∈ R ,
where setting Kw,α = α
1−(1/α)/
(
2Γ(1/α)
)
ensures that wα integrates
to 1 on the real line. We call this distribution symmetric Weibull-like.
This is the first specific family of distributions that we will use.
To introduce the second family, recall that the Student distribution
has density proportional to (1 + α−1y2)−(α+1)/2. Its cumulative
distribution function Sα has tail given by the asymptotic equivalent
— see Appendix 1 —
Sα(−x) ∼ 1− Sα(x) ∼
Ks,αα
(α−1)/2
xα
as x→∞ ,
where Ks,α =
∫∞
−∞(1+α
−1y2)−(α+1)/2 dy is the normalizing constant
of the density. Accordingly, we say that a density sα is Student like if
the corresponding distribution function Sα(x) =
∫ x
−∞ sα(y)dy satisfies
Sα(−x) ∼ 1− Sα(x) ∼ Ks,αα
(α−1)/2
xα
as x→∞ ,
for some constant Ks,α.
Why are we interested in these two specific families? When
α = 2 the Weibull-like distribution is the standard Gaussian one.
Embedding the normal distribution this way will allow us to see how
specific the normal is. When looking at product densities, it is only
when α = 2 that the Weibull-like distribution is invariant under
orthogonal transforms; this will create discontinuities at α = 2 in
some asymptotic approximations.
The Student-like distributions are of interest because they are
rather representative of the so-called heavy tail distributions. In
particular, they include the symmetric stable distributions with index
α in (0, 2). But more generally, recall that a cumulative distribution
function F is infinitely divisible if its characteristic function has the
form
exp
∫ +∞
−∞
eiζx − 1− iζ sin x
x2
dM (x)
for some finite measure M — see, e.g., Feller (1970, §XVII). For x
positive, define
M+(x) =
∫ +∞
x
dM (y)
y2
and M−(x) =
∫ −x
−∞
dM (y)
y2
.
16 Chapter 1. Introduction
Recall that a function f on R is said to be regularly varying with
index ρ at infinity if, for any positive λ,
lim
x→∞
f(λx)
f(x)
= λρ .
It can be proved — see, e.g., Feller (1970, §XVII.4) — that whenever
M+ (resp. M−) is regularly varying with negative index, then
1 − F (x) ∼ M+(x) as x tends to infinity (resp. F (x) ∼ M−(x)
as x tends to minus infinity). Thus, if
M (−∞,−x) ∼ M (x,∞) ∼ c
xα−2
,
with α > 2, then F is Student-like. More precisely,
1− F (x) ∼ c(α− 2)
αxα
as x→∞ ;
one can take the constant Ks,α to be c(α− 2)α−(α+1)/2.
Other distributions are Student-like. For instance, one may start
with a random variable X having a Pareto distribution on (a,∞),
P{X > x } = 1
(x− a+ 1)α I[a,∞)(x) .
We then symmetrize it. Take ǫ to be a random variable independent
of X, with
P{ ǫ = −1 } = P{ ǫ = +1 } = 1/2 .
Then ǫX has a symmetric distribution. Its tails are given by
P{ ǫX > x } = P{ ǫX 6 −x } = 1
2(x− a+ 1)α
for x large enough. Thus, ǫX has a Student-like distribution.
Notes
There is an extensive literature on calculating integrals. Concerning
the classical numerical analysis, quadratures, Monte-Carlo methods,
etc., chapter 4 of the Numerical Recipes by Press, Teukolsky, Vetteling
and Flannery (1986) is an excellent starting point. It states clearly
the problems, some solutions, their advantages and drawbacks, and
contains useful references.
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The statistical literature is full of more or less ad hoc methods to
perform some specific integrations, sometimes related to those we are
interested in here. In the last 20 years or so, Markov chain Monte-
Carlo and important sampling methods have been blooming, bringing
a large body of papers. Unfortunately, I do not know a reference
explaining things simply. Perhaps this area is just too active and has
not yet matured to a stage where classical textbooks become available.
Concerning the approximation of univariate integrals, Laplace’s
method, asymptotic expansions and much more, I find Olver (1974) a
great book. The classical references may be Murray (1984); De Bruijn
(1958) and Bleistein and Handelsman (1975) have been republished
by Dover. Both are inexpensive — as any book should be — and
are worth owning. Not so well known is Combet (1982). Combet has
proofs of the existence of asymptotic expansions derived from very
general principles, although these expansions are not too explicit. I
tend to believe that work in this direction would bring some practical
results, and this is the first — loose — open problem in these notes.
Regularly varying functions are described beautifully in Bingham,
Goldie and Teugels (1987).

2. The logarithmic
estimate
Throughout this book, we consider a nonnegative function I defined
on Rd, convex, such that
lim
|x|→∞
I(x) = +∞ .
This assumption holds whenever we use a function I, and we will not
repeat it every time.
For any subset A of Rd, we consider the infimum of I over A,
I(A) = inf{ I(x) : x ∈ A } .
When studying an integral of the form
∫
A e
−I(x)dx with A far away
from the origin, a first natural question is to investigate if it is close
to e−I(A), at least in logarithmically. If this is the case, we have an
analogue of the logarithmic estimate for exponential integrals
log
∫
A
exp
(− λI(x))dx ∼ λI(A) as λ→∞
— A is fixed here! — which holds, e.g., for sets A with smooth
boundary.
Our first result in this flavor will be a slightly sharper upper
estimate than a purely logarithmic one, but for some very specific
sets A, namely, complements of level sets of I. This estimate will be
instrumental in the following chapters.
Let us consider the level sets of I,
Γc =
{
x : I(x) 6 c } , c > 0 .
The complement Γcc of Γc in R
d is the set of all points for which I is
strictly larger than c. Define the function
L(c) =
∫
Γcc
e−I(x)dx , c > 0 .
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2.1. PROPOSITION. There exists a constant C0 such that for any
positive c,
L(c) 6 C0e
−c(1 + c)d .
Proof. Use Fubini’s theorem and the change of variable u = v + c
to obtain
L(c) =
∫ ∫
I[c,u]
(
I(x)
)
dx e−u du = e−c
∫
v>0
e−v |Γc+v \ Γc|dv
6 e−c
∫
v>0
e−v |Γc+v|dv .
Since the function I is convex, nonnegative and tends to infinity with
its argument, its graph{ (
x, I(x)
)
: x ∈ Rd } ⊂ Rd+1
is included in a cone with vertex the point (0, . . . , 0,−1) and passing
trough a ball centered at 0 in Rd × { 0 }.
Thus, |Γt| is less than the d-dimensional measure of the slice of the
cone at height t, i.e.,
|Γt| 6 C1(1 + t)d
for some positive constant C1. Thus,
L(c) 6 C1e
−c
∫
v>0
e−v(c+ v + 1)ddv
6 3dC1e
−c
∫
v>0
e−v(cd + vd + 1)dv
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and the result follows.
To handle more general sets, it is convenient to introduce the
following notation.
NOTATION. Let F , G be two functions defined on the Borel σ-field
of Rd. We write
(i) limA→∞ F (A) = 0 if and only if for any positive ǫ, there exists c
such that for all Borel set A of Rd, the inequality I(A) > c implies
|F (A)| 6 ǫ;
(ii) limA→∞ F (A) = 0 ⇒ limA→∞G(A) = 0 if and only if the
following holds:
∀ǫ, ∃δ, ∃c > 0, (I(A) > c and |F (A)| 6 δ)⇒ |G(A)| 6 ǫ.
Another way to phrase condition (ii) is to say that whenever I(A)
is large enough and F (A) is small enough, then G(A) is small.
Notice that this notion of limit depends on the function I. But if
we restrict I to be convex, defined on Rd and blowing up at infinity,
then it does not depend on which such specific function we choose.
The advantage of this notation is that it allows to express approx-
imation properties related to sets moving away from the origin, but
under some analytical constraints. We will mainly use (ii). We can
similarly define lim infA→∞ F (A) and lim supA→∞ F (A).
A first example of the use of this notation is to express a condition
which ensures that we have a “nice” logarithmic estimate. It asserts
that log
∫
A e
−I(x)dx is of order −I(A) provided A is not like a very
thin layer attached to ∂ΓI(A).
2.2. PROPOSITION. The following are equivalent:
(i) limA→∞ I(A)
−1 log
∫
A
e−I(x)dx = −1,
(ii) limǫ→0 lim infA→∞ I(A)
−1 log |A ∩ Γ(1+ǫ)I(A)| = 0.
ΓI (A) Γ(1+ )I (A)
A
A
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REMARK. For any set A,∫
A
e−I(x)dx 6
∫
Γc
I(A)
e−I(x)dx = L
(
I(A)
)
.
We then infer from Proposition 2.1 that
lim sup
A→∞
I(A)−1 log
∫
A
e−I(x)dx 6 −1 .
Thus, statement (i) in Proposition 2.2 is really about the limit inferior
of the integral as I(A) tends to infinity.
Notice also that the the limit as ǫ tends to 0 in (ii) exists since ǫ 7→
Γ(1+ǫ)I(A) is monotone. The limit is at most 0 since |A∩Γ(1+ǫ)I(A)| 6
|Γ(1+ǫ)I(A)| is bounded by a polynomial in I(A). Therefore, statement
(ii) is really about the limit inferior as ǫ tends to 0.
Proof of Proposition 2.2. Assume that (ii) holds. For any positive
number ǫ,
I(A)−1 log
∫
A
e−I(x)dx > I(A)−1 log
∫
A∩Γ(1+ǫ)I(A)
e−I(x)dx
> I(A)−1 log
(
e−(1+ǫ)I(A)|A ∩ Γ(1+ǫ)I(A)|
)
= −1− ǫ+ I(A)−1 log |A ∩ Γ(1+ǫ)I(A)| .
Given the above remark, (i) holds.
To prove that (ii) is necessary for (i), let us argue by contradiction.
If (ii) does not hold, then there exists a positive β and a sequence of
positive numbers ǫk converging to 0 as k tends to infinity, such that
lim inf
A→∞
I(A)−1 log |A ∩ Γ(1+ǫk)I(A)| < −β
for any k large enough. For k large enough, ǫk < β. Thus, using
Proposition 2.1,∫
A
e−I(x) dx 6
∫
A∩Γ(1+ǫk)I(A)
e−I(x) dx+
∫
Γc
(1+ǫk)I(A)
e−I(x) dx
6 e−I(A)|A ∩ Γ(1+ǫk)I(A)|+ L
(
(1 + ǫk)I(A)
)
6 e−I(A)(1+β) + C0e
−I(A)(1+ǫk)
(
1 + (1 + ǫk)I(A)
)d
6 e−I(A)(1+ǫk+o(1)) as A→∞ .
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Therefore,
lim sup
A→∞
I(A)−1 log
∫
A
e−I(x) dx 6 −(1 + ǫk) < −1
and (i) does not hold.
Notes
The idea of the proof of Proposition 2.1, writing e−I as the integral
of e−u over [ I,∞) and then using Fubini’s theorem is all but new;
at most it has not been used enough. Lieb and Loss (1997) call
a much more general fact the “layer cake representation”. I have
the recollection of hearing talks using similar tricks and referring
to the coarea formula. See Federer (1969) to know all about it, or
Morgan (1988) to simply know what it is. Proposition 2.2 grew from
Broniatowski and Barbe (200?) which we wrote, I think, in 1996 or
1997. This second chapter has the flavor of large deviation theory and
the notation I for the function in the exponential is not a coincidence.
More will be said in the notes of chapter 5 and in chapter 7. There
are by now a few books on large deviations. Dembo and Zeitouni
(1993) and Dupuis and Ellis (1997) are good starting points to the
huge literature. From a different perspective, and restricted essentially
to the univariate case, Jensen (1995) may be closer to what we are
looking for here.
Introducing the set Λc suggests that the variations of − log f are
important. It has to do with the following essential remark. The
negative exponential function is the only one — up to an asymptotic
equivalence — for which integrating on an interval of length of
order 1 produces a relative variation of order 1 on the integral.
Mathematically, the fact is that∫ ∞
t+s
e−x dx = e−s
∫ ∞
t
e−x dx .
Hence, in approximating
∫∞
t+s e
−xdx by
∫∞
t e
−x dx, we are making a
relative error equals to e−s − 1. If s is fixed, this relative error stays
fixed, event if t moves. If one writes the analogue formula with a
power function, one obtains∫ ∞
t+s
dx
αxα+1
=
1
(t+ s)α
=
( t
t+ s
)α ∫ ∞
t
dx
αxα+1
.
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As t tends to infinity, the ratio
(
t/(t + s)
)α − 1 tends to 0. Thus
the relative variation of the integral tends to 0 as t tends to infinity.
Finally, in the subexponential case, for α > 1,∫ ∞
t+s
αxα−1e−x
α
dx = e−(t+s)
α+tα
∫ ∞
t
αxα−1e−x
α
dx .
The relative variation is now driven by
exp
(− stα−1(1 + o(1)))− 1 .
If s is positive (resp. negative), it tends to −1 (resp. infinity) as t
tends to infinity.
In other words, the exponential scale that we use on the variations
of f ensures that the variation of f(x) in this scale are of the same
order of magnitude as the variations of x in space.
3. The basic bounds
In this chapter, our goal is to obtain lower and upper bounds for
the integral
∫
A e
−I(x)dx. In order to get useful estimates, we need to
decompose A into small pieces on which the integral can be almost
calculated with a closed formula. These pieces are given by the
geometry of the graph of the function I, and therefore we will first
devote some time in introducing a few useful quantities related to this
graph.
3.1. The normal flow and the normal foliation.
Recall that we assume
I is strictly convex on Rd, nonnegative, twice differentiable,
with limx→∞ I(x) = +∞.
Up to adding a constant to I, which amounts to multiplying the
integral
∫
A e
−I(x)dx by a constant, and up to translating A by a fixed
amount, we can assume that
I(0) = 0 .
Let DI denote the differential — or gradient — of I and D2I its
Hessian. The strict convexity assumption implies that D2I is a
symmetric definite positive matrix.
Recall that we use
Γc =
{
x ∈ Rd : I(x) 6 c} = I−1([ 0, c ])
to denote the level set of I. We define the level lines — or level
hypersurfaces — of I as the points on which I is constant, that is
Λc =
{
x ∈ Rd : I(x) = c} = I−1({ c }) .
Since I is a convex function, Γc is a convex set. Moreover, I being
defined on Rd, we write
Rd =
⋃
c>0
Λc .
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Let x be a nonzero vector in Rd — equivalently, I(x) is nonzero. Set
c = I(x). The gradient DI(x) is an outward normal to Λc at x and
defines a vector field on Rd \ { 0 }. For t nonnegative, we write ψ(x, t)
the integral curve of the vector field DI, such that ψ(x, 0) = x and
I
(
ψ(x, t)
)
= I(x) + t. Sometime it will be convenient to use the
notation ψt(x) or ψx(t) instead of ψ(x, t).
DEFINITION. The flow ψt is called the normal flow at time t.
x (x , t)
x , the flow (x , s) for s in [ 0 , t ],
the level sets ΛI (x) and ΛI (x)+t hilighted.
It is also convenient to introduce the outward normal unit vector
to Λc at x,
N(x) =
DI(x)
|DI(x)| .
3.1.1. LEMMA. The function t 7→ ψ(x, t) is a solution of the
differential equation
d
dt
ψ(x, t) =
DI
(
ψ(x, t)
)∣∣DI(ψ(x, t))∣∣2 ,
with initial condition ψ(x, 0) = x.
Proof. By definition of the normal flow,
1 =
d
dt
I
(
ψ(x, t)
)
=
〈
DI
(
ψ(x, t)
)
,
d
dt
ψ(x, t)
〉
.
The result follows since d
dt
ψ(x, t) must be collinear to DI
(
ψ(x, t)
)
.
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The next trivial fact is due to the convexity of I. It asserts that the
norm of the gradient |DI| can only increase along the normal flow.
3.1.2. LEMMA. The function t 7→ ∣∣DI(ψ(x, t))∣∣ is nondecreasing.
Proof. Since D2I is positive definite,
d
dt
∣∣DI(ψ(x, t))∣∣2 = 2〈D2I(ψ(x, t))N(ψ(x, t)), N(ψ(x, t))〉 > 0 .
The monotonicity of |DI| along the normal flow yields a Lipschitz
property of the map t 7→ ψ(x, t).
3.1.3. COROLLARY. For any x in Rd \ { 0 } and nonnegative real
number t,
|ψ(x, t) − ψ(x, 0)| = |ψ(x, t) − x| 6 t|DI(x)| .
Proof. The result follows from the fundamental theorem of calculus,
Lemmas 3.1.1 and 3.1.2, since
|ψ(x, t) − ψ(x, 0)| 6
∫ t
0
∣∣∣ d
ds
ψ(x, s)
∣∣∣ds = ∫ t
0
ds∣∣DI(ψ(x, s))∣∣
6
t
|DI(x)| .
As a consequence, two points on the same integral curve and nearby
level lines of I cannot be too far apart in Euclidean distance. This is
expressed in the following result
3.1.4. COROLLARY. Let M be a positive number. If y is in the
forward orbit of x under the flow ψt, i.e.,
y ∈ {ψt(x) : t > 0} ;
and if I(y) − I(x) is in [ 0,M ], then
|y − x| 6 M|DI(x)| .
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Proof. Since y = ψ(x, t) for some t,
M > I(y)− I(x) = I(ψ(x, t))− I(ψ(x, 0)) = t .
Hence, Corollary 3.1.3 implies
|y − x| 6 t|DI(x)| 6
M
|DI(x)|
So far, we have just collected some trivial informations on the
normal flow. Since I is twice differentiable, the level lines Λc are
submanifolds — hypersurfaces — of Rd. The function ψt maps Λc
onto Λc+t. For p in Λc, we can consider the tangent space TpΛc of
Λc. The differential of ψt at some point p, which we denote either by
Dψt(p) or ψt∗(p), maps TpΛI(p) to Tψt(p)ΛI(p)+t. We will need some
estimates on this differential, and we first calculate its derivative with
respect to t.
3.1.5. LEMMA. The following holds
d
dt
ψt∗(p) =
[
Id− 2N ⊗N(ψt(p))] D2I|DI|2 (ψt(p))ψt∗(p) .
Proof. Lemma 3.1.1 yields
d
dt
ψt∗ =
( d
dt
ψt
)
∗
=
( DI
|DI|2 ◦ ψt
)
∗
=
( DI
|DI|2
)
∗
(ψt) ◦ ψt∗
by the chain rule. Therefore,
d
dt
ψt∗ =
D2I
|DI|2 (ψt) ◦ ψt∗ − 2
DI
|DI| ⊗
DI
|DI|
D2I
|DI|2 (ψt) ◦ ψt∗ .
This is the result since N = DI/|DI|.
Since I is convex, the level sets Γc are convex, and one can see by
a drawing that ψt∗ must be a map which expands distances — see
the picture before Lemma 3.1.1. This is expressed in the next result.
Before stating it, notice that for p in Λc, the tangent space TpΛc inherit
of the Hilbert space structure of Rd. Thus, it can be identified with
its dual (TpΛc)
∗. Since ψt∗ maps TpΛc to Tψt(p)Λc+t, its transpose ψ
T
t∗
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maps (Tψt∗(p)Λc+t)
∗ ≡ Tψt(p)Λc+t to TpΛc. Consequently, ψTt∗ψt∗ is a
linear map acting on TpΛc.
3.1.6. LEMMA. For any nonnegative t, det(ψTt∗ψt∗) > 1.
Proof. Since ψ0 is the identity function, we have det(ψ0∗) =
det(Id) = 1. It is then enough to prove that for every h in TpΛc,
with c = I(p), the map
t 7→ ∣∣ψt∗(p)h∣∣2 = 〈h , ψTt∗(p)ψt∗(p)h〉
is nondecreasing.
Writing q = ψt(p), we infer from Lemma 3.1.5 that
d
dt
∣∣ψt∗(p)h∣∣2 = 2〈(Id− 2N ⊗N(q))D2I|DI| (q)ψt∗(p)h , ψt∗(p)h〉 .
Since ψt∗h belongs to TqΛc+t it is orthogonal to N(q). Therefore,
N(q)Tψt∗(p)h =
〈
N(q) , ψt∗(p)h
〉
= 0 .
Since D2I is nonnegative, it follows that
d
dt
∣∣ψt∗(p)h∣∣2 = 2〈D2I|DI| (q)ψt∗(p)h , ψt∗h〉 > 0 .
Consequently, the given map is indeed nondecreasing.
It follows from Lemma 3.1.6 that ψt∗ is invertible. Since t 7→ ψt is
a semigroup, ψt∗ cannot expand too fast as t increases.
3.1.7. LEMMA. For any p in Rd \ { 0 } and any nonnegative s, t,
‖ψt+s,∗(p)‖ 6 ‖ψt∗(p)‖ exp
(∫ s
0
∥∥D2I(ψt+u(p))∥∥∣∣DI(ψt+u(p))∣∣2 du
)
.
Proof. Notice that Id− 2N ⊗N is an inversion. Its operator norm
is 1. Using Lemma 3.1.5, writing q = ψt(p) and using the triangle
inequality for the increments of the function t 7→ ∥∥ψt∗(p)∥∥, we obtain
d
dt
∥∥ψt∗(p)∥∥ 6 ∥∥∥ d
dt
ψt∗(p)
∥∥∥ 6 ‖D2I‖|DI|2 (q) ‖ψt∗(p)‖ .
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Integrate this differential inequality between t and s to obtain the
result.
In the same spirit as in the previous lemma, a little more work
gives us a good control on the growth of det(ψTt∗ψt∗), improving upon
Lemma 3.1.6.
3.1.8. LEMMA. For any nonzero p and any nonnegative t,
d
dt
log det
(
ψTt∗ψt∗(p)
)
=
2∣∣DI(ψt(p))∣∣2 tr
[
ProjTψt(p)ΛI(p)+t
D2I
(
ψt(p)
)∣∣∣
Tψt(p)ΛI(p)+t
]
.
In particular, for any nonnegative s,
det
(
ψTt+s,∗ψt+s,∗(p)
)
6 det
(
ψTt∗ψt∗(p)
)
exp
(
2
∫ s
0
tr
[
D2I
(
ψt+u(p)
)]∣∣DI(ψt+u(p))∣∣2 du
)
,
and the function s 7→ det(ψTt+s,∗ψt+s,∗(p)) is nondecreasing.
Proof. Let p be a nonzero vector. Consider a local chart p(·) :
U ⊂ Rd−1 7→ ΛI(p) around p, such that p(0) = p and the vectors
∂i =
∂
∂ui
p(0) form an orthonormal basis of TpΛI(p). Lemma 3.1.1
yields
∂
∂t
(
ψt∗(p)∂i
)
=
∂2
∂ui∂t
ψ
(
p(u1, . . . , ud−1), t)
∣∣∣
u=0
=
∂
∂ui
( N
|DI|
(
ψ(p, t)
))∣∣∣
u=0
.
Since ψt∗∂j belongs to Tψt(p)ΛI(p)+t, it is orthogonal to N
(
ψt(p)
)
for
all j. Moreover, dN is self-adjoint when acting on the tangent space
of the level curves ΛI(p)+t — a known fact when studying the second
fundamental form of immersions of hypersurfaces in Rd; see, e.g., Do
Carmo (1992) — we obtain
d
dt
〈
ψt∗(p)∂i , ψt∗∂j
〉
=
2∣∣DI(ψt(p))∣∣
〈
dN
(
ψt(p)
)
ψt∗(p)∂i , ψt∗(p)∂j
〉
.
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Using that Ddet(x) = det(x)tr(x−1·) — a proof of this fact is in
Lemma 10.0.1 — and that ψt∗ is invertible,
d
dt
det
(
ψTt∗(p)ψt∗(p)
)
=det
(
ψTt∗(p)ψt∗(p)
)
tr
[(
ψTt∗(p)ψt∗(p)
)−1 d
dt
(
ψTt∗(p)ψt∗(p)
)]
=2
det
(
ψTt∗(p)ψt∗(p)
)∣∣DI(ψt∗(p))∣∣ tr
[(
ψTt∗(p)ψt∗(p)
)−1
ψTt∗(p)dN
(
ψt (p)
)
ψt∗(p)
]
=2
det
(
ψTt∗(p)ψt∗(p)
)∣∣DI(ψt∗(p))∣∣ tr
[
ProjTψt(p)ΛI(p)+t
dN
(
ψt(p)
)∣∣∣
Tψt(p)ΛI(p)+t
]
.
This is the first assertion in the Lemma, since the restriction of dN
to the tangent space coincides with D2I/|DI|. Moreover, since D2I is
positive, we have
tr
[
ProjTψt(p)ΛI(p)+t
dN
(
ψt(p)
)∣∣∣
Tψt(p)ΛI(p)+t
]
6
tr
[
D2I
(
ψt(p)
)]∣∣DI(ψt(p))∣∣ ,
and the second statement follows from integration.
The third statement follows from the first one. Indeed, D2I is
nonnegative, and so d
dt
log det
(
ψTt∗ψt∗(p)
)
> 0.
We now have all the informations we need on the normal flow.
Its integral curves define a foliation of Rd \ { 0 }. We will obtain
an expression for
∫
A e
−I(x)dx by integrating first on ΛI(A), and then
along the leaves. The virtue of the normal flow is that computation
of the Jacobian in the change of variables is easy, because the normal
vector field and the level sets of the function I are orthogonal at every
point of Rd. Before rewriting the integral, we need to parameterize
the boundary ∂A in the flow coordinate system. Specifically, for any
point p in Rd, define
τA(p) = inf
{
t > 0 : ψt(p) ∈ A
}
,
with the convention that inf ∅ = +∞. In the sequel, we will always
read e−∞ as 0.
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A
p (x , A(p))
p, the flow (p, s) for s in [ 0, A(p) ],
the level sets ΛI (A) and ΛI (A)+ A(p) hilighted.
It is convenient to agree on the following convention: Except if
specified otherwise, we will equip submanifolds of Rd with the inner
product of Rd on their tangent spaces. This defines their Riemannian
measure completely — not only up to a multiplicative constant.
NOTATION. Whenever a set M is a submanifold of Rd, we write
MM for its Riemannian measure.
We can now rewrite our integral.
3.1.9. PROPOSITION. If I(A) is positive, the following equality
holds,∫
A
e−I(x)dx = e−I(A)
∫
p∈ΛI(A)
e−τA(p)
∫
s>0
e−s
IA
(
ψτA(p)+s(p)
)∣∣DI(ψτA(p)+s(p))∣∣∣∣det(ψTτA(p)+s,∗ψτA(p)+s,∗(p))∣∣1/2ds dMΛI(A)(p) .
Proof. Use Fubini’s theorem to first obtain∫
A
e−I(x)dx =
∫ ∫
IA(x)I[I(x),∞)(c)e
−c dcdx
= e−I(A)
∫
e−c|A ∩ ΓI(A)+c|dc . (3.1.1)
This brings the leading exponential term out of the integral.
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Let p be in ΛI(A), and consider a local chart
p(·) : U ⊂ Rd−1 → ΛI(A)
around p. If x is in the image of p(U) through the normal flow, we
can parameterize it as x = ψ
(
p(u1, . . . , ud−1), s
)
. Setting ∂i =
∂
∂ui
p,
the Jacobian of the change of variable x↔ (u1, . . . , ud−1, s) is
J =
∣∣∣det(ψs∗(p)∂1, . . . , ψs∗(p)∂d−1, ∂
∂s
ψ(p, s)
)∣∣∣
= det
∣∣∣∣∣∣
〈ψs∗(p)∂i , ψs∗(p)∂j〉16i,j6d−1 0
0
∣∣∣ ∂∂sψ(p(u), s)∣∣∣2
∣∣∣∣∣∣
1/2
=
∣∣∣ d
ds
ψs
∣∣∣(det(ψTs∗ψs∗))1/2det(〈∂i, ∂j〉16i,j6d−1)1/2 ,
since
〈
ψs∗(p)∂i ,
d
ds
ψ(p, s)
〉
= 0, for i = 1, . . . , d− 1.
In term of the new parameterization and gluing charts using a
partition of unity, we obtain
|A ∩ ΓI(A)+c| =
∫
IA∩ΓI(A)+c(x)dx
=
∫
06s6c
∫
ΛI(A)
IA
(
ψ(p, s)
)∣∣∣ d
ds
ψ(p, s)
∣∣∣×
det(ψTs∗ψs∗)
1/2dMΛI(A)(p) ds .
Notice that IA
(
ψ(p, s)
)
vanishes if s 6 τA(p). Using (3.1.1) and
Fubini’s theorem, the expression of dψ(p, s)/ds in Lemma 3.1.1 gives
the result.
Just as we introduced τA(p), the first entrance time of a point in A
through the flow, define
χLA(p) = sup
{
s : ψτA(p)+s(p) ∈ A
}
the last time of exit of A starting the clock time at τA(p), and
χFA(p) = inf
{
s > 0 : ψτA(p)+s(p) 6∈ A
}
,
the first time of exit of A starting the time at τA(p). If A has “holes”,
χFA may be strictly less than χ
L
A. Both χ
L
A(p) and χ
F
A(p) may be
infinite.
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Proposition 3.1.9 and our lemmas on the normal flow yield the
following basic bounds, which will turn out to be surprisingly sharp
and useful.
3.1.10. THEOREM. For any Borel set A of Rd with I(A) positive,
∫
A
e−I(x)dx 6 e−I(A)
∫
p∈ΛI(A)
e−τA(p)
det
(
ψTτA(p)∗(p)ψτA(p)∗(p)
)1/2∣∣DI(ψτA(p)(p))∣∣ ×∫
06s6χLA(p)
exp
[ ∫
06t6s
(
d
‖D2I‖
|DI|2
(
ψτA(p)+t(p)
)− 1)dt]
ds dMΛI(A)(p)
and∫
A
e−I(x)dx > e−I(A)
∫
p∈ΛI(A)
τA(p)<∞
e−τA(p)
det(ψTτA(p)∗(p)ψτA(p)∗(p))
1/2∣∣DI(ψτA(p)(p))∣∣ ×∫
06s6χFA(p)
exp
[∫
06t6s
(−‖D2I‖
|DI|2
(
ψτA(p)+t(p)
)− 1)dt]
ds dMΛI(A)(p) .
(Be aware that the letter d in front of ‖D2I‖/|DI| in the exponential
in the upper bound refers to the dimension d of Rd, and not to some
differentiation!)
Proof. The upper bound follows from Proposition 3.1.9, and the
following observations. Clearly, IA
(
ψτA(p)+s(p)
)
is at most 1, and
vanishes whenever s > χLA(p). Lemma 3.1.8 implies
det
(
ψTτA(p)+s,∗ψτA(p)+s,∗
)
6 det
(
ψTτA(p),∗ψτA(p),∗
)
exp
(
2d
∫
06t6s
‖D2I‖
|DI|2 (ψτA(p)+t)dt
)
,
and Lemma 3.1.2 gives
1∣∣DI(ψτA(p)+s(p))∣∣ 6 1∣∣DI(ψτA(p)(p))∣∣ .
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To prove the lower bound, notice first that IA
(
ψτA(p)+s(p)
)
= 1 for all
s in
[
0, χFA(p)
)
. Using Lemma 3.1.8 and Proposition 3.1.9,
∫
A
e−I(x)dx > e−I(A)
∫
p∈ΛI(A)
e−τA(p)
det
(
ψTτA(p)∗ψτA(p)(p)
)∣∣DI(ψτA(p)(p))∣∣ ×∫
06s6χFA(p)
exp
(
− s− log ∣∣DI(ψτA(p)+s(p))∣∣+ log ∣∣DI(ψτA(p)(p))∣∣)
ds dMΛI(A)(p) .
Using Lemma 3.1.1, we have
d
ds
log
∣∣∣DI(ψ(p, s))∣∣∣ = 〈D2I ·N|DI|2 , N〉(ψ(p, s)) .
Therefore,
log
∣∣DI(ψτA(p)(p))∣∣− log ∣∣DI(ψτA(p)+s(p))∣∣
>
∫
06t6s
−‖D
2I‖
|DI|2
(
ψτA(p)+t(p)
)
dt ,
and this brings the lower estimate.
REMARK. The gap between the upper and the lower bounds comes
essentially from the term ‖D2I‖/|DI|2 in the exponential. One should
expect this ratio to be small for large arguments and in interesting
situations. For instance, when d = 1 and I(x) = |x|α, we have
|D2I(x)|
|DI(x)|2 =
α− 1
α
1
|x|α .
In the same vein, if τA(p) is not too large, we should be able to replace
ψτA(p)(p) by ψ0(p) = p, while if τA(p) is large, the term e
−τA(p) will
make the contribution of those p’s negligible. Therefore, we hope to
obtain the approximation∫
A
e−I(x)dx
≈ e−I(A)
∫
p∈ΛI(A)
e−τA(p)∣∣DI(p)∣∣
∫
s>0
exp
(∫ s
0
−1dt
)
ds dMΛI(A)(p)
= e−I(A)
∫
p∈ΛI(A)
e−τA(p)∣∣DI(p)∣∣dMΛI(A)(p) , (3.1.2)
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which is a quite manageable expression. To prove that such approxi-
mation is valid requires some ideas on the order of magnitude of the
final expression in (3.1.2), and the next section is devoted to the study
of this term.
3.2. Base manifolds and their orthogonal leaves.
Following the remark concluding the previous subsection, we want to
rewrite the integral as e−I(A) times∫
ΛI(A)
e−τA∣∣DI∣∣dMΛI(A) , (3.2.1)
so that we can isolate the leading terms. We first need to recall some
notation and introduce some definitions.
For p in Λc, we denote by expp(·) the exponential map at p in the
manifold Λc. That is, if u belongs to TpΛc, the value of expp(u) is the
point on Λc at a distance |u| to p on the geodesic starting at p in the
direction u— see for instance Do Carmo (1992) or Chavel (1996). The
exponential map is always defined for a small value of the argument
in the tangent plane.
If M is a submanifold of ΛI(A) and p is a point in M , the tangent
space TpΛI(A) splits as TpM ⊕ (TpM )⊥ where we denote by (TpM )⊥
the orthocomplement of TpM in TpΛI(A).
DEFINITION. The projection of a set A ⊂ Rd on ΛI(A) — through
the flow ψ — is the set of all points p in ΛI(A) such that ψt(p) belongs
to A for some positive t. A submanifold DA ⊂ ΛI(A) is called a base
manifold — for A — if the projection of A through ψ is contained in⋃
p∈DA
expp
(
(TpDA)⊥
)
.
Often, we will loosely speak of the projection of A on ΛI(A),
forgetting to add that it is through the flow ψ.
In what follows, if DA is a base manifold, we denote by k = k(DA)
its dimension. In order to replace the integration over ΛI(A) by an
integration over a base manifold DA in (3.2.1), we need to attach
orthogonal leaves to DA. For this construction, we borrow some
definitions and notations used to parameterize tubes as in Weyl’s
(1939) formula.
Consider a base manifold DA of A, and define a normal bundle by
NpDA = TpΛI(A) ⊖ TpDA , p ∈ DA .
3.2. The normal flow and the normal foliation 37
Let dist(· , ·) denote the Riemannian distance on ΛI(A). For every u
in NpDA, consider the radius of injectivity of ΛI(A) in the direction u,
eA(p, u) = sup
{
t > 0 : dist
(
expp(tu), p
)
= t
}
,
the exponential map being that on ΛI(A) as before. Define
ΩA,p =
{
(t, u) : u ∈ NpDA , |u| = 1 , 0 6 t < eA(p, u)
}
, p ∈ DA ,
so that
⋃
p∈DA
∂ΩA,p is the set of all focal points of DA immersed in
ΛI(A). From its definition, we infer that expp(ΩA,p) coincide with the
set
ωA,p = { q ∈ ΛI(A) : there exists a unique minimizing
geodesic through q which meets DA orthogonally at p }.
Set
ωA =
⋃
p∈DA
ωA,p .
On ωA, we can define a projection πA onto DA as follows. Any
point q in ωA can be written in a unique way as q = expp(u) for
(p, u) ∈ DA × NpDA. We set πA(q) = p. In other words, q is
on a unique geodesic starting from DA and orthogonal to DA; the
projection of q on DA is the starting point of this geodesic in DA. We
call the sets { π−1A (p) : p ∈ DA }, the orthogonal leaves to DA. By
construction, ωA,p is in ΛI(A) = ΛI(p), and it contains π
−1
A (p).
p
A,p
or −1A (p)
A
ΛI (A) A
p
A,p
or −1A (p)
A
ΛI (A) A
In order to rewrite the integral (3.2.1) as an integral over a base
manifold and its orthogonal leaves, we need to calculate the Jacobian
of the change of variable q ∈ ωA ↔ expp(u), p ∈ DA, u ∈ NpDA.
For this purpose, notice that the differential πA∗(q) maps TqΛI(A)
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onto Tπ(q)DA. Since πA is constant on the orthogonal leaves, the
orthocomplement of kerπA∗(q) is a vector space of dimension k. Let
b1(q), . . . , bk(q) be an orthonormal basis of this orthocomplement, and
define the Jacobian
JπA(q) =
∣∣∣det((πA∗(q) ∧ . . . ∧ πA∗(q))(b1, . . . , bk))∣∣∣
— when k = 0, read JπA(q) = 1. Federer’s (1959) co-area formula —
see the appendix of Howard (1993) for a simple proof in the smooth
case we are using here — yields∫
ωA
e−τA(p)
|DI(p)|dMΛI(A)(p) =
∫
u>0
∫
p∈DA
∫
q∈π−1A (p)
e−u
I(−∞,u]
(
τA(q)
)∣∣DI(q)∣∣
(JπA)
−1(q)dMπ−1A (p)(q)dMDA(p)du . (3.2.2)
We can now express the Riemannian measure Mπ−1A (p) over the leaf
π−1A (p) in normal coordinates. For this aim, following Chavel (1993,
chapter 3), let Tp,t,v denote the parallel transport along the geodesic
from p to expp(tv), and furthermore, let Rq denote the Riemannian
curvature tensor of the leaf π−1A ◦ πA(q) at the point q. Denote
γp,v(t) = expp(tv) a point of the geodesic starting from p in the
direction v with constant velocity |v|. Then, consider the matrix
Rv(t) = T −1p,t,v ◦Rexpp(tv)
(
γ′p,v(t), ·
)
γ′p,v(t) ◦ Tp,t,v
defined on Tpπ
−1
A (p). We define a matrix-valued function Ap(t, v) as
solving the differential equation — in the set of matrices over the
(d− k− 2)-dimensional vector space Tpπ−1A (p)⊖ vR = NpDA⊖ vR —
∂2
∂t2
A(t, v) +Rv(t)A(t, v) = 0 ,
subject to the boundary condition
A(0, v) = 0 , ∂
∂t
A(t, v)
∣∣∣
t=0
= Id .
The boundary conditions imply
detA(t, v) ∼ det(t IdRd−k−2) ∼ td−k−2 as t→ 0
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uniformly in v in the unit sphere STpπ−1A (p)
(0, 1) of NpDA. The
expression of the Riemannian measure over a leaf,Mπ−1A (p), in normal
coordinates yields∫
ωA
e−τA(q)
|DI(q)|dMΛI(A)(q)
=
∫
u>0
e−u
∫
p∈DA
∫
v∈S
Tpπ
−1
A
(p)
∫
t∈[0,eA(p,v)]
I[0,u]
(
τA
(
expp(tv)
))∣∣DI( expp(tv))∣∣
1∣∣JπA( expp(tv))∣∣det(A(t, v)) dtdµp(v) dMDA(p) du , (3.2.3)
where µp is the Riemannian measure over the unit sphere of Tpπ
−1
A (p),
centered at the origin.
This last expression looks quite complicated. However, we are
almost done, and the intuition goes as follows. Roughly, we want
to choose DA as ΛI(A) ∩ ∂A, so that I is minimal in A over DA —
but we will actually need to have a little bit of freedom for some
applications and make a slightly more subtle choice. Due to the term
e−u, let us concentrate on the range u = O(1). The assumption
|DI(p)| tends to infinity with |p| will imply that in good situations
τA
(
expp(tv)
)
grows very fast as a function of t, since exp(tv) is
transverse to DA where τA is minimal. Hence, if the indicator function
of τA
(
expp(tv)
)
6 u = O(1) is not zero, we must have t small. But
for small t’s and p ∈ DA,
(JπA)
−1
(
expp(tv)
) ≈ (JπA)−1(p) = 1
since expp(tv) ≈ expp(0) = p and πA(p) = p; furthermore, as we
mentioned earlier, for small t’s
det
(A(t, v)) ≈ td−k−2
and again, since expp(tv) ≈ p,∣∣DI( expp(tv))∣∣ ≈ ∣∣DI(p)∣∣ .
Thus, we should expect the right hand side of (3.2.3) to be approxi-
mately∫
u>0
e−u
∫
p∈DA
e−τA(p)∣∣DI(p)∣∣
∫
v∈S
Tpπ
−1
A
(p)
(0,1)
∫
t∈[0,eA(p,v)]
I(−∞,u]
(
τA
(
expp(tv)
)− τA(p))td−k−2 dtdµp(v) dMDA(p) du . (3.2.4)
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Assuming that ∂A is smooth, for a unit vector v in Tpπ
−1
A (p), the
function t 7→ τA
(
exp(tv)
) − τA(p), is minimum for t = 0. This
function should be approximately quadratic near 0. The integration
in t and v then gives the volume of an ellipsoid, which is related to the
curvatures of ΛI(A) and ∂A near p. We will also need to prove that in
good situations (3.2.1) is equivalent to (3.2.2), in which we restricted
the integration to ωA.
At this stage it should be noticed that pinching the curvature R
yields differential inequalities for A and therefore bounds for (3.2.3).
We shall not pursue this line, but the reader may notice that there are
situations where R is easy to calculate — for instance if I(x) = |x|2
as in the Gaussian case, then R = Id/|x| — or to pinch. Thus, more
precise estimates could be obtained, and even a control of the error
terms. This could be useful in some applications, but it is not clear
that it is worth investigating in a general setting.
Notes
This chapter builds upon the classical theory of surfaces and integra-
tion on manifolds. If you don’t know any differential geometry, don’t
give up! It took me a long time to find a good starting point, that is a
book that I could read and understand. I found it when I was visiting
the Universite´ Laval at Quebec! Buy Do Carmo’s (1976, 1992) two
books, and start reading the one on curves and surfaces. If you are
as bad learner as I am, do what I did, that is, all the exercises. Once
you read about two dimensional surfaces and understand that curva-
ture is a geometric name for a second order Taylor formula, you will
have enough intuition to digest the abstract Riemannian manifolds —
which really copy the classical theory of surfaces in R3. After reading
Do Carmo’s books, I found Chavel (1996) and some parts of Spivak
(1970) most valuable. Some colleagues liked Morgan’s (1992) book
very much as a starting point, others McCleary’s (1994).
The change of variable comes from that in Weyl’s (1939) tube
formula. Weyl’s paper is very nice to read, and a good part does
not require much knowledge of differential geometry.
Notice that the formula derived in Proposition 3.1.9 does not rely
upon convexity of I. It could be of some use in other places.
It is certainly possible to extend the estimates obtained in this
chapters, the previous ones and the next ones, to some integral over
noncompact manifolds. In this case, one should replace the Lebesgue
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measure by the Riemannian one. I do not know if this could be of any
use.

4. Analyzing the leading
term for some smooth sets
In this chapter we analyze further the quantities involved in the
integral (3.2.3). We will assume that
∂A and ΛI(A) are smooth — i.e., C
2 — submanifolds of Rd, (4.0.1)
and furthermore that
the base manifold DA is a smooth — i.e., C2 —
submanifold of Rd, possibly with boundary.
(4.0.2)
Notice that so far we have a lot of freedom to choose the base manifold,
so that (4.0.2) is not much of a restriction. Borrowing from the theory
of large deviations, it is convenient to introduce the following notion.
DEFINITION. A base manifold DA for A is called a dominating
manifold (for A) if, for all p in DA and all unit vectors v in Tpπ−1A (p),
the function
t ∈ (− eA(p,−v), eA(p, v)) 7→ τA( expp(tv)) ∈ [0,∞)
has a local finite minimum at t = 0. A point in a dominating manifold
is called a dominating point.
Thus, if DA is a dominating manifold, the set ∂A is pulling away
from ΛI(p) along the lift through the normal flow of the geodesics
orthogonal to DA. Notice the important fact that if a point p is in a
dominating manifold DA, it may not be in ∂A, i.e., τA(p) may still be
positive. This is an essential difference from the large deviation theory,
or analogously to what would be considered in Laplace’s method. This
distinction will turn out to be crucial for some applications — see
sections 8.2, 8.3 or 10.2. The downside of allowing this extra freedom
is that the main result has a slightly more involved statement. But it
is worth the extra power provided. Another feature is that only the
points for which τA
(
expp(tv)
)
is finite matter.
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4.1. Quadratic approximation of τA near a dominating mani-
fold.
Under the assumptions (4.0.1)–(4.0.2), if DA is a dominating manifold
and p is one of its points, the function t 7→ τA
(
expp(tv)
)
is minimal at
0 for all unit vectors v tangent to π−1A (p) at p. It admits a quadratic
approximation. To obtain it, let us denote by ΠΛc,q (resp. Π∂A,q)
the second fundamental form of Λc (resp. ∂A) at q ∈ Λc (resp.
q ∈ ∂A). Those are defined using the unit outward normal vector
N to Λc. At points of ΛI(A) ∩ ∂A, this unit normal N is also a unit
normal for ∂A, and so ∂A is oriented by an extension of N . The
submanifold π−1A (p) ⊂ ΛI(A) ⊂ Rd admits a second fundamental form
also associated with the normal field N . For q belonging to π−1A (p),
we denote it by ΠπΛI(A),q. It is nothing but the restriction of ΠΛI(A),q
to Tqπ
−1
A (p). The leaf π
−1
A (p) can be lifted to ∂A through the normal
flow in considering the set
ψA
(
π−1A (p)
)
=
{
ψ
(
q, τA(q)
)
, q ∈ π−1A (p)
}
.
p
A,p
or −1A (p)
A
ΛI (A)
A
A
(
−1
A (p),
)
q
◦
p
A,p
or −1A (p)
A
ΛI (A)
A
A
(
−1
A (p),
)
q
◦
On this picture, the line leaving the point q is the normal flow (q, t) for
t > 0. It crosses the boundary A at the circled point (q, A(q)). When
q moves on the geodesic −1A (p), the crossing point describes A(
−1(p)).
This lifted leaf admits a second fundamental form relative to the
extension of N on ∂A. At any point p in DA for which τA(p)
vanishes, this second fundamental form is the restriction of Π∂A,p
to the tangent space of the lifted manifold, which coincides with the
tangent space Tpπ
−1
A (p) = NpDA. We denote by Ππ∂A,p this restriction.
The difference of the fundamental forms, ΠπΛI(A),p − Ππ∂A,p can be
interpreted as follows. Assume we live on the leaf π−1A (p) ⊂ ΛI(A),
and look at ∂A along the “vertical” direction given by the normal
flow. From π−1A (p), the boundary ∂A pulls away as we move away from
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p ∈ π−1A (p)∩∂A. The difference of the fundamental forms is a measure
of the curvature of ∂A viewed from π−1A (p), with vertical distance
measured in Euclidean distance along the normal flow. However, as far
as the integration goes, the right measure of vertical distance is on the
increments of the function I. At an infinitesimal level, the increment
is 1/|DI(p)| near p — see Lemma 3.1.1. Thus, in the geometry of the
level sets of I, the bending of ∂A away from ΛI(A) is measured by
|DI(p)|(ΠπΛI(A) −Ππ∂A,p).
Equipped with this interpretation, the following result is very
natural.
4.1.1. PROPOSITION. Let p(s) be a curve on π−1A (p), such that
p(0) = p belongs to ∂A ∩ ΛI(A). Under (4.0.1)–(4.0.2),
τA
(
p(s)
)
=
s2
2
|DI(p)|〈(ΠπΛI(A),p − Ππ∂A,p)p′(0) , p′(0)〉+ o(s2)
as s tends to zero.
Proof. We will make use of the following elementary fact. If q(s) is
a curve on a surfaceM and ν is a unit normal vector field onM , then〈
ν(q(s)), q′(s)
〉
= 0. Differentiating with respect to s,
〈dν(q)q′, q′〉+ 〈ν(q), q′′〉 = 0 .
Since p belongs to ∂A∩ΛI(A), the function q ∈ ΛI(A) 7→ τA(q) ∈ R
is minimal at p. Hence, DτA(p) is collinear to DI(p). Differentiating
at s = 0 the relation τA(q)−s = τA
(
ψ(q, s)
)
yields DτA(p) = −DI(p).
Next, let p(s) be a curve on ΛI(A) such that p(0) = p. Let t = p
′(0)
be its tangent vector at p, and set v = p′′(0). Define
θ1 = −〈DI(p) , v〉+ 〈D2τA(p)t , t〉 .
A Taylor expansion yields τA
(
p(s)
)
= s2θ1/2 + o(s
2). To prove
Proposition 4.1.1, we just need to find an expression for θ1. Denote
g(s) = ψ
[
p(s), τA
(
p(s)
)]
= ψ
(
p(s), s2θ1/2 + o(s
2)
)
,
the curve p(s) lifted to ∂A through the normal flow. A Taylor expan-
sion and Lemma 3.1.1 gives
g(s) = p+ st+
s2
2
(
v + θ1
DI
|DI|2 (p)
)
+ o(s2) .
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In particular, the curves ψ
[
p(s), τA
(
p(s)
)]
and p(s) have the same
tangent vector t at s = 0. Writing ν for a unit normal vector field
extendingN(p) on ∂A, using the Weingarten map, and the elementary
fact at the beginning of this proof,
〈Π∂A,pt , t〉 = 〈dν(p)g′(0) , t〉 = −〈ν(0) , g′′(0)〉
=
〈
N(p), v + θ1
N(p)
|DI(p)|
〉
.
This gives an expression for θ1 involving
〈N(p) , v〉 = 〈N(p) , d2
ds2
p(s)
∣∣
s=0
〉
= −〈dN(p)t , t〉 = 〈ΠΛI(A),pt , t〉
— using the elementary fact again — and ultimately the result.
4.2. Approximation for detA(t,v).
In this section we obtain some bounds on the determinant of the
matrix A(t, v) involved in formula (3.2.3). They will be instrumental
in approximating (3.2.3) further. These bounds are given by the
inequalities of Gunther (1960) and Bishop (1977) — see, e.g., Chavel
(1993, pp. 118-121). They involve the curvature tensor of the surface
π−1A (p) ⊂ ΛI(p) and so we will first compute that of the level set Λc.
In order to avoid any ambiguity, recall that if E is a subspace of
Rd, the compression of a d × d matrix M to E is the linear operator
from E into E obtained in restrictingM to E and then projecting the
image of M into E. Thus, writing ProjE for the projection from R
d
to E and |E for the restriction to E, the compression of M to E is
ProjE ◦M |E.
4.2.1. LEMMA. Let S(p) be the compression of D2I(p)/
∣∣DI(p)∣∣ to
TpΛI(p). The curvature tensor of the surface ΛI(p) at p is given by
R : x, y, z ∈ TpΛI(p) 7→ R(x, y)z
= 〈S(p)x, y〉S(p)y − 〈S(p)y, z〉S(p)x ∈ TpΛI(p) .
Proof. Let ProjTpΛI(p) denote the orthogonal projection from R
d
onto TpΛI(p). Furthermore, we write ∇ for the standard Riemannian
connection on Rd. For any x in TpΛI(p),
−ProjTpΛI(p)∇xN(p) =
1
|DI(p)|ProjTpΛI(p)∇xDI(p) = S(p)x .
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It follows that the second fundamental form of ΛI(p) ⊂ Rd is the
bilinear map
B : x, y ∈ TpΛI(p) 7→ B(x, y) = 〈S(p)x, y〉N(p) ∈ Rd ⊖ TpΛI(p) .
The result follows from the immersion of ΛI(p) in the space R
d of null
curvature, and say, Theorem 2.2 in Chavel (1993).
We now obtain an expression for the sectional and the Ricci
curvature of ΛI(p).
4.2.2. LEMMA The sectional curvature of the surface ΛI(p) at p is
K : x, y ∈ TpΛI(p) 7→ K(x, y)
=
〈S(p)x, x〉〈S(p)y, y〉 − 〈S(p)x, y〉2
|x|2|y|2 − 〈x, y〉2 ∈ R .
Its Ricci curvature is
Ricc : x, y ∈ TpΛI(A) 7→ Ricc(x, y)
=
∑
16j6d−1
(〈S(p)x, y〉〈S(p)ej, ej〉 − 〈S(p)x, ej〉〈S(p)ej, y〉) ∈ R ,
where e1, . . . , ed−1 is any orthogonal basis of TpΛI(p).
Proof. The expression of the sectional curvature follows from The-
orem 2.2 in Chavel (1993) say, and the calculation of the Weingarten
map ProjTpΛI(p)∇xN in the proof of Lemma 4.2.1. The expression for
the Ricci curvature follows from Lemma 4.2.1.
We can now pinch — i.e., bound above and bellow — the cur-
vatures, and for this purpose, let us denote λmin
(
D2I(p)
)
and
λmax
(
D2I(p)
)
the smallest and the largest eigenvalues of the sym-
metric definite positive d× d matrix D2I(p).
4.2.3. PROPOSITION. For any x in TpΛI(p),
Ricc(x, x) > (d− 2)λmin
(
D2I(p)
)
|DI(p)|2 |x|
2 .
If x, y are in TpΛI(p) and are orthogonal — i.e., 〈x, y〉 = 0 — then
K(x, y) 6
λmax
(
D2I(p)
)2
|DI(p)|2 |x||y| .
48 Chapter 4. Analyzing the leading term for some smooth sets
Proof. Since D2I is a symmetric definite positive matrix, so is S(p).
Let 0 6 s1 6 · · · 6 sd−1 be the eigenvalues and e1, . . . , ed−1 be
the corresponding orthonormal basis of eigenvectors of S(p). Let us
denote by x =
∑
16i6d−1 xiei and y =
∑
16j6d−1 yiei two vectors in
TpΛI(p). We then have
Ricc(x, x) =
∑
16j6d−1
( ∑
16i6d−1
x2i sisj − x2js2j
)
=
∑
16i6d−1
x2i si
(
tr
(
S(p)
)− si) .
If sd−1 > tr
(
S(p)
)
/2, the function s ∈ [ s1, sd−1 ] 7→ s
(
trS(p) − s) is
increasing on [ s1, trS(p)/2 ], decreasing on [ trS(p)/2, sd−1 ].
Otherwise, if sd−1 6 trS(p)/2, this function is increasing. Thus, in
any case, for any i = 1, . . . , d− 1,
si
(
trS(p)− si
)
> s1
(
trS(p)− s1
) ∧ sd−1(trS(p)− sd−1)
> (d− 2)s21 .
Since S(p) is a compression of D2I(p)/|DI(p)|, the smallest eigenvalue
of D2I(p)/|DI(p)| is larger than s1. The bound on the Ricci curvature
follows.
To obtain an upper bound for the sectional curvature, notice that
if x and y are of unit norm and orthogonal, then
K(x, y) =
∑
16i6d−1
six
2
i
∑
16i6d−1
siy
2
i −
( ∑
16i6d−1
xiyisi
)2
6 sd−1sd−1
6 λmax
(
D2I(p)
)2/|DI(p)|2 ,
where the last inequality comes from the fact that S(p) is a compres-
sion of D2I(p)/DI(p).
Let us denote by injπ−1A (p)
(p) the radius of injectivity of p in the
manifold π−1A (p). Since π
−1
A (p) is built of geodesics of ΛI(p), we have
injπ−1A (p)
(p) = inf
{
c(p, u) ∧ eA(p, u) : u ∈ Tpπ−1A (p) , |u| = 1
}
,
where c(p, u) is the Riemannian distance from p to its cut point on
ΛI(p) along the geodesic leaving p in the direction u— notice that this
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property on injπ−1A (p)
(p) is very specific to the way we constructed the
leaves, and to the fact that we only consider the point p.
From the previous lemmas, we can deduce some bounds on
detA(t, v), using some classical volume comparison theorems.
4.2.4. PROPOSITION. (i) (Bishop-Gunther) Assume that for any
unit vector v in Tpπ
−1
A (p), the Ricci curvature along the geodesic
expp(tv) in π
−1
A (p) is nonnegative. Then, for all t in
[
0, injπ−1A (p)
(p)
)
,
the inequality detA(t, v) 6 td−k−2 holds.
(ii) For any positive t, let
Kmax(p, t) = sup
{ λmax(D2I(q))2
|DI(q)|2 : q ∈ π
−1
A (p) , d(p, q) 6 t
}
.
Then, for any positive t0 and any t in
[
0, π√
Kmax(p, t0)
∧ eA(p, v)
)
,
detA(t, v) >
[
sin
(√
Kmax(p, t0)t
)√
Kmax(p, t0)
) ]d−k−2 .
Proof. (i) is Bishop’s (1977) or Gu¨nther’s (1960) theorem. Assertion
(ii) follows from Bishop’s (1977) theorem — see, e.g., Chavel, 1996,
pp.118-120 — provided we have the proper upper bound on the Ricci
curvature along the geodesic expp(tv) in π
−1
A (p). For x, y in Tqπ
−1
A (p),
denote Kπ−1A (p),q
(x, y) the sectional curvature at q of the manifold
π−1A (p). Then (ii) follows from the bound
Kπ−1A (p),q
(x, y) 6 KΛI(p),q(x, y) 6
λmax
(
D2I(q)
)2
‖DI(q)‖2 .
To prove this inequality, extend y to a vector field in the tangent
bundle Tπ−1A (p). The second fundamental form of the immersion
π−1A (p) ⊂ ΛI(p) is given by B(x, y) = ProjTqπ−1A (p)(∇xy) where ∇
is the connection on ΛI(p). In particular, if x is parallel — which is
the case for x = ddt expp(tv) — then B(x, x) = 0. Hence — see, e.g.,
Theorem 2.2 in Chavel, 1996 — if x and y are of unit norm,
Kπ−1A (p),q
(x, y) = KΛI(p),q(x, y)−
∣∣B(x, y)∣∣2 6 KΛI(q),q .
We conclude in using Proposition 4.2.3.
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4.3. What should the result be?
Combining the results of sections 4.1 and 4.2, the heuristic argument
at the end of section 3 and (3.1.2), we see that we should expect∫
A
e−I(x)dx ≈ e−I(A)
∫
u>0
e−u
∫
p∈DA
e−τA(p)∣∣DI(p)∣∣
∫
v∈S
Tpπ
−1
A
(p)
(0,1)∫
t∈[0,eA(p,v)]
I[0,u]
(1
2
∣∣DI(p)∣∣〈GA(p)tv, tv〉)td−k−2
dtdµp(v) dMDA(p) du ,
where GA(p) = ΠΛI(A),p − Π∂A,p. Assuming for the time being that
everything works as expected, we can complete the calculation of the
asymptotic equivalent. Recall that the volume of the unit ball of Rn
is ωn = π
n/2/Γ(n2 + 1).
4.3.1. PROPOSITION. For any a, b both positive, the following holds,
lim
u0→∞
∫
u∈[0,u0]
e−au
∫
p∈DA
e−τA(p)
|DI(p)|
∫
v∈S
Tpπ
−1
A
(p)
(0,1)
∫
t>0
I[0,bu]
( 1
2
|DI(p)|〈GA(p)tv, tv〉
)
td−k−2 dtdµp(v) dMDA(p) du
=
b(d−k−1)/2
a(d−k+1)/2
2(d−k−1)/2Γ
(d− k + 1
2
)
ωd−k−1×∫
p∈DA
e−τA(p)
|DI(p)|(d−k+1)/2(detGA(p))1/2 dMDA(p) .
REMARK. In Proposition 4.3.1, the integral in t is in the range
[ 0,∞), while it is in the range [ 0, eA(p, v)) in the integral at the
beginning of this section. But this will not make any difference
ultimately.
Proof. Notice that td−k−2dtdµp(v) is the Lebesgue measure in the
tangent space Tpπ
−1
A (p) ≡ Rd−k−1. Therefore,∫
v∈S
Tpπ
−1
A
(p)
(0,1)
∫
t>0
I[0,bu]
(1
2
|DI(p)|〈GA(p)tv, tv〉)td−k−2dtdµp(v)
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=
∣∣∣∣{x ∈ Rd−k−2 : 〈GA(p)x, x〉 6 2bu|DI(p)|}
∣∣∣∣
Rd−k−1
=
( 2bu
|DI(p)|
)(d−k−1)/2 ωd−k−1(
detGA(p)
)1/2 .
Hence, the integral for which we want to take the limit as u0 tends to
infinity is∫
u∈[0,u0]
e−au
∫
p∈DA
e−τA(p)∣∣DI(p)∣∣(d−k+1)/2 (2b)(d−k−1)/2ωd−k−1 ×
u(d−k−1)/2
dMDA(p)(
detGA(p)
)1/2 du .
We perform the integration in u and let u0 tends to infinity to obtain
the term Γ
(
(d− k + 1)/2) in the Proposition.

5. The asymptotic formula
We now have everything that we need to derive our asymptotic
approximation for
∫
A e
−I(x)dx as the set A tends to infinity nicely.
The assumptions that we require may look quite bad at first glance.
However, the reader will see in the next chapters that they are in fact
quite well tailored for applications.
We will assume that for any fixed positive M , there exists some
positive number cA,M , depending on A and meeting the following
requirements.
We first assume that there exists a manifold DA such that
DA is a dominating manifold for the set A∩ΓI(A)+cA,M ,
of fixed dimension k.
(5.1)
Hypothesis, (5.1) contains two key requirements. First, k does not
depend on A, restricting the class of sets A that we consider. Second, if
DA is a dominating manifold, it has to be a base manifold. Therefore,
∂A can pull away from DA only in the orthogonal directions. This is
a restriction for instance if DA is a closed curve with two boundary
points; we may want to allow ∂A to pull in the outward tangent
directions at the boundary points. However, by breaking A into
smaller pieces, the restriction can be overcome in practice.
Let us denote by AM the projection of A ∩ ΓI(A)+cA,M on ΛI(A)
through the normal flow ψ, that is
AM =
{
p ∈ ΛI(A) : τA(p) 6 cA,M
}
.
Under (5.1), it makes sense to assume that
AM ⊂
⋃
p∈DA
ωA,p , (5.2)
where ωA,p is defined in section 3.2.
When ∂A is smooth, Proposition 4.1.1 gives a quadratic approx-
imation of τA. Of course, such an approximation is local and does
not have any kind of uniformity with respect to A. Moreover, looking
at (3.2.4), we also would like to have a quadratic approximation for
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τA(q) − τA(p) for q near ψ
(
p, τA(p)
)
. How near? Well, we need to
cover AM . But Proposition 4.1.1 suggests that
1
2
∣∣∣DI(ψ(p, τA(p)))∣∣∣ 〈(ΠΛI(p)+τA(p) −Π∂A ,ψ(p,τA(p)))(q − p), q − p〉
should be a good approximation for τA(q) − τA(p). Since cA,M
is expected to be small compare to I(p) = I(A), we should have
ψ
(
p, τA(p)
)
quite close to p, and so maybe the quadratic approxima-
tion given in Proposition 4.1.1 is just fine. This is what happens in
many interesting examples. But for the time being, there is no other
way than to force it, and assume that there exists a linear map GA(p)
on TpΛI(A) such that
lim
A→∞
sup
q∈AM
∣∣∣∣ τA(q)− τA
(
πA(q)
)
1
2
∣∣DI(πA(p))∣∣〈GA(πA(q)) exp−1πA(q)(q) , exp−1πA(q)(q)〉 − 1
∣∣∣∣
= 0 . (5.3)
This can be rewritten as
lim
A→∞
sup
v∈TpΛI(A)⊖TpDA
τA(expp(|v|))6cA,t
∣∣∣∣τA
(
expp(v)
)− τA(p)
1
2 |DI(p)|〈GA(p)v, v〉
− 1
∣∣∣∣ = 0 .
Now that we have a dominating manifold and a quadratic approxima-
tion, it makes sense to proceed as the heuristic argument at the end
of section 3 suggests. Then, we can guess the asymptotic equivalent
of the integral in using the result of section 4.3. Define
c∗A,M = inf
{
c : L
(
I(A) + c
)
6
1
M
e−I(A)
∫
DA
e−τAdMDA
|DI| d−k+12 (detGA) 12
}
.
Since all our asymptotic analysis is driven by the desire to have the
integral influenced mainly by the behavior of ∂A near DA, and to
reduce the integral to A∩ΓI(A)+cA,M where things go well, we assume
that
cA,M > c
∗
A,M . (5.4)
Any cA,M larger than c
∗
A,M will do, and the reader will easily see that
the larger cA,M is, the more stringent our assumptions are. Hence,
c∗A,M is the best choice, but can seldom be calculated exactly. In
practice, picking for cA,M an asymptotic equivalent of a multiple of
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c∗A,M will do. To fix the ideas, a typical order of magnitude of cA,M
is log I(A) for the applications that we will study.
Though we want to be able to localize the study of the integral
to points of A near DA, we still want A to have some thickness!
In particular, we do not want the main contribution in the integral
to come from the thinness of A — think for instance of taking
A = Γc+ǫ \ Γc for ǫ = exp(−ec) or even smaller, and looking for
asymptotics as c tends to infinity. This can be ruled out by assuming
that the first exit time of the normal flow after a time τA is large
enough, namely, that for all positive M ,
lim
A→∞
inf
p∈AM
χFA(p) = +∞ . (5.5)
Since χFA is less or equal to χ
L
A, assumption (5.5) implies
lim
A→∞
inf
p∈AM
χLA(p) = +∞ .
In the same spirit, we see that it does not make any difference in
the asymptotic analysis if we replace A by A ∩ ΓI(A)+cA,M . Thus, if
cA,M stays bounded, the set A is quite small in the geometry of the
level sets of I. In this case, we would need to deal with an analogue
of Proposition 4.3.1, but keeping u0 fixed. This would introduce an
incomplete gamma function. In order to simplify the result, we assume
that cA,M is chosen such that
lim
A→∞
cA,M = +∞ . (5.6)
This assumption is satisfied in all the applications that follow; but the
reader will see that up to changing some constant in the asymptotics,
the proof still goes through without it.
Our next condition can be explained by first thinking of two difficult
situations. Imagine that around the dominating manifold DA, the set
∂A is pulling away very slowly from ΛI(A). Thus, going in the normal
direction to DA on ΛI(A), we need to take q very far away from DA
in order to have τA(q) not too close to 0. In such circumstances, we
should need an extra rescaling so that in the new scale τA grows faster.
Another difficult situation would be to have the level sets Γc
concentrated along a proper subspace of Rd — think for instance,
if d = 2, of some ellipsoid with one axis growing like ec and the
other like c. On a large scale, the problem would be essentially
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lower dimensional. Notice however that in such circumstances, the
curvature of the level set should be of different orders of magnitude at
different points. Near points of high curvature, the normal flow could
pull away very slowly in the Euclidean geometry. And so there is not
much hope to localize the problem near the boundary of A.
A way to take care of these different situations is to relate the
curvature of the level sets with the rate at which ∂A pulls away from
DA in the normal directions. Define
t0,M (p) = sup
{
t : inf
v∈S
Tpπ
−1
A
(p)
(0,1)
τA
(
expp(tv)
)
6 cA,M
}
.
Whenever q in π−1A (p) is at distance t0,M (p) or more from p, it satisfies
τA(q) > cA,M . We then assume that for all positive M ,
lim
A→∞
sup
p∈DA
√
Kmax
(
p, t0,M (p)
)
t0,M (p) = 0 . (5.7)
In order to be able to use Proposition 4.2.4.i, we impose that for
any p in DA and any unit vector v in Tpπ−1A (p),
the Ricci curvature along the geodesic expp(tv) in
π−1A (p) ∩ AM is nonnegative.
(5.8)
— I am inclined to believe that convexity of I is enough to guarantee
(5.8) but could not prove it.
It is also possible that the set A and the function I are such
that |DI| varies widely in a small neighborhood of some point in the
dominating manifold. In such situation, I would increase very fast
in some specific directions, and much slower in others. Then, the
rescaling needed, even in π−1A (p) — when π
−1
A (p) is of dimension at
least 2 — could not be homogeneous in different directions. This can
be ruled out by assuming that for any positive M ,
lim
A→∞
sup
{ ∣∣∣ |DI(p)||DI(q)| − 1∣∣∣ : p ∈ DA , q ∈ AM ∩ π−1A (p)} = 0 . (5.9)
In order to proceed along the lines of the final remark in section 3.1,
we need that
lim
A→∞
sup
{
sup
t>0
∥∥D2I(ψt(p))∥∥∣∣DI(ψt(p))∣∣2 : p ∈ AM , τA(p) <∞
}
= 0 . (5.10)
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This assumption mainly controls the growth of I. A sufficient condi-
tion to guarantee (5.10) is of course to have ‖D2I(p)‖/|DI(p)| tends to
0 as |p| tends to infinity, which means essentially that I grows slower
than any exponential function.
Actually, we also need a rate of convergence in (5.10), but in a
rather weak sense, namely that
lim
A→∞
sup
{ ∫ τA(p)
0
‖D2I‖
|DI|2
(
ψu(p)
)
du : p ∈ AM
}
= 0 . (5.11)
Finally, we need two technical assumptions in order to carry over
the intuitive argument at the end of section 3.2, namely that for any
positive M ,
lim
A→∞
sup
q∈AM
∣∣JπA(q)− 1∣∣ = 0 , (5.12)
and that for any fixed positive w, and, as A moves to infinity,∫
DA
τA>cA,M−w
e−τA
|DI| d−k+12 (detGA) 12
dMDA
= o
(∫
DA
e−τA
|DI| d−k+12 (detGA) 12
dMDA
)
. (5.13)
Often τA(·) vanishes on DA. Then (5.13) is satisfied whenever (5.6)
is. In particular, this is always the case when DA is a single point or
the union of a finite number of points. Similarly, (5.11) and (5.12)
always hold if DA reduces to a point.
The reader may legitimately be suspicious about these assumptions,
and how they can be checked in applications. We will show in
nontrivial examples that they are not too difficult to verify. They
reduce the problem of approximating the integral to much more
manageable small problems, which can be handled by systematic
methods. The key point to understand is perhaps that as cA,M is
usually much smaller than I(A), the set AM is actually quite close to
DA in the scale given by I.
We can now state our main result.
5.1. THEOREM. Assume that ∂A∩ΓI(A)+cA,M is a smooth — twice
differentiable — manifold for every positive M . Then, under (5.1)–
(5.13),∫
A
e−I(x)dx ∼ e−I(A)(2π) d−k−12
∫
DA
e−τA
|DI| d−k+12 (detGA) 12
dMDA
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as A moves to infinity, and with k = dimDA.
REMARK. If DA is an open subset of ΛI(A), then k = d−1, and the
formula should be read with the determinant of GA to be 1.
Proof. We obtain an upper and a lower bound for the integral.
Let us start with the upper bound. Let ǫ be a positive number.
Assume first that, for M large enough,
A = A ∩ ΓI(A)+cA,M (5.14)
provided I(A) is large enough. Thus, for p in ΓI(A), either τA(p) is
less than cA,M or is infinite.
Recall that ψ0∗ is the identity since ψ0 is the identity as well.
Consequently, assumption (5.11), Lemmas 3.1.6 and 3.1.8 imply that
for τA(p) 6 cA,M ,
1 6 det(ψTτA(p),∗ψτA(p),∗)
1/2
6 exp
(
d
∫ τA(p)
0
‖D2I‖
|DI|2
(
ψu(p)
)
du
)
6 1 + ǫ
provided I(A) is large enough. It then follows from (5.5), (5.9), (5.11),
Lemma 3.1.2 and Theorem 3.1.10 that∫
A
e−I(x)dx 6 e−I(A)
∫
ΛI(A)
e−τA(p)
|DI(p)|dMDA(p)
(
1 + o(1)
)
as I(A) tends to infinity. Under (5.2), the set { τA < ∞} is included
in ωA. Consequently, (3.2.3) yields, as A tends to infinity,∫
A
e−I(x)dx 6 e−I(A)
∫
u>0
e−u
∫
p∈DA
e−τA(p)
|DI(p)|
∫
v∈S
Tpπ
−1
A
(p)
(0,1)∫
t∈[0,eA(p,v))
I[0,u]
(
τA
(
expp(tv)
)− τA(p))∣∣JπA( expp(tv))∣∣ |DI(p)|∣∣DI( expp(tv))∣∣×
detA(t, v) dtdµp(v) dMDA(p) du
(
1 + o(1)
)
.
Combine (5.8) and Proposition 4.2.4.i to upper detA(t, v) from above.
Use (5.9) to get an upper bound |DI(p)|/∣∣DI( expp(tv))∣∣ by 1+ǫ, and
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(5.12) bound
∣∣JπA( expp(tv))∣∣ by 1+ǫ. Then, assumption (5.3) yields,
for I(A) large enough,∫
A
e−I(x)dx 6 e−I(A)
∫
u>0
∫
p∈DA
e−τA(p)∣∣DI(p)∣∣
∫
v∈STpπ−1(p)(0,1)
∫
t∈[0,eA(p,v))
I[0,u(1+ǫ)]
(
1
2
∣∣DI(p)∣∣〈G(p)tv, tv〉)td−k−2
dtdµp(v) dMDA(p) du (1 + ǫ)
Extend the integration in t over the domain [ 0,+∞) and use Propo-
sition 4.3.1 to conclude∫
A
e−I(x)dx 6 e−I(A)2
d−k−1
2 Γ
(d− k + 1
2
)
ωd−k−1 ×∫
p∈DA
e−τA(p)
|DI| d−k+12
dMDA
(detGA)
1
2
(1 + ǫ)
d−k+7
2 .
Since ǫ is arbitrary, this yields the proper upper bound since
2
d−k−1
2 Γ
(
d− k − 1
2
)
ωd−k−1 = (2π)
d−k−1
2 .
Before we can drop assumption (5.14), we need to prove the
lower bound. To do so, apply Theorem 3.1.10, Lemma 3.1.6 with
assumptions (5.5) and (5.10) to obtain, as A moves to infinity,∫
A
e−I(x)dx > e−I(A)
∫
p∈AM
e−τA(p)∣∣DI(ψτA(p)(p))∣∣dMΛI(A)(p)
(
1+o(1)
)−2
.
(5.15)
Notice that∣∣DI(ψτA(p)(p))∣∣
|DI(p)| = exp
(1
2
∫ τA(p)
0
d
ds
log
∣∣DI(ψ(p, s))∣∣2ds)
= exp
(1
2
∫ τA(p)
0
2
〈D2I ·N,N〉
|DI|2
(
ψ(p, s)
)
ds
)
6 exp
(∫ τA(p)
0
‖D2I‖
|DI|2
(
ψs(p)
)
ds
)
.
This last inequality and assumption (5.11) imply
lim
A→∞
sup
{ ∣∣∣∣∣DI(ψτA(p)(p))∣∣|DI(p)| − 1∣∣∣ : p ∈ AM } = 0 .
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Consequently, up to a multiplicative factor of
(
1+o(1)
)
, we can replace
DI
(
ψτA(p)(p)
)
by DI(p) in (5.15). We then use equality (3.2.3) and
proceed as follows. First, we change the variable u into τA(p) + w,
and restrict the integration to w between 0 and w0 for some positive
w0. Second, we restrict further the domain by integrating only over
the points p in DA with τA(p) less than cA,M − w0. On this range,
we can use assumptions (5.9), (5.7), Proposition 4.2.4-ii, assumptions
(5.12) and (5.3) to obtain, for I(A) tending to infinity,∫
A
e−I(x)dx > e−I(A)
∫
w∈[0,w0]
e−w
∫
p∈DA
τA(p)6cA,M−w0
e−τA(p)∣∣DI(p)∣∣∫
v∈STpπ−1(p)(0,1)
∫
t∈[0,ea(p,v))
I[0,w(1−ǫ)]
(1
2
∣∣DI(p)∣∣〈GA(p)tv, tv〉)
dtdµp(v) dMDA(p) dw
(
1 + o(1)
)−2
.
Arguing as in the proof of Proposition 4.3.1, we obtain that for I(A)
large enough,∫
A
e−I(x)dx > e−I(A)2
d−k−1
2 Γ
(d− k + 1
2
)
ωd−k−1 ×∫
p∈DA
τA(p)6cA,M−w0
e−τA(p)
|DI(p)| d−k+12 (detGA(p)) 12 dMDA(p)(1 + ǫ)−1 .
Since ǫ is arbitrary, assumption (5.13) gives then∫
A
e−I(x)dx
> e−I(A)2
d−k−1
2
∫
p∈DA
e−τA(p)
|DI(p)| d−k+12 (detGA(p)) 12 dMDA(p) .
It remains for us to drop the assumption that A = A ∩ ΓI(A)+cA,M is
the upper bound. This is immediate; for a general set A, write∫
A
e−I(x)dx =
∫
A∩ΓI(A)+cA,M
e−I(x)dx+
∫
A∩Γc
I(A)+cA,M
e−I(x)dx .
For the first integral in the right hand side of the above equality, the
theorem — proved in this case! — gives the asymptotic equivalent.
For the second one, it is less than the integral over ΓcI(A)+cA,M , that
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is L
(
I(A) + cA,M
)
. Assumption (5.4) shows that it has a negligible
contribution to the asymptotics.
When k = d− 1 and DA is an open subset of ΛI(A), the asymptotic
equivalent in Theorem 5.1 is nothing but (3.2.1).
5.2. REMARK. Assumption (5.8) turns to be difficult to check in
practice. The main reasons are that geodesics can seldom be explicitly
calculated, and that the curvature tensor may be difficult to calculate.
However, we only used it to apply Proposition 4.2.4.i when deriving
the upper bound in the proof of Theorem 5.1. It would be enough to
have
lim
A→∞
sup
{ ∣∣∣∣detA(t, v)td−k−2 − 1
∣∣∣∣ : v ∈ STpπ−1(p)(0, 1) ,
t ∈ [ 0, eA(p, v)) , expp(tv) ∈ AM
}
= 0 . (5.16)
This condition will turn out to be easier to check in many cases. This
could also replace (5.7) as well.
In a similar spirit, (5.3) may be tedious to verify. Often τA cannot
be easily calculated, but is only known via an asymptotic expansion
as A moves to infinity. Due to the error term in the asymptotic
expansion, the uniformity in (5.3), for small q very close to p, may
be difficult to check. Therefore, we will make a rather systematic
use of the following weaker hypothesis. Assume that there exists a
function τ˜A defined on AM such that
lim
A→∞
sup
q∈AM
|τA(q)− τ˜A(q)| = 0
and
lim
A→∞
sup
q∈AM
∣∣∣∣ τ˜A(q)− τ˜A
(
π(q)
)
1
2
∣∣DI(πA(q))∣∣〈GA(πA(q)) exp−1πA(q)(q) , exp−1πA(q) 〉−1
∣∣∣∣ = 0
(5.17)
for some G(p) on TpΛI(A). Then, Theorem 5.1 holds when (5.3) is
replaced by (5.17). Indeed, let ǫ be a positive number. In the proof
of Theorem 5.1, we now use the bound
I[0,u(1−ǫ)−ǫ]
(1
2
|DI(p)|〈GA(p)tv, tv〉
)
6 I[0,u]
(
τA
(
expp(tv)
)− τA(p))
6 I[0,u(1+ǫ)+ǫ]
(1
2
|DI(p)|〈G(p)tv, tv〉
)
.
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By the dominated convergence theorem,
lim
ǫ→0
∫
u>0
e−u
(
u+ (1± ǫ)± ǫ) d−k−12 du = ∫ e−uu d−k−12 du ,
and one easily sees that the proof of Theorem 5.1 goes through.
It is sometimes convenient to weaken even a tiny bit this assump-
tion, only assuming that τA(q) − τA
(
πA(q)
)
can be approximated by
some τ˜A(q)− τ˜A
(
πA(q)
)
in the sense that
lim
A→∞
sup
q∈AM
∣∣∣τA(q)− τA(πA(q))− (τ˜A(q)− τ˜A(πA(q)))∣∣∣ = 0
and of course keeping requirement (5.17).
Let us now explain how Theorem 5.1 can be used to obtain
information on limiting conditional distributions.
Assume that we consider a log-concave density function propor-
tional to e−I on Rd. As A moves away to infinity, there is not much
hope for the conditional distribution∫
A∩B
e−I(x)dx
/∫
A
e−I(x)dx
to converge to a nontrivial limit. Indeed, a fixed bounded set B
does not intersect A if I(A) is large enough. So, we need to rescale
B. For this, consider a normalizing function A 7→ λA ∈ (0,∞).
We will require that the dominating manifold DA/λA converges in a
weak sense. But for the time being, consider the rescaled conditional
distribution
µA(B) =
∫
A∩λAB
e−I(x)dx
/∫
A
e−I(x)dx .
It converges weakly* if for any continuous and bounded function f on
Rd, the integral∫
f dµA =
∫
A
f(x/λA)e
−I(x)dx
/∫
A
e−I(x)dx
converges as A moves to infinity. Its limit is a linear form in f ,
associated to a measure, the weak* limit of µA.
Let us assume that
as A moves to infinity, the family of rescaled measures
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λkAe
−τA(λAq)dMDA/λA(q)
|DI(λAq)| d−k+12
(
detGA(λAq)
) 1
2
/∫
A
e−τA
dMDA
|DI| d−k+12 (detGA) 12
converges weakly* to a probability measure ν. (5.18)
Assume furthermore that
lim
A→∞
cA,M
λA
sup
{ |DI(p)|−1 : p ∈ AM } = 0 (5.19)
and
lim
A→∞
sup
{ |q − p|/λA : q ∈ π−1A (p) , τA(p) 6 cA,M } = 0 . (5.20)
We then have the following convergence.
5.3. COROLLARY. Under the assumptions of Theorem 5.1 and
(5.15)–(5.20), the conditional distribution µA converges weakly* to
ν as I(A) tends to infinity.
Proof. Argue as in the proof of Proposition 3.1.9 to obtain∫
A
e−I(x)f(x/λA) dx =
∫ ∫
IA(x)I[I(x),∞)(c)e
−cf(x/λA) dcdx
= e−I(A)
∫ ∫
e−c IA∩ΓI(A)+c(x)f(x/λA) dcdx
= e−I(A)
∫
c>0
e−c
∫
06s6c
∫
p∈ΛI(A)
IA
(
ψ(p, s)
)
∣∣∣ d
ds
ψ(p, s)
∣∣∣det(ψTs∗ψs∗)1/2f(ψ(p, s)/λA)
dMΛI(A)(p) ds dc .
Consider a function f , bounded and continuous. After adding a
constant to f , we may assume that f is larger than some positive
number. Then, up to introducing a term f
(
ψ(p, s)/λA
)
, the bounds
in Theorem 3.1.10 remain valid.
Under (5.14) and arguing as in the proof of Theorem 5.1, as A tends
to infinity, we have∫
A
e−I(x)f(x/λA) dx ∼ e−I(x)
∫
p∈ΛI(A)
τA(p)<∞
e−τA(p)
|DI(p)| ×∫
06s6χA(p)
e−sf
(
ψτA(p)+s(p)/λA
)
ds dMΛI(A)(p)
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where χFA(p) 6 χA(p) 6 χ
L
A(p). Assumption (5.14), (5.19) and
Corollary 3.1.4 imply
1
λA
|ψτA(p)+s(p)− p| 6
χA(p)
λA|DI(p)| 6
cA,M
λA|DI(p)| = o(1) (5.21)
as I(A) tends to infinity, uniformly in p ∈ ΛI(A) with τA(p) <∞.
Assume that f is uniformly continuous. Since f is bounded and
larger than some positive number, (5.21) implies
lim
A→∞
sup
{ ∣∣∣f(ψτA(p)+s(p)/λA)
f(p/λA)
− 1
∣∣∣ : p ∈ AM , 0 6 s 6 cA,M } = 0 .
Thus, using (5.5),∫
A
e−I(x)f(x/λA)dx ∼ e−I(A)
∫
p∈ΛI(A)
τA(p)<∞
e−τA(p)
|DI(p)|f(p/λA) dMΛI(A)(p) .
We make a change of variable as we did in (3.2.2). Noting that (5.20)
implies
lim
A→∞
sup
{ ∣∣∣f( expp(v)/λA)
f(p/λA)
− 1
∣∣∣ : v ∈ Tpπ−1A (p) ,
τA
(
expp(v)
)
6 cA,M , p ∈ DA
}
= 0 ,
we obtain∫
A
e−I(x)f(x/λA)dx ∼ e−I(A)(2π)
d−k−1
2 ×∫
DA
eτA(p)f(p/λA)
|DI(p)| d−k+12 (detGA(p)) 12 dMDA(p) .
Make a change of variable q = p/λA and use (5.18) to obtain
lim
A→∞
∫
A e
−I(x)f(x/λA) dx∫
A e
−I(x)dx
=
∫
fdν , (5.22)
for all uniformly continuous, positive functions f .
If f is bounded, we drop the restriction (5.14), as we did in the
proof of Theorem 5.1. Using Theorem 5.1, we can consider arbitrary
bounded uniformly continuous function f in (5.22). This implies —
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see, e.g., Pollard (1984) — that the conditional distribution converges
weakly*.
Notes
There are many things related to Theorem 5.1 that I wanted to do
but could not.
A first one is to understand to what extent an exponentially
integrable density may be approximated by a log-concave one at
infinity. Here is the beginning of what could be a proof. Let f be
a density on Rd, such that the moment generating function
φ(t) =
∫
e〈t,x〉f(x)dx
is finite in a neighborhood of the origin. Under some classical steepness
conditions — see, e.g., Barndorff-Nielsen (1978) or Brown (1986) —
the differential m = Dφ is a diffeomorphism. Denote by minv its
inverse. We now follow word for word the construction of Barbe and
Broniatowski (200?), but in a different setting.
The function logφ is convex. Let I be its convex conjugate, that is
I(x) = sup{ log φ(t)− 〈t, x〉 } .
Using the change of variable a = s−x and Fubini’s theorem, we obtain∫ ∫
e〈m
inv(s−x),x〉IA(s− x)f(s) ds dx =
∫
A
e−I(a)da .
This allows us to define a new density
gA(x) =
∫
e〈m
inv(s−x),x〉IA(s− x)f(s)ds∫
A e
−I(a)da
.
The interesting fact is that gA(0) =
∫
A f(s)ds
/∫
A e
−I(a)da. Consider
the rescaled density rdgA(rx) with r possibly depending on A. If we
can prove that rdgA(r ·) converges to a limit, say g(·), as A moves to
infinity, in such a way that pointwise convergence at 0 holds, then∫
A
f(s)ds ∼ r−dg(0)
∫
A
e−I(a)da .
Thus, when integrating over A, we can approximate the density f by
a multiple of e−I(A), and then use Theorem 5.1.
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To achieve this approximation, we can calculate the Fourier trans-
form of rdgA(r ·). It is
gˆr,A(λ) = r
d
∫
e−〈λ,x〉gA(rx) dx =
∫
e−k(a,λ/r) dµA(a) ,
with
k(a, λ) = i〈a, λ〉+ log φ(minv(a))− log φ(minv(a) + iλ) ,
and
µA(B) =
∫
A∩B
e−I(a)da
/∫
A
e−I(a)da .
In particular, as A moves to infinity, the support of µA — that is A
— moves to infinity. A Taylor expansion of k(a, λ/r) near λ/r = 0
gives
k(a, λ/r) =
1
2
〈(D2 logφ) ◦minv(a)
r2
λ, λ
〉
+ o(λ2) .
If this can be done as a tends to infinity — which is in the spirit of
what we did using Proposition 4.1.1 to prove Theorem 5.1 — we can
hope to approximate
gˆr,A(λ) ≈
∫
exp
(1
2
〈(D2 logφ) ◦minv(a)
r2
λ, λ
〉)
dµA(a) .
Let V (a) = (D2 log φ) ◦minv(a) be the so-called variance function of
f . Inverting the Fourier transform of the approximation, we should
obtain
rdg(0) ≈
∫
1
(2π)d/2det(V (a)/r)1/2
dµA(a) .
If we can find r depending on A such that the right hand side has a
limit as A tends to infinity, and use Corollary 5.3, we are done.
Unfortunately, I could not come up with useful conditions for this
idea to work.
When d = 1, it is possible to prove that if gA converges, then its
limit is given by a mixture of either normal densities — as we outlined
here — or gamma ones; this follows from Balkema, Klu¨ppelberg and
Resnick (1999). In higher dimensions, a related approximation is in
Barndorff-Nielsen and Klu¨ppelberg (1999). I somewhat believe that
the whole virtue of saddlepoint approximations used in statistics is to
provide some form of log-concave approximation in the spirit of what
is outlined here. But most of the time, in the multivariate setting, it
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relies on assumptions similar to the convergence of gA, which I don’t
find too appealing. I have been searching unsuccessfully for a decent
condition on f itself.
A second project, which perhaps would be desirable to carry out,
is to obtain higher order expansions. Theorem 5.1 provides a one
term asymptotic expansion. Starting from the equality in Proposition
3.1.9, one could do the change of variable using the dominating
manifold and the orthogonal leaves; then one would use asymptotic
expansions for whatever function is involved, and obtain the desired
approximation. Higher order differential geometry is involved. The
difficulty is to come up with a set of usable conditions to perform all
the approximations. Another route would be to mimic the practice
of Edgeworth expansions in statistics. There are essentially two
types of them: those that are proved rigorously, and a vast majority
that are called “formal”. To do the formal ones, the argument is
pretty much to neglect what one believes to be negligible under some
quite unknown conditions, and proceed. One could obtain formal
asymptotic expansion in the same way. This may be of some value in
a few applications. Indeed, sometimes one may not look for a theorem
but maybe more for a guideline.
A third path to explore would be to derive explicit upper bounds,
starting either from Proposition 3.1.9 or Theorem 3.1.10. In particu-
lar, I wonder if the technique developed here could be of any use to
investigate “asymptotic” isoperimetric problems.
As pointed out in the notes to chapter 3, Proposition 3.1.9 does
not use the convexity of I. This proposition is true for any smooth
function I for which the sets Λc are smooth hypersurfaces. There may
be some examples where the normal flow can be calculated explicitly
and other arguments used in order to derive an estimate similar to
that of Theorem 5.1.
To conclude these notes, Corollary 5.3 is inspired by the Gibbs
conditioning principle in large deviations. In the large deviation
context, the reader may consult Csisza´r (1984) and Bolthausen (1993)

6. Asymptotics for sets
translated towards infinity
In this section, we study integrals of the form
∫
A+t e
−I(x)dx as |t|
tends to infinity. To avoid any ambiguity, recall that if A is a set and
t is a vector, both in Rd, the translation of A by t is
A+ t = { x+ t : x ∈ A } .
We will assume that
A ⊂ Rd is a closed bounded convex neighborhood
of the origin, with smooth boundary and positive
curvature.
(6.1)
The only restriction here is convexity — and smoothness, but we want
to be able to use differential geometric methods! It could be dropped
at the cost of a more sophisticated discussion on how A+t and ΛI(A+t)
intersect. Up to changing t by a fixed amount, we can always assume
that A contains the origin.
We will control the growth of I at infinity, assuming that
lim
p→∞
log I(p)
|DI(p)| = 0 and limp→∞
‖D2I(p)‖
|DI(p)| = 0 . (6.2)
The second condition forces I not to increase too fast. Indeed, for
d = 1, it reads |I ′′(p)/I ′(p)| tends to 0 as |p| tends to infinity. Hence,
for any small positive ǫ and any p, q large enough,∣∣∣I ′(p)
I ′(q)
∣∣∣ = ∣∣∣ exp ∫ p
q
I ′′(t)
I ′(t)
dt
∣∣∣ 6 exp (ǫ|p− q|) .
For instance, the function I(p) = exp(|p|α) satisfies (I ′′/I ′)(p) tends
to 0 as p tends to infinity if and only if α < 1. So, roughly, I should
have a subexponential growth. A polynomial growth, like I(p) = |p|α
with a positive α, is admissible.
The first condition forces I to increase fast enough. Indeed, when
d = 1, it implies that for any positive ǫ and x < y large enough,
I(y)− I(x) =
∫ y
x
I ′(t)dt >
1
ǫ
∫ y
x
log I(t)dt > (y − x) log I(y)
ǫ
.
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Hence, ultimately, I has to grow faster that any linear function. For
instance, the function I(t) = t(log t)α satisfies
(
log I(t)
)
/I ′(t) tends
to 0 as t tends to infinity if and only if α > 1.
We will need to strengthen the second condition in (6.2) by assum-
ing
lim
t→∞
log I(A + t) sup
{ ‖D2I(q)‖
|DI(q)| : I(q) > I(A + t)
}
= 0 . (6.3)
For a strictly convex function I the level sets Γc are strictly convex.
There is a unique point x in Rd at which I is minimal. Assumption
(6.1) implies that for any t with |t| > 2 diam(A) + |x|,
(A+ t) ∩ ΛI(A+t) = { pt}
for a unique point pt. In particular, pt − t is in ∂A.
6.1. THEOREM. If I is convex and (6.1)–(6.3) hold, then∫
A+t
e−I(x)dx ∼ (2π)
d−1
2
|DI(pt)| d+12 Kt
e−I(A+t) as t→∞ ,
where Kt is the Gauss-Kronecker curvature of ∂A at pt − t.
Proof. Write At = A + t. In order to apply Theorem 5.1, we need
to have a candidate for the dominating manifold DAt . Clearly { pt}
should do, and we set DAt = { pt}. Since τA+t(pt) = 0 by definition
of pt, the result of Theorem 5.1 reads∫
A+t
e−I(x)dx ∼ e
−I(A+t)(2π)
d−1
2
|DI(pt)| d+12
(
detGA+t(pt)
) 1
2
as t→∞ .
Now, recall that we should expect GA+t(pt) to be the difference of the
second fundamental forms of ΛI(A+t) and A+ t at pt — not restricted
to anything here, since DAt is a point and so π−1At (pt) is ΛI(A+t),
up to what is in the cut locus of pt. However, the second part of
assumption (6.2) asserts that asymptotically, the second fundamental
form of ΛI(A+t) degenerates, and so, locally, ΛI(A+t) is almost flat.
Thus, GA+t(pt) should be the second fundamental form of ∂(A+ t) at
pt, which is equal to that of ∂A at pt − t. Its determinant is exactly
Kt. This explains how to guess the result. It is hoped that this twelve
line argument convinces the reader that Theorem 5.1 can be useful.
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Now that the result is guessed, let us find a candidate for cA+t,M .
Define
c(t) = d log I(A + t) +
d+ 2
2
log |DI(pt)|
— in this formula, d refers to the dimension of Rd. Since I(pt) tends
to infinity with t, the first part of (6.2) implies limt→∞ |DI(pt)| =∞.
Proposition 2.1 yields
L
(
I(A + t) + c(t)
)
=
e−I(pt)
|DI(pt)| d+12
o(1) as t→∞ .
Given (5.4) and our twelve line argument, cA+t,M = c(t) is a good
candidate, no matter what M is. It guarantees (5.4) as well as (5.6).
We now check all the assumptions of Theorem 5.1.
As noted in chapter 5, since DAt = { pt} is a point, (5.1) is trivial.
Notice that At,M is included in the projection of A + t on ΛI(A+t).
So it is enough to check (5.2) with At,M replaced by the projection
of A+ t. Assumption (6.2) asserts that the second fundamental form
of ΛI(A+t) tends to 0 uniformly over this surface. Thus, its curvature
tensor vanishes asymptotically and the radius of injectivity of any
point in ΛI(A+t) tends to infinity uniformly over the surface — this
follows from Rauch’s (1951) theorem or Klingenberg’s (1959) lemma;
see, e.g., Do Carmo (1992) or Chavel (1996). As A + t stays of finite
diameter, (5.2) follows.
To prove (5.3) and find GA+t, we need to have some more informa-
tion on At,M and on the normal flow. The idea is that At,M should be
very close to DAt = { pt}. To prove this fact, we first define a family
of local parameterizations of ∂A. For p belonging to ∂A, we denote
by ν(·) the inward unit normal vector to ∂A at p. By compactness of
A, there exists a positive ǫ1, independent of p, such that ∂A∩B(p, ǫ1)
can be parametrized as all points of the form p+ u+ fp(u)ν(p) for u
in Tp∂A and some nonnegative function fp. Notice that the curvature
assumption (6.1) ensures that there exists a positive matrix Qp such
that fp(u) =
1
2 〈Qpu, u〉
(
1 + o(1)
)
as |u| tends to 0. Moreover, since
∂A is smooth and compact, the term o(1) is uniform when p varies in
∂A, and the matrices Qp are bounded bellow by a fixed positive one.
To prove that At,M shrinks around pt, notice that ν(pt − t) and
DI(pt) are collinear since ∂(A + t) and ΛI(A+t) are tangent at pt.
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Convexity of I implies
I
(
pt + u + fpt−t(u)ν(pt − t)
)− I(pt)
>
d
ds
I
(
pt + s
(
u + fpt−t(u)ν(pt − t)
))∣∣∣
s=0
= fpt−t(u)|DI(pt)| .
Consequently, the points q in ∂A + t such that I(q) 6 I(A +
t) + cA+t,M can be parametrized as pt + u + fpt(u)ν(pt − t) with
|u|2 6 O(c(t)/|DI(pt)|) = o(1). They can also be written as
pt + u+
1
2
〈Qpt−tu, u〉ν(pt − t)
(
1 + o(1)
)
(6.4)
where the o(1) is uniform in t and |u|2 6 O(c(t)/|DI(pt)|).
Since the curvature of the level set of I tends to 0, the normal flow
should be almost like straight lines on sizeable intervals. In order to
make this statement rigorous, and seeking a linear approximation of
the normal flow with good error bounds, an elementary calculation
shows that
D
( DI
|DI|2
)
=
1
|DI|
(D2I
|DI| − 2N ⊗N
D2I
|DI|
)
=
1
|DI| (Id− 2N ⊗N)
D2I
|DI| .
In particular, this implies the inequality∥∥∥D( DI|DI|2)∥∥∥ 6 1|DI| ‖D2I‖|DI| . (6.5)
Notice also that assumption (6.2) insures that
η(t) = sup
{ ‖D2I(q)‖
|DI(q)| : I(q) > I(pt)
}
= o(1) as t→∞ .
Using Lemma 3.1.1 and (6.5), it follows that with q = exppt(u),∣∣∣ψ(q, s) − q − s DI|DI|2 (q)∣∣∣ = ∣∣∣
∫ s
0
∫ r
0
d
dv
DI
|DI|2
(
ψ(q, v)
)
dv dr
∣∣∣
6
η(t)
|DI(q)|
s2
2
. (6.6)
Next, let us prove that |DI(q)| ∼ |DI(pt)| as t tends to infinity
provided u stays bounded. Writing γ(s) = exppt
(
su/|u|),
log |DI(q)| − log |DI(pt)| =
∫ |u|
0
d
ds
log
∣∣DI(γ(s))∣∣ds
=
∫ |u|
0
1
2
〈
D2I
(
γ(s)
)
γ′(s) ,DI
(
γ(s)
)〉∣∣DI(γ(s))∣∣2 ds ,
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from which we obtain the bound∣∣ log |DI(q)| − log |DI(pt)|∣∣ 6 |u|
2
η(t) =
|u|
2
o(1) as t→∞ .(6.7)
Furthermore, we have a good control on the oscillations of DI/|DI|2
in using (6.5); namely, for t large enough and say |u| 6 1,∣∣∣ DI|DI|2 (q)− DI|DI|2 (pt)∣∣∣ =
∫ |u|
0
d
ds
DI
|DI|2
(
γ(s)
)
ds
6
2|u|
|DI(pt)|η(t) .
Consequently, for |u| 6 1, the inequality (6.6) gives the bound∣∣∣ψ(q, s)− q − s DI|DI|2 (pt)∣∣∣ 6 2η(t)|DI(pt)|(s2 + s|u|) .
This is the linear approximation of the normal flow that we were
looking for. Considering s = τA+t(q) and using the linear approxima-
tion for the exponential map in Proposition A.2.1 — remember that
q = exppt(u) — we then obtain
ψ
(
q, τA+t(q)
)
= pt + u+ τA+t(q)
N(pt)
|DI(pt)|
+
η(t)
|DI(pt)|
(
τA+t(q)
2 + τA+t(q)|u|
)
O(1) + η(t)|u|2O(1)
where the O(1)-terms are uniform in |u| 6 1 as |t| tends to infinity.
Since ψ
(
q, τA+t(q)
)
is in the boundary of A+ t by the very definition
of τA+t(q), and since u belongs to TptΛI(pt), (6.4) forces us to have
τA+t(q)
N(pt)
|DI(pt)| +
η(t)
|DI(pt)|
(
τA+t(q)
2+ τA+t(q)|u|
)
O(1)+ η(t)|u|2O(1)
=
1
2
〈Qpt−tu, u〉ν(pt − t)
(
1 + o(1)
)
as t tends to infinity, and uniformly in |u| 6 1. Therefore, provided
η(t)τA+t(q) = o(1), we obtain
τA+t(q) =
|DI(pt)|
2
〈Qpt−tu, u〉
(
1 + o(1)
)
uniformly in |u| 6 1, as t tends to infinity. Since η(t)τA+t(q) 6
η(t)c(t), assumption (6.3) ensures that η(t)τA+t(q) = o(1), and we
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proved that (5.3) holds with GA+t being the second fundamental form
of ∂A at pt − t.
Given our checking of (5.3), (5.5) is obvious since At,M shrinks
around pt — see the proof that |u|2 = o(1) before equation (6.4) —
and (5.5) holds.
Assumption (5.7) is trivially satisfied. The shrinking of At,M to
{ pt} and assumption (6.2) — which implies that the curvature tends
to 0; see also Proposition 4.2.3 — imply that t0,M (p) = o(1) and
Kmax
(
p, t0,M (p)
)
= o(1) uniformly over At,M as t tends to infinity.
Assumption (5.8) is satisfied since I is convex, DA+t is a point, and
the first part of Proposition 4.2.3 holds.
Assumption (5.9) follows from (6.7) and the shrinking of At,M
around pt.
Clearly, (6.2) implies (5.10).
Assumption (5.11) is implied by (6.3) and Lemma 3.1.2, while (5.12)
holds systematically for k = 0.
Since τA+t vanishes on DA+t, (5.13) holds as well, and this con-
cludes the proof of Theorem 6.1.
We obtained the conclusion of Theorem 6.1 by a brute application
of Theorem 5.1. A little extra work makes the asymptotic formula
nicer, replacing the term |DI(pt)| by |DI(t)|.
6.2. COROLLARY. Under the assumptions of Theorem 6.1,∫
A+t
e−I(x)dx ∼ (2π)
(d−1)/2
|DI(t)|(d+1)/2Kt
e−I(A+t) as t→∞ .
Proof. Since
d
ds
log |DI(t + su)|2 = 2〈D
2I(t+ su)u ,DI(t+ su)〉
|DI(t + su)|2 ,
the inequality
∣∣ log |DI(t+ u)|2− log |DI(t)|2∣∣ 6 2 ∫ 1
0
‖D2I(t+ su)‖
|DI(t+ su)|
|u|
|DI(t + su)| ds
holds. Compactness of A, convexity of I and (6.2) imply that the right
hand side of the above inequality is o(1), uniformly in u belonging to
A as t tends to infinity. Thus, |DI(t + u)| ∼ |DI(t)| uniformly over u
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in A as t tends to infinity; and we can replace |DI(pt)| by |DI(t)| in
the statement of Theorem 6.1.
In general, we do not have I(A+t)−I(t) = o(1) as t tends to infinity.
This is easily seen when d = 1 and I(x) = x2 for instance. Thus
we cannot replace I(A + t) by I(t) in Theorem 6.1 or Corollary 6.2.
In some instances, it is possible to obtain an asymptotic expansion
for I(A + t). We illustrate this fact in the important case when I
is α-positively homogeneous. To state the result, recall the notation
N = DI/|DI| for the outward unit normal vector field to the level lines
of I, and set Π = D2I/|DI|. The compression of Π to the tangent
space of a level line Λc is its second fundamental form.
6.3. PROPOSITION. Assume that I is α-positively homogeneous
and smooth. Assume also that A is a neighborhood of the origin with
a smooth boundary. Let e be a unit vector in Rd. Define r by the
condition −rN(e) ∈ ∂A. Then, as λ tends to infinity, I(λe + A)
admits an asymptotic expansion over the powers λα−i, i ∈ N, and
I(A+ λe) = λαI(e)− λα−1r|DI(e)| + λ
α−2
2
r2〈ΠN(e) , N(e)〉
− λ
α−3
6
r3D3I(e)
(
N(e) , N(e) , N(e)
)
− λ
α−3
2
r2〈Π(e)Q−1−rN(e)Π(e)TN(e) , N(e)〉+ O(λα−4) .
Proof. Since A is compact and I is smooth and α-positively
homogeneous, we have, uniformly in u belonging to A and as λ tends
to infinity,
I(λe+ u) = λαI(e+ u/λ)
= λαI(e) +
∑
16i6k
λα−i
i!
DiI(e) (u , . . . , u)︸ ︷︷ ︸
i times
+O(λα−k−1) .
The expansion of I(λe+A) follows by induction. The computation of
the first terms can be done by introducing the point uλ = u(λ, e) in
A, such that I(e + A/λ) = I(e + uλ/λ). Since A is convex, compact,
and I is convex, uλ in ∂A for λ large enough.
Taylor’s expansion gives, uniformly in u belonging to A,
I
(
e+
u
λ
)
= I(e) +
|DI(e)|
λ
〈N(e) , u〉+ |DI(e)|
2λ2
〈Π(e)u , u〉
+
1
6λ3
D3I(e)(u , u , u) + O(λ−4)
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as λ tends to infinity. Consequently, uλ = −rN(e) + u1,λ/λ where
u1,λ = O(1) as λ tends to infinity — because uλ has to minimize
I(e+u/λ), and so should minize 〈N(e), u〉 as well, up to a term of order
λ−2. Since e + uλ/λ belongs to ∂A, using the notation of the proof
of Theorem 6.1, there exists a vector v = vλ in T−rN(e)∂A = N(e)
⊥
such that
u1,λ
λ
=
v
λ
+ f−rN(e)
( v
λ
)
N(e)
=
v
λ
+
1
2λ2
〈Q−rN(e)v, v〉N(e) + O(λ−3)
as λ tends to infinity. It follows that
I
(
e+
uλ
λ
)
= I(e)− r|DI(e)|
λ
+
r2
2λ2
|DI(e)|〈Π(e)N(e) , N(e)〉
+
|DI(e)|
2λ3
〈Q−rN(e)v , v〉 −
r
λ3
|DI(e)|〈Π(e)v ,N(e)〉
− r
3
6λ3
D3I(e)
(
N(e) , N(e) , N(e)
)
+ O(λ−4) .
The term in 1/λ3 is smallest when v = rQ−1−rN(e)Π(e)
TN(e) — we
used that Q is symmetric — and its minimum value is
−|DI(e)|
2λ3
r2〈Π(e)Q−1−rN(e)Π(e)TN(e) , N(e)〉
− r
3
6λ2
D3I(e)
(
N(e) , N(e) , N(e)
)
.
This completes the proof.
In particular, for α = 2, we can replace I(λe+A) in the exponential
term of the asymptotic equivalent by
λ2I(e) − λr|DI(e)| + r
2
2
〈Π(e)N(e) , N(e)〉 .
In the Gaussian setting, I(x) = −|x|2/2. Thus, |DI(e)| = 1 and
Π(c) = Id. The exponential term simplifies to
−λ
2
2
− λr + r
2
2
.
A neat expression, but very specific to the Gaussian distribution. . .
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Similarly to what we did in Corollary 5.2, we can obtain a result
on conditional distribution. It is easy to prove that if X is a random
variable with density e−I , then, the conditional distribution of X/|t|
given X ∈ A+ t can be approximated by a point mass at t/|t|, under
the assumptions of Theorem 6.1. However, Theorem 6.1 itself leads
to a more precise result.
6.4. COROLLARY. Let X be a random variable with density propor-
tional to e−I . Let e be a unit vector in Rd. Under the assumptions of
Theorem 6.1, the conditional distribution of X−λe given X ∈ A+λe
converges weakly* to a point mass at −rN(e) ∈ ∂A as λ tends to
infinity.
Proof. Let U be a neighborhood of −rN(e). We can find a closed
convex set B in U with smooth boundary and positive curvature, such
that ∂B and ∂A coincide in a neighborhood of −rN(e). Applying
Theorem 6.1 twice, we see that
lim
λ→∞
∫
B+λe
e−I(x)dx∫
A+λe
e−I(x)dx
= 1 .
Consequently, the conditional distribution of X−λe given X ∈ A+λe
is asymptotically concentrated on B ⊂ U . Since U is an arbitrary
small neighborhood of −rN(e), the result follows.
A slightly more involved proof would show that the conditional
distribution of X− t given X ∈ A+ t can be approximated by a point
mass at pt−t as |t| tends to infinity under the assumption of Theorem
6.1.
Notes
This chapter has three motivations. First it provides a simple example
of applying of Theorem 5.1, and I hope it is of pedagogical interest.
Second, translating a set away from the origin may be one of the most
intuitive and natural ways to make it moving to infinity. Third, and
this is more important, the Gaussian case has received some attention,
due to statistical applications. In LeCam’s theory of local asymptotic
normality — see e.g., LeCam (1986) and LeCam and Yang (1990)
— the asymptotic power of a test is given by the probability that a
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noncentered Gaussian vector lies in a given domain. Thus, one issue
is to calculate the probability that a centered Gaussian vector hits a
translated set, typically an ellipsoid. The work of Breitung (1994),
Breitung and Hohenbichler (1989), Breitung and Richter (1996) are
most relevant here. The remarks following Proposition 6.3 somewhat
enlighten the Gaussian case.
7. Homothetic sets,
homogeneous I
and Laplace’s method
In this chapter we consider a set A1 such that
there exists a neighborhood of 0 not intersecting A1 (7.1)
Equivalently, we could say that the complement of A1 is a neighbor-
hood of the origin. This assumption ensures that the sets At = tA1
are moving to infinity as t tends to infinity. Assume furthermore that
I is a strictly convex, α-positively homogeneous function, (7.2)
that is I(tx) = tαI(x) for all nonnegative t, all x in Rd, and some
positive α. Under such assumptions, α must be strictly larger than 1
to ensure strict convexity. Setting x = ty, we see that∫
At
e−I(x)dx = td
∫
A1
e−I(ty)dy = td
∫
A1
e−t
αI(y)dy .
The asymptotic decay of the last term in the equality is related to
the Laplace method. When I has a unique minimum in A1, not
on the boundary of A1, this type of integral has been well studied.
However, here, I(A1) is achieved on the boundary of A1, eventually
on a k-dimensional submanifold of Rd. A direct proof of an asymptotic
equivalent of the right hand side, working out a multivariate Laplace
method, is quite tractable. However, for purely pedagogical reasons,
we will obtain an asymptotic equivalent of the right hand side of the
above equality by using Theorem 5.1. This proof does not require
more work than a direct one. The equality with the right hand side
makes it easy to understand how Theorem 5.1 works. It also shows
that Theorem 5.1 can be thought as a generalization of Laplace’s
method.
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Consider DA1 = A1 ∩ ΛI(A1) and assume that
∂A1, DA1 and Λc are smooth — twice continuously
differentiable — manifolds.
(7.3)
Let k be the dimension of DA1 . We assume that A1 separates from
ΛI(A1) with contact of order 1 exactly, and therefore,
detGA1(p) 6= 0 for any p ∈ DA1 . (7.4)
We also need to make sure that A1 is not a thin (d − 1)-dimensional
layer against ΛA1 . For instance we could assume that it is equal to the
closure of its interior. Such an assumption is global. We can work with
a much weaker local one. Roughly speaking, for p in DA1 , we need to
be able to squeeze a ball in the intersection of A1 with the forward
image of a leaf π−1A1 (p) through the normal flow. This guarantees some
thickness near DA1 along the section of A1 orthogonal to DA1 . The
exact assumption is that
there exists a positive ǫ such that for all p in DA1 and
any unit vector v in Tpπ
−1
A1
, any s, η in [ 0, ǫ ] the set
A1 contains ψ
[
expp(ηv) , τA1
(
expp(ηv)
)
+ s
] (7.5)
The following is then a consequence of Theorem 5.1 and is a
multivariate Laplace type approximation.
7.1. THEOREM. Under (7.1)–(7.5), and if DA1 is a base manifold
for A1, then∫
At
e−I(x)dx ∼ c1e−tαI(A1)tk−(α−2)
d−k
2 −
α
2 as t→∞ ,
where
c1 = (2π)
d−k−1
2
∫
DA1
dMDA1
|DI| d−k+12 (detGA1)
1
2
.
As in Theorem 5.1, the asymptotic equivalent in Theorem 7.1 must
be read with detGA1 = 1 if DA1 is an open subset of ΛI(A1) and
k = d− 1.
Before proving Theorem 7.1, notice first that for α = 2, the
polynomial term in t in the approximation has exponent k − 1; it
does not depend on the dimension d of the ambient space. More
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importantly, no matter what d is, this exponent can be written as
kα2 +d
2−α
2 − α2 ; it is an increasing function of k, as one should expect.
The proof of Proposition 4.1.1 shows that GA1(p) = Π
π
ΛI(A1),p
−
Ππ∂A1,p is the difference of the fundamental forms of ΛI(A1) and ∂A1
compressed to the direction orthogonal to DA1 .
During the proof of Theorem 7.1, we will make use of the following
result, relating the large scale analysis of tA1 to that of A1 as far as
the normal flow is concerned.
7.2. LEMMA If I is α-homogeneous, then
(i) ψ(p, s) = t−1ψ(tp, tαs), and
(ii) τtA1(tp) = t
ατA1(p).
Proof. To prove (i), write ψ˜(p, s) = t−1ψ(tp, tαs). Since DI is
(α− 1)-homogeneous, Lemma 3.1.1 yields
d
ds
ψ˜(p, s) = tα−1
DI
|DI|2
(
ψ(tp, tαs)
)
=
DI
|DI|2
(
ψ˜(p, s)
)
.
Thus, ψ˜ obeys the differential equation of Lemma 3.1.1. It equals ψ
since ψ˜(p, 0) = p = ψ(p, 0).
Assertion (ii) follows since τA1(p) is the first positive time s such
that tψ(p, s) is in tA1, and
ψ
(
tp, tατA1(p)
)
= tψ
(
p, τA1(p)
)
thanks to assertion (i).
Proof of Theorem 7.1. Since all the assumptions used in Theorem
5.1 depend on cAt,M , we first need to guess its value, and then proceed.
To this aim, we first need an estimate on the integral itself. We obtain
it in evaluating the asymptotic equivalent given by Theorem 5.1.
It is natural to consider
DAt = tDA1 = t { x ∈ ∂A1 : I(x) = I(A1) } .
Using the homogeneity of I,
DI(tp) = tα−1DI(p) .
Let p be in DA1 , or equivalently, tp be in DAt . To estimate GAt(tp),
the equality (At,ΛI(At)) = (tA1, tΛI(A1)) gives
GAt(tp) = t
−1GA1(p)
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— the curvature tensors are rescaled by 1/t; think of the sphere of
radius t whose curvature is 1/t times that of a sphere of radius 1. We
also have ∫
f(p)dMDAt (p) = tk
∫
f(tq)dMDA1 (q) .
Consequently,
e−I(At)(2π)
d−k−1
2
∫
DAt
dMDAt
|DI| d−k+12 (detGAt)
1
2
= c1e
−tαI(A1)tk−(α−2)
d−k
2 −
α
2
where c1 is given in the statement of Theorem 7.1. Notice again that
in a very few lines, Theorem 5.1 allows us to guess the result.
As pointed out in chapter 5, the larger cAt,M is, the stronger the
assumptions are. However, it is important to remember that all that
we need is to find cAt,M larger than c
∗
At,M
. So, consider a positive ǫ
and let
c(t) =
(
dα− k + (α− 2)d− k
2
+
α
2
+ ǫ
)
log t .
From Proposition 2.1, we infer that
L
(
I(At) + c(t)
)
= L
(
tαI(A1) + c(t)
)
= o(et
αI(A1)tk−(α−2)
d−k
2 −
α
2 )
(7.6)
as t tends to infinity. Thus, c∗At,M is less than c(t) for t large enough
and any positive M . We can try to choose cAt,M to be c(t). In this
case, we just proved that (5.4) is satisfied.
It should be noticed that our choice of c(t) is very naive. We
inverted asymptotically the function L and evaluated the inverse at
the guessed asymptotic equivalent for
∫
At
e−I(x)dx. The addition of
the term ǫ log t in c(t) is only to obtain (7.6).
We now proceed in checking all the assumptions needed to apply
Theorem 5.1. We already chose a candidate for the dominating
manifold,
DAt = tDA1 = t
{
x ∈ ∂A1 : I(x) = I(A1)
}
.
We postpone the check of (5.1)–(5.2) to the end of the proof since it
requires some discussion.
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To describe At,M , let
A˜1,t =
{
p ∈ ΛI(A1) : τA1(p) 6 c(t)/tα
}
.
This choice ensures that
At,M =
{
p ∈ ΛI(At) : τAt(p) 6 c(t)
}
= tA˜1,t .
Thus, we can look at At,M through its rescaled version A˜1,t.
We check (5.3) through a rescaling. Let tq be in At,M , and define
tp = πAt(tq). The point p is in DA1 . Lemma 7.2 implies
τAt(tq)− τAt(tp) = tα
(
τA1(q)− τA1(p)
)
.
Since q belongs to A˜1,t, we have τA1(q) 6 c(t)/t
α; in particular, τA1(q)
converges to 0 as t tends to infinity. Since τA1 is continuous on π
−1
A1
(p)
with a strict minimum on DA1 , we have |q − p| = o(1) uniformly
in q belonging to A˜1,t — recall p = πA1(q). It then follows from
Proposition 4.1.1 that
τA1(q)− τA1(p) =
1
2
|DI(p)| 〈GA1(p) exp−1p (q) , exp−1p (q)〉
(
1 + o(1)
)
uniformly in q ∈ A˜1,t. Consequently,
τAt(tq)− τAt(tp) =
tα
2
|DI(p)| 〈GA1(p) exp−1p (q) , exp−1p (q)〉(1 + o(1))
as t tends to infinity, uniformly for tq in At,M . This proves (5.3) here.
Notice that since (expp)∗(0) = Id, we also have the approximation
τA1(q)− τA1(p) =
1
2
|DI(p)| 〈GA1(p)(q − p) , (q − p)〉
(
1 + o(1)
)
,
as q converges to p, which may look more familiar.
To verify (5.5), Lemma 7.1.2 shows that χFAt(tp) = t
αχFA1(p). Thus,
it suffices to prove that infp∈A˜1,t χ
F
A1
(p) is uniformly bounded below
by some positive number for t large enough. If q belongs to A˜1,t, write
q = expπA1(q)
(ηv) for η = dist
(
q, πA1(q)
)
and a unit vector v. As we
have seen, η converges to 0 uniformly over q in A˜1,t as t tends to
infinity. Therefore, (7.5) implies that for t large enough, χFA1(·) > ǫ
over A˜1,t. Thus, (5.5) holds.
Our choice of cAt,M = c(t) ensures that (5.6) holds as well.
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To check (5.7) is not much more complicated. Define
c = sup
{ λmax(D2I(q))2∣∣DI(q)∣∣2 : q ∈ ΛI(A1)
}
.
We first notice that for any p in ΛI(A1) and s positive, the definition
of Kmax in Proposition 4.2.4 and homogeneity of I imply
Kmax(tp, s) 6 sup
{ λmax(D2I(tq))2
|DI(tq)|2 : q ∈ ΛI(A1)
}
=
c
t2
.
Identifying TpΛI(p) and TtpΛI(tp), the equality exptp(w) = t expp(w/t)
holds. It gives,
t0,M (tp) = sup
{
s : inf
v∈S
Ttpπ
−1
At
(tp)
(0,1)
τtA1
(
exptp(sv)
)
6 c(t)
}
= t sup
{
s : inf
v∈S
Ttpπ
−1
At
(tp)
(0,1)
τA1
(
expp(sv)
)
6 c(t)/tα
}
.
Again, as c(t)/tα converges to 0 as t tends to infinity, the requirement
τA1
(
expp(sv)
)
6 c(t)/tα forces sv to be o(1) as t tends to infinity.
Proposition 4.1.1 yields
t0,M (tp) 6 t sup
{
s : inf
v∈S
Tpπ
−1
A1
(p)
(0,1)
1
2
|DI(p)|〈GA1(p)sv , sv〉 6
2c(t)
tα
}
for t large enough. Since GA1(p) does not have null eigenvalues on
Tpπ
−1
A1
(p) thanks to (7.2), t0,M (tp) is at most
t sup
{
s : s2 inf
v∈S
Tpπ
−1
A1
(p)
(0,1)
1
2
|DI(p)|〈GA1(p)v , v〉 6
2c(t)
tα
}
= t1−α/2
√
c(t)O(1)
as t tends to infinity. Consequently,
sup
tp∈At,M
√
Kmax
(
tp, t0,M (tp)
)
t0,M (tp) = t
−α/2
√
c(t)O(1) = o(1)
as t tends to infinity, and (5.7) holds.
Following Remark 5.2, we will not check (5.8) but (5.16) instead.
Adding subscripts to distinguish on which manifold we are working,
we have
Aπ−1At (tp)(s, v) = tAπ−1A1(p)(s/t, v) ,
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for all s in
[
0, eA(tp, v)
)
and all v in the unit sphere of Ttpπ
−1
At
(tp).
This unit sphere can be identified with that of Tpπ
−1
A1
(p). As we have
seen, if exptp(sv) belongs to At,M , then t
1−α/2s/tη = o(1) for any
positive η, as t tends to infinity, and uniformly in p belonging to DA1 .
It follows from compactness of DA1 and the classical expansion for
Aπ−1A1 (s, v) as s tends to 0 — see, e.g., Chavel (1996) —- that — recall
α > 1! —
Aπ−1At (tp)(s, v) = s IdTtpπ−1At (tp)+O(s
3/t2) = s IdTtpπ−1At (tp)
+ o(1) (7.7)
as t tends to infinity, and uniformly for p in DA1 . This implies (5.16).
Assumption (5.9) is easy to check. Since p belongs to DA1 and q to
A˜1,t ∩ π−1A1 (p), we have
|DI(tp)|
|DI(tq)| =
|DI(p)|
|DI(q)| =
|DI(tp)|∣∣DI(p+ o(1))∣∣
where the o(1)-term is uniform in q in the given range and p in DA1 .
Assumption (5.10) is trivial since
‖D2I(tp)‖
|DI(tp)|2 = t
−α ‖D2I(p)‖
|DI(p)|2
by homogeneity of I.
Since τA1(·) vanishes on DA1 here, (5.11) holds as well as (5.13).
We check (5.12) by rescaling. Indeed, for q in A˜1,t, or equivalently,
tq in At,M , we have
πAt(tq) = tπA1(q) .
Identifying TtqAt,M and TqA˜1,t, we also have
πAt,∗(tq)(v) = tπA1,∗(q)(v/t) .
But
∣∣q − πA1(q)∣∣ tends to 0 uniformly in A˜1,t as t tends to infinity.
Since the differential πA1,∗
(
πA1(q)
)
is the orthogonal projection onto
TpDA1 — this comes form the fact that πA1(p) = p for all p in DA1 ,
and that π−1A1 (p) is orthogonal to DA1 — (5.12) follows.
We are left to check that in (5.1), DAt is indeed a dominating
manifold for the set At∩ΓI(A)+cAt ,M and that (5.2) holds. If k = 0, i.e.,DA1 is made of a finite number of points, (5.1) is clear. Assumption
(5.2) is then checked by rescaling, using the fact that A˜1,t shrinks
around DA1 . Assume k > 1. Define
A
(k)
t = At∩
{
ψ
(
expx(u), s
)
: x ∈ DAt , u ∈ TpΛI(At)⊖TpDAt , s > 0
}
.
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Then, DAt is a dominating manifold for A(k)t = tA(k)1 . From what
we have done, we can apply Theorem 5.1 to obtain an asymptotic
approximation for
∫
A
(k)
t
e−I(x)dx, and the result is nothing but the
statement of Theorem 7.1. Instead of checking (5.1), it now suffices
to prove that∫
At\A
(k)
t
e−I(x)dx = o
(∫
A
t(k)
e−I(x)dx
)
as t→∞ .
To apply Theorem 5.1 to evaluate the integral in the left hand side
of the above inequality, we need to find a dominating manifold for
At \ A(k)t . Pick DA1\A(k)1 to be ∂DA1 . It is a dominating manifold, of
dimension at most k − 1 for the set
A
(k−1)
t =
(
At \ A(k)t
)⋂{
ψ(x, s) : x ∈ tD
A1\A
(k)
1
}
.
Now, it is possible that At \ A(k)t or A(k−1)t do not have smooth
boundaries. But since ∂A1 is smooth, the set A
(k−1)
t can be included
in a set A
(k−1)′
t say, with smooth boundary, and for which tDA1\A(k)1
is again a dominating manifold. This is done in parameterizing
τ
A
(k−1)
t
(p) for p in tD
A1\A
(k)
1
so that τ
A
(k−1)′
t
and τ
A
(k−1)
t
coincide on
the projection of A
(k−1)
t on ΛI(At) for instance, and extending τA(k−1)t
into a differentiable function on ΛI(At). This way, we need to estimate
the integral over A
(k−1)′
t , for which we have a (k − 1)-dimensional
candidate for a dominating manifold. Iterating this process, we go
down to a 0 dimensional dominating manifold, apply Theorem 5.1
in this case, and obtain the order of all the terms with dominating
manifold of dimension between 0 and k−1. In particular, this implies∫
At\A
(k)
t
e−I(x)dx = O(1)e−I(At)t(k−1)−(α−2)
d−(k−1)
2 −
α
2
= o
(∫
A
(k)
t
e−I(x)dx
)
,
and this proves Theorem 7.1.
7.3. REMARK. It is essential to notice the following. In checking
(5.3), (5.9), (5.12), the only feature we used besides homogeneity of
I is that a point q in A˜1,t converges to πA1(q) as t tends to infinity,
uniformly in A˜1,t. For (5.7) and (5.8) — actually (5.16) — we used
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slightly more, namely that
∣∣q − πA1(q)∣∣ = o(t−1/3) in order to obtain
(7.7). The conclusion is that if I is homogeneous, all that we need to
do to check the assumptions is to check that At,M/t concentrates to
DAt/t at the rate o(t−1/3). So, the work done in the proof of Theorem
7.1 may save us some effort in other applications.
7.4. REMARK. In many applications, the set A1 is of the form
A1 =
{
x : g(x) > 0
}
for some smooth — twice continuously dif-
ferentiable — function g, and I(A) is achieved at boundary points x
such that g(x) = 0. In such cases, assumption (7.5) can be simplified
into an analytical condition. To see this, define q = expp(ηv) and
r = ψ
(
q, τA1(q)
)
. Since
ψ
(
q, τA1(q) + s
)
= r + s
DI
|DI|2 (r) + O(s
2)
thanks to Lemma 3.1.1, we have
g
(
ψ
(
q, τA1(q) + s
))
= g(r) + s
〈
Dg(r),
DI
|DI|2 (r)
〉
+ O(s2)
= s
〈
Dg,
DI
|DI|2
〉
(r) + O(s2) .
For this expression to be nonnegative for s nonnegative, it is enough
to have
〈Dg(r),DI(r)〉 > 0 .
Since I and g are smooth and q is close to p for small η, the condition
inf
p∈DA1
〈Dg(p),DI(p)〉 > 0
is sufficient for (7.5) to hold. Since a point p in DA1 minimizes I
on A1, the vectors Dg(p) and DI(p) are positively proportional. The
condition 〈Dg(p),DI(p)〉 positive holds provided Dg(p) is nonzero —
notice that DI does not vanish for I is strictly convex. In other words,
(7.5) is fulfilled as soon as g has no critical points on DA1 .
Applying Corollary 5.2, we can obtain results on conditional
distributions. The following statement asserts that the probabil-
ity measure with density propositional to IA1(x)e
−I(tx) converges
weakly* as t tends to infinity to the probability measure abso-
lutely continuous with respect to MDA1 , and density proportional
to |DI|−(d−k+1)/2(detGA1)−1/2.
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7.5. THEOREM. Under the assumptions of Theorem 7.1, if B is a
set of continuity of MDA1 , then
lim
t→∞
∫
t(B∩A1)
e−I(x)dx∫
tA1
e−I(x)dx
=
∫
B∩DA1
dMDA1
|DI|(d−k+1)/2(detGA1)1/2∫
DA1
dMDA1
|DI|(d−k+1)/2(detGA1)1/2
.
Proof. We just need to check (5.18)–(5.20). Here, we consider
λAt = t. The measure in (5.18) rcan be rewritten as
dMDA1 (q)
|DI| d−k+12 (detGA1(q)) 12
/∫
A1
dMDA1 (q)
|DI| d−k+12 (detGA1(q)) 12
and does not depend on t.
Since
cAt,M
λAt |DI(tp)|
6 2dα
log t
tα|DI(p)| ,
assumption (5.19) is satisfied.
To check (5.20), use rescaling to obtain
sup
{ |tq − tp|
λAt
: tq ∈ π−1At (tp) , τAt(tq) 6 c(t)
}
= sup
{|q − p| : q ∈ π−1A1 (p) , τA1(q) 6 c(t)/tα } .
Since A˜1,t shrinks around DA1 , assumption (5.20) holds true. Apply-
ing Corollary 5.2 yields the conclusion.
Another way to formulate Theorem 7.5 is to say that the probability
measures with density proportional to IA1(x)e
−I(tx) converge weakly*
to the one with density proportional to |DI|(d−k+1)/2(detGA1)−1/2
with respect to the Riemannian measure on DA1 .
Notes
The notes of chapter 1 contain references on Laplace’s method. Also
very much related to this chapter is the work of Breitung (1994) in
a Gaussian setting. Theorem 5.1 is related to Hwang (1980). The
Laplace method in dimension larger than one with a dominating
manifold of minimizing points is developed in Barbe and Broniatowski
(200?), motivated by large deviation theory.
8. Quadratic forms
of random vectors
In this chapter, we illustrate the use of Theorems 5.1 and 7.1 to
deal with the following question. Consider a random vector X =
(X1, . . . , Xd) in R
d, and a real d× d matrix C = (Ci,j)16i,j6d. What
is the decay of P{ 〈CX,X〉 > t } as t tends to infinity?
Of course, this decay depends on the distribution of X as well as on
the matrix C. We will deal with two different types of distributions:
symmetric Weibull- and Student-like. The Weibull-like tail will be
handled through application of Theorem 7.1, while the Student-like
one will be handled by a change of variable technique and Theorem
5.1.
8.1. An example with light tail distribution.
Consider a random vector X = (X1, . . . , Xd) in R
d, having density
f = e−I for some convex function I on Rd. Assume moreover that I
is α-positively homogeneous. Writing
At =
{
x ∈ Rd : 〈Cx, x〉 > t} = √tA1 ,
we see that
P
{ 〈CX,X〉 > t} = ∫
At
e−I(x)dx ,
and Theorem 7.1 is relevant here.
To be more specific, assume that the components Xi of X are
independent and identically distributed, all with density
wα(x) =
α1−(1/α)
2Γ(1/α)
exp
(−|x|α
α
)
, x ∈ R , α > 1 .
To apply Theorem 7.1 we need to describe the points of ∂A1 at which
I(x) =
1
α
∑
16i6d
|xi|α
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is minimum. Surprisingly, this problem seems quite difficult, and I
have not been able to solve it in general. The result will rely on the
following conjecture.
8.1.1. CONJECTURE. If α 6= 2 and C + CT has no vanishing
eigenvalue, then
∑
16i6d |xi|α admits a finite number of minima in
A1; moreover detGA1 is not null at these minima.
Hence, if this conjecture is indeed true, DA1 is of dimension k = 0
when α 6= 2 and C + CT has no degeneracy.
The application of Theorem 7.1 is then trivial. For α 6= 2, we obtain
P{ 〈CX,X〉 > t } ∼ α
d−(d/α)
2dΓ(1/α)d
c1e
−tα/2I(A1)t−(α−2)
d
4
−α
4
as t tends to infinity — recall that At =
√
tA1 here and not tA1 as in
chapter 6 — where
c1 = (2π)
d−1
2
∑
x∈DA1
|DI(x)|−(d+1)/2(detGA1)−1/2 .
The term in c1 can be made more explicit. Indeed,
DI(x) =
(
sign(xi)|xi|α−1
)
16i6d
for α > 1. Moreover, the remark following the statement of Theorem
7.1 asserts that GA1 is obtained by the difference of the fundamental
form of ΛI(A1) and ∂A1. Since D
2I(x) = (α − 1)diag(|xi|α−2), we
have
ΠΛI(A1)(x) = ProjTxΛI(A1)
α− 1
|DI(x)|diag
(|xi|α−2)∣∣∣
TxΛI(A1)
while
Π∂A1(x) = ProjTx∂A1
C + CT
|(C + CT)x|
∣∣∣∣
Tx∂A1
.
For α = 2, the calculation can be done explicitly. Let λ be the
largest eigenvalue of C+CT, and assume that λ is positive — otherwise
〈Cx, x〉 is nonpositive for any x and P{ 〈CX,X〉 > t } is null for any
positive t. Let
H = { x : (C + CT)x = λx }
be the eigenspace associated to the largest eigenvalue λ.
8.1. An example with light tail 91
8.1.2. THEOREM. Let k be dimH− 1 and M be the compression of
Id− λ−1(C + CT) to H⊥. For α = 2 and λ positive,
P{ 〈CX,X〉 > t } ∼ 1
λ(k−1)/2Γ
(
k+1
2
)
(detM )1/2
e−t/λ t(k−1)/2
as t tends to infinity.
Proof. Assumptions (7.1), (7.2) and (7.3) hold. To check (7.4), we
only need to calculate DA1 . We claim that DA1 is the sphere of radius√
2/λ centered at the origin in H. Indeed, if 〈Cx, x〉 = 1 then
2 = 〈(C + CT)x, x〉 6 λ|x|2 .
So |x| >√2/λ. On the other hand, if (C+CT)x = λx and |x|2 = 2/λ,
then 〈(C + CT)x, x〉 = λ|x|2 = 2, and then 〈Cx, x〉 = 1.
Applying Theorem 7.1, we obtain,∫
At
e−|x|
2/2dx ∼ c1e−tI(A1)tk−12 as t→∞ ,
and I(A1) = 1/λ from the preceding argument. To calculate the
constant c1, notice that in our case, DI = Id. Thus, |DI(x)| =
√
2/λ
on DA1 .
To calculate GA1 , observe that TxΛI(x) = { x }⊥, for the level lines
of I are spheres. Thus, for x in DA1 , the second fundamental form of
ΛI(A1) at x is
ΠΛI(A1)(x) =
Proj{x}⊥Id
∣∣
{x}⊥
|DI(x)| =
√
λ
2
Proj{x}⊥Id
∣∣
{x}⊥
.
On the other hand, the second fundamental form of ∂A1 at some x in
DA1 is
Π∂A1(x) =
Proj{x}⊥(C + C
T)
∣∣
{x}⊥
|(C + CT)x| =
1√
2λ
Proj{x}⊥(C + C
T)
∣∣
{x}⊥
.
Clearly, since DA1 is a sphere, its tangent space at x is { x }⊥ ∩H. It
follows that for x belonging to DA1 ,
TxΛI(A1) ⊖ TxDA1 = { x }⊥ ⊖
({ x }⊥ ∩H) = { x }⊥ ⊖H = H⊥
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since x is in H as well. Thus, for x in DA1 ,
GA1(x) = ProjH⊥
√
λ
2
(
Id − (C + C
T)
λ
)∣∣∣
H⊥
.
This matrix does not depend on x. Therefore, putting all the pieces
together,
c1 =
(2π)
d−k−1
2 Vol
(
SH(0,
√
2/λ)
)
(2/λ)
d−k+1
4 (λ/2)
d−k−1
4 det
(
ProjH⊥
(
Id − (C+CT)λ
)∣∣∣
H⊥
) 1
2
.
Using the classical fact
Vol(Sn−1) =
2πn/2
Γ
(n
2
) ,
we obtain
c1 =
(2π)d/2
λ(k−1)/2Γ
(
k + 1
2
)
det
((
Id − (C + C
T)
λ
)∣∣∣
H⊥
)1/2 .
The result follows after dividing c1 by (2π)
d/2, the normalizing factor
of the d-dimensional standard normal density.
REMARK. It is interesting to notice the discontinuity in the poly-
nomial term in t in Theorem 8.1.2. In (8.1.1), this term has degree
−(α− 2)d4 − α4 , which is strictly less than −1/2 for α > 2, and equals
−1/2 for α = 2. For α = 2, Theorem 8.1.2 gives a polynomial term of
degree at most 0 since k is at least 1. Notice also that the map C 7→ k
is not continuous for any standard topology on the set of matrices.
The determinant ofM involved in Theorem 8.1.2 can be given more
explicitly as a function of the matrix C. Write λ1 6 · · · 6 λd for the
spectrum of C + CT. Since the dimension of H is k + 1, we have
λd−k = λd−k+1 = . . . = λd. Diagonalizing C + C
T and noticing that
H⊥ is invariant under Id + λ−1d (C + C
T), we have
detM =
∏
16i6d−k−1
(
1− λi
λd
)
.
Applying Theorem 7.5, we obtain also the following.
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8.1.3. PROPOSITION. For α = 2 and λ positive, the conditional
distribution of X/
√
t given 〈CX,X〉 > t converges weakly* to the
uniform distribution over the sphere centered at the origin of radius√
2/λ of H.
Proof. Notice thatMDA1 is proportional to the uniform distribution
on SH(0,
√
2/λ) and that |DI| as well as detGA1 are constant on DA1 .
The result follows from the proof of Theorem 8.1.2. and Theorem 7.5.
8.2. An example with heavy tail distribution.
In this section, we consider a random vector X = (X1, . . . , Xd) in R
d,
with independent and identically distributed components, all having
a Student-like distribution with parameter α. Thus, Xi has a density,
and there exists a constant Ks,α such that
P{Xi 6 −x } ∼ P{Xi > x } ∼ Ks,αα
(α−1)/2
xα
as x tends to infinity. Define
At =
{
x ∈ Rd : 〈Cx, x〉 > t} = √tA1 .
Writing sα(·) for the density of a single Xi, the density of the vector
X, given by
∏
16i6d sα(xi). It is not log-concave. It is not even
specified at all, except by an asymptotic equivalent! Thus, we cannot
use Theorem 5.1 in a straightforward way to approximate
P
{ 〈CX,X〉 > t} = ∫
At
∏
16i6d
sα(xi)dxi .
However, as pointed out in the introduction, chapter 1, we can make
a change of variables, and then try to use Theorem 5.1. This will
require all the power of Theorem 5.1, in particular the freedom on the
set A that is allowed.
To state our first result, define
J1 = { j : Cj,j > 0 } .
8.2.1. THEOREM. Let X be a d-dimensional random vector with
independent and identically distributed components having a Student-
like distribution. Let C be a d× d matrix. If J1 is not empty, then
P
{ 〈CX,X〉 > t} ∼ Ks,αα(α−1)/2 2
tα/2
∑
j∈J1
C
α/2
j,j as t→∞ .
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Proof. Let us first make a change of variable so that we will be
able to apply Theorem 5.1.
Let Y = (Y1, . . . , Yd) be a random vector with centered normal
distribution, with identity covariance matrix. Its density,
1
(2π)d/2
exp
(
− |y|
2
2
)
, y ∈ Rd ,
is log-concave. Let us write
Φ(y) =
∫ y
−∞
e−u
2
√
2π
du , y ∈ R ,
the normal cumulative distribution function. Similarly, denote by
Sα(y) =
∫ y
−∞
sα(u)du
the Student-like cumulative distribution function of each individual
Xi. Writing
S←α (u) = inf
{
y : Sα(y) > u
}
for the inverse function of Sα and analogously Φ
← for the inverse
function of Φ, we see that S←α ◦Φ(Yi) has the same distribution as Xi.
NOTATION. Let us agree that a function g defined on R is extended
componentwise to Rd, writing g(x1, . . . , xd) for
(
g(x1), . . . , g(xd)
)
.
It follows that X has the same distribution as 〈CS←α ◦ Φ(Y ) , S←α ◦
Φ(Y )〉. In other words, defining
Bt =
{
y ∈ Rd : 〈CS←α ◦ Φ(y) , S←α ◦ Φ(y)〉 > t
}
= Φ←◦ Sα(At) ,
we have
P
{ 〈CX,X〉 > t} = ∫
At
∏
16i6d
sα(xi)dxi =
∫
Bt
e−|y|
2/2
(2π)d/2
dy . (8.2.1)
Since S←α ◦ Φ is continuous and defined on the whole real line, we see
that for any positive M and any t large enough, the ball centered at
the origin and of radius M does not intersect Bt. Thus, Bt moves to
infinity as t tends to infinity, and the right hand side of (8.2.1) is the
integral of a log-concave function over a set moving to infinity as t
tends to infinity. We can try to apply Theorem 5.1.
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It should be noticed that we could make a change of variable leading
to a different distribution than the standard Gaussian one. However,
this one is rather convenient since its level sets and their geodesics are
known explicitly.
The disadvantage of the change of variable is of course that the set
Bt is more complicated thanAt. Nevertheless, whatever information is
needed on Bt can be first read on At, and then pulled back to Bt. This
fact is illustrated by Proposition 8.2.4 bellow, where we will calculate
DBt . This change of variable technique works mainly because Φ←◦Sα
has an explicit and simple asymptotic equivalent.
To apply Theorem 5.1, let us define
I(y) =
|y|2
2
+ log(2π)d/2 ,
that is minus the logarithm of the Gaussian density. The function I
is convex.
We will make use of the following elementary result in asymptotic
analysis, whose proof can be found in appendix 1,(
Φ←◦Sα(x)
)2
= 2α log x−log log x−2 log(Ks,ααα/2)−2 log(2
√
π)+o(1)
as x tends to infinity. It implies
Φ←◦ Sα(x) =
√
2α log x+ o(1) as x→∞ .
It is also convenient to introduce the canonical basis e1, . . . , ed of R
d.
For any j in J1 and ǫ in {−1, 1 }, the point pǫ,j,t = ǫ
√
t/Cj,j ej belongs
to ∂At. Thus, qǫ,j,t = Φ
←◦ Sα(pǫ,j,t) belongs to ∂Bt. The following
lemma gives a parameterization of ∂At and ∂Bt near pǫ,j,t and qǫ,j,t.
This describes these boundaries locally.
8.2.2. LEMMA. The tangent space of the boundary ∂At at p = pǫ,j,t
is
{
(C+CT)p
}⊥
. Near p, the boundary of At can be parametrized as
p(v) = pǫ,j,t(v) = ǫ
√
t
Cj,j
[
1− 1
2t
〈Cv, v〉+O
( 〈Cv, v〉
t
)2]
ej + v ,
for v in Tp∂At, and |v| = o(
√
t) as t tends to infinity.
The boundary ∂Bt near q = qǫ,j,t = Φ
←◦Sα(p) can be parametrized
as
q(v) = qǫ,j,t(v) = ǫ
(√
α log
t
Cj,j
− log log
√
t
2
√
α log t
− log(Ks,αα
α/22
√
π)√
α log t
+ o
( 1√
log t
))
ej +
∑
16i6d
i 6=j
Φ←◦ Sα(vi)ei
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for v in Tp∂At and |v| = o(
√
t) as t tends to infinity.
Proof. The assertion on the tangent space of ∂At at p is plain since
the differential of the map x 7→ 〈Cx, x〉 at p is (C + CT)p. Near the
point
√
1/Ci,i, we can parameterize ∂A1 by its tangent plane. This
leads to the following parameterization of ∂At. Let h(v) be such that
p˜(v) =
√
t/Cj,j
(
1 + h(v)
)
ej + v ∈ ∂At
for all v in Tp∂At with |v| not too large. This inclusion becomes
t = 〈Cp˜(v), p˜(v)〉 = t(1 + h(v))2 + 〈Cv, v〉 . (8.2.2)
An approximation of h follows either by working out an asymptotic
expansion for h(·) or using the following argument. For |v| = o(√t),
(8.2.2) implies h(v) = o(1) as t tends to infinity. Rewriting (8.2.2) as
the quadratic equation in h,
0 = th(v)2 + 2th(v) + 〈Cv, v〉 ,
we obtain
h(v) = −1 +
(
1− 〈Cv, v〉
t
)1/2
as t→∞ .
This gives the asymptotic expansion for p(v).
We then pull back the expression of p(v) to parameterize ∂Bt by
q(v) = Φ←◦ Sα
(
p(v)
)
. Notice first that
log
(√
t
Cj,j
(
1 + O(t−1|v|2))) = 1
2
log
t
Cj,j
+O(t−1|v|2) .
In the range |v| = o(√t), the asymptotic expansion for Φ← ◦ Sα in
Lemma A.1.5 gives
ǫ〈q(v), ej〉= Φ←◦ Sα
(√
t
Cj,j
(
1 + O(t−1|v|2)))
=
√
α log
t
Cj,j
− log log
√
t
2
√
α log t
− log(Ks,αα
α/22
√
π)√
α log t
+ o(log t)−1/2 .
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On the other hand, for i 6= j,
ǫ〈q(v), ei〉 = Φ←◦ Sα(vi) .
This proves Lemma 8.2.2.
It is somewhat important for what follows to have some intuition on
the shape of ∂Bt near qǫ,j,t. This is precisely what the last assertion of
Lemma 8.2.2 gives us. Recall that pǫ,j,t is collinear to ej . As v varies
in Tpǫ,j,t∂At = { (C + CT)ej }⊥, the term
∑
16i6d;i 6=j Φ
← ◦ Sα(vi)ei
in the expression of qǫ,j,t(v) varies too. If the vi’s were allowed to
vary independently, then
∑
16i6d;i 6=j Φ
←◦Sα(vi)ei would describe the
hyperplane { ej }⊥, and ∂Bt would be a hyperplane perpendicular to
ej , passing through qǫ,j,t. This is not quite the case of course, but
almost, provided we look at the right scale. This is the meaning of
the next claim.
8.2.3. CLAIM. For t large enough and j in J1, the set{ ∑
16i6d
i 6=j
Φ←◦ Sα(vi)ei : v ⊥ (C + CT)ej , |v| = o(
√
t)
}
is contained in { ∑
16i6d
i 6=j
wiei : |w| 6 1
2
√
α log t
}
.
Proof. One may argue as follows. Notice first that { (C +CT)ej }⊥
does not contains ej . Indeed, if this were the case, we would have
Cj,j = 〈(C + CT)ej , ej〉 = 0, contradicting the fact that j belongs
to J1. Consequently, as v varies in { (C + CT)ej }⊥, the vector∑
16i6d;i 6=j Φ
←◦ Sα(vi)ei describes the space spanned by the ei’s for
1 6 i 6 d and i 6= j. Finally, if w is orthogonal to ej and of norm less
than (1/2)
√
α log t, then w =
∑
16i6d;i 6=j Φ
←◦ Sα(vi)ei for some v in
(C + CT)ej . Furthermore, Φ
← ◦ Sα(vi)2 6 α2 log t. From Lemma
A.1.5, we then infer |vi| 6 t3/8 for t large enough. The relation
v ⊥ (C + CT)ej forces then |vj | 6 O(t3/8), and so |v| = o(
√
t).
This proves our claim.
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We can now locate the interesting minima of I over ∂Bt. They
will provide a good guess for a dominating manifold, as well as an
estimation of I(Bt).
8.2.4. PROPOSITION. Assume that J1 is nonempty. If y belongs
to ∂Bt and I(y) 6 I(Bt) + O(1) as t tends to infinity, then y is in
a O(1)-neighborhood of a points qǫ,j,t for some j in J1 and some ǫ in
{−1, 1 }. Moreover, as t tends to infinity,
I(qǫ,j,t) =
α
2
log t− 1
2
log log
√
t− log(Ks,ααα/22
√
π)
+ log(2π)d/2 − α
2
logCj,j + o(1) .
Proof. By the very definition of I and Bt,
I(Bt)− log(2π)d/2
= inf
{ |y|2/2 : 〈CS←α ◦ Φ(y) , S←α ◦ Φ(y)〉 > t}
=
1
2
inf
{ ∑
16i6d
Φ←◦ Sα(λ
√
tui)
2 : 〈Cu , u〉 = 1 , λ > 1
}
=
1
2
inf
{ ∑
16i6d
Φ←◦ Sα(
√
tui)
2 : 〈Cu , u〉 = 1
}
,
the second equality coming from the change of variable yi = Φ
← ◦
Sα(λ
√
tui); the last one comes from the fact that the function λ ∈
[ 0,∞) 7→ Φ← ◦ Sα(λ
√
tui)
2 is increasing for t large enough and ui
fixed.
If s is positive and such that
√
ts tends to infinity and log s/ log t
tends to 0 as t tends to infinity, the asymptotic expansion for (Φ←◦
Sα)
2 in Lemma A.1.5. shows that
Φ←◦ Sα(
√
ts)2 = α log t
(
1 + o(1)
)
as t→∞ . (8.2.3)
If 〈Cu , u〉 = 1, and r of the ui’s, say u1, . . . , ur, are of order larger
than 1/ log t, i.e. min16i6r |ui| ≫ 1/ log t as t tends to infinity, then
(8.2.3) yields∑
16i6d
Φ←◦ Sα(
√
tui)
2
>
∑
16i6r
Φ←◦ Sα(
√
tui)
2 ∼ rα log t (8.2.4)
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as t tends to infinity. Hence, to minimize the left hand side of (8.2.4),
we should have r as small as possible. But r must be at least 1, for
〈Cu, u〉 = 1. Moreover r = 1 can be achieved by considering j in
J1 and u = ǫej/
√
Cj,j for some ǫ in {−1, 1 }. This leads us to look
at the function I near qǫ,j,t = Φ
←◦ Sα(ǫ
√
tej/
√
Cj,j). Furthermore,
if I
(
Φ← ◦ Sα(
√
tu)
)
is minimal, u must be on the boundary of a
O(log t)−1-neighborhood of ǫej/
√
Cj,j for some ǫ in {−1, 1 } and j
in J1. Consequently,
√
tu is in ∂At and in an O(
√
t/ log t) = o(
√
t)-
neighborhood of pǫ,j,t. Therefore, when studying such a point, we can
use the parameterization given in Lemma 8.2.2. This also leads us to
look at the function I
(
qǫ,j,t(v)
)
for v in Tpǫ,j,t∂At and |v| = o(
√
t).
Write vi = 〈v, ei〉 for the components of the vector v belonging to
Tpǫ,j,t∂At. Using Lemma 8.2.2, we obtain
I
(
qǫ,j,t(v)
)
=
α
2
log
t
Cj,j
− 1
2
log log
√
t− log(Ks,ααα/22
√
π)
+
1
2
∑
16i6d
i 6=j
Φ←◦ Sα(vi)2 + log(2π)d/2 + o(1) (8.2.5)
as t tends to infinity, and uniformly in |v| = o(√t). Therefore, up to
o(1) as t tends to infinity, the function v 7→ I(qǫ,j,t(v)) is minimum at
0, and its minimum value is I(qǫ,j,t) as claimed.
Notice that the proof of Proposition 8.2.4 gives actually a little
bit more, and this will be useful. Indeed, if x is in ∂Bt and
I(x) = I(Bt) + o(log log t), then (8.2.3)–(8.2.4) and Lemma A.1.5
show that x is in a o(log log t)-neighborhood of some qǫ,j,t. Indeed, we
must have
max
16i6d
i 6=j
|Φ←◦ Sα(vi)| = O(log log t)1/2 .
In view of Proposition 8.2.4 and its proof, we can start to apply
Theorem 5.1 in calculating a few terms of the asymptotic formula.
Indeed, define
γ1 = max
16j6d
Cj,j .
We have immediately
I(Bt) =
α
2
log t− 1
2
log log
√
t− log(Ks,ααα/22
√
π)
+ log(2π)d/2 − α
2
log γ1 + o(1)
100 Chapter 8. Application to quadratic forms of random vectors
as t tends to infinity. Moreover, a candidate for the dominating
manifold is {
qǫ,j,t : j ∈ J1 , ǫ ∈ {−1, 1 }
}
.
Unfortunately, this choice does not match with our definition of a
dominating manifold. It is indeed required in the definition that it is
also a base manifold, and as such belongs to ΛI(Bt). The expression
I(y) = (|y|2/2) + log(2π)d/2 and Proposition 8.2.4 shows that the
points qǫ,j,t, for j in J1, cannot lie on the same sphere centered at the
origin. But they almost do!
Let us denote by ρt the radius of the sphere ΛI(Bt). The ex-
pression for I shows that ρt =
√
I(Bt) + d log(2π). Define rǫ,j,t =
ρtqǫ,j,t/|qǫ,j,t|. We consider the candidate
DBt =
{
rǫ,j,t : j ∈ J1 , ǫ ∈ {−1, 1 }
}
for a dominating manifold. It will be clear after Lemma 8.2.7 that
what we are really doing here is moving the points qǫ,j,t through
the normal flow, until they reach the level line ΛI(Bt); this gives
rǫ,j,t — somehow unfortunately for the clarity of the argument, but
luckily for the calculation, this move along the normal flow and the
Euclidean projection on the sphere coincide when working with the
normal distribution.
Since DBt is of dimension 0, its Riemannian measure is a sum of
point masses,
MDBt =
∑
j∈J1
ǫ∈{−1,1}
δrǫ,j,t .
From Proposition 8.2.4 and the above expression for I(Bt), we infer
that for j in J1,
τBt(rǫ,j,t) =
α
2
log
γ1
Cj,j
+ o(1) as t→∞ .
Since DI is the identity function and I(y) =
|y|2
2 +log(2π)
d/2, we also
have
|DI(rǫ,j,t)| = ρt =
√
2I(Bt) + d log(2π) ∼
√
α log t as t→∞ .
If we can apply Theorem 5.1, we obtain
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∫
Bt
e−I(x)dx
∼ e−I(Bt)(2π)(d−1)/2
∑
j∈J1
ǫ∈{−1,1}
exp
(− τBt(qǫ,j))
|DI(rǫ,j,t)|(d+1)/2
(
detGBt(rǫ,j,t)
)1/2
∼ (log t)
(1−d)/4
tα/2
Ks,αα
(2α−1−d)/4
∑
j∈J1
ǫ∈{1,1}
C
α/2
j,j(
detGBt(rǫ,j,t)
)1/2 (8.2.6)
as t tends to infinity. We are left with calculating GBt(rǫ,j,t) and
checking the assumptions of Theorem 5.1. In order to calculate
GBt(rǫ,j,t), we need to calculate τBt , and ultimately the normal flow.
This turns out to be particularly easy for the normal distribution.
8.2.5. LEMMA. For the Gaussian distribution N (0, Id) on Rd, the
normal flow is given by ψ(q, s) =
√
1 + 2s|q|2 q.
Proof. The level lines Λc are spheres centered at the origin since I is
a spherical function. Hence, ψ(q, s) moves on a straight line through
the origin as s varies, and ψ(q, s) = a(s)q for some function a(·). We
obtain a from the equation
I(q)+s =
|q|2
2
+ log(2π)d/2+s = I
(
ψ(q, s)
)
=
a(s)2
2
|q|2+log(2π)d/2 .
That is, a(s) =
√
1 + 2s|q|2 .
Since the exponential map on the level line ΛI(Bt) is involved in the
definition of the curvature term G, we first recall its expression in the
Gaussian case.
8.2.6. LEMMA. If I is a spherical function, then for q in Λc, we
have
(i) TqΛc = { q }⊥,
(ii) expq(w) = cos
( |w|
|q|
)
q + sin
( |w|
|q|
)
|q| w|w| , for all w in TqΛc with
|w| 6 π|q|.
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Proof. Since Λc is a sphere centered at the origin, (i) follows. The
geodesics on Λc are circles of maximal diameter. By cutting Λc along
the plane determined by q and w, the expression of the maximal circle
leaving q in the direction v, that is (ii), follows.
Since we calculated I(qǫ,j,t) in Proposition 8.2.4, it is easier to
calculate τBt
(
expqǫ,j,t(v)
)
than τBt
(
exprǫ,j,t(v)
)
. The following lemma
will be instrumental in relating these quantities. It is specific to the
Gaussian situation. Since TqΛI(q) = { q }⊥, we can identify TqΛI(q)
and TλqΛI(λq) for any nonzero λ.
8.2.7. LEMMA. For the standard Gaussian distribution, i.e., I(x) =
|x|2/2 + log(2π)d/2,
(i) for any nonzero q, any positive λ and any w in TqΛI(q) ≡ TλqΛI(λq),
we have
expλq(w) = λ expq(w/λ) ;
(ii) moreover, for any set B, any positive λ, and any q in Rd such
that the line segment between λq and q does not intersect B,
τB(λq) =
|q|2
2
(1− λ2) + τB(q) .
Proof. (i) follows from Lemma 8.2.6 since
expλq(w) = cos
( |w|
λ|q|
)
λq + sin
( |w|
λ|q|
)
|λq| w|w| = λ expq
(w
λ
)
.
To prove (ii), the condition that the segment between λq and q
does not intersect B, the fact that the normal flow moves along
straight lines through the origin, and the definition of τB imply
ψ
(
q, τB(q)
)
= ψ
(
λq, τB(λq)
)
. The expression of the normal flow in
Lemma 8.2.5 gives√
1 + 2
τB(q)
|q|2 q =
√
1 + 2
τB(λq)
|λq|2 λq .
The formula for τB(λq) follows.
REMARK. The essence of Lemma 8.2.7 is to relate expψ(q,s) ◦ψs,∗
and ψs ◦ expq. Both maps act on TqΛI(q). We can write one as the
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other one composed with some transform of TqΛI(q). Lemma 8.2.7
makes this explicit in the Gaussian case.
We can obtain an approximation of τBt provided its argument is not
too far away from qǫ,j,t for some j in J1 and some ǫ equal to −1 or +1.
Since we made everything explicit up to o(1), our approximation will
not be good enough to check (5.3), but perfectly fine to check (5.17)
— one may try to check (5.3) and hopefully will agree that (5.17) is
a useful refinement. Hence, we are ready to calculate the curvature
term GBt.
8.2.8. LEMMA. In the range |w| = o(√log t), we have
τBt
(
exprǫ,j,t(w)
)
= τ˜Bt
(
exprǫ,j,t(w)
)
+ o(1) ,
with
τ˜Bt
(
exprǫ,j,t(w)
)− τ˜Bt(rǫ,j,t) = 12〈w,w〉 .
Consequently,
GBt(rǫ,j,t) ∼
IdRd−1
|DI(qǫ,j)| ∼
IdRd−1√
α log t
as t→∞ .
Proof. Let us first obtain an approximation for τBt
(
expqǫ,j,t(w)
)
.
Lemma 8.2.2 shows that in the range |v| = o(√t), near qǫ,j,t, the
surface ∂Bt parametrized by v 7→ qǫ,j,t(v), is given by the equation
of the hyperplane 〈x, ej〉 = |qǫ,j,t|, up to o(log t)−1/2. Consequently,
for q = qǫ,j,t, for w in TqΛI(Bt) and s = τBt
(
expq(w)
)
, using Lemmas
8.2.5, 8.2.6, we obtain
|q|+ o(log t)−1/2 = 〈ψ( expq(w), s), ej〉 =
√
1 +
2s
|q|2 cos
( |w|
|q|
)
|q| .
It follows that
τBt
(
expq(w)
)
=
|q|2
2
[( |q|+ o(log t)−1/2
|q| cos(|w|/|q|)
)2
− 1
]
=
|w|2
2
+ o(1) as t→∞ ,
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in the range |w| = o(|q|) = o(log t)1/2. From Lemma 8.2.6, we deduce
τBt
(
exprǫ,j,t(w)
)
= τBt
[ ρt
|q| expq
(
w
|q|
ρ
)]
=
|q|2
2
(
1− ρ
2
t
|q|2
)
+ τBt
[
expq
(
w
|q|
ρt
)]
.
Therefore, since τBt(q) = o(1),
τBt
(
exprǫ,j,t(w)
)− τBt(rǫ,j,t) = τBt[ expq (w |q|ρt
)]
+ o(1)
=
|w|2
2
+ o(1) .
This is the result, setting
τ˜Bt
(
exprǫ,j,t(w)
)
=
|qǫ,j,t|2 − ρ2t
2
+
|w|2
2
.
The second statement follows since we proved the asymptotic
equivalence |DI(rǫ,j,t)| ∼
√
α log t.
Combining Lemma 8.2.8 and result (8.2.6) yields the asymptotic
equivalence given in Theorem 8.2.1. It remains to check the assump-
tions of Theorem 5.1.
Our choice of DBt as a discrete set ensures that (5.1) holds.
We now need a candidate for cBt,M . Let c(t) = 2d log log t. From
Proposition 2.1 and our calculation of I(Bt), we infer that
L
(
I(Bt) + c(t)
)
6
1
tα/2(log t)d−
1
2
O(1) = o(t−α/2) as t→∞ .
Thus, c(t) is a good candidate for cBt,M , no matter what M is.
From the proof of Proposition 8.2.4 and Lemma 8.2.8, we infer that
for any t large enough,
Bt,M ⊂
{
exprǫ,j,t(w) : |w| 6
√
5d log log t ;
w ∈ Trǫ,j,tΛI(Bt) , ǫ ∈ {−1, 1 } , j ∈ J1
}
. (8.2.7)
Since the level set ΛI(Bt) is a sphere of radius
√
2I(Bt)
(
1 + o(1)
) ∼√
α log t as t tends to infinity, its radius of injectivity is of order√
log t≫ √log log t, and assumption (5.2) holds.
Assumption (5.4) holds thanks to our choice of c(t).
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To verify (5.5), let r be a point in Bt,M . The point q = ψ
(
r, τBt(r)
)
is in the boundary ∂Bt. Since τBt(r) is less than c(t) = 2d log log t,
the proof of Proposition 8.2.4 and (8.2.5) show that q = qǫ,j,t(v) for
some ǫ in {−1, 1 }, some j in J1 and∑
16i6d
i 6=j
Φ←◦ Sα(vi)2 6 7d log log t .
Consequently, Lemma A.1.5 shows that |vi| 6 (log t)2d/α, for 1 6 i 6
d with i 6= j. Since v is in { (C + CT)ei }⊥, and this hyperplane does
not contain ej , we have |v| = O(log t)2d/α. Notice that
ψ
(
r, τBt(r) + s
)
= ψ(q, s) =
√
1 +
2s
|q|2 q ,
and that |q| > |r| = ρt tends to infinity with t. To prove that χFBt > ρ2t
for instance — which is more than enough to guarantee (5.5) — it
suffices to prove that λq is in Bt for any 1 6 λ 6 2. This is plain from
Lemma 8.2.2 and Claim 8.2.3.
Assumption (5.6) is plain.
To check (5.7), notice that for q in DBt , the inequality t0,M (q) 6√
5d log log t holds thanks to (8.2.7). Furthermore, as D2I(q)/|DI(q)|
equals Id/|q|,
Kmax(q, t0) 6 sup
{ |q|−2 : q ∈ ΛI(Bt) } ∼ 12I(Bt) ∼ 1α log t
as t tends to infinity. Therefore, (5.7) holds.
Assumption (5.8) holds as well since π−1Bt (p) is essentially a finite
union of spherical caps, and the Ricci curvature of a sphere is positive.
Assumption (5.9) is trivially satisfied since Λc is a sphere. Thus,
two points in Λc have equal norms.
It is no harder to verify (5.10), since
‖D2I(p)‖
|DI(p)|2 =
‖Id‖
|p|2 =
1
|p|2 .
To check assumption (5.11), again, we have ‖D2I‖ = ‖Id‖ = 1.
Moreover, if q belongs to Bt,M ⊂ ΛI(Bt) and u is nonnegative,∣∣DI(ψu(q))∣∣2 > |DI(q)|2 ∼ 2I(Bt) ∼ α log t .
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Consequently, for q in Bt,M , that is τBt(q) is less than c(t), and for t
large enough,∫ τBt (q)
0
‖D2I‖
|DI|2
(
ψu(q)
)
du 6
2c(t)
α log t
=
4d log log t
α log t
.
Since DBt is discrete, (5.12) holds automatically.
In conclusion, all the assumptions of Theorem 5.1 are satisfied. This
proves Theorem 8.2.1.
From the work done, we can easily infer the following conditional
result.
8.2.9. THEOREM. Under the assumption of Theorem 8.2.1, if J1 is
nonempty, the conditional distribution of the vector
(log
√
t)−1
(
sign(Xi) log |Xi|
)
16i6d
given 〈CX,X〉 > t converges weakly* to
∑
j∈J1
C
α/2
j,j∑
i∈J1
C
α/2
i,i
δ−ej + δej
2
.
Proof. In order to apply Corollary 5.3, let us check its assumptions.
Set λBt = ρt. The numerator of the measure involved in (5.18) is
∑
ǫ∈{−1,1}
∑
j∈J1
exp
(− τBt(rǫ,j,t))δrǫ,j,t/ρt
|DI(rǫ,j,t)|(d+1)/2
(
detGBt(rǫ,j,t)
)1/2 .
We already calculated
τBt(rǫ,j,t) = I(qǫ,j,t)− I(Bt) =
α
2
log
γ1
Cj,j
+ o(1) as t→∞ .
Moreover, as rǫ,j,t is in the sphere ΛI(Bt) and DI = Id, we have
|DI(rǫ,j,t)| = ρt. Lemma 8.2.8 gives the value of detGBt(rǫ,j,t).
Moreover, rǫ,j,t/ρt = qǫ,j,t/|qǫ,j,t| = ǫej . Consequently, the measure
in (5.18) is ∑
ǫ∈{−1,1}
∑
j∈J1
C
α/2
j,j
(
1 + o(1)
)
δǫej
2
∑
j∈J1
C
α/2
j,j
(
1 + o(1)
) .
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It certainly converges weakly* to
ν =
∑
j∈J1
C
α/2
j,j (δ−ej + δej )
2
∑
j∈J1
C
α/2
j,j
.
Assumption (5.19) is trivial to verify since Bt,M is on the sphere ΛI(Bt)
of radius ρt. Consequently, (5.19) becomes
lim
t→∞
2d log log t
ρ2t
= lim
t→∞
2d log log t
α log t
= 0 .
To check (5.20) is as simple. The inclusion (8.2.7) shows that if q
belongs to Bt,M ; then the Riemannian distance on ΛI(Bt) between q
and πBt is at most
√
5d log log t. Since ΛI(Bt) is a sphere of radius ρt,
simple trigonometry shows that |q−πBt(q)| 6 ρt sin(
√
5d log log t/ρt).
Since ρt is of order
√
α log t as t tends to infinity, assumption (5.20)
is fulfilled.
Applying Corollary 5.2, the distribution of Y/
√
α log t given Y ∈
Bt converges weakly* to ν. In other words, the distribution of
Φ←◦ Sα(X)/
√
α log t given 〈CX,X〉 > t converges weakly* to ν.
To rephrase this conclusion directly onX, we can use the Skorokhod
(1956) representation theorem. It implies the existence of a random
variable Yt having the same distribution as Y given Y ∈ Bt, and
a random variable Y∞ having distribution ν such that Yt/
√
α log t
converges almost surely to Y∞. Thus, X given 〈CX,X〉 > t has the
same distribution as
S←α ◦ Φ(Yt
√
α log t) = S←α ◦ Φ
(
Y∞
√
α log t
(
1 + o(1)
))
.
Since S←α ◦ Φ is ultimately sign preserving on R and Lemma A.1.6
yields
log
∣∣∣S←α ◦ Φ(ǫej√α log t(1 + o(1)))∣∣∣
= ej logS
←
α ◦ Φ
(√
α log t
(
1 + o(1)
))
= ej
log t
2
(
1 + o(1)
)
,
the result follows
A careful sharpening of all the estimates could certainly lead
to more precise information on the conditional distribution of X
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given 〈CX,X〉 > t, and even an asymptotic expansion of this
conditional distribution. We will not pursue in that direction for
mainly two reasons: First, such calculation would be quite specific to
this example. Second, we will see hereafter in this section that the kind
of degeneracy at the limit — the limiting distribution is concentrated
on a finite number of points — is not due to a bad rescaling but only
to the fact that J1 is nonempty.
It may happen that all the diagonal coefficients of the matrix C
are nonpositive, that is max16i6d Ci,i 6 0. What is the analogue of
Theorem 8.2.1 then? When γ1 was positive, we could essentially set
all the ui’s but one equal to 0 in order to optimize I
(
Φ←◦ Sα(
√
tu)
)
— see the proof of Proposition 8.2.4 and inequality (8.2.4). When
γ1 is negative, we need to take at least two components ui, uj to be
nonzero. Setting pi,j =
√
t uiei +
√
t ujej , the equation pi,j ∈ ∂At
becomes
1 = u2iCi,i + uiuj(Ci,j + Cj,i) + u
2
jCj,j .
This equation admits a solution in ui, uj if and only if
(Ci,j + Cj,i)
2 − 4Ci,iCj,j > 0 .
Consequently, if
J2 =
{
(i, j) : i 6= j , (Ci,j + Cj,i)2 − 4Ci,jCj,i > 0
}
is nonempty, we can indeed consider only two nonzero components ui,
uj with (i, j) in J2.
How many components do we need to consider in general? To
answer this question, it is more convenient to change the notation.
Let T be the set of all subsets of { 1, 2 . . . , d }. For a set I =
{ i1, . . . , ik } with distinct elements, denote by |I| = k its cardinality.
To I, we associate the subspace VI = span{ ei1 , . . . , eik } of dimension
|I|. To the matrix C, we associate
N(C) = min
{ |I| : I ∈ T , ∃u ∈ VI , 〈Cu, u〉 > 0}
and
J(C) =
{I ∈ T : ∃u ∈ VI , 〈Cu, u〉 > 0 , |I| = N(C)} .
So, if N(C) = 1, the set J(C) is J1. The integer N(C) is the smallest
cardinal of a set I such that the inequation 〈Cu, u〉 > 0 has a solution
in VI \ { 0 }. We exclude some degeneracy, assuming that
for any I in T of cardinal |I| < N (C), the matrix C
is negative on VI ,
(8.2.8)
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that is 〈Cu, u〉 is negative for any nonzero vector u in VI . This typi-
cally prevents having γ1 null, and the analogue when more components
need to be considered. Notice that this nondegeneracy is typical with
respect to the matrix C. In particular, the equation 〈Cu, u〉 = 1 has
a solution in any subspace VI for I in J(C), and has no solution in
any subspace of the form span{ eα1 , . . . , eαk
}
for any k < N(C).
We keep the notation
At = { x ∈ Rd : 〈Cx, x〉 = t } =
√
tA1 .
The sets
MI =
{
m ∈ VI : 〈Cm ,m〉 = 1
}
, I ∈ J(C) ,
are (|I|−1)-dimensional submanifolds of Rd and ∂A1 as well. Indeed,
it suffices to prove that 1 is a regular value of the map x ∈ VI 7→
〈Cx, x〉. The differential of this map at m is (C+CT)m. If m belongs
to MI , 〈
(C + CT)m,m
〉
= 2〈Cm,m〉 = 2 6= 0 .
Consequently, (C + CT)m does not vanish, or, equivalently, the
differential (C + CT)m is of full rank, and 1 is a regular value.
The result is then as follows.
8.2.10. THEOREM. Let X be a d-dimensional random vector with
independent and identically distributed components with Student-like
distribution with parameter α. Let C be a d×d matrix and N = N(C).
For I in J(C) and m in MI, denote G˜(m) the compression of the
diagonal matrix
∑
i∈I ei ⊗ ei/|mi| to
{
(C + CT)m
}⊥ ∩ VI . Under
(8.2.8), for α > 2/N ,
P{ 〈CX,X〉 > t } ∼ K
N
s,αα
αN/2
tαN/2
√
αN
∑
I∈J(C)
∫
MI
det G˜(m)∏
i∈I |mi|α
dMMI (m)
as t tends to infinity.
REMARK. The assumption α > 2/N guarantees that the integral
over MI in the equivalence is finite. But we will see that the
result is true whenever the integral over MI is finite. It is not
clear whether α > 2/N is required, though α too small makes
the integral diverge. This can be seen in Lemma 8.2.18 below. If
N(C) = 1, Theorem 8.2.10 is exactly Theorem 8.2.1. Clearly, in this
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case, the term KNs,αα
αN/2t−αN/2/
√
αN in Theorem 8.2.10 gives the
term Ks,αα
(α−1)/2t−α/2 in Theorem 8.2.1. For N(C) = 1, we have
J(C) = J1, provided we identify { i } and i. If I = { i } belongs to
J(C), then VI = R ei, and
MI =
{
x ∈ R ei : 〈Cx, x〉 = 1
}
= {−C−1/2i,i ei, C−1/2i,i ei } .
Thus, the Riemannian measure on MI is
MMI = δ−C−1/2i,i ei + δC−1/2i,i ei .
Moreover, for m in MI , the matrix G˜(m) is the compression of
ei ⊗ ei/m2i to
{
(C + CT)m
}⊥ ∩ VI . But, in our case,{
(C + CT)m
}⊥ ∩ VI = ∅ ,
because, if x is in VI , we have x = sei for some real number s, and〈
(C + CT)m, ei
〉
= ±C−1/2i,i
〈
(C + CT)ei , ei
〉
= ±2C1/2i,i 6= 0
— the last inequality holds since we assume N(C) = 1 here and i in
J1, i.e., { i } is in J(C); we actually did the same work in the proof of
claim 8.2.3. So, the term det G˜(m) has to be omitted, and we obtain∑
I∈J(C)
∫
MI
dMMI∏
i∈I |mi|α
= 2
∑
i∈J1
C
α/2
i,i ,
as in Theorem 8.2.1.
Proof of Theorem 8.2.10. The proof is actually very similar to that
of Theorem 8.2.1, except that the dominating manifold will no longer
be a discrete set, and the parameterizations will be slightly more
sophisticated.
As in the proof of Theorem 8.2.1, we denote by Sα the cumulative
distribution function of Xi. We consider the two sets
At = { x ∈ Rd : 〈Cx, x〉 > t } =
√
tA1 ,
and
Bt = { y ∈ Rd : 〈CS←α ◦ Φ(y) , S←α ◦ Φ(y)〉 > t } .
Notice that if I and I ′ are distinct and in J(C), then MI does
not intersect MI′. Indeed, if x is in both MI and MI′ , then it is
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in VI ∩ VI′ = VI∩I′ , and moreover 〈Cx, x〉 = 1. This contradicts the
minimality of N(C), since I different than I ′ implies |I ∩I ′| < N(C).
We first need a technical lemma, saying that whenever I is in J(C),
the manifold MI stays away from any subspace { ei }⊥ with i in I.
We denote by mi = 〈m, ei〉 the components of the vector m belonging
to Rd.
8.2.11. LEMMA. Under the assumption (8.2.8), there exists a
positive ǫ0 such that for all I in J(C), all m in MI, and all i in
I, the inequality |mi| > ǫ0 holds.
Proof. Searching for a contradiction, assume that there exists I
in J(C), some index i in I and a sequence m(n) in MI such that
limn→∞mi(n) = 0. Write
m(n) = mi(n)ei + s(n)v(n)
where v(n) is a unit vector in VI\{ i } = VI ⊖ eiR , and s(n) is a real
number. Dropping the index n for notational simplicity, the condition
m = m(n) belonging to MI becomes
1 = 〈Cm ,m〉 = m2i 〈Cei , ei〉+mis〈(C + CT)ei , v〉+ s2〈Cv , v〉 .
Assumption (8.2.8) guarantees
sup
{ 〈Cv, v〉 : v ∈ VI\{ i } , |v| = 1} < 0 .
Thus, the above quadratic equation in s does not have any solution,
since its discriminant is m2i 〈(C + CT)ei, v〉 − 4(m2iCi,i − 1)〈Cv, v〉 =
4〈Cv, v〉 + o(1), which is negative as n tends to infinity; this is a
contradiction.
In order to parameterize the boundaries ∂At and ∂Bt, we consider
the normal bundle of the immersion MI ⊂ ∂A1, namely,
NI =
{
(m, v) : m ∈ MI , v ∈ Tm∂A1 ⊖ TmMI
}
.
The analogue of the parameterization pǫ,j,t(v) of ∂At in the proof of
Theorem 8.2.1 is now a map defined on o(
√
t)-sections of the normal
bundle NI .
It is convenient to introduce
Q(t) =
√
α log t− log log
√
t
2
√
α log t
− log(Ks,αα
α/22
√
π)√
α log t
.
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8.2.12. LEMMA. Let m be in MI. The boundary ∂At near
√
tm can
be parameterized as
pI,t(m, v) =
√
tm
(
1− 1
2t
〈Cv , v〉 + o(1/t)
)
+ v ,
(m, v) ∈ NI , |v| = o(
√
t) as t tends to infinity. The boundary ∂Bt
near Φ←◦ Sα(
√
tm) can be parameterized as qI,t(m, v) + o(log t)
−1/2
where
qI,t(m, v) =
∑
i∈I
sign(mi)
(
Q(t)+
√
α log |mi|√
log t
)
ei+
∑
16i6d
i 6∈I
Φ←◦Sα(vi)ei
and in the range |v| = o(√t), log |mi| = o(log t)1/2.
Proof. Since ∂At =
√
t∂A1 and ∂A1 is a manifold, there exists a
function h and some small positive ǫ such that for any |v| 6 ǫ√t, any
m in MI and v in Tm∂A1 ⊖ TmMI ,
pI,t(m, v) =
√
tm
(
1 + h(v)
)
+ v ∈ ∂At .
This equation can be rewritten as
t〈Cm,m〉(1 + h(v))2 +√t(1 + h(v))〈(C + CT)m, v〉+ 〈Cv, v〉 = t .
Since 〈Cm,m〉 = 1 and 〈(C + CT)m, v〉 = 0 — recall that v belongs
to Tp∂A1 = { (C + CT)m }⊥ — we obtain
0 = th(v)2 + 2th(v) + 〈Cv , v〉
as in the proof of Lemma 8.2.2. Thus, h(v) ∼ −〈Cv , v〉/(2t) as t
tends to infinity, uniformly in |v| = o(√t). This gives the asymptotics
for pI,t(m, v) in Lemma 8.2.12.
We pull back this parameterization to ∂Bt by introducing
q˜I,t(m, v) = Φ
←◦ Sα
(
pI,t(m, v)
)
.
Lemma A.1.5 implies
Φ←◦Sα
(√
tmi
(
1+|v|2O(t−1))+vi) = Q(t)+√α log |mi|√
log t
+o(log t)−1/2
as t tends to infinity, uniformly in the range |v| = o(√t), log |mi| =
o(log t)1/2 and |mi| > ǫ0 > 0. Since Lemma 8.2.11 ensures that |mi|
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stays away from 0, the last condition, |mi| > ǫ0, may be omitted in
the statement of Lemma 8.2.12.
Define
R(t) =
N(C)
2
α log t− N(C)
2
log log
√
t
−N(C) log(Ks,ααα/22
√
π) + log(2π)d/2 .
Recall that I(x) = (|x|2/2)+ log(2π)d/2. In the range |v| = o(√t) and
log |mi| = o(log t)1/2, it follows from Lemma 8.2.12 that
I
(
qI,t(m, v)
)
=
1
2
∑
i∈I
(
Q(t)2 + 2Q(t)
√
α log |mi|√
log t
+ o(1)
)
+
1
2
∑
16i6d
i 6∈I
Φ←◦ Sα(vi)2 + log(2π)d/2
= R(t) + α
∑
i∈I
log |mi|+ 1
2
∑
16i6d
i 6∈I
Φ←◦ Sα(vi)2
+ o(1)
(8.2.9)
as t tends to infinity, for all i in I.
For a set I belonging to J(C), define
γI = min
{ ∏
i∈I
|mi| : m ∈MI
}
.
Furthermore, set
γ = inf
{
γI : I ∈ J(C)
}
.
The following result locates the points on ∂Bt where the function I is
nearly minimal.
8.2.13. LEMMA. We have
I(Bt) = R(t) + α log γ + o(1) as t→∞ .
Moreover, there exists η in (0, 1/2) such that for any number positive
M1, any M2 > M1/α, and any t large enough, the set
∂Bt ∩ ΓI(Bt)+M1 log log t
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is included in⋃
I∈J(C)
{
qI,t(m, v) : m ∈ MI , |m| 6 (log t)M2 ,
|v| 6 t(1/2)−η , |ProjV ⊥I v| 6 (log t)
M2
}
where ProjV ⊥I
is the projection onto V ⊥I .
Proof. We first prove the second assertion of the lemma. By
construction, Φ← ◦ Sα(∂
√
tA1) = ∂Bt. Let u be a point in ∂A1.
Lemma A.1.5 implies that for any η in (0, 1/2) and provided t is large
enough,
I
(
Φ←◦ Sα(
√
tu)
)
> α(1− η)
∑
16i6d
I[t−η ,∞)
(|ui|) log (√t|ui|) .
Consequently, if
I
(
Φ←◦ Sα(
√
tu)
)
6 R(t) +M1 log log t+ O(1) ,
we must have, for t large enough,
(1 + η)
N(C)
2
α log t > α ♯
{
1 6 i 6 d : |ui| > t−η
}
log(t(1/2)−η) .
Taking η positive and small enough so that the integer part of
1+η
1−2ηN(C) is N(C), the previous inequality yields
N(C) > ♯
{
1 6 i 6 d : |ui| > t−η } .
Then, since u is in ∂A1, the minimality of N(C) and Lemma 8.2.11
implies that we must have
N(C) = ♯
{
1 6 i 6 d : |ui| > t−η
}
.
Thus,
√
tu is in a t(1/2)−η = o(
√
t)-neighborhood of
√
t
⋃
I∈J(C)MI .
Therefore, it can be written as pI,t(m, v) for some I in J(C), some m
in MI and |v| = o(t(1/2)−η).
Lemma 8.2.11 ensures that mi > ǫ0 wherever i is in some set I
of J(C). Thus, for any positive ǫ and t large enough, Lemma A.1.5
implies
I
(
Φ←◦ Sα(pI,t)(m, v)
)
>
1
2
∑
i∈I
Φ←◦ Sα
(√
t|mi|(1− ǫ)
)2
> α
∑
i∈I
log
(√
t|mi|
)− log log (√t|mi|)+ o(1)
=
(N(C)
2
α log t+ α
∑
i∈I
log |mi|
)(
1 + o(1)
)
(8.2.10)
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Therefore, the inequality
I
(
Φ←◦ Sα
(
pI,t(m, v)
))
6 R(t) +M1 log log t+ O(1)
implies αmaxi∈I log |mi| 6 M1 log log t
(
1 + o(1)
)
for t large enough.
So, for t large enough, log |m| 6 M2 log log t forM2 larger thanM1/α.
Notice that M2 can be chosen independently of m in MI since all the
bounds are uniform in such m’s. This proves the second assertion of
Lemma 8.2.13, except for the restriction |ProjV ⊥I v| 6 (log t)
M2 .
In the range obtained so far, I
(
qI,t(m, v)
)
has minimal value R(t)
up to o(1) as t tends to infinity. Hence, I(Bt) is as claimed. Finally,
on this range, if |ProjV ⊥I v| > (log t)
M2 , then at least one component
vj , for some j not in I, is larger than (log t)M2/
√
d. Consequently, as
t tends to infinity,
I
(
Φ←◦ Sα(pI,t(m, v)
)
> R(t) + α log γ +
∑
16j6d
j 6∈I
1
2
Φ←◦ Sα(vi)2 + o(1)
> R(t) + α log γ + αM2 log log t
(
1 + o(1)
)
,
thanks to Lemma A.1.5. So, provided M2 is large enough, the
condition qI,t(m, v) belonging to ΓI(Bt)+M1 log log t imposes to have
|ProjV ⊥I v| less than (log t)
M2 .
As we did in the proof of Theorem 8.2.1, we can start to apply
Theorem 5.1 in calculating the terms of the asymptotic formula.
How do we choose the dominating manifold?
Looking at the parameterization of ∂Bt by qI,t(m, v) in Lemma
8.2.12, we see that variations of
∏
i∈I |mi| of order 1 yield small
variations of order 1/ log t on qI(m, v), i.e., in term of the Euclidean
distance in Rd, while, according to (8.2.9), they give variations of
order 1 in term of I. This suggests that on the dominating manifold
we should have
∏
i∈I |mi| constant. Oncem is fixed, (8.2.9) shows that
fluctuations in space of order 1 in v yields fluctuations of order 1 on I
as well. Keeping in mind that ∂Bt is of order Φ
←◦Sα(
√
t) ∼ √α log t
as far as its size is concerned, we see that small fluctuations in v — on
the scale of log t— brings sizable fluctuations of I. So, we should have
v constant in the dominating manifold; and (8.2.9) suggests v = 0.
This leads us to consider the set{
m ∈MI :
∏
i∈I
|mi| = γI
}
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of all points in MI which minimize the product of their nonvanishing
components. And then, one can try to choose the image of
√
t times
this set by Φ←◦ Sα as the dominating manifold, i.e.,{
Φ←◦ Sα(
√
tm) : m ∈MI ,
∏
i∈I
|mi| = γI
}
.
This is not quite right since it does not belong to ΛI(Bt), but a
projection would fix this detail. For some reason that the author
does not quite understand — can someone give an explanation? —
this does not work and breaks down when looking for a quadratic
approximation of τBt . The right manifold to consider seems to be a
projection of
D′Bt =
{
qI(m, 0) : m ∈MI , max
i∈I
log |mi| 6 (log t)1/4 , I ∈ J(C)
}
on ΛI(Bt). The condition log |mi| 6 (log t)1/4 in the definition of
D′Bt guarantees that log |mi| = o(log t)1/2 and will allow us to use
Lemma 8.2.12 and equality (8.2.9). Since ΛI(Bt) is a ball of radius
ρt =
√
2
(
I(Bt)− log(2π)d/2
)
, this leads us to introduce
rI,t(m, v) = ρt
qI,t(m, v)
|qI,t(m, v)| ,
and
DBt =
{
rI,t(m, 0) : m ∈MI , max
i∈I
log |mi| 6 (log t)1/4 , I ∈ J(C)
}
.
Again, the projection on the sphere that we are doing is actually a
mapping through the normal flow to the level set ΛI(Bt). In more
general situations, we would define rI,t(m, v) = ψBt
(
qI,t(m, v), s
)
with s = I(Bt)− I
(
qI,t(m, 0)
)
.
Let us agree on the notation
qI,t(m) = qI,t(m, 0) and rI,t(m) = rI,t(m, 0) .
Define
p(m) =
√
α
∑
i∈I
sign(mi) log |mi|ei , m ∈ MI , I ∈ J(C) .
For any I in J(C) and any m in MI with log |m| = o(log t)1/2, we
have
qI,t(m) = Q(t)
∑
i∈I
sign(mi)ei +
p(m)√
log t
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as can be seen from Lemma 8.2.12. From Lemma 8.2.11, we infer that
the vector
∑
i∈I sign(mi)ei is constant on each connected component
of
⋃
I∈J(C)MI . On each of these connected components, we can think
of the set of all qI,t(m) — i.e., the connected components of D′Bt —
as a translation by a fixed vector of length
√|I|Q(t) and a rescaling
by 1/
√
log t of the corresponding connected component of the set
DI =
{
p(m) : m ∈MI
}
, I ∈ J(C) .
Following what we did in the proof of Theorem 8.2.1, we can start
to apply Theorem 5.1. The value of I(Bt) is available from Lemma
8.2.13.
For m in MI , the differential p∗(m) is the restriction to TmMI ={
(C + CT)m
}⊥ ∩ VI of the matrix
√
α diag(1/|mi|)i∈I =
√
α
∑
i∈I
ei ⊗ ei/|mi| .
The change of variable m↔ qI,t(m) gives
dMD′Bt = det
(
pT∗ p∗
)1/2
dM∪I∈J(C)MI (log t)(1−N(C))/2 ,
provided we integrate on the restricted range log |m| = o(log t)1/2.
Since rI,t(m) is reasonably close to qI,t(m), we should be able to
approximate the measure dMDBt by dMD′Bt when applying Theorem
5.1.
From equation (8.2.9), we infer that
τBt
(
qI,t(m)
)
= α
∑
i∈I
log |mi| − α log γ + o(1) as t→∞ .
To obtain the needed quadratic approximation for τBt along the
geodesic leaves orthogonal to TrDBt , we first need to determine
TrΛI(Bt)⊖TrDBt . What should it be? Let us argue informally. Later,
we will make the argument rigorous. First, we should be able to
replace TrDBt by TqI,t(m)D′Bt for some I in J(C) and m in MI . Since
TqI,t(m)ΛI(Bt) is the orthocomplement of qI,t(m)R , we should expect
TqI,t(m)ΛI(Bt) ⊖ TqI,t(m)D′Bt to be roughly { qI,t(m) }⊥⊖ TqI,t(m)D′Bt .
Given the expression for qI,t(m), we have
TqI,t(m)D′Bt = Tp(m)DI = p∗(m)TmMI
=
{ ∑
i∈I
vi
|mi|ei : v ∈ VI ⊖ (C + C
T)mR
}
⊂ VI .
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Intuitively, our idea of projecting D′Bt on ΛI(Bt) to obtain DBt
will work well if the projection does not create a singularity or
reduce the dimension; in other words, if D′Bt is transverse to the
direction of qI,t(m) = Q(t)
∑
i∈I sign(mi)ei
(
1 + o(1)
)
, or, roughly,
if
∑
i∈I sign(mi)ei does not belong to Tp(m)DI for all m in MI . Since
this latter vector is in MI , our calculation of TqI,t(m)D′Bt allows to
rewrite this condition as〈∑
i∈I
sign(mi)|mi|ei , (C + CT)m
〉 6= 0 .
It holds since
∑
i∈I sign(mi)|mi|ei = m and 〈(C + CT)m,m〉 > 1.
In this case, since qI,t(m)R is approximately
∑
i∈I sign(mi)eiR ⊂ VI ,
the subspace VI is almost spanned by qI,t(m)R and Tp(m)DI . So,
approximately, {
qI,t(m)
}⊥ ⊖ TqI,t(m)D′Bt ≈ V ⊥I .
Then, the expression of qI,t in Lemma 8.2.12 shows that in V
⊥
I +
qI,t(m)R , the boundary ∂Bt is approximately the
(
d − N(C))-
dimensional affine space V ⊥I + qI,t(m, 0) — consider Φ
←◦ Sα(vi) as
a new coordinate, say, wi. But then, working on V
⊥
I + qI,t(m)R ,
the very same argument as in the proof of Theorem 8.2.1 shows that
τBt
(
expqI,t(m)(w)
)
is approximately |w|2/2 for w in the normal bun-
dle. So, we should have
GBt
(
qI,t(m)
) ≈ IdV ⊥I|qI,t(m)| = IdRd−N(C)Q(t)√N(C) .
Thus, as t tends to infinity,
detGBt
(
qI,t(m)
)−1/2 ∼ Q(t)(d−N(C))/2N(C)(d−N(C))/4
∼ (αN(C) log t)(d−N(C))/4 .
We can then put all the pieces together, find a way to drop the
restriction log |mi| 6 (log t)1/4 in the range of integration on DBt , and
use the formula given in Theorem 5.1 to obtain the — hypothetical
— approximation
P
{ 〈CX,X〉 > t} ∼ KN(C)s,α ααN(C)/2√
Nα tαN(C)/2
×∫
∪I∈J(C)MI
det
(
p∗(m)
Tp∗(m)
)1/2∏
i∈I |mi|α
dM∪I∈J(C)MI (m) ,
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which is the result.
Let us now work out the proper arguments.
We first determine our candidate for cBt . Let
c(t) =
(
d+
N(C)
2
+ 1
)
log log t .
From Proposition 2.1 and Lemma 8.2.13, we infer that
L
(
I(Bt) + c(t)
)
= O(1)e−I(Bt)e−c(t)I(Bt)
d
= t−αN(C)/2(log t)d+(N(C)/2)(log t)−d−(N(C)/2)−1O(1)
= o(t−αN(C)/2) . (8.2.11)
Thus, c(t) is a good candidate for an upper bound of cBt — notice
again that c(t) is of order log I(Bt). Many assumptions in Theorem
5.1 deal with the behavior of τBt near the dominating manifold. Our
goal is now to more or less calculate the value of τBt where we need
it.
The following lemma will give us the normal bundle of DBt im-
mersed in ΛI(Bt).
8.2.14. LEMMA. Let I be in J(C). Let m be a point in MI with
maxi∈I log |mi| = o(log t)1/2. Then, TrI,t(m)DBt + rI,t(m)R = VI .
Consequently,
TrI,t(m)ΛI(Bt) ⊖ TrI,t(m)DBt = V ⊥I .
Proof. The map u ∈ Rd \ { 0 } 7→ u/|u| ∈ Sd−1 has differential
|u|−1Proju⊥ at u. Consequently,
TrI,t(m)DBt
=
ρt
|qI,t(m)|ProjqI,t(m)⊥TqI,t(m)D
′
Bt
= ProjqI,t(m)⊥
{
qI,t,∗(m)v : v ∈ TmMI
}
= ProjqI,t(m)⊥
{ ∑
i∈I
vi
|mi|ei : 〈(C + C
T)m, v〉 = 0
}
⊂ VI .
Consequently, TrI,t(m)DBt is of dimension
dim
({ (C + CT)m }⊥ ∩ VI) = dimVI − 1 = N(C)− 1
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and TrI,t(m)DBt+qI,t(m)R = VI . Since rI,t(m) is collinear to qI,t(m),
this gives the first statement of the lemma.
The last statement of Lemma 8.2.14 follows from the fact that the
tangent space of ΛI(Bt) at rI,t(m) is orthogonal to qI,t(m) since the
level sets are spheres.
As we did in the proof of Theorem 8.2.1 with Lemma 8.2.7, we now
relate τBt on DBt to τBt on D′Bt . Since D′Bt is somewhat more explicit
than DBt , and better parametrized, this will make further calculations
easier. Using Lemma 8.2.7, we see that for any w orthogonal to
rt,I(m),
τBt
(
exprI,t(m)(w)
)
= τBt
[ ρt
|qI,t(m)| expqI,t(m)
(
w
|qI,t(m)|
ρt
)]
=
|qI,t(m)|2
2
(
1− ρ
2
t
|qI,t(m)|2
)
+ τBt
[
expqI,t(m)
(
w
|qI,t(m)|
ρt
)]
(8.2.12)
In particular, since expq(0) = q,
τBt
(
exprI,t(m)(w)
)− τBt(rI,t(m))
= τBt
[
expqI,t(m)
(
w
|qI,t(m)|
ρt
)]
− τBt
(
qI,t(m)
)
= τBt
[
expqI,t(m)
(
w
|qI,t(m)|
ρt
)]
+ o(1) ,
the last equality coming from the parameterization of ∂Bt in Lemma
8.2.12. We can now prove the analogue of Lemma 8.2.8.
8.2.15. LEMMA. For m in DBt and w in V ⊥I = TrI,t(m)ΛI(Bt) ⊖
TrI,t(m)DBt in the range |w| = o(
√
log t), we have
τBt
(
exprI,t(m)(w)
)− τBt(rI,t(m)) = |w|22 + o(1) as t→∞ .
Consequently,
GBt
(
rI,t(m)
)
=
Id
Rd−N(C)∣∣DI(rI,t(m))∣∣ ∼ IdRd−N(C)√N(C)α log t as t→∞ .
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Proof. Let w be a vector orthogonal to VI . From the calculation
preceding Lemma 8.2.15, we see that it is enough to evaluate s =
τBt(z) for z = expqI,t(m)
(
w|qI,t(m)|/ρt
)
. By definition, ψ(z, s) is
in the boundary of Bt. Lemma 8.2.12 shows that on directions
orthogonal to VI , the boundary ∂Bt behaves like a
(
d − N(C))-
dimensional linear subspace — at least in the range w = Φ←◦ Sα(v)
with v = o(
√
t), that is |w| = o(log t)1/2. So, looking on the
components on VI , we must have for (m, v) in N ,〈
ψ(z, s) , ei
〉
=
〈
qI,t(m, v), ei
〉
+ o(log t)−1/2 , i ∈ I .
To evaluate the left hand side term of the above equality, we use
ψ(z, s)
=
√
1 +
2s
|qI,t(m)|2
[
cos
( |w|
ρt
)
qI,t(m) + sin
( |w|
ρt
)∣∣qI,t(m)∣∣ w|w|] .
To evaluate the right hand side, we have
〈qI,t(m, v) , ei〉 = 〈qI,t(m, 0) , ei〉+ o(log t)−1/2 .
Then, we obtain
s =
|qI,t(m, s)|2
2
(1 + o(log t)−1
cos2
(|w|/ρt) − 1
)
=
|w|2
2
+ o(1)
in the range |w| = o(ρt), i.e., |w| = o(log t)1/2 as announced.
The matrix GBt
(
rI,t(m)
)
in the statement of Lemma 8.2.15 is that
corresponding to the assumption (5.17) as weakened at the end of
Remark 5.2.
We are now in position to verify that the assumptions of Theorem
5.1 hold.
It will be helpful to keep in mind two orders of magnitudes. Since
DBt is contained in ΛI(Bt) = Sd−1(0, ρt), points in DBt are of order
ρt, that is of order
√
log t. On the other hand, Lemmas 8.2.12, 8.2.13
and A.1.5 show that any point of ∂Bt ∩ ΓI(Bt)+c(t) is at a distance at
most O(log log t) of a point qI,t(m). Indeed, if |ProjV ⊥I v| 6 (log t)
M2 ,
the component of qI,t(m, v) on V
⊥
I is
∑
16i6d ; i 6∈I Φ
←◦Sα(vi)ei, which
is of order O(log log t) thanks to Lemma A.1.5. Since the projection
onto the sphere ΛI(Bt) is a Lipschitz function when acting on Γ
c
I(Bt)
,
the points in Bt,M are also at a distance O(log log t) of DBt .
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Assumption (5.1) holds trivially since k = dimMI = N − 1.
To check (5.2) amounts to proving that any point s on ΛI(Bt), in a
O(log log t)-neighborhood of DBt , can be written in a unique way as
exprI,t(m)(w) for some I in J(C), some m in MI and
w ∈ TrI,t(m)ΛI(Bt) ⊖ TrI,t(m)DBt ≡ V ⊥I .
Lemma 8.2.11 implies that such a point s is actually in an O(log log t)-
neighborhood of a unique set DBt ∩ VI =
{
rI,t(m) : m ∈ MI
}
for
some I in J(C). For w belonging to TrI,t(m)ΛI(Bt) ⊖ TrI,t(m)DBt , we
have
ProjV ⊥I
exprI,t(m)(w) = cos
( |w|
ρt
)
rI,t(m) .
Consequently, the component of s on VI is in a one-to-one relation
with cos
(|w|/ρt)rI,t(m). This last point being a positive multiple
of rI,t(m) ∈ Sd−1(0, ρt), it identifies rI,t(m) and consequently m.
Looking at the component of s in V ⊥I , we can then calculate w in a
unique way, and (5.2) holds.
Our choice of c(t) satisfying (8.2.11) will imply (5.4) ultimately,
while (5.6) is plain.
Assumption (5.5) can be verified exactly as in the proof of Theorem
8.2.1. Indeed, Lemmas 8.2.12 and 8.2.13 show that ∂Bt ∩ ΓI(Bt)+c(t)
can be approximated by a ruled hypersurface based on D′Bt where
the generators are (d − N)-dimensional Euclidean balls of radius
O(log log t).
Assumption (5.7) is verified exactly in the same way as in the
proof of Theorem 8.2.1. The bound t0,M (p) = O(log log t) follows
from Lemma 8.2.15 — or from the discussion at the beginning of this
assumptions checklist, after the proof of Lemma 8.2.15. Assumptions
(5.8)–(5.11) are obtained in the very same way as we did in the proof
of Theorem 8.2.1.
Checking (5.12) requires some more work. Let m be in MI .
Consider a curve m(s) on MI , such that m(0) = m. The curve
rI,t
(
m(s)
)
lies on DBt . In Lemma 8.2.14 we proved that V ⊥I can
be identified with TrI,tm(s)ΛI(Bt) ⊖ TrI,t(m(s))DBt for all small s.
Hence, for any w in the unit sphere of V ⊥I and λ positive, the curve
exprI,t(m(s))(λw) on ΛI(Bt) is well defined. Its tangent vector field at
s = 0 is given by
d
ds
exprI,t(m(s))(λw)
∣∣∣
s=0
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=
d
ds
(
cos
(λ|w|
ρt
)
rI,t
(
m(s)
)
+ sin
(λ|w|
ρt
)
ρt
w
|w|
)∣∣∣∣
s=0
= cos
(λ|w|
ρt
)
rI,t,∗(m)m
′(0) . (8.2.13)
Let p˜ = exprI,t(m(s))(λw). Since πBt(p˜) = rI,t
(
m(s)
)
provided p˜
stays in ωBt,rI,t(m), and since the orthocomplement of kerπBt,∗(p˜) has
dimension k, this orthocomplement can be identified as(
kerπBt,∗(p˜)
)⊥ ≡ rI,t,∗(m)TmMI = TrI,t(m)DBt .
Moreover, (8.2.13) implies that for u in TrI,t(m)DBt ,
πBt,∗(p)u = u
/
cos
(λ|w|
ρ
)
.
In other words, the restriction of πBt,∗(p) to
(
ker πBt,∗(p)
)⊥
is the
map
Id
Rk
/
cos
(λ|w|
ρ
)
.
Consequently, JπBt(p) = cos
(
λ|w|/ρ)−k = 1 + o(1) uniformly in the
range λ 6 O(log log t) = o(ρt) and m in DBt . This proves (5.12).
Before checking (5.13), we need to evaluate the candidate for the
limiting integral, namely∫
DBt
e−τBt I[0,c(t)](τBt)
|DI| d−k+12 (detGBt)1/2
dMDBt
— notice that we use the Riemannian measure on DBt and not
that on D′Bt . Since rI,t(m) is in the image of qI,t(m) by the
map u ∈ Rd \ { 0 } 7→ ρtu/|u| whose differential at qI,t(m) is(
ρt/|qI,t(m)|
)
ProjqI,t(m)⊥ , we have
dMDBt
(
rI,t(m)
)
= dMD′Bt
(
qI,t(m)
)(
1 + o(1)
)
, (8.2.14)
in the range |qI,t(m)| ∼ ρt. This range includes that for which
τBt
(
rI,t(m)
)
is less than c(t), thanks to Lemmas 8.2.12 and 8.2.13.
Furthermore,
τBt
(
rI,t(m)
)
= τBt
(
qI,t(m)
)
+
1
2
(∣∣qI,t(m)∣∣2 − ρ2t)
= I
(
qI,t(m)
)− I(Bt)
= α
∑
i∈I
log |mi| − α log γ + o(1) as t→∞
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uniformly over τBt
(
rt,I(m)
)
6 c(t) — the first equality comes from
(8.2.12) with w = 0; the second from the fact that qI,t(m) belongs
to ∂Bt, and so τBt
(
qI,t(m)
)
= 0; the third from (8.2.9) and Lemma
8.2.13.
Uniformly in τBt
(
rI,t(m)
)
6 c(t), we have∣∣DI(rI,t(m)) ∼ ∣∣DI(qI,t(m))∣∣ ∼√Nα log t .
Consequently,∫
DBt
e−τBt I[0,c(t)](τBt)
|DI|(d−k+1)/2(detGBt)1/2
dMDBt
∼
∫
D′Bt
γα I[0,c(t)](τBt)∏
i∈I |mi|α(Nα log t)(d−(N−1)+1)/4(Nα log t)−(d−N)/4
dMD′Bt
∼
∑
I∈J(C)
∫
MI
γα∏
i∈I |mi|α
det
(
p∗(m)
Tp∗(m)
)1/2
I[0,c(t)]
(
τBt
(
rt,I(m)
))
dMMI(m)
1
(Nα log t)1/2
1
(log t)(N−1)/2
as t→∞ .
Thus, the formula in Theorem 5.1 becomes
e−I(Bt)(2π)(d−k−1)/2
∫
DBt
e−τBt
|DI|(d−k+1)/2(detGBt)1/2
dMDBt
∼ (Ks,αα
α/2)N√
Nα
1
tNα/2
∑
I∈J(C)
∫
MI
det
(
p∗(m)
Tp∗(m)
)1/2∏
i∈I |mi|α
I[0,c(t)]
(
τBt
(
rt,I(m)
))
dMMI(m) .
This formula is valid whenever α is positive. To remove the term
I[0,c(t)]
(
τBt
(
rI,t(m)
))
from the formula, it is enough to prove that for
all I in J(C),
∫
MI
det
(
p∗(m)
Tp∗(m)
)1/2∏
i∈I |mi|α
dMMI (m) <∞ , (8.2.15)
because limt→∞ c(t) =∞. This is where we need the assumption α >
N/2. For this purpose, we first derive a bound for det
(
p∗(m)
Tp∗(m)
)
.
The following result will be useful. Since MI is in the complement of
a neighborhood of the origin, it extends Lemma 8.2.11.
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8.2.16. LEMMA. There exists a constant K depending only on the
matrix C such that for any I in J(C), any m in MI and i in I,
|m|
K
6 |mi| 6 K|m| .
Proof. Assume that the lower bound were false, and that,
for instance, infm∈MI |mi|/|m| = 0 for some i in I and I in
J(C). Then, there exists a sequence m(n) in MI such that
limn→∞ |mi(n)|/|m(n)| = 0. Given Lemma 8.2.11, this forces
limn→∞ |m(n)| = ∞. Set mi(n) = m(n) − m(n)ei = Proje⊥i m(n).
Define s(n) = |mi(n)| and v(n) = mi(n)/|mi(n)|. Since |m(n)| tends
to infinity with n, the condition mi(n)/|m(n)| = o(1), ensures that
|mi(n)| does not vanish for n large enough. Thus v(n) is well defined
for n large enough. Moreover, |mi(n)| = o
(
s(n)
)
as n tends to infinity.
We then have
1 = 〈Cm(n) ,m(n)〉
= mi(n)
2Ci,i +mi(n)s(n)
〈
(C + CT)ei , v(n)
〉
+ s(n)2〈Cv(n) , v(n)〉
= o
(
s(n)
)2
+ s(n)2〈Cv(n) , v(n)〉 .
Since v(n) is in the compact sphere SN−1 ⊂ VI\{ i }, we can assume,
up to extracting a subsequence, that v = limn→∞ v(n) exists. Then
v belongs to VI\{ i } and we must have 〈Cv, v〉 ∼ s(n)−2 = o(1), i.e.,
〈Cv, v〉 = 0. This contradicts assumption (8.2.8).
The upper bound is trivial since |mi| 6 |m| anyway.
8.2.17. LEMMA. If I is in J(C) and m belongs to MI, then
0 6 det
(
p∗(m)
Tp∗(m)
)
6 αN−1
( K
|m|
)2(N−1)
.
Proof. From Lemma 8.2.16, we infer
√
α
∑
i∈I
ei ⊗ ei
|mi| 6
√
αK
|m| IdVI
in the sense that the difference between the right and left hand sides is
a nonnegative matrix. Consequently, since restriction preserves matrix
ordering,
p∗(m)
Tp∗(m) 6
K2α
|m|2 Id{ (C+CT)m }⊥∩VI .
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Taking the determinant preserves the ordering as well, and the result
follows.
We can now prove (8.2.15).
8.2.18. LEMMA. If α > 2/N , then
∫
MI
det
(
p∗(m)
Tp∗(m)
)1/2∏
i∈I |mi|α
dMMI (m) <∞ .
Proof. Using Lemmas 8.2.16 and 8.2.17, it is enough to prove that∫
MI
dMMI(m)
|m|N−1+Nα <∞ .
First, using a change of variable in polar coordinate, we see that for
any ǫ positive and s > N ,∫
|x|>ǫ
x∈RN
dx
|x|s <∞ .
Take ǫ < ǫ0, where ǫ0 is as in Lemma 8.2.11. In VI identified with
RN , make the change of variable x = θm, with θ positive and m in
MI . We claim that∫
|x|>ǫ
x∈VI
dx
|x|s >
∫
θ>1
∫
m∈MI
∣∣Proj(TmMI)⊥(m)∣∣
θs|m|s dM(m)θ
N−1dθ .
To obtain the right hand side and prove the claim, we argue as follows.
Letm(t1, . . . , tN−1) be a parameterization ofMI . The Jacobian of the
transformation x = θm(t1, . . . , tN−1) is
det
( ∂x
∂t1
, . . . ,
∂x
∂tN−1
,
∂x
∂θ
)
= θN−1det
(∂m
∂t1
, . . . ,
∂m
∂tN−1
,m
)
.
Using the multilinearity of the determinant, writingm as a component
on span
{
∂m
∂t1
, . . . , ∂m
∂tN−1
}
= TmMI and a component on (TmMI)
⊥,
we obtain
det
(∂m
∂t1
, . . . ,
∂m
∂tN−1
,m
)
= det
(∂m
∂t1
, . . . ,
∂m
∂tN−1
,Proj(TmMI)⊥m
)
.
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Up to a sign, this last determinant is
|Proj(TmMI)⊥m|
(
det
(∂m
∂t1
, . . . ,
∂m
∂tN−1
)T(∂m
∂t1
, . . . ,
∂m
∂tN−1
))1/2
.
This proves our claim. If s > N , we obtain, after performing the
integration in θ,
∞ >
∫
m∈MI
∣∣Proj(TmMI)⊥(m)∣∣
|m|s dMMI (m) .
Recall that (TmMI)
⊥ ∩ VI = ProjVI (C + CT)mR . Since MI is
included in VI , it follows that for any m belonging to MI ,
Proj(TmMI)⊥(m) =
〈m, (C + CT)m〉
|ProjVI (C + CT)m|2
ProjVI (C + C
T)m
=
2
|ProjVI (C + CT)m|2
ProjVI (C + C
T)m.
Thus,
|Proj(TmMI)⊥(m)| >
2
‖ProjVI (C + CT)‖ |m|
>
1
‖C‖ |m| .
Consequently, for s > N , the integral
∫
m∈MI
dM(m)
|m|s+1 is finite. This
proves Lemma 8.2.18.
Putting all the pieces together, we are left with only assumption
(5.13) to check. But this is plain from the calculation we did in
Lemmas 8.2.16 and 8.2.18. This concludes the proof of Theorem
8.2.10.
We can now state an analogue of Theorem 8.2.9, that is a result on
the limiting behavior of X given 〈CX,X〉 > t as t tends to infinity.
For I in J(C), Lemma 8.2.11 implies that the vector (sign(mi))i∈I is
constant on the connected components of MI . Hence, to a connected
component C of MI , we can associate a unique unit vector
ǫC = N
−1/2
∑
i∈I
sign(mi)ei ,
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where m is any point in C. Moreover, for α > 2/N and G˜(m) as
defined in Theorem 8.2.10, the number
µC =
∫
C
(
det G˜(m)
)1/2∏
i∈I |mi|α
dMMI (m)
is finite.
8.2.19. THEOREM. Under the assumptions of Theorem 8.2.10,
the distribution of the random vector
(
sign(Xi) log |Xi|
)
16i6d
/
log
√
t
given 〈CX,X〉 > t converges weakly* to
ν =
∑
C
µCδǫC
/∑
C
µC ,
where the sums are over all connected components C of ⋃I∈J(C)MI.
Proof. We proceed in a similar way as we did for proving Theorem
8.2.9. Set λBt = ρt. The numerator of the measure in (5.18) when
looking for the conditional distribution of Y/ρt given Y ∈ Bt is
ρN−1t exp
(− τBt(ρtr))
ρ
(d−(N−1)+1)/2
t (Nα log t)
−(d−N)/4
dMDBt/ρt(r)
∼ (Nα log t)N/2 exp (− τBt(ρtr)) dMDBt/ρt(r) .
Let f be a positive continuous function. Then (8.2.14) implies∫
f(r) exp
(− τBt(ρtr)) dMDBt/ρt(r)
∼
∫
f(r) exp
(− τBt(ρtr)) dMD′Bt/ρt(r)
as t tends to infinity. Using the parameterization of DBt and the
expression for τBt(rI,t(m)) obtained from equation (8.2.14), this last
integral is also asymptotically equivalent to∑
I∈J(C)
∑
C
∫
C
f
(rI,t(m)
ρt
) γα∏
i∈I |mi|α
×
det
(
p∗(m)
Tp∗(m)
)1/2
dMMI (m) , (8.2.16)
where the second summation is over all connected components C of
MI . But if m is in a connected component C, then
lim
t→∞
rI,t(m)
ρt
= ǫC ,
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uniformly in the range of m’s such that qI,t(m) belongs to D′Bt —
i.e., maxi∈I log |mi| is less than (log t)1/4. Consequently, as t tends to
infinity, (8.2.16) converges to∑
I∈J(C)
∑
C∈MI
f(ǫC)γ
αµC = γ
α
∑
C
µC
∫
fdν .
Since the measure involved in (5.18) is normalized, we proved that the
probability measure with density proportional to
γk exp
(− τBt(ρtq))
|DI(ρtq)| d−k+12
(
detGBt(ρtq)
) 1
2
dMDBt/ρt(q)
converges weakly* to ν. Thus, (5.18) holds.
Assumption (5.19) holds trivially. Assumption (5.20) follows from
the fact that ρt is of order
√
log t, while for p in DBt , the set
π−1Bt (p) ∩ Bt,M is in an O(log log t)-neighborhood of DBt thanks to
Lemma 8.2.13.
Applying Corollary 5.3, we deduce that the conditional distribution
of Y/
√
Nα log t given Y ∈ Bt converges weakly* to ν.
Using the Skorokhod representation Theorem as we did in proving
Theorem 8.2.9, Theorem 8.2.19 follows from
S←α ◦ Φ
(
ǫC
√
Nα log t
(
1 + o(1)
))
=
√
NǫCS
←
α ◦ Φ
(√
α log t
(
1 + o(1)
))
=
√
NǫC exp
(
log
√
t
(
1 + o(1)
))
as t tends to infinity, thanks to A.1.6.
One way to interpret Theorem 8.2.19 is to say that X given
〈CX,X〉 > t is distributed as t(1/2)+o(1)S where S is distributed
according to ν. In other words, we obtained something like the first
term of an expansion of X given 〈CX,X〉 > t. Given the work done,
a little extra effort will give us a second order term. That is, given
〈CX,X〉 > t, and given that (sign(Xi) log |Xi|)16i6d/ log√t is close
to some ǫC , we can derive the limiting distribution of X. Refining the
asymptotic analysis, we could obtain an asymptotic expansion of the
distribution of X given 〈CX,X〉 > t, as t tends to infinity, in term
of successive conditional distributions. Such type of result is easier to
phrase in term of random variables than in term of distributions.
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8.2.20. THEOREM. Under the assumptions of Theorem 8.2.10,
the random variable X given 〈CX,X〉 > t can be represented as√
tmgH
(
1 + o(1)
)
+ Tg + o(1), where the random variables g, mg,
H and tg are as follows.
The discrete random variable g has distribution ν.
Let C be a connected component of some MI. The conditional
density of mg given g = ǫC is proportional to
|Proj(Tp(m)p(C))⊥ǫC |∏
i∈I |mi|α
det G˜(m) dMC(m) .
The random variable H has a Pareto distribution
P{H > λ} = λ−αN , λ > 1 ,
and is independent of g and mg. Finally, Tg given g is a random
vector in V ⊥I , with independent components, all having the original
Student-like Sα distribution.
One way to read Theorem 8.2.20 is in terms of simulating X from
its conditional distribution given 〈CX,X〉 > t for large t. We pick a
connected component C with probability proportional to µC . Once C
is picked, it lies in a unique subspace VI . In VI , we simulate m with
distribution proportional to
|Proj(Tp(m)p(C))⊥ǫC |∏
i∈I |mi|α
det G˜(m) dMC(m) .
Next, we simulate H with the Pareto distribution. Then the part
of X in VI is
√
tmH
(
1 + o(1)
)
as t tends to infinity. The part
of X in V ⊥I is a random vector with independent and identically
distributed components from the initial Student-like distribution, up
to an additive term of order o(1) as t tends to infinity. We will
explicitly calculate the norm of ProjTp(m)p(C)ǫC at the end of the proof
of Theorem 8.2.20.
Proof of Theorem 8.2.20. The intuition behind the proof is extremely
simple given all that we did. Looking at Y = Φ←◦Sα(X), we want to
obtain an approximation of Y given Y ∈ Bt, and invert it to obtain
one of X = S←α ◦Φ(Y ) given 〈CX,X〉 > t. Lemma 8.2.12 asserts that
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the points in Bt near Q(t)
√
NǫC are of the form ψ
(
qI,t(m, v), s
)
. Set
w = Φ←◦ Sα(v), and define
q˜I,t(m,w) =
∑
i∈I
sign(mi)
(
Q(t) +
√
α log |mi|√
log t
)
ei + w , w ∈ V ⊥I .
Formula (8.2.9), the definition of the normal flow, and Lemma 8.2.13
show that the normal density at ψ
(
q˜I,t(m,w), s
)
is
exp
[
− I
(
ψs
(
q˜I,t(m,w)
))]
= exp
[
− I(q˜I,t(m,w))− s]
=
e−R(t)e−se−|w|
2/2∏
i∈I |mi|α
(
1 + o(1)
)
(8.2.17)
In this expression, the term e−s is an exponential density, the term
e−|w|
2/2 is a Gaussian one, and the term
∏
i∈I |mi|α will give us
another density. We can parameterize points y of Bt in term of s, w,m.
Then, we interpret these parameters as random variables. This will
give a representation of the random variable Y given Y ∈ Bt, and we
will pull back this representation to X.
However, we need to be careful with the different scales. For m in
a connected component C of MI ,√
log tProjV ⊥I
(
q˜I,t(m,w)−Q(t)
√
NǫC
)
= p(m) ,
while
ProjVI q˜I,t(m,w) = w .
Thus, the part of y in VI should be centered and rescaled by
√
log t,
while that in V ⊥I is already of order 1.
To proceed rigorously, let f be a nonnegative smooth function
defined on RN × Rd−N , with compact support.
For some I in J(C) and a connected component C of MI , let us
evaluate the integral∫
Bt
f
(√
log tProjVI
(
y −Q(t)
√
NǫC
)
,ProjV ⊥I
y
)
e−I(y)dy . (8.2.18)
Divided by P{Y ∈ Bt }, this integral will give us the limiting condi-
tional behavior of Y given Y ∈ Bt, after proper normalization.
If the projection of y onto VI is not in a neighborhood of Q(t)
√
NǫC ,
then
√
log tProjVI
(
y − Q(t)√NǫC
)
diverges as t tends to infinity.
Since f is compactly supported, such points y do not contribute to
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the integral for large t. From the preceding, since f is bounded,
we can also restrict the range of integration for those y’s such that
I(y) 6 I(Bt) + c(t). Let us make the change of variable
y = ψ
(
q˜I,t(m,w), s
)
=
√
1 +
2s
|q˜I,t(m,w)|2 q˜I,t(m,w) .
Notice that
|q˜I,t(m,w)|2 > |qI,t(m)|2 ∼ Nα log t
as t tends to infinity, and uniformly in the range τBt
(
q˜I,t(m)
)
6 c(t).
Therefore,
y = q˜I,t(m,w) +
s√
Nα log t
ǫC + o
( 1√
log t
)
as t tends to infinity, uniformly in the range I(y) 6 I(Bt) + c(t).
Consequently, in that range of y’s,√
log tProjVI
(
y−Q(t)
√
NǫC
)
= p(m)+
s√
Nα
ǫC+o(1) as t→∞ .
Using (8.2.17), we can rewrite (8.2.18) as∫
s>0
∫
m∈MI
∫
w∈V ⊥I
I[0,I(Bt)+c(t)]
(
I(y)
)
f
(
p(m) +
s√
Nα
ǫC , w
)
×
e−R(t)∏
i∈I |mi|α
e−se−|w|
2/2J(m,w, s)dMMI (m) dw ds
(
1 + o(1)
)
,
where J(m,w, s) is a Jacobian term. To calculate it, we first have
∂y
∂s
=
q˜I,t(m,w)
|q˜I,t(m,w)|2
√
1 + 2s|q˜I,t(m,w)|2
=
ǫC√
Nα log t
(
1 + o(1)
)
as t tends to infinity, uniformly in s in any compact set of R and m,w
such that I(y) 6 I(Bt) + c(t).
The explicit expression of ψs(q) for the Gaussian distribution gives
ψs,∗(q) =
√
1 +
2s
|q|2 Id−
2s
|q|2
q ⊗ q
|q|2
1√
1 + 2s|q|2
.
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Let m = m(u1, . . . , uN−1) be a local parameterization of C. Then
∂q˜I,t
∂uj
(m,w) =
1√
log t
p∗(m)
∂m
∂uj
.
Consequently
∂y
∂uj
= ψs,∗
(
q˜I,t(m,w)
)∂q˜I,t(m,w)
∂uj
=
1√
log t
p∗(m)
∂m
∂uj
(
1 + o(1)
)
,
uniformly in y such that I(y) 6 I(Bt) + c(t). Finally, since
∂
∂wj
q˜I,t(m,w) = ej , we have
∂y
∂wj
= ψs,∗
(
q˜I,t(m,w)
)
ej = ej + o(1) as t→∞ .
Define the (d×d)-matrix with columns indexed by i and rows indexed
by j,
F =

N−1 1 d−N
N−1
〈
∂y
∂ui
,
∂y
∂uj
〉
i,j
〈
∂y
∂ui
,
∂y
∂s
〉
i
〈
∂y
∂ui
,
∂y
∂wj
〉
i,j
1
〈
∂y
∂s
,
∂y
∂uj
〉
j
∣∣∣∂y∂s ∣∣∣2 〈∂y∂s , ∂y∂wj 〉j
d−N
〈
∂y
∂wi
,
∂y
∂uj
〉
i,j
〈
∂y
∂wj
,
∂y
∂s
〉
i
〈
∂y
∂wi
,
∂y
∂wj
〉
i,j
 .
This ensures that J(m,w, s) = (detF )1/2. Since ∂y/∂wi is orthog-
onal to VI , while ∂y/∂ui and ∂y/∂s are in VI , and since ∂y/∂wj
is roughly ej , the determinant of F is equal to o(log t)
−N plus the
determinant of the upper left N ×N block of F , that is
det

1
log t
〈
p∗(m)
∂m
∂ui
, p∗(m)
∂m
∂uj
〉
i,j
1√
Nα log t
〈
p∗(m)
∂m
∂ui
, ǫC
〉
i
1√
Nα log t
〈
ǫC , p∗(m)
∂m
∂uj
〉
j
1
Nα log t

— in this determinant, i, j run over 1, . . . , N − 1. This determinant
is equal to
1
Nα(log t)N
det

〈
p∗(m)
∂m
∂ui
, p∗(m)
∂m
∂uj
〉
i,j
〈
p∗(m)
∂m
∂ui
, ǫC
〉
i〈
ǫC , p∗(m)
∂m
∂uj
〉
j
1

=
|Proj(Tp(m)p(C))⊥ǫC |2
Nα(log t)N
det
(〈
p∗(m)
∂m
∂ui
, p∗(m)
∂m
∂uj
〉
i,j
)
.
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Consequently, up to o(log t)−N ,
dy =
|Proj(Tp(m)p(C))⊥ǫC |√
Nα(log t)N/2
det
(
p∗(m)
Tp∗(m)
)1/2
dMC(m) ds dw .
Let us write
p(C) = { p(m) : m ∈ C } ,
the image of a connected component C by p(·). If follows from our
calculation that that the integral in (8.2.18) is∫
f
(
p(m)+
s√
Nα
ǫC , w
) e−R(t)∏
i∈I |mi|α
e−se−|w|
2/2 ds |Proj(Tp(m)p(C))⊥ǫC |
det
(
pT∗ (m)p∗(m)
)1/2
dMC(m) dw 1√
Nα(log t)N/2
(
1 + o(1)
)
.
Elementary algebra shows that
e−R(t)√
Nα(log t)N/2
=
(Ks,αα
α/2)N
tNα/2
√
Nα
1
(2π)(d−N)/2
.
Consequently, as t tends to infinity, (8.2.18) is equivalent to∫
f
(
p(m) +
s√
Nα
ǫC , w
)∏
i∈I
|mi|−αe−s e
−|w|2/2
(2π)(d−N)/2
×
|Proj(Tp(m)p(C))⊥ǫC |det
(
p∗(m)
Tp∗(m)
)1/2
ds dMC(m) dw .
Combining this estimate with that for P{X ∈ Bt } given by Theorem
8.2.10, the conditional distribution of(√
log tProjVI
(
Y −Q(t)
√
NǫC
)
,ProjV ⊥I
(Y )
)
given Y ∈ Bt
and Y in a neighborhood of ǫC converges weakly* to that of
(
p(M ) +
(SǫC/
√
Nα),W
)
where M , S and W are independent with respective
densities proportional to
|ProjTp(m)(p(C))⊥ǫC |
det
(
p∗(m)
Tp∗(m)
)1/2∏
i∈I |mi|α
dMp(C)(p) ,
e−sds , and N (0, IdV ⊥I ) .
In particular, S has an exponential density.
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Using Skorokhod’s representation theorem and up to changing
the versions of the random variables, given Y ∈ Bt and Y in the
neighborhood of Q(t)
√
NǫC , we have
ProjVIY = Q(t)
√
NǫC +
1√
log t
(
p(M ) +
S√
Nα
ǫC
)
+ o(log t)−1/2
ProjV ⊥I
Y = W + o(1) .
Then, given X ∈ At, we have
X = S←α ◦ Φ(ProjVIY ) + S←α ◦ Φ
(
W + o(1)
)
.
The term TI = S
←
α ◦ Φ
(
W + o(1)
)
is asymptotically a random
vector in V ⊥I with independent coefficients having a Student-like Sα
distribution. Then, for i in I and t large enough, Lemma A.1.6 yields
S←α ◦ Φ(〈ProjVIY, ei〉)
=S←α ◦ Φ
(
Q(t)
√
N〈ǫC , ei〉+ 1√
log t
〈
p(M ) +
S√
Nα
ǫC , ei
〉
+ o(log t)−1/2
)
=sign(mi)S
←
α ◦Φ
(
Q(t) +
sign(mi)√
log t
〈p(M ), ei〉+ S
N
√
α
+ o(log t)−1/2
)
=
√
t sign(mi) exp
( S
αN
+
sign(mi)√
α
〈p(M ), ei〉+ o(1)
)
.
If both M and m belong to C, then
α−1/2sign(mi)〈p(M ), ei〉 = log |〈M, ei〉| .
Therefore,
X =
√
t
∑
i∈I
eS/(αN)〈M, ei〉ei
(
1 + o(1)
)
+ TI + o(1)
=
√
teS/(αN)M
(
1 + o(1)
)
+ TI + o(1)
To conclude the proof, notice first that eS/(αN) has a Pareto distribu-
tion, since
P
{
exp
( w
αN
)
> x
}
= P{w > αN log x } = e−αN log x = x−αN .
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Finally, as announced, let us calculate the norm of the projection of
ǫC onto the orthocomplement of the tangent space of p(C) at p(m).
Since
p∗(m) =
∑
i∈I
ei ⊗ ei
|mi| ,
the tangent space of p(C) can be identified as
Tp(m)p(C) =
√
α
∑
i∈I
ei ⊗ ei
|mi| TmC
=
√
α
∑
i∈I
ei ⊗ ei
|mi| {(C + C
T)m}⊥ .
Defining v(m) =
∑
i∈I |mi|〈(C + CT)m, ei〉ei, we have
Tp(m)p(C) = VI ∩ {v}⊥ .
Consequently, using that 〈Cm,m〉 = 1, we have
|ProjTp(m)p(C)⊥ǫC | =
〈v(m), ǫC〉
|v(m)|
=
1√
N
∑
i∈I mi〈(C + CT)m, ei〉(∑
i∈Im
2
i 〈(C + CT)m, ei〉2
)1/2
=
(
N
∑
i∈I
m2i 〈(C + CT)m, ei〉2
)1/2
.
This concludes the proof of Theorem 8.2.20.
Theorems 8.2.1 and 8.2.10 do not settle completely the tail behavior
of 〈CX,X〉. For instance, it may happen that the largest diagonal
term of C vanishes, or that N(C) > 1 but (8.2.8) does not hold. The
situation not covered assumes that
〈Cu, u〉 = 0 for some nonzero u in VI and some I in
T , of cardinality strictly less than N(C).
(8.2.19)
The technique developed in this section may work in this situation;
but we will see in the next section that, under (8.2.19), some extra
complication is added. For the time being, we will only prove a rather
weak result. It will be useful for the statistical applications developed
in chapter 9.
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Denote N0(C) the smallest cardinal of a set I such that (8.2.19)
holds. Under (8.2.19), the next result asserts that the tail probability
of 〈CX,X〉 is much lighter than t−αN0(C)/2.
8.2.21. THEOREM. Let X be a d-dimensional random vector with
independent and identically distributed components having a Student
like distribution with parameter α. Let C be a d× d matrix, and write
N0 = N0(C). Under (8.2.19), and if α > 2/N0,
lim
t→∞
tαN0/2P{ 〈CX,X〉 > t } = 0 .
Proof. The statement is obvious if C is negative. Thus, we assume
that C is not negative. For ǫ positive, denote Cǫ = C + ǫId. The
proof relies on two very basic observations. The first one is that for
any positive ǫ the matrix Cǫ −C is positive. Consequently, for any t,
P{ 〈CX,X〉 > t } 6 P{ 〈CǫX,X〉 > t } .
Assumption (8.2.19) states that N0 < N(C). Let
J0(C) = { I ∈ T : |I| = N0(C) , ∃u ∈ VI \ { 0 } , 〈Cu, u〉 = 0 } .
The second observation is stated in the following lemma.
8.2.22. LEMMA. If ǫ is positive and small enough, then N(Cǫ) =
N0(C) and J(Cǫ) = J0(C). Moreover, Cǫ satisfies assumption
(8.2.8).
Proof. Denote by TN0 the set of all subsets of { 1, . . . , d } of cardinal
at most N0. Assumption (8.2.19) is equivalent to the following.
Whenever I is in TN0 \J0(C), the compression of C to VI is negative;
moreover, for any I in J0(C), this compression is nonpositive and
there exists a nonzero zI in VI for which 〈CzI, zI〉 = 0. Consequently,
(8.2.19) implies the existence of a positive ǫ0 such that 〈Cu, u〉 < −ǫ0
for any I in TN0 \ J0(C) and any unit vector u of VI . If ǫ is positive,
less than ǫ0, and I is in TN0 \ J0(C), the compression of Cǫ to VI is
negative. Furthermore, if I is in J0(C), then 〈CǫzI , zI〉 = ǫ|zI |2 is
positive. This proves N(Cǫ) = N0 and J(Cǫ) = J0(C) as well as Cǫ
satisfies (8.2.8).
Let ǫ be positive and small enough so that the conclusions of Lemma
8.2.22 hold. For I in J0(C) = J(Cǫ), denote
Mǫ,I = {m ∈ VI : 〈Cǫm,m〉 = 1 } .
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Using our two observations and Theorem 8.2.10, we infer that for any
ǫ positive and small enough,
lim sup
t→∞
tαN0/2P{ 〈CX,X〉 > t }
6
Ks,αα
αN0/2
√
αN0
∑
I∈J0(C)
∫
Mǫ,I
det G˜(m)∏
i∈I |mi|α
dMMǫ,I(m) .
To conclude the proof, we show that the above upper bound tends
to 0 as ǫ tends to 0. For this purpose, we need a good description of
Mǫ,I. It will be helpful to have some understanding of the sets
ZI(C) = { u ∈ VI : 〈Cu, u〉 = 0 } , I ∈ J0(C) .
Despite the fact that these sets are defined by a quadratic equation,
minimality of N0 implies that they are linear spaces.
8.2.23. LEMMA. Under (8.2.19), the set ZI(C) is a one dimensional
vector space. It coincides with the null eigensubspace in VI of the
compression of C + CT to VI .
Proof. Since the compression of C to VI is nonpositive,
ZI(C) =
{
u ∈ VI : 〈Cu, u〉 = sup
v∈VI
〈Cv, v〉} .
The equality 2〈Cu, u〉 = 〈(C + CT)u, u〉, shows that ZI(C) is the
eigensubspace associated to the largest eigenvalue of the compression
of (C + CT) to VI . Thus, ZI(C) is indeed a linear space.
Let i be in I ∈ J0(C) and u be a nonzero vector in ZI(C). If
〈u, ei〉 vanishes, u belongs to the (N0−1)-dimensional subspace VI\{i},
contradicting the minimality of N(C). Consequently, no component
of u in VI vanishes.
Assume now that we can find two linearly independent vectors
u and v in ZI(C). Since none of their components in VI vanish,
there exists a linear combination of these two vector with at least one
component in VI vanishing. This linear combination is a vector which
contradicts what we just showed. Consequently, there are not two
linearly independent vectors in ZI(C). Since ZI(C) in nonempty by
definition of N0, this concludes the proof.
It follows from Lemma 8.2.23 that the unit sphere of the space
ZI(C) is actually made of two points, z and −z.
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To describe Mǫ,I, we now introduce the sphere corresponding to
the compression of −C to the orthocomplement of ZI(C) in VI , that
is
SI(C) = { v ∈ VI : 〈Cv, v〉 = −1 ; v ⊥ ZI(C) } .
Since ZI(C) is the eigenspace associated to the simple null eigenvalue
of ProjVI (C + C
T)
∣∣
VI
, the set SI(C) is a compact ellipsoid. We can
now make Mǫ,I explicit.
8.2.24. LEMMA. For any I in J0(C), for any ǫ positive and small
enough,
Mǫ,I =
{ η√
ǫ
√
1 + s(1− ǫ) z +√s v : v ∈ SI(C) ,
s > 0 , η ∈ {−1, 1 }
}
,
where z is in the unit sphere of ZI(C).
Proof. Let I be in J0(C). A point m in VI belongs to Mǫ,I if and
only if
1 = 〈Cm,m〉+ ǫ|m|2 . (8.2.20)
The nonpositivity of C on VI implies 〈Cm,m〉 6 0. Therefore
|m|2 > 1/ǫ. In particular, m is nonzero. Write λ = |m|2 and
p = m/|m|. Equality (8.2.20) and nonpositivity of C on VI imply
0 > 〈Cp, p〉 = −ǫ+ 1
λ
> −ǫ . (8.2.21)
The function u 7→ 〈Cu, u〉 is continuous. Its restriction to the
— compact — unit sphere of VI is maximum exactly on ZI(C).
Consequently, if U is an arbitrary neighborhood of the unit sphere
of ZI(C) on the unit sphere of VI , the inclusion{ m
|m| : m ∈Mǫ,I
}
⊂ U
holds for any positive ǫ small enough. Then, we can write p =
cos θz + sin θq for some q in VI of norm 1 and orthogonal to z, and
some θ close to 0 mod π — the coefficients cos θ and sin θ are imposed
by |p| = 1; speaking geometrically, we parameterize the sphere in
normal coordinates. Since ProjVI (C + C
T)z = 0 thanks to Lemma
8.2.23, equation (8.2.21) forces
sin2 θ 〈Cq, q〉 = −ǫ + 1
λ
. (8.2.22)
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If θ = 0 mod π, this forces λ = 1/ǫ and p = z. Thus m = z/
√
ǫ.
Assume that θ 6= 0 mod π. Since SI(C) is invariant under {−Id, Id },
equality (8.2.22) imposes
q =
1
sin θ
√
ǫ− 1
λ
v for some v ∈ SI(C) .
We can then write
m =
√
λp =
√
λ cos θ z +
√
ǫλ− 1 v .
But equation (8.2.20) yields
1 = −ǫλ + 1 + ǫ(λ cos2 θ + ǫλ− 1) ,
from which we can obtain cos2 θ. Thus,
m = η
√
1 + λ(1− ǫ) z +√ǫλ− 1 v for η ∈ {−1, 1 } .
Set s = ǫλ − 1 to obtain the parameterization given in the lemma.
Notice that for s = −1, we obtain m = η√λz.
We can now obtain some good bounds on the components of points
m belonging to Mǫ,I. We write mi = 〈m, ei〉 the i-th component of
m, as we did in the proof of Theorem 8.2.10. The following statement
is the analogue of Lemma 8.2.16.
8.2.25. LEMMA. There exists a positiveM such that for any positive
ǫ small enough, any point m =
η√
ǫ
√
1 + s(1− ǫ) z + √s v in Mǫ,I
satisfies for all i in I the inequality
1
M
6
√
ǫ
1 + s
|mi| 6 M .
Proof. For ǫ small enough and any positive s, we have s/(2ǫ) 6
s(1− ǫ)/ǫ 6 s/ǫ. If η〈z, ei〉 is positive, this implies√
ǫ
1 + s
mi 6 η〈z, ei〉+
√
sǫ
1 + s
〈v, ei〉
and √
ǫ
1 + s
mi >
√
1 + (s/2)
1 + s
η〈z, ei〉+
√
sǫ
1 + s
〈v, ei〉 .
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Since SI(C) is compact and the functions s 7→ s/(1 + s) and s 7→
(2 + s)/(1 + s) are bounded on [0,∞), the result follows.
If η〈z, ei〉 is negative, we proceed similarly.
We can conclude the proof of Theorem 8.2.21 with the next result.
8.2.26. LEMMA. For any I in J0(C),
lim
ǫ→0
∫
Mǫ,I
det G˜(m)∏
i∈I |mi|α
dMMǫ,I (m) = 0 .
Proof. Arguing as in Lemma 8.2.17, we obtain
det G˜(m) 6 M/|m|N0−1
for any m in Mǫ,I and some fixed positive M , not depending on ǫ or
m. Using Lemma 8.2.25, we have∫
Mǫ,I
det G˜(m)∏
i∈I |mi|α
dMMǫ,I(m)
6
∫
Mǫ,I
(
ǫ
1 + s
)N0−1+N0α
2
dMMǫ,I (m)O(1) , (8.2.22)
as ǫ tends to 0. To express the Riemannian measure on Mǫ,I, notice
that SI(C) is a manifold of dimension N0−2. Write v(x1, . . . , xN0−2)
for a local parameterization of SI(C). It induces a parameterization
m(s, x1, . . . , xN0−2) =
η√
ǫ
√
1 + s(1− ǫ) z +√s v(x1, . . . , xN0−2)
of Mǫ,I. In this local chart
dMMǫ,I (m) =
∣∣∣∣√1− ǫ s(N0−2)/2√ǫ√1 + s(1− ǫ)det
(
z,
∂v
∂x1
, . . . ,
∂v
∂xN0−2
)
+
s(N0−2)/2
2
√
s
det
(
v,
∂v
∂x1
, . . . ,
∂v
∂xN0−2
)∣∣∣∣ds ∧ dx1 ∧ . . . ∧ dxN0−2 .
Since z is orthogonal to SI(C) and of unit norm, we have
det
(
z,
∂v
∂x1
, . . . ,
∂v
∂xN0−2
)
dx1 ∧ . . . ∧ dxN0−2 = dMSI(C) .
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Therefore,
dMMǫ,I (m) 6
√
1− ǫ
1 + s(1− ǫ)
1√
ǫ
s(N0−2)/2 ds dMSI(C)(v)
+
s(N0−3)/2
2
|Proj(TvSI(C))⊥v|ds dMSI(C)(v) .
Consequently, (8.2.21) is less than∫
s>0
∫
SI(C)
ǫ(N0−2+N0α)/2
(1 + s)(N0−1+N0α)/2
s(N0−2)/2√
1 + s(1− ǫ)
+
ǫ(N0−1+N0)/2
(1 + s)(N0−1+N0α)/2
s(N0−3)/2
2
|v|ds dMSI(C)(v) .
We can bound the integral in v by the constant diamSI(C)VolSI(C),
for instance.
Then, the integral in s is less than
2 + 2
∫ ∞
1
s
N0−2
2
−
N0−1+N0α
2
− 1
2 + s
N0−3
2
−
N0−1+N0α
2 ds
= 2 + 4
∫ ∞
1
s−1−
N0α
2 ds <∞ .
Therefore, the right hand side of (8.2.21) is less than a constant times
ǫ
N0(1+α)
2
−1 + ǫ
N0−1+N0α
2 .
This tends to 0 as ǫ tends to 0, provided α is strictly larger than
(2/N0)− 1. This concludes the proof of Lemma 8.2.26 as well as that
of Theorem 8.2.21.
8.3. Heavy tail and degeneracy.
The results of section 8.2 are incomplete. The tail behavior of 〈CX,X〉
is not described when the largest diagonal coefficient of C vanishes,
or when (8.2.8) does not hold. The proof of Theorem 8.2.10 breaks
down in these cases.
In example 4 of chapter 1, we dealt with the tail of the product
of two independent Cauchy random variables. In the language of the
current chapter, we considered the 2× 2-matrix
C =
1
2
(
0 1
1 0
)
.
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We saw that the tail of 〈CX,X〉 is in t−1 log t. For this specific matrix
N(C) = 2. Comparing with the result obtained in the previous
section, we have an extra logarithmic factor in t. Going back to
chapter 1, the factor t−1 is explained by the fact that for most points
(x, y) on the boundary of
At = { (x, y) : xy > t } =
√
tA1 ,
the minimum of x and y tends to infinity, sharing some similarity
with the case where N(C) = 2 and (8.2.8) holds. The factor log t is
explained by the closeness of the boundary ∂At to the level sets of the
Cauchy density, along a sizeable part of the hyperbola xy = t.
Quite amazingly, Theorem 5.1 can still be used in this situation,
but the analysis is a bit more involved than needed to prove Theorems
8.2.1 or 8.2.10. Our goal in this section is rather modest. We do not
intend to obtain the tail behavior of the quadratic form whenever
(8.2.8) does not hold. We will concentrate only on matrices C with
vanishing largest diagonal coefficient. The reason is twofold. First,
this simple degeneracy is sufficient to understand what we should do
when (8.2.8) does not hold. Second, we will make use of this specific
case in chapter 11, when studying a statistical application.
8.3.1. THEOREM. Let C be a d × d-real matrix, with vanishing
largest diagonal coefficient. Let X be a random vector in Rd, with
independent components, having a Student-like distribution Sα. The
following asymptotic equivalence holds as t tends to infinity,
P{ 〈CX,X〉 > t } ∼ log t
tα
K2s,αα
α
∑
i:Ci,i=0
∑
16j6d
|Ci,j + Cj,i|α .
Proof. Since 〈CX,X〉 = 〈(C + CT)X,X〉/2, we will assume
throughout the proof that C is symmetric. The proof builds upon
that of Theorem 8.2.10 in the case N(C) = 2. However, Lemma
8.2.11 cannot be used anymore since (8.2.8) does not hold.
As before, we denote
At = { p ∈ Rd : 〈Cp, p〉 > t } =
√
tA1
and
Bt = Φ
←◦ Sα(At) = {Φ←◦ Sα(p) : p ∈ At } .
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This guarantees
P{ 〈CX,X〉 > t } = 1
(2π)d/2
∫
Bt
e−|y|
2/2dy .
The main part of the proof is to precisely locate and describe the
points in Bt with nearly minimal norm. This will be done through
the next five lemmas.
Since all the diagonal coefficients of C are nonpositive, N(C) > 2.
Our first lemma shows that N(C) = 2, an easy fact. It also introduces
points which will be essential to determine a dominating manifold.
Define
J∗(C) =
{ { i, j } : 1 6 i, j 6 d , Ci,iCj,j = 0 and Ci,j 6= 0} .
If { i, j } ∈ J∗(C) then either Ci,i or Cj,j is null.
8.3.2. LEMMA. Let I = { i, j } be in J∗(C), and assume that
Ci,i = 0. The solutions of the equation 〈Cm,m〉 = 1 in VI are
1
2Ci,j
( 1
mj
−mjCj,j
)
ei +mjej , mj ∈ R \ { 0 } .
Proof. Let m = miei + mjej be a point in VI . The equation
1 = 〈Cm,m〉 can be rewritten as
1 = 2Ci,jmimj + Cj,jm
2
j .
Since (mi, 0) is not solution, we obtain the result in expressing mi as
a function of mj .
It follows from Lemma 8.3.2 that J(C) contains J∗(C). As we did
in the proof of Theorem 8.2.10, define
MI = {m ∈ VI : 〈Cm,m〉 = 1 } , I ∈ J(C) ,
and
γI = inf
{ ∏
i∈I
|mi| : m ∈MI
}
.
It will be convenient later to extend slightly the notation introduced
so far. For I = { i, j } in J(C), we will write Mi,j or Mj,i for MI .
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If I belongs to J(C) \ J∗(C), Lemma 8.2.11 shows that γI is posi-
tive. If I = { i, j } is in J∗(C), Lemma 8.3.2 gives
γI = inf
{ |1−m2jCj,j|
2|Ci,j| : mj ∈ R \ { 0 }
}
=
1
2|Ci,j| ,
because Cj,j is nonpositive. Consequently,
γ = min{ γI : I ∈ J(C) }
is positive. As in Theorem 8.2.10, we hope
I(y) =
|y|2
2
− log(2π)d/2
will be minimum on Bt at points lying in Φ
←◦ Sα(
√
t
⋃
I∈J(C)MI).
Let
R(t) = 2α log
√
t− log log√t− 2 log(Ks,ααα/22
√
π)
+ log(2π)d/2 + α log γ .
If I and m are fixed, respectively in J(C) and MI , the proof of
Theorem 8.2.10 — see the calculation of I
(
qI,t(m, v)
)
before Lemma
8.2.13 — shows that
I
(
Φ←◦ Sα(
√
tm)
)
= R(t)− α log γ + α log
(∏
i∈I
|mi|
)
+ o(1)
as t tends to infinity. This suggests that I(Bt) = R(t)+o(1) as t tends
to infinity. To locate the minima of I on Bt, we try to imitate the
second assertion of Lemma 8.2.13. The coming lemma gives a coarser
estimate. After its proof, we will be able to explain more precisely the
difficulty created by the nonemptyness of J∗(C).
8.3.3. LEMMA. Let M be a number strictly larger than 2, and ǫ be
positive. The set of all points p in ∂A1 such that
I
(
Φ←◦ Sα(
√
tp)
)
6 R(t) +M log log t
is included in an ǫt−1/6(log t)M/α-neighborhood of
⋃
I∈J(C)MI.
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Proof. For any point p, we use Lemma A.1.5 to obtain
I
(
Φ←◦ Sα(
√
tp)
)
>
1
2
∑
16i6d
Φ←◦ Sα
(
ǫt
1
2
− 1
6 (log t)M/α
)
I[ǫt−1/6(log t)M/α,∞)(|pi|)
=
1
2
(
2α log
(
t1/3(log t)
M
α
)2 − log log (t1/3(log t)M/α)(1 + o(1)))×
♯
{
1 6 i 6 d : |pi| > ǫt−1/6(log t)M/α
}
.
Consequently, for all the points under consideration in the lemma, and
for t large enough,
♯
{
1 6 i 6 d : |pi| > ǫt−1/6(log t)M/α
}
6
α log t+ (M − 1) log log t+O(1)
α
3 log t+
(
M − 12
)
log log t
(
1 + o(1)
)
6 3− 3
α
(2M − 4) log log t
log t
(
1 + o(1)
)
< 3 .
Thus, at most two of the pi’s have their absolute value larger than
ǫt−1/6(log t)Mα. Since N(C) = 2, this concludes the proof.
Now, let us see precisely why the proof of Theorem 8.2.10 breaks
down. Lemma 8.2.11 still holds for I in J(C) \ J∗(C). But it fails
if I = { i, j } is in J∗(C), since Lemma 8.3.2 shows that we can have
|mi| as small as we like; and whenever Cj,j vanishes, |mj | can also
be as close to 0 as desired. Lemma 8.2.11 was used in deriving the
expression of qI,t(m, v) in Lemma 8.2.12. Then all the proof was
more or less based on this approximation of qI,t(m, v). Notice that
we can still use this expression whenever we can make the expansion
which was used in its proof. Thus, for I = { i, j } in J(C), we still
parameterize ∂A1 near a point m of MI , as
pI(m, v) = m
(
1 + h(v)
)
+ v , v ∈ Tm∂A1 ⊖ TmMI .
We need to be able to prove that only those v’s such that v ≪ m
componentwise are of interest for us. Thanks to Lemma 8.3.3, this
can be done right away on the range where
|mi| ∧ |mj | > t−1/6(log t)M/α (8.3.1)
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say. But it can be seen easily that we need a larger range when I
belongs to J∗(C).
Another difference with the situation of Theorem 8.2.10 is that
the sets MI are no longer far apart. It is true that the distance
between
⋃
I∈J∗(C)
MI and
⋃
I∈J(C)\J∗(C)
MI is strictly positive. Also
the distance betweenMI andMJ for I and J distinct in J(C)\J∗(C)
is positive. This follows from Lemma 8.2.11. However, if { i, j } and
{ i, k } are in J∗(C) with j 6= k thenMi,j andMi,k are at zero distance.
They connect at infinity on the axis eiR . This can be seen as follows.
For mk = mjCi,j/Ci,k, the corresponding point on Mi,k given by
Lemma 8.3.2 is
1
2Ci,k
( 1
mk
−mkCk,k
)
ei +mkek
=
( 1
2Ci,jmj
− Ci,jCk,k
2C2i,k
mj
)
ei +
mjCi,j
Ci,k
ek .
Its distance to
1
2Ci,j
( 1
mj
−mjCj,j
)
ei +mjej ∈Mi,j
is ((Ci,jCk,k
2C2i,k
)2
+
(Ci,j
Ci,k
− 1
)2)1/2|mj | .
It tends to 0 as mj tends to 0. This has a dramatic consequence.
For mj small, we can have p{i,j}(m, v) = p{i,k}(m
′, v′) for some m in
Mi,j , some m
′ in Mi,k and v, v
′ satisfying the a priori estimate given
in Lemma 8.3.2. In other words some components of v, even small,
may cancel with the corresponding components of m. Thus, the naive
approach used in Lemma 8.2.12 cannot succeed.
It is essential to understand that what goes wrong here is the pa-
rameterization of the set ∂A1. The naive parameterization with (m, v)
is onto, but is not one-to-one anymore, at least in the interesting range.
The trick is then to introduce a new parameterization, well tailored
to handle small components of the points m in
⋃
I∈J∗(C)
MI . Lemma
8.3.2 shows that when (8.3.1) fails, then one component of m has to
be of order larger than t1/6(log t)M/α. The corresponding component
of v in pI(m, v) can be neglected thanks to Lemma 8.3.3. Writing p
for the corresponding point in ∂A1, we have pi ∼ mi. Since pi is very
large and Lemma 8.3.3 tells us to look in a neighborhood of m, all the
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other components of p must be small, going to 0 as t tends to infinity.
We can then single out another component of p, say pk, such that we
can locate p near Mi,k. To do so, write
p = piei + pkek + w
where w is orthogonal to V{i,k}. Since p is in ∂A1 and Ci,i vanishes,
1 = 2Ci,kpipk + p
2
kCk,k + 2pi〈Cei, w〉+ 2pk〈Cej , w〉+ 〈Cw,w〉 .
Using Lemma 8.3.2, we focus on a zone where pk and w are o(1) as t
tends to infinity, and obtain
1 = 2Ci,kpipk + 2pi〈Cei, w〉 + o(1) .
Notice that
Cei ∈ span
{
el : { i, l } ∈ J∗(C)
}
.
Thus, whenever { i, l } is in J∗(C), if we can guarantee |wl| 6 |pk|, we
obtain
1 6 (2|Ci,k|+ ‖C‖
√
d)|pipk|+ o(1) .
This gives us a lower bound on |pk|. It will be good enough to
bound
√
tpk away from 0, and to do an asymptotic expansion of
Φ← ◦ Sα
(√
tpk)
)2
in the calculation of I
(
Φ← ◦ Sα(
√
tp)
)
. We will
then be able to improve the a priori bound of Lemma 8.3.3. Only
then we will use the parameterization pI(m, v).
We have not said how to guarantee that |wl| 6 |pk|. This is easy.
Take pk to be the largest of the |pj |’s for { i, j } in J∗(C). This index
k depends on p ∈ ∂A1, and this parameterization is one-to-one up to
a set of Lebesgue measure zero.
To proceed along these lines, define the function
Q(x) =
√
2α log
√
x− log log
√
x
2
√
2α log
√
x
− log(Ks,αα
α/22
√
π)√
2α log
√
x
, x > 0 .
8.3.4. LEMMA. Let I = { i, j } be in J(C). Uniformly in the range
m in MI and v in Tm∂A1 \ TmMI such that
√
t(|mi| ∧ |mj |) tends to
infinity, vi = o(mi) and vj = o(mj),
Φ←◦Sα
(√
tpI(m, v)
)
=
∑
k∈I
sign(mk)
(
Q(tm2k)+o
(
log(tm2k)
)−1/2)
ek
+ Φ←◦ Sα(ProjV ⊥I v) .
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Proof. In the given range, for k = i, j,
〈√tpI(m, v), ek〉 =
√
tmk
(
1 + o(1)
)
tends to infinity. We can apply Lemma A.1.5 to obtain an asymptotic
expansion of Φ←◦ Sα
(〈√tpI(m, v), ek〉). This gives the result.
In particular, for the points considered in Lemma 8.3.4, as t tends
to infinity,
I
(
Φ←◦ Sα
(√
tpI(m, v)
))
=
∑
k∈I
(
α log
(√
t|mk|
)− 1
2
log log
(√
t|mk|
))
− 2 log(Ks,ααα/22
√
π) + log(2π)d/2
+
1
2
|Φ←◦ Sα(ProjV ⊥I v)|
2 + o(1) .
(8.3.2)
As we explained above, Lemmas 8.3.3 and 8.3.4 give us a suitable
approximation of ∂Bt near points parametrized by m = miei +mjej
in Mi,j with |mi| ∧ |mj | > t−1/6(log t)M/α. Those points have two
components greater than t−1/6(log t)M/α
(
1 + o(1)
)
. If now a point
p in ∂A1 has only one component larger than t
−1/6(log t)M/α and is
in a o(1)-neighborhood of
⋃
I∈J(C)MI , then one component, say pi,
has to blow up with t. Then, p has to be in a o(1)-neighborhood of⋃
k:Ci,k 6=0
Mi,k. The following lemma gives some control on the largest
component of pk for Ci,k nonzero.
8.3.5. LEMMA. Let ǫ be a positive number. Let i be such that Ci,i is
null. Furthermore, let p be a point in ∂A1 and in a o(1)-neighborhood
of
⋃
k:Ci,k 6=0
Mi,k, as t tends to infinity, with |pi| > ǫ. Choose j such
that
|pj | = max{ |pk| : Ci,k 6= 0 } .
Then, for t large enough,
|pipj | > 1
8(d‖C‖+ ǫ−1) .
In particular, for t large enough, the inequality |pi| 6 r forces
|pj | > 1
8r(d‖C‖+ ǫ−1) .
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Proof. Since
⋃
k:Ci,k 6=0
Mi,k is included in the union of planes
generated by (ei, ek) for Ci,k nonzero, at most two components of
p are not o(1). Moreover, one component is pi and the other one is
a pk for Ci,k nonzero, that is pj . Write p = piei + pjej + w with w
orthogonal to both ei and ej . By definition of pj , each component of
w is smaller than |pj |. From what precedes, the norm of w has to be
less than
√
d |pj |, as well as o(1). Since p belongs to ∂A1 and Cei is
in span{ ek : Ci,k 6= 0 },
1 = 〈Cp, p〉 = 2pipjCi,j + 2pi〈Cei, w〉 + 2pj〈Cej , w〉+ 〈Cw,w〉
6 2|pipj |‖C‖+ 2
√
d |pipj|‖C‖+ |pj|o(1) + o(1)
as t tends to infinity. Since |pi| > ǫ, we obtain
1 6 |pipj|
(
2(1 +
√
d)‖C‖+ 4ǫ−1)+ o(1) .
This implies the first statement of the lemma. The second follows
trivially.
The lower bounds in Lemma 8.3.5 are useful only if pi and pj are
not too large, so that we can have
√
t(|pi| ∧ |pj|) going to infinity.
Thus we need to shrink the domain on which we need to perform the
integration. This relies on the simple observation that for Student-like
distributions, a Bonferoni type inequality gives
P
{
max
16i6d
|Xi| > tM
(log t)1/α
}
6 2d
log t
tαMα
Ks,αα
(α−1)/2 (8.3.3)
for t large enough. Thus, we define the subset
A′t =
√
tA′1 =
√
t
{
p ∈ Rd : 〈Cp, p〉 > 1 , max
16i6d
|pi| 6
√
t log log t
(log t)1/α
}
.
We denote B′t = Φ
←◦ Sα(
√
tA′t).
We can now improve dramatically upon Lemma 8.3.3.
8.3.6. LEMMA. The set of all p’s in ∂A′1 such that
I
(
Φ←◦ Sα(
√
tp)
)
6 R(t) +M log log t
can be parameterized as p(m, v) with m in some MI, some I in J(C)
and
ProjV ⊥I
v = O
(
t−1/2(log t)M/(2α)(log log t)1/(2α)
)
.
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Moreover, whenever |mi| ∧ |mj | ≫ t−1/2(log t)M/(2α)(log log t)1/(2α),
then vi = o(mi) and vj = o(mj). In addition,
I
(
Φ←◦ Sα(
√
tA′1)
)
> R(t)− α log γ − α log(16 d ‖C‖) + o(1)
as t tends to infinity.
Proof. Let p be a point in ∂A′1 as in the statement of the lemma.
Lemma 8.3.3 guarantees that it belongs to an o(t−1/6(log)M/α)-
neighborhood of
⋃
I∈J(C)MI . If it is in an o(t
−1/6(log t)M/α)-neigh-
borhood of
⋃
I∈J(C)\J∗(C)
MI , then we are done thanks to Lemmas
8.3.4 and 8.2.11. Thus, assume that it is not. Let i be such that
|pi| = max{ |pk| : 1 6 k 6 d } .
Since 1 = 〈Cp, p〉 is less than ‖C‖|p|2, we have
|pi| > 1/d‖C‖ ≫ t−1/6(log t)M/α .
Therefore, p is in a o
(
t−1/6(log t)M/α
)
-neighborhood of
⋃
k:Ci,k 6=0
Mi,k.
Since p belongs to A′1,
|pi| 6
√
t log log t
(log t)1/α
.
Let pj be as in Lemma 8.3.5. The second inequality in Lemma 8.3.5
gives
|pj | > (log t)
1/α
√
t log log t
1
16 d ‖C‖ .
In particular, both
√
t|pi| and
√
t|pj| tend to infinity. Write p =
piei + pjej + w with w orthogonal to both ei and ej . We calculate
I
(
Φ←◦ Sα(
√
tp)
)
=
1
2
|Φ←◦ Sα(
√
tpi)|2 + 1
2
|Φ←◦ Sα(
√
tpj)|2
+
1
2
|Φ←◦ Sα(
√
tw)|2 + log(2π)d/2
= α log(
√
t|pi|)− 1
2
log log(
√
t|pi|) + α log(
√
t|pj |)
− 1
2
log log(
√
t|pj |) − 2 log(Ks,ααα/22
√
π)
+
1
2
|Φ←◦ Sα(
√
tw)|2 + log(2π)d/2 + o(1)
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as t tends to infinity. From the first estimate in Lemma 8.3.5, we
deduce
α log(
√
t|pi|) + α log(
√
t|pj |) > 2α log
√
t− α log(16 d ‖C‖) .
Moreover, since log(1 + h) 6 h for any h > −1, we also have
log log(
√
t|pi|) = log(log
√
t+ log |pi|) 6 log log
√
t+
log |pi|
log
√
t
.
Thus,
I
(
Φ←◦ Sα(
√
tp)
)
> 2α log
√
t− log log√t− 2 log(Ks,ααα/22
√
π)
+ log(2π)d/2 − α log(16d‖C‖) + o(1)
+
1
2
|Φ←◦ Sα(
√
tw)|2 ,
where the o(1)-term does not depend on p in A′1. This gives the lower
bound on I
(
Φ← ◦ Sα(
√
tA′1)
)
stated in the Lemma. Moreover, the
inequality
I
(
Φ←◦ Sα(
√
tp)
)
6 R(t) +M log log t
implies
|Φ←◦ Sα(
√
tw)|2 6 M log log t+ c
for some constant c. This forces, for any k not in { i, j },
√
t|wk| 6 S←α ◦φ(
√
M log log t+ c) = (log t)M/(2α)(log log t)1/(2α)O(1)
as t tends to infinity, thanks to Lemma A.1.6.
Set I = { i, j }. We just showed that the projection of p on V ⊥I is at
most of order t−1/2(log t)M/(2α)(log log t)1/(2α) as t tends to infinity.
From Lemma 8.3.3, we then know that p = p(m, v) for some m in
MI and v in Tm∂A1 \ TmMI with |ProjVIv| = o
(
t−1/6(log t)M/α
)
.
Therefore, if |mi| and |mj | are at least t−1/6(log t)M/α, the lemma is
proved. Our choice of i implies that the only case left to investigate
is |mj | 6 t−1/6(log t)M/α. In this case, Lemma 8.3.2 shows that Ci,i
must vanish — because mi is lower bounded if Cj,j is not null in
Lemma 8.3.2; this is what we are claiming up to a permutation of i
and j. Then, Lemma 8.3.2 shows that mi ∼ 1/(2Ci,jmj) as t tends to
infinity. Since v is in Tm∂A1 ⊖ TmMI , it is orthogonal to the vector
spanning TmMI , that is, to
1
2Ci,j
(
− 1
m2j
− Cj,j
)
ei + ej .
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Thus, there exists a real r such that
ProjVIv = rei +
r
2Ci,j
( 1
m2j
+ Cj,j
)
ej . (8.3.4)
Since v belongs to Tm∂A1, we must have 〈Cm, v〉 = 0, or, equivalently,
〈ProjVICm,ProjVIv〉 = 〈Cm,ProjVIv〉 = −〈Cm,ProjV ⊥I v〉 . (8.3.5)
Since Ci,i is null,
〈ProjVICm,ProjVIv〉 =
〈1
2
( 1
mj
−mjCj,j
)
ej +mjCi,jei +mjCj,jej ,
rei +
r
2Ci,j
( 1
m2j
+ Cj,j
)
ej
〉
= rjCi,j +
r
4Ci,j
( 1
mj
+mjCj,j
)( 1
m2j
+ Cj,j
)
.
Thus, if mj tends to 0 as t tends to infinity,
〈ProjVICm,ProjVIv〉 ∼
r
4Ci,jm
3
j
.
On the other hand, using the bound on the projection of p on V ⊥I that
we obtained earlier in the proof of this lemma,
|〈Cm,ProjV ⊥I v〉| 6 ‖C‖ |m| |ProjV ⊥I (v)|
=
1
|mj |O
(
t−1/2(log t)M/(2α)(log log t)1/(2α)
)
.
Therefore, (8.3.5) yields
r = m2jO
(
t−1/2(log t)M/(2α)(log log t)1/(2α)
)
.
as t tends to infinity. Therefore, going back to (8.3.4),
ProjVIv = o(mi)ei+
(
O
(
t−1/2(log t)M/(2α)(log log t)1/(2α)
)
+o(mj)
)
ej .
This concludes the proof of Lemma 8.3.6.
Though we do not need this right now, Lemmas 8.3.3 and 8.3.6
imply
I(B′t) ∼ R(t) ∼ α log t as t→∞ .
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More importantly, if i belongs to I = { i, j } ∈ J∗(C), and m is
in MI , Lemma 8.3.2 shows that mj ∼ 1/2Ci,jmi as |mi| tends to
infinity. Therefore, Lemma 8.3.6 allows us to use the expansion of
Lemma 8.3.4 in the range |mi| ≪
√
t/(log t)M/(2α)(log log t)1/(2α).
To conclude what we have done so far, we can use Lemma 8.3.4
over all points q = Φ← ◦ Sα(
√
tp) in Bt, with p belonging to A
′
t,
except for those in an O
(
t−1/6(log t)M/α
)
-neighborhood of a point
m = miei +mjej with { i, j } in J∗(C) and, say,
√
t/(log t)M/(2α)(log log t)1/α 6 |mi| ∨ |mj | 6 M
√
t/(log t)1/α .
We now discard this missing range by an ad hoc argument. The
key observation is that Lemma 8.3.5 guarantees that this set of p’s is
included in
Ωt =
⋃
{i,j}∈J∗(C)
{
p ∈ Rd :
√
t
(log t)M/α(log log t)1/(2α)
6 |pi| ∨ |pj |
6
√
t log log t
(log t)1/α
; |pipj | > 1
16 d ‖C‖
}
.
We now show that ultimately we will be able to discard the set Ωt
in our computation.
8.3.7. LEMMA. We have
P{X ∈ √tΩt } = o
( log t
tα
)
as t→∞ .
Proof. The upper and lower tail of the Student-like distributions
are asymptotically equivalent. The result is then a consequence of the
independence of the Xi’s and the following calculation,
P
{ t
(log t)M/(2α)(log log t)1/α
6 Xi 6
t log log t
(log t)1/α
; XiXj >
t
16d‖C‖
}
=
∫ t log log t(log t)−1/α
t(log t)−M/(2α)(log log t)−1/α
1− Sα(t/16d‖C‖x) dSα(x)
= O(1)
∫ t log log t(log t)−1/α
t(log t)−M/(2α)(log log t)−1/α
xα
tα
dSα(x) .
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An integration by parts shows that the last integral is
1
tα
[
xα
(
Sα(x)− 1)
)]t log log t(log t)−1/α
t(log t)−M/(2α)(log log t)−1/α
+
α
tα
∫ t log log t(log t)−1/α
t(log t)−M/(2α)(log log t)−1/α
xα−1
(
1− Sα(x)
)
dx .
Since xα
(
1 − Sα(x)
)
tends to a constant as x tends to infinity, the
above sum is
o(t−α) + O(1)t−α
∫ t log log t(log t)−1/α
t(log t)−M/(2α)(log log t)−1/α
x−1dx
= o(t−α) + O(1)t−α log log t = o(t−α log t)
as t tends to infinity.
Define
B′′t = B
′
t \ Φ←◦ Sα(
√
tΩt) .
Combining (8.3.3) and Lemma 8.3.7, we obtain
P{ 〈CX,X〉 > t } =
∫
B′′t
e−I(y)dy + o
( log t
tα
)
.
From now on, we concentrate on the integral of e−I on B′′t . Combin-
ing Lemmas 8.3.4, 8.3.5 and 8.3.6, the set B′′t
⋂
ΓR(t)+M log log t can be
identified, for t large enough, with some points Φ←◦ Sα
(√
tpI(m, v)
)
,
with
I ∈ J(C), m ∈MI , v ∈ Tm∂A1 \ TmMI
|ProjV ⊥I | 6 t
−1/2(log t)2M/α(log log t)1/(2α),
mink∈I |mk| > t−1/2(log log t)1/α(log t)M/(2α),
and ProjVIv = o(m) componentwise.
For those points, we can use Lemma 8.3.4 and (8.3.2). This allows
us to obtain the value of I(B′′t ) up to an o(1)-term as t tends to infinity.
8.3.8. LEMMA. The equality I(B′′t ) = R(t) + o(1) holds as t tends
to infinity.
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Proof. Making use of formula (8.3.2) we first need to evaluate the
minimum of the function∑
k∈I
(
α log(
√
t|mk|)− 1
2
log log(
√
t|mk|)
)
on MI . We also need an approximate location of the minimum, to
check that Φ←◦ Sα(
√
t ·) maps it to a point in B′′t — and not in Bt.
When I is in J(C)\J∗(C), we can argue as in (8.2.9). We concentrate
on the case where I = { i, j } belongs to J∗(C). Considering Lemma
8.3.2, this leads us to define the function
ft,Cj,j (mj) = α log
( √t
2|Ci,j|
∣∣∣ 1
mj
−mjCj,j
∣∣∣)+ α log(√t|mj |)
−1
2
log log
( √t
2|Ci,j |
∣∣∣ 1
mj
−mjCj,j
∣∣∣)− 1
2
log log(
√
t|mj |) .
When Cj,j vanishes, this function is
ft,0(mj) = α log t− α log(2|Ci,j|) − 1
2
log log
√
t
|Ci,jmj |
− 1
2
log log(
√
t|mj |) .
The function ft,0(·) is minimum when r = log |mj | maximizes
(log
√
t− log |Ci,j | − r)(log
√
t+ r) ,
that is
r = −1
2
log |Ci,j| .
Moreover, as t tends to infinity,
ft,0
( 1√|Ci,j|
)
= α log t− α log(2|Ci,j|)− log log
√
t+ o(1) .
When mj = 1/
√|Ci,j | and Cj,j vanishes, Lemma 8.3.2 gives mi =
sign(Ci,j)/(2
√|Ci,j|). Clearly miei + mjej is mapped into B′′t by
Φ←◦ Sα(
√
t ·).
If Cj,j is nonzero and mj is positive and fixed, then
ft,Cj,j (mj) = α log t− α log(2|Ci,j|) + α log(1−m2jCj,j)
− log log√t+ o(1) (8.3.6)
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— recall that Cj,j is negative. Thus, for ft,Cj,j (mj) to be minimum,
we must have m2j tends to 0 as t tends to infinity. But if
√
tpI(m, v)
belongs to B′′t , expansion (8.3.6) always holds since |mi| ∧ |mj | ≫
1/
√
t. Taking |mj | = 1/ log t for instance, we have
ft,Cj,j (1/ log t) = α log t− α log(2|Ci,j|)− log log
√
t+ o(1) .
as t tends to infinity. Given the uniformity over B′′t in (8.3.2), this
gives the asymptotic minimum of ft,Cj,j , and ultimately I(B
′′
t ).
We can now apply Theorem 5.1. Denote by
ρt =
√
2I(B′′t )− log(2π)d/2
the radius of the ball ΛI(Bt). As we have seen after the proof of Lemma
8.3.6,
ρt ∼
√
2α log t as t→∞ .
In view of Lemma 8.3.4, for I in J(C) and m belonging toMI , define
qI,t(m) =
∑
k∈I
sign(mk)Q(tm
2
k)ek
and its projection onto ΛI(Bt) through the normal flow,
rI,t(m) = ρt
qI,t(m)
|qI,t(m)| .
We consider the dominating manifold of dimension k = 1,
DB′′t =
⋃
I∈J(C)
{
rI,t(m) : m ∈
⋃
I∈J(C)
MI ; m 6∈ Ωt ;
max
16i6d
|mi| 6
√
t log log t
(log t)1/α
, τB′′t
(
rI,t(m)
)
6 log log t
}
.
It is fairly clear that DB′′t is a dominating manifold for the set
B′′t
⋂
ΓI(B′′t )+M log log t. We can take M large enough such that∫
Γc
R(t)+M log log t
e−I(y)dy = o
( log t
tα
)
as t→∞ .
When applying the formula given in Theorem 5.1, the integral over
DB′′t splits into two parts. The first part comes from the contribution
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of points rI,t(m) with I belonging to J(C) \ J∗(C). This part is
exactly like the integral we dealt with in the proof of Theorem 8.2.10.
It is of order 1/tα. Thus, we concentrate on the second part, coming
from points rI,t(m) with I in J∗(C).
Let I = { i, j } be in J∗(C) and rI,t(m) be a point of DB′′t . From
(8.3.2) we infer
τB′′t
(
rI,t(m)
)
=
1
2
(|qI,t|2 − ρ2t )
= α log |mimj | − α log γ − 1
2
log
log(
√
t|mi|)
log
√
t
− 1
2
log
log(
√
t|mj |)
log
√
t
+ o(1)
Consequently,
exp
(
− τB′′t
(
rI,t(m)
))
=
γα
|mimj|α
√(
1 +
log |mi|
log
√
t
)(
1 +
log |mj |
log
√
t
)(
1 + o(1)
)
uniformly over the part of DB′′t corresponding to points rI,t(m) with
m in MI . Notice that if Cj,j is nonzero, the inequality
τB′′t
(
rI,t(m)
)
6 M log log t
required inDB′′t imposes |mj | 6 (log t)2M/α for t large enough; this can
be seen from the above expression of τB′′t
(
rI,t(m)
)
and using the same
lower bound argument as in the proof of Lemma 8.3.6 to handle the
term in log
(
log(
√
t|mi|)/ log
√
t
)
. Therefore, when applying Theorem
5.1 to a component coming fromMi,j with Cj,j nonzero, we need only
to integrate for |mj | 6 (log t)2M/α.
Still in order to apply the formula in Theorem 5.1, on DB′′t ,∣∣DI(rI,t(m))∣∣ = |rI,t(m)| ∼ ρt ∼√2α log t as t→∞ .
We can now calculate the matrix GB′′t
(
rI,t(m)
)
. In the range of
m’s that we are considering in DB′′t , Lemma 8.3.4 shows that ∂B′′t
behaves like a ruled surface made of (d−2)-dimensional flat subspaces
in directions orthogonal to VI . Hence, the very same argument as in
Lemma 8.2.8 shows that
GB′′t
(
rI,t(m)
) ∼ IdRd−2√
2α log t
as t→∞ ,
8.3. Heavy tail and degeneracy 159
uniformly over the part of MI we are considering. We can then write
explicitly the contribution of the part related to MI in the formula
given in Theorem 5.1. This contribution is
e−I(B
′′
t )(2π)
d−2
2
∫
e
−τB′′t
|DI|d/2(detGB′′t )1/2
dMrI,t(MI) ,
where we integrate over all points rI,t(m), for m in MI , with |mi| ∨
|mj | 6
√
t log log t/(log t)1/α; and |mj | 6 (log t)2M/α if Cj,j is
nonzero. As in Theorem 8.2.10, we can replace the Riemannian
measure on rI,t(MI) by that on qI,t(MI). Its expression in the local
parameterization given by mj in Lemma 8.3.2 is(( d
dmj
Q(tm2i )
)2
+
( d
dmj
Q(tm2j )
)2)1/2
dmj .
Since Q′(x) ∼ √α/(2x√log x) as x tends to infinity, this expression is
equivalent to(
α
m2i log(tm
2
i )
( dmi
dmj
)2
+
α
m2j log(tm
2
j )
)1/2
dmj .
Putting all the pieces together, the contribution to the integral in
Theorem 5.1 coming from MI is
log
√
t
tα
K2s,αα
α4π
(2π)d/2γα
(2π)(d−2)/2×
∫
γα
|mimj |α
√(
1 +
log |mi|
log
√
t
)(
1 +
log |mj |
log
√
t
)
(2α log t)d/4(2α log t)−(d−2)/4
×
(
α
m2i log(tm
2
i )
(dmi
dmj
)2
+
α
m2j log(tm
2
j )
)1/2
dmj , (8.3.7)
where we integrate over mj such that
(log t)M/(2α)(log log t)1/α
2|Ci,j|
√
t
(
1 + o(1)
)
6 |mj | 6 (log t)2M/α
if Cj,j is nonzero, and
(log t)M/(2α)(log log t)1/α
2|Ci,j|
√
t
(
1 + o(1)
)
6 |mj |
6
√
t
(log t)M/(2α)(log log t)1/α
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if Cj,j is null. The finale of the proof consists in showing how simple
this integral is, at least asymptotically! Up to multiplying it by 2, we
can restrict the range of integration to mj positive.
We first integrate in the range
(log t)M/(2α)(log log t)1/α
(
1 + o(1)
)
2|Ci,j| 6 mj 6
1
log t
.
In this range, mi ∼ 1/(2Ci,jmj), and
1
m2i
(dmi
dmj
)2 ∼ 1
m2j
.
Using the change of variable mj = t
s, the integral becomes — on that
range —
2
log
√
t
tα
K2s,αα
α2√
2α log t
∫
|2Ci,j|α
(
1+o(1)
)√(
1− 2s+ o(1))(1 + 2s)×
√
α
1
ts
√
log t
( 1
1− 2s+ o(1) +
1
1 + 2s
)1/2
log t tsds
= 4
log
√
t
tα
K2s,αα
α
√
2
|2Ci,j|α
∫ √
2 + o(1) ds ,
where we integrate for
−1
2
− M log log t
2α log t
(
1 + o(1)
)
6 s 6 − log log t
log t
.
This gives a term
2
log
√
t
tα
K2s,αα
α|2Ci,j|α .
When 1/ log t 6 mj 6 (log t)
2M/α, then log |mi| and log |mj | are
O(log log t). This part of the integral contributes a term less than
log
√
t
tα
O(1)
∫
2α|Ci,j |α
(1−m2jCj,j)α
(log log t)1/2
(log t)1/2
1√
log t
×(
1
m2i
(dmi
dmj
)2
+
1
m2j
)1/2
dmj .
Since Cj,j is nonpositive, 1−m2jCj,j > 1. Therefore∣∣∣ 1
mi
dmi
dmj
∣∣∣ = ∣∣∣ 1
mj
1 +m2jCj,j
1−m2jCj,j
∣∣∣ 6 1
mj
.
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The contribution in the integral is of order at most
O
( log log t
tα
)∫ (log t)2M/α
1/ log t
dmj
mj
= O
( (log log t)2
tα
)
= o
( log t
tα
)
.
Consequently, if Cj,j is not zero, (8.3.7) is equivalent to
2
log
√
t
tα
K2s,αα
α|2Ci,j|α ,
as t tends to infinity.
If Cj,j vanishes, we need to add a contribution for the part where
(log t)2M/α 6 mj 6
√
t
(log t)M/(2α)(log log t)1/α
.
We argue as in the casemj 6 1/ log t above — this amounts to exploit
the symmetry betweenmi and mj when mj is large. Therefore, if Cj,j
is null, (8.3.7) is equivalent to
2
log
√
t
tα
K2s,αα
α|2Ci,j|α ,
as t tends to infinity. Putting all the estimates together, we obtain∫
B′′t
e−I(y)dy ∼ 2log
√
t
tα
K2s,αα
α ×∑
(i,j)∈J∗(C)
|2Ci,j|α
(
IR\{0}(Cj,j) + 2I{0}(Cj,j)
)
(8.3.8)
Noticing that∑
{i,j}∈J∗(C)
|2Ci,j|α
(
IR\{0}(Cj,j) + 2I{0}(Cj,j)
)
=
∑
i:Ci,i=0
∑
16j6d
|2Ci,j|α ,
we see that (8.3.8) is the expression given in the statement of Theorem
8.3.1 since we replaced C by (C + CT)/2 in this proof.
To conclude the proof, we need to check the assumptions of Theo-
rem 5.1. This part of the proof of Theorem 8.2.10 can be copied almost
word for word, and this concludes the proof of Theorem 8.3.1.
Combining Theorem 8.2.21 and Lemmas 8.3.2, we obtain the
following result.
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8.3.9. COROLLARY. Let X be a d-dimensional random vector
with independent and identically distributed components, all having
a Student-like distribution with parameter α. Let C be a d×d matrix,
with N(C) > 2. Then
lim
t→∞
tαP{ 〈CX,X〉 > t } = 0 .
Proof. Notice that if the largest diagonal element of C is positive,
then N(C) = 1. Moreover, if this largest diagonal term vanishes,
Lemma 8.3.2 gives N(C) = 2. Then, N(C) > 2 implies that all
the diagonal coefficients of C are negative. Consequently, N0(C)
— defined after (8.2.19) — is at least 2. Apply Theorem 8.2.21 to
conclude.
At this point, the reader who doubts of the usefulness of Theorem
5.1 in providing a systematic technique should try to obtain the result
of this chapter by other methods. Maybe once the results are known,
Theorems 8.2.10, 8.2.21 and 8.3.1 can be proved more simply. It is also
hoped that though Theorem 8.2.1 can be derived by easier methods,
the path taken makes the current proof rather didactic. As it may
have been noticed, Theorems 8.2.10 and 8.3.1 add extra arguments to
the basic ones developed to prove Theorem 8.2.1.
Notes
This chapter is motivated by the statistical applications in time series
developed in chapter 11.
Concerning section 8.1, there is a classical argument for the Gaus-
sian case. Replacing C by (C+CT)/2, there is no loss of generality in
assuming that C is symmetric. Thus we can diagonalize the matrix,
writing C = QDQT for a diagonal matrixD and an orthogonal one Q.
Define Y = QTX. Since the standard Gaussian distribution is invari-
ant under orthogonal transformation, Y has again a standard normal
distribution. Thus 〈CX,X〉 = ∑16i6d Y 2i Di,i is a weighted sum of
independent chi-square random variables. This can be generalized to
noncentered Gaussian distributions — see Imhoff (1961) — and opens
the door for saddlepoint approximations — Barndorff-Nielsen (1990).
The orthogonal invariance argument can be used for other ad hoc
distributions. However, the Gaussian one is the only orthogonally
invariant distribution with independent marginals.
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For quadratic forms with heavy tail distribution, not much seems
to be known. Davis and Resnick (1986) contains some asymptotic
results as d tends to infinity in a time series context, based on the
point process technique exposed in chapters 3–4 of Resnick (1987).
This chapter 8 is full of open questions. To state a few, what
happens in the degenerate cases when N(C) > 2? Can one find a
closed formula for the integral involved in Theorem 8.2.10? What is a
good numerical scheme to compute such integral? Can we find more
terms and obtain an asymptotic expansion? Can one obtain good
upper bounds instead of asymptotic equivalents? Answers to these
last two questions would be useful in the applications developed in
chapter 11. Can one prove conjecture 8.1.1?
When dealing with heavy tails, there is a fashionable extension
which consists in replacing any power function by itself times a slowly
varying function. This is done mainly for linear functions of random
variables. For quadratic functions, things turn to be much more
complicated, and the classical guess, consisting of putting the same
slowly varying function in the tail equivalent, is plain wrong. This can
be seen already when multiplying two heavy tail random variables.

9. Random linear forms
In this chapter, we investigate the following problem. A d-dimensional
random vector X = (X1, . . . , Xd) defines a random linear form
X(p) = 〈X, p〉 on Rd. Given a subset M of Rd — eventuallyM could
be of dimension much smaller than d— we can look at the restriction
of the linear form on M , and at the distribution of its supremum,
X(M ) = sup{ 〈X, p〉 : p ∈M } .
Writing
At =
{
x ∈ Rd : sup
p∈M
〈x, p〉 > t} = tA1 ,
we see that
P{X(M ) > t } =
∫
tA1
dP
where P is the probability measure of X. Provided 0 is not in the
closure of A1, the sets tA1 = At are moving to infinity with t. Theorem
5.1 may provide tail approximations of the distribution of X(M ).
There has been a tremendous amount of work on this problem,
but from a somewhat different perspective. Traditionally, the set M
is parametrized as M =
{
p(s) : s ∈ S} for some set S and some
function p : S ⊂ Rk → Rd. When k = 1, the random variable
X(M ) is the supremum of a linear stochastic process; for k > 1,
it is the supremum of a linear random field. Though it is widely
used, parameterizing the set M has the disadvantage of hiding the
fact that X(M ) is completely parameterization free. Any surjective
— even not smooth, not injective, not measurable, etc. — change of
parameterization of M leaves X(M ) invariant.
Often, one is interested in the supremum norm
|X|(M ) = sup{ |〈X, p〉| : p ∈M } ,
more than in X(M ). Up to changingM into M ∪ (−M ), it is enough
to consider X(M ).
The key point to understand is that obtaining an approximation
of P
{
X(M ) > t
}
for large t covers several distinct questions. First,
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notice that A1 is the complement in R
d of the convex set
CM =
{
x ∈ Rd : x(M ) 6 1} = ⋂
p∈M
{
x : 〈x, p〉 6 1}
— an intersection of half spaces. So, a first question is to understand
how the probability that X(M ) is large is related to the geometry of
∂CM . A second question is to study how the geometry of ∂CM is
related to that of M . When dealing with a parameterization of M , a
third question is how to read in the parameterization the geometric
information we need about M .
Among some amusing features of our point of view, we cannot resist
mentionning the degenerate case M = { (1, . . . , 1) } ⊂ Rd. Then, one
has X(M ) = X1 + · · · +Xd. From our point of view, approximating
the tail distribution of a sum of random variables, approximating the
tail distribution of the supremum of a linear process, approximating
the distribution of the supremum of a linear random field are all the
same problem.
As in the previous chapters, we will investigate light and heavy tail
distributions. Our purpose is again to illustrate the use of Theorem
5.1 and to show that very different geometric features govern the tail
behavior of X(M ) according to the distribution of X.
9.1. Some results on convex sets.
In this section we relate the setM ⊂ Rd to the convex set CM . Notice
that CM∪M/2 = CM . Hence, CM does not characterize M . To study
which part of M is characterized by CM , we first prove that we can
also assume M is closed.
9.1.1. LEMMA. For any subset M of Rd, the equality CclM =
CM holds. Moreover, CM contains the origin if and only if M is
unbounded.
Proof. The inclusion ofM in its closure implies that of CclM in CM .
On the other hand, any point p in the closure of M is the limit of a
sequence of points pn belonging to M . Any point x in CM satisfies
〈x, pn〉 6 1 and consequently 〈x, p〉 6 1. This proves the inclusion of
CM in CclM .
The second statement in the lemma follows from the equivalence
between the inclusion of the ball of radius ǫ centered at the origin in
CM and that of M in the ball of radius 1/ǫ around the origin.
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In what follows, we assume that M is closed and bounded, i.e.,
M is compact in Rd.
Another way to think of this assumption is that we can take M to
be closed since X(M ) = X(clM ). Moreover, X(M ) is infinite almost
surely if and only if M is unbounded and X is nondegenerate. In
short, the behavior of X(M ) is trivial if and only if M is unbounded.
So, we may as well assume M to be compact.
Recall that for a convex set C, there is a dense set in its boundary
containing points for which the tangent space to ∂C is well defined —
see, e.g., Schneider (1993). Consequently, it makes sense to define
M0 = cl
{
p ∈ Rd : there exists x ∈ ∂CM , 〈x, p〉 = 1 ,
Tx∂CM exists, and p ⊥ Tx∂C
}
The next proposition shows that M0 is the smallest closed set in M
necessary to describe ∂CM .
9.1.2. PROPOSITION. Assume M is compact.
(i) The inclusion M0 ⊂M holds.
(ii) Moreover, CM = CM0 .
(iii) If M1 is closed in M and CM1 = CM , then M0 ⊂ M1.
Proof. We will use the following claim: If x is in ∂CM and Tx∂CM
exists, then there exists p in M , orthogonal to Tx∂CM , such that
〈x, p〉 = 1. Indeed, for such x, there exists p in M with 〈x, p〉 = 1.
Let u be a tangent vector to CM at x. We can find a curve x(ǫ) in
∂CM such that x(ǫ) = x + ǫu + o(ǫ). Since x(ǫ) is in CM , we must
have 1 > 〈x(ǫ), p〉 = 1 + ǫ〈u, p〉 + o(ǫ) as ǫ tends to 0. Thus, 〈u, p〉
vanishes, and indeed, p is orthogonal to Tx∂CM .
(i) Let q be a point in Rd, such that there exists x in ∂CM with
〈q, x〉 = 1, the tangent space Tx∂CM exists, and q is normal to ∂CM
at x. By the above claim, there exists p in M and orthogonal to
Tx∂CM such that 〈x, p〉 = 1. Since M is compact, 0 is in the interior
of CM and Tx∂CM is of dimension d− 1. Consequently, p and q must
be collinear. They are equal since 〈x, p〉 = 〈x, q〉 = 1. Thus q belongs
to M . Since M is closed, the inclusion M0 ⊂ M follows.
(ii) The inclusion of M0 in M implies that of CM in CM0 . To obtain
the reverse inclusion, convexity of CM0 and CM shows that we just
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need to prove ∂CM0 ⊂ ∂CM . Assume that ∂CM0 \ ∂CM contains a
point x. Then
〈x, p〉 6 1 for all p ∈M0 . (9.1.1)
Since CM is included in CM0 , such an x cannot belong to CM .
Moreover, since CM contains the origin and x is not in CM , there
exists λ in (0, 1) such that y = λx belongs to ∂CM . For any positive
ǫ, there exists yǫ in ∂CM such that |y − yǫ| 6 ǫ and Tyǫ∂CM exists.
Using our claim, there exists pǫ inM , orthogonal to Tyǫ∂CM and such
that 〈pǫ, yǫ〉 = 1, i.e., pǫ belongs to M0. Since M0 is closed and is in
the compact set M , it is compact. As ǫ tends to 0, the points pǫ
admit a cluster point p belonging to M0, thus belonging to M . Then,
as limǫ→0 yǫ = y,
1 = 〈p, y〉 = λ〈p, x〉 .
Consequently, 〈p, x〉 = 1/λ > 1, which contradicts (9.1.1). It follows
that ∂CM0 ⊂ ∂CM , and therefore CM0 ⊂ CM .
(iii) is clear from (i) and (ii), and shows the minimality of M0.
Proposition 9.1.2 motivates the following definition.
DEFINITION. We say that a set M is reduced if M =M0.
If ∂CM has a well defined tangent space at x, it admits a unit
normal vector N(x) pointing outward from C. The claim in the proof
of Proposition 9.1.2 shows that there exists p in M , orthogonal to
Tx∂CM , and such that 〈p, x〉 = 1. Such a p is collinear to N(x) and
satisfies |p|〈x,N(x)〉 = 1. In conclusion,
M0 = cl{N(x)/〈x,N(x)〉 : x ∈ ∂CM , Tx∂CM exists } . (9.1.2)
This set is called — traditionally assuming that ∂CM is smooth —
the polar reciprocal of ∂CM — see, e.g., Schneider (1993).
Whenever ∂CM is locally a C
2-manifold, the following lemma
shows that M0 is also locally a C
2-manifold. Moreover, the second
fundamental form of M0 is related to that of ∂CM .
9.1.3. LEMMA. Let x : U ⊂ Rd−1 7→ ∂CM be a local parame-
terization of ∂CM . Then, x0 = N ◦ x/〈x,N ◦ x〉 defines a local
parameterization of M0. If (bi,j)16i,j6d−1 is the the matrix of the
second fundamental form of ∂CM at x in this parameterization, then
b0,i,j = bi,j
/(〈N(x) , x〉|x|) is the second fundamental form of M0 in
the corresponding parameterization x0.
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Proof. We follow closely Hasani and Koutroufiotis (1985). Let
u = (u1, . . . , ud−1) ∈ U . Define xi = ∂x/∂ui and Ni = ∂N ◦ x/∂ui.
The function x0 = N ◦x/〈x,N ◦x〉 defines a local parameterization of
M0 according to (9.1.2). Define f = 〈x,N ◦ x〉. Since 〈xi, N ◦ x〉 = 0,
we have
x0,i =
∂x0
∂ui
=
Ni
f
− 〈x,Ni〉
f2
N .
Moreover, x is normal to M0 at x0 since
〈x0,i, x〉 = 1
f
〈Ni, x〉 − 〈x,Ni〉 1
f
= 0 .
for all i = 1, . . . , d − 1. Thus, the components of the second
fundamental form of M0 are
b0,i,j = −
〈∂x0
∂ui
,
1
|x|
∂x
∂uj
〉
= −
〈Ni
f
− 〈x,Ni〉
f2
N,
xj
|x|
〉
= − 1
f |x| 〈Ni, xj〉
=
bi,j
f |x| .
In Lemma 9.1.3, we derived properties of M0 from knowledge on
∂CM . We will also need to go the other way, that is obtain some
information on the boundary of CM from the knowledge of M or M0.
Our next result shows that whenever CM is bounded, an half line
starting at the origin can cut M0 in at most one point.
9.1.4. LEMMA. Assume that CM is compact in R
d. If q is in M0,
then qR+
⋂
M0 = { q }.
Proof. Consider a point q in M0 and λ positive such that λq
belongs to M0 as well. Representation (9.1.2) of M0 implies that
q = limn→∞N(xn)/〈xn, N(xn)〉 and λq = limn→∞N(yn)/〈yn, N(yn)〉
for points xn, yn in ∂CM at which ∂CM has a well defined tangent
plane.
Both ∂CM and Sd−1 are compact. Up to extracting a subsequence,
we can assume that xn, yn, N(xn) and N(yn) converge respectively
to x, y, N1, N2. Then q = N1/〈x,N1〉 and λq = N2/〈y,N2〉. Since q
and λq are collinear, we have N1 = N2 or N1 = −N2. Since CM is
convex and contains the origin, 〈x,N1〉 and 〈x,N2〉 are nonnegative.
The positivity of λ implies N1 = N2.
Next, CM being convex, it lies on one side of its tangent spaces.
Thus 〈xn−yn, N(xn)〉 6 0. Taking the limit as n tends to infinity, we
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obtain 〈x−y,N1〉 6 0. Permuting x and y yields 〈y−x,N2〉 6 0. Since
N1 = N2, the vector x− y is orthogonal to N1 and 〈x,N1〉 = 〈y,N2〉.
Thus, λ equals 1.
As a consequence of Lemma 9.1.4, the next result asserts that
whenever CM is compact and M0 is a manifold, the space pR is
transverse to TpM0 for a typical point p in M0.
9.1.5. LEMMA. If M is compact in Rd and M0 is a manifold, then
{ p ∈M0 : pR ⊂ TpM0 } is nowhere dense in M0.
Proof. Assume that the set under consideration is dense in an
open set U of M0. Since M0 is smooth, pR is included in TpM0
for every p in U . Up to considering an open subset of U , we can
assume that U does not contain the origin. Thus, p/|p| is a unit
vector field in the tangent bundle of M0. Let γ be an integral curve
of this field, with γ(0) in U . It satisfies the equation γ′ = γ/|γ|.
Consequently, γ = |γ|γ′. Differentiating, we obtain γ′ = γ′ + |γ|γ′′.
Hence γ′′ vanishes since γ does not. Consequently, γ′ is constant and
γ(s) = γ(0) + s γ(0)|γ(0)| = γ(0)
(
1 + s|γ(0)|
)
. Hence the curve γ is in the
ray γ(0)R, which contradicts Lemma 9.1.4.
Making use of Lemmas 9.1.1–9.1.3 and Proposition 9.1.2, we can
reduceM toM0. Moreover,M0 is smooth if ∂CM is. In the following,
we assume that
M is reduced and is a smooth m-dimensional submanifold of Rd.
(9.1.3)
As announced, our next task is to relate the differential geometric
properties of ∂CM to those of M . For this purpose, we build a local
parameterization of ∂CM starting from one for M . Lemma 9.1.5
asserts that under (9.1.3), if CM is compact, then, at a typical point
p of M0, the direction pR is not contained in the tangent space TpM0.
Actually, the proof of Lemma 9.1.5 shows slightly more; namely, that
we cannot have pR included in TpM0 along a submanifold of M0. We
will assume more, even when C is not compact; namely that given p0
in M ,
pR is transverse to TpM for all p in a neighborhood of p0. (9.1.4)
Consider a local parameterization
p : (u1, . . . , um) ∈ U ⊂ Rm 7→ p(u1, . . . , um) ∈M
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of M around p0. We can assume without any loss of generality that
U is an open neighborhood of the origin and that p(0) = p0. For
what follows, it is convenient to extend p to a map defined on a
neighborhood of the origin of Rd−1. Thus, let V be a neighborhood
of 0 in Rd−1−m and consider
p : u ∈ U × V ⊂ Rm × Rd−1−m 7→ p(u) = p(u1, . . . , um) .
Under (9.1.4), to each point p near p0, we can associate a unit normal
vector
ν(p) ∈ (TpM + pR)⊖ TpM ;
that is, ν(p) is normal to TpM in TpM + pR.
Let Xm+1(p), . . . , Xd−1(p) be an orthonormal moving frame in
(TpM + pR)
⊥ = Rd ⊖ (TpM + pR) ≡ Rd−m−1. For u in U × V ,
let
X(u) =
ν ◦ p(u)〈
ν ◦ p(u), p(u)〉 + ∑
m+16j6d−1
(
φj ◦ p(u) + uj
)
Xj ◦ p(u)
where the function φj ’s are C
2 and such that
(um+1, . . . , ud−1) ∈ V 7→ I
(
X(u1, . . . , um, um+1, . . . , ud−1)
)
is minimum at 0 — the existence of these functions and their smooth-
ness comes from the implicit function theorem and the smoothness of
I. By construction, X(u) is normal to Tp(u)M for all u in U × V .
Our next lemma asserts that if M is positively curved, then X
defines a local parameterization of ∂CM . Combined with Lemma
9.1.3, it allows us to parameterize M or ∂CM , whichever is the most
convenient.
9.1.6. LEMMA. Under (9.1.3)–(9.1.4), if the second fundamental
form of M relative to the normal field X is definite positive at every
point, then X(u) defines a local parameterization of ∂CM . Moreover,
p(u) is outward normal at ∂CM at X(u).
Proof. Denote by ΠXM (p) the second fundamental form of M at
p along the normal field X. Notice first that X(u) is orthogonal to
Tp(u)M . Also,
〈p(u), X(u)〉 = 1 ,
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and p is orthogonal to span{Xm+1, . . . , Xd−1 }. Consequently, if q(s)
is a curve on M , parametrized by arc length, such that q(0) = p(u)
and q′(0) = t, then, as s tends to 0,
〈q(s), X(u)〉 = 1 + s
2
2
〈q′′(0), X(u)〉+ o(s2)
= 1− s
2
2
ΠXM
(
p(u)
)
(t, t) + o(s2) .
Thus, s 7→ 〈q(s), X(u)〉 is maximal and equals 1 at s = 0. This
proves that X(u) is in ∂CM and that X(u) indeed defines a local
parameterization of ∂CM .
To prove that p(u) is normal to ∂CM , notice first that
∂
∂ui
X(u) = Xi(u) for i = m+ 1, . . . , d− 1 .
Furthermore, writing νi =
∂
∂ui
ν ◦ p(u) and pi = ∂∂ui p(u), for
i = 1, . . . ,m,
Xi =
∂
∂ui
X =
νi
〈ν, p〉 −
〈p, νi〉
〈p, ν〉2ν +
∑
m+16j6d−1
dφj(p) · piXj
+
∑
m+16j6d−1
(φj ◦ p + uj)dXj(p) · pi .
(9.1.5)
From the very definition of Xj , for j = m+ 1, . . . , d− 1, we infer
〈Xj ◦ p(u), p(u)〉 = 0 for j = m+ 1, . . . , d− 1 . (9.1.6)
Differentiating this equality yields
〈dXj(p)·pi, p〉+〈Xj◦p, pi〉 = 0 , i = 1, . . .m , j = m+1, . . . , d−1 .
Therefore, since Xj is orthogonal to TpM , we have
〈dXj(p) · pi, p〉 = 0 for j = m+ 1, . . . , d− 1 . (9.1.7)
Combining (9.1.5)–(9.1.7) yields 〈Xi, p〉 = 0 for i = 1, . . . ,m. Thus,
p(u) is normal to ∂CM at X(u).
Since CM contains the origin and 〈p, x〉 = 1 is positive, the vector
p(u) must be pointing outward ∂CM .
We can now explain how to compute the second fundamental form
of ∂CM at X(u). It is determined by its value on the basis Xi of the
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tangent space. Let us denote by N = p/|p| the outward unit normal
vector field to ∂CM . The proof of Lemma 9.1.6 shows that
〈dN ·Xi, Xj〉 = 1|p| 〈pi, Xj〉
=

0 if i = m+ 1, . . . , d− 1 or j = m+ 1, . . . , d− 1
〈νj , pi〉
|p|〈ν, p〉 +
1
|p|
∑
m+16r6d−1(φr ◦ p+ ur)〈pi, ∂∂ujXr〉 otherwise
Consequently, if ΠYM denotes the second fundamental form of M
relative to a unit normal vector field Y , we have
−〈dN ·Xi, Xj〉 (9.1.8)
=

ΠνM (pi, pj)
|p|〈ν, p〉 +
1
|p|
∑
m+16r6d−1(φr ◦ p+ ur)ΠXrM (pi, pj)
if i, j = 1, . . . ,m.
0 otherwise.
This second fundamental form vanishes whenever i or j is not in
{ 1, . . . ,m }, expressing the fact that CM is a ruled surface with
nontrivial generators if m < d − 1. Along a generator of dimension
d− 1−m, the set CM is flat and has vanishing curvature.
Now, consider a convex function I on Rd. Since we are able to
relate points and geometry of ∂CM to points and geometry of M , we
should be able to relate points in ∂CM which minimize I to some
specific points in M . For this purpose, to a function f defined on Rd
we associate the functions
f •(x) = sup
{
f(y) : 〈x, y〉 = 1} ,
f•(x) = inf
{
f(y) : 〈x, y〉 = 1} .
The basic properties of these transforms will be of some use and are
stated in the following proposition. Notice that the statement (iv) in
the Proposition does not require any smoothness.
9.1.7. PROPOSITION. Let I be a convex function on Rd, such that
lim|x|→∞ I(x) =∞. Then,
(i) I• is continuous on R
d \ { 0 } with lim|x|→0 I•(x) =∞. Moreover,
if I is minimal at 0, then lim|x|→∞ I•(x) = I(0);
(ii) if I(CcM ) = I(∂CM ), then
I(CcM ) = inf
{
I•(p) : p ∈M
}
= I•(M ) = I•(M0) ;
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(even if M is not reduced)
(iii) points in CcM minimizing I correspond naturally to points in M0
minimizing I in the sense that⋃
{x∈CcM : I(x)=I(C
c
M )}
{m ∈M0 : 〈m,x〉 = 1 }
= {m ∈ M0 : I•(m) = I•(M0) } ;
(iv) for any convex function f with its minimum at 0, the equality
(f•)
• = f holds.
Proof. (i) If 〈x, p〉 = 1, then 1 6 |x||p|. Consequently,
I•(x) > inf
{
I(p) : |p| > 1/|x|} ,
and
lim
|x|→0
I•(x) = lim
|p|→∞
I(p) =∞ .
Moreover, if 〈x, p〉 = 1, then p = x|x|2 + Projx⊥p. Therefore,
I(0) = inf
{
I(p) : |p| ∈ Rd } 6 I•(x) 6 inf { I( x|x|2 + q) : q ⊥ x}
6 I
( x
|x|2
)
,
The equality lim|x|→∞ I•(x) = I(0) follows.
Let us now prove that I• is continuous. Let p be a nonzero vector in
Rd. Let ǫ be positive and less than |p|. Consider a point q at distance
ǫ from p. Since I is continuous and blows up at infinity, there exists
x in Rd such that 〈x, p〉 = 1 and I(x) = I•(p). Then,
|〈x, q〉 − 1| = |〈x, q − p〉| 6 |x|ǫ .
Hence, there exists y in Rd such that 〈y, q〉 = 1 and |x− y| 6 ǫ|x|/|q|
— take y = x− (〈x, q〉 − 1)q/|q|2. Therefore,
I•(q) 6 I(y) 6 sup
{
I(v) : |v − x| 6 |x||q| ǫ
}
.
Since I is continuous and p is nonzero, it follows that
lim sup
q→p
I•(q) 6 I(x) = I•(p) .
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Next, consider a sequence pk in the ball B(p, ǫ) of radius ǫ centered
at p, converging to p, and such that limk→∞ I•(pk) = lim infq→p I•(q).
Let xk be such that 〈pk, xk〉 = 1 and I•(pk) = I(xk). The function I
is bounded on the set q/|q|2 for q in B(p, ǫ) provided ǫ is strictly less
than |p|. Then, the sequence I•(pk) 6 I
(
pk/|pk|2
)
is bounded, and
so is the sequence I(xk). Therefore, xk is in a compact set I
−1([0, c])
for some positive c, and admits a clustering point x. After taking
a subsequence, we can assume that xk converges to x as k tends to
infinity. Since 〈xk, pk〉 = 1, we have 〈x, p〉 = 1 and thus I•(p) 6 I(x).
Moreover, continuity of I implies
I•(p) 6 I(x) = lim
k→∞
I(xk) = lim
k→∞
I•(pk) = lim inf
q→p
I•(q) .
Overall, limq→p I•(q) = I•(p) and I• is continuous on R
d \ { 0 }.
(ii) Let ǫ be positive and p in M such that I•(p) 6 I•(M ) + ǫ. There
exists x in Rd such that 〈x, p〉 = 1 and I•(p) = I(x). Since 〈x, p〉 = 1,
the point x is not in the interior of CM . Since I is continuous,
I(CcM ) = I
(
(intCM )
c
)
6 I(x) = I•(p) 6 I•(M ) + ǫ .
Since ǫ is arbitrary, we established the inequality I(CcM ) 6 I•(M ).
Next, we use the assumption I(CcM ) = I(∂CM ). Continuity of I
ensures that there exists x in ∂CM such that I(x) = I(∂CM ). Hence,
there exists p in the closure of M with 〈p, x〉 = 1 — otherwise, x
would not be on the boundary of CM . Therefore, I•(p) 6 I(x), and
since I• is continuous,
I•(clM ) = I•(M ) 6 I•(p) 6 I(x) = I(C
c
M ) .
This proves I(CcM ) = I•(M ). Since CM = CM0 , we also obtain
I•(M ) = I•(M0). This proves assertion (ii). Notice also that we
proved I•(p) = I(x).
(iii) Let x be in ∂CM minimizing I over C
c
M . Since M0 is closed,
〈x,m〉 = 1 for some m in M0. For this m, if I•(m) < I(x), then there
exists y such that 〈m, y〉 = 1 and I(y) < I(x). Given how we choose
x, the point y is not in CcM . Since 〈m, y〉 = 1 and M0 is reduced,
y is in ∂CM , and x does not minimize I over C
c
M . Consequently,
I•(m) = I(x). Then, assertion (ii) implies that I•(m) = I•(M0). This
proves that in statement (iii), the set in the left hand side is included
in that in the right hand side.
To prove the reverse inclusion, let m in M0 minimizing I•. Since
lim|x|→∞ I(x) =∞ and I is continuous, I•(m) = I(x) for some x such
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that 〈m,x〉 = 1. Then, I(x) = I•(M0) and x is not in the interior of
CM . Then, assertion (ii) implies I(x) = I(C
c
M ). Consequently, the
set in the right hand side of statement (iii) is included in that in the
left hand side.
(iv) If 〈x, p〉 = 1, then f•(p) 6 f(x). Thus, (f•)•(x) 6 f(x). Now
seeking a contradiction, let x be such that f(x) is positive and assume
that (f•)
•(x) < f(x). Let H be a supporting hyperplane at x of the
level set { y : f(y) 6 f(x) }. We can write H = { e }⊥ for some
e in Rd. If e is orthogonal to x, then x is in H. Since f is convex,
f(x) 6 f(x+h) for any h inH. Taking h = −x leads f(0) > f(x) > 0,
a contradiction. Thus, e is not orthogonal to x.
Notice that
{ p : 〈p, x〉 = 1 } =
{ x
|x|2 + y : y ⊥ x
}
.
Moreover, if y is orthogonal to x,{
q :
〈 x
|x|2 + y, q
〉
= 1
}
=
{
αx+ (1− α) y|y|2 + z : α ∈ R , z ⊥ span(x, y)
}
.
Going back to the definition of f• and (f•)
•, the assumption (f•)
•(x) <
f(x) can be rewritten: There exists ǫ positive such that whenever y is
orthogonal to x, the inequality f
(
αx+ (1− α)y|y|−2 + z) 6 f(x)− ǫ
holds for some real α and z orthogonal to span(x, y).
Consider the following y. If e is collinear to x, let y be any nonzero
vector in { e }⊥. Otherwise, let y = aProjx⊥e+bx, where a, b are such
that
0 = 〈y − |y|2x, e〉
= −a2 |Projx⊥e|2〈x, e〉+ a 〈Projx⊥e, e〉+ (b2|x|2 + b)〈x, e〉 .
This quadratic equation in a always has a solution for |b| large enough
as well as |b| small enough, since 〈x, e〉 is nonzero. Moreover, for |b|
small enough but nonzero, the solution is not 0, and y is not null.
This choice of y ensures that e is in the space spanned by x and y.
Consequently, the orthocomplement of span(x, y) is in H. Moreover,
for any real α,
αx+ (1− α) y|y|2 = x+
1− α
|y|2 (y − |y|
2x) ∈ x+H .
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Consequently, for any real α and any z orthogonal to span(x, y), the
point αx+ (1− α)y|y|−2 + z belongs to x+H. Since f is convex,
f
(
αx+ (1− α) y|y|2 + z
)
> f(x)
contradicting (f•)
•(x) < f(x).
Given Lemma 9.1.1 and Proposition 9.1.2, we can replace M0 by
M in statement (iii) of Proposition 9.1.5.
The explicit calculation of I• depends of course on I. Notice
however that homogeneity is preserved, as indicated in the following
result.
9.1.8. LEMMA. If I is positively α-homogeneous, then I• is −α-
homogeneous.
Proof. The result is straightforward since
I•(tx) = inf
{
I(y) : 〈tx, y〉 = 1} = inf { I(y/t) : 〈x, y〉 = 1}
= t−αI•(x) .
Finally, we calculate I• in an important case for applications. For
r positive , let |x|r = (
∑
16i6d |xi|r)1/r. If r is larger than 1 this is
the ℓr-norm of x.
9.1.9. LEMMA. If I(x) = c
(|x1|α + · · ·+ |xd|α), then I•(p) = c/|p|αβ
where α and β are conjugate — i.e., α−1 + β−1 = 1.
Proof. Without any loss of generality, we can assume that c = 1.
If 〈p, x〉 = 1, Ho¨lder’s inequality yields 1 6 |x|α|p|β , and so I(x) =
|x|αα > 1/|p|αβ .
On the other hand, for xi = sign(pi)|pi|
1
α−1 /|p|ββ, we have 〈x, p〉 = 1
and I(x) = 1/|p|αβ .
In the situation described in Lemma 9.1.9, one sees that I•(M ) is
related to sup
{ |p|β : p ∈ M }, that is to the radius of the smallest
ball in ℓβ which contains M .
9.2. Example with a light tail.
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In this section, we consider a random vector X = (X1, . . . , Xd)
in Rd, having a log-concave density exp(−I). Our first result is
elementary. It is inspired by its Gaussian analogue, where I(x) =
1
2 |x|2 + log(2π)d/2. It shows that under a growth control on I, we
can estimate the exponential decay of P{X(M ) > t } as t tends to
infinity.
9.2.1. PROPOSITION. If M is compact and
lim
|v|→0
lim sup
|x|→∞
I(x + v)
I(x)
6 1 , (9.2.1)
then
lim
t→∞
1
I•(M/t)
logP
{
X(M ) > t
}
= −1 .
Proof. Recall that the events {X(M ) > t} and {X 6∈ tCM } are
equal. Let at = I(tC
c
M ). Proposition 2.2 yields
lim
t→∞
1
at
log
{
X(M ) > t
}
= −1
if and only if
lim
ǫ→0
lim inf
t→∞
1
at
log |tCcM ∩ Γ(1+ǫ)at | = 0 . (9.2.2)
Let ǫ be positive. Since I is convex and CM is a neighborhood of the
origin the points minimizing I over Rd are included in tCM for t large
enough. Consequently, for t large enough, there exists xt in ∂(tCM )
such that I(tCcM ) = I(xt).
Let η be a positive number. Consider a set of orthogonal vectors
v1, . . . , vd in a supporting hyperplane of ∂CM at xt, such that η/2 6
|vi| 6 η for all i = 1, . . . , d − 1. The supporting hyperplane is the
orthocomplement of a unit vector e, pointing outward from ∂CM . We
define vd = ηe. Since M is compact, the interior of CM contains the
origin. Therefore, xt tends to infinity with t. Consequently, if η is
small enough, (9.2.1) implies that for t large enough
I(xt + vi) 6 (1 + ǫ)I(xt) = (1 + ǫ)at .
Since Γ(1+ǫ)at is convex, the simplex with vertices xt, xt+vi, 1 6 i 6 d,
is in tCcM
⋂
Γ(1+ǫ)at . Its volume does not depend on t; it bounds the
volume of tCcM
⋂
Γ(1+ǫ)at below. Consequently, (9.2.2) holds.
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It remains to prove that I(tCcM ) = I•(M/t). This is clear since
tCM = CM/t, and Proposition 9.1.7 holds.
Condition (9.2.1) looks good, but is far from being the best that
we can obtain. In particular, it does not cover the function I(x) =
exp(|x|α) with α > 1. The following will do, but assumes that I is
differentiable.
9.2.2. PROPOSITION. In Proposition 9.2.1, one can replace as-
sumption (9.2.1) by
lim
δ↓0
lim sup
x→∞
e−δI(x) sup|u|61 |DI(x + ue−δI(x))|
I(x)
= 0 .
Notice that since I blows up at infinity, e−δI(x) is very tiny for large
x. In essence, when d = 1, the new condition asserts that I ′e−δI/I
tends to 0. When I is large,
I ′e−δI/I 6 I ′e−δI/2 = 2(e−δI/2)′/δ .
Therefore, the only possible limit for I ′e−δI/I as its argument tends
to infinity is 0 — but in this discussion, nothing guarantees that the
limit exists. This does not show that the new condition holds for any
convex function; but it suggests that those which do not satisfy this
condition are rather pathological.
Proof of Proposition 9.2.2. We follow the proof of Proposition 9.2.1.
All what we need to do is to specify how to pick the vectors vi,
1 6 i 6 d. The new assumption implies that there exists a function
δ(x) tending to 0 at infinity, such that
lim
x→∞
e−δ(x)I(x) sup|x−y|6exp(−δ(x)I(x)) |DI(y)|
I(x)
= 0 .
Let η = exp
(−δ(xt)I(xt)), and let ǫ be an arbitrary positive number.
The previous limit shows that
η sup
|y−xt|6η
|DI(y)| 6 ǫI(xt)
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for t large enough. With this new η, take the vi’s exactly as in the proof
of Proposition 9.2.1. Since |vi| is at most η, we have, for i = 1, . . . , d,
I(xt + vi) 6 I(xt) + |vi| sup
y:|x−y|6|vi|
|DI(y)| 6 I(xt)(1 + ǫ) .
Consequently, the simplex with vertices xt, Xt + vi, 1 6 i 6 d lies in
tCM
⋂
Γ(1+ǫ)I(xt). Its volume is of order η
d. Thus, to check (9.2.2), it
suffices to show that
lim
t→∞
log η
I(xt)
= lim
t→∞
−δ(xt) = 0 .
This is plain from the definition of δ(·).
Clearly, one can do many variations on the theme, and get different
conditions for the conclusion of Proposition 9.2.1 to hold.
To obtain a sharper result than in Propositions 9.2.1 or 9.2.2,
that is to estimate P
{
X(M ) > t
}
and not its logarithm, we need
further assumptions. Many results could be obtained under various
hypotheses. We will suppose that the random vector X has density
ae−I , where
I is convex, α-positively homogeneous for some α > 1. (9.2.3)
Under (9.2.3), Theorem 7.1 settles more or less the question of
approximating
P (tCcM ) = a
∫
tCcM
e−I(x)dx .
Of course, we need to verify the assumptions of Theorem 7.1. Since
CM is convex, assumption (7.5) is always satisfied, while (7.1) is
guaranteed by the boundedness of M . Thus, only (7.3) and (7.4)
are left to check.
It does not seem that we can work out a general theory much
further. But let us show how we can obtain a tail equivalent for
P{X(M ) > t } from Theorem 7.1.
Proposition 9.2.1 and Lemma 9.1.8 imply
lim
t→∞
1
tα
logP
{
X(M ) > t
}
= −I•(M )
and so we are done as far as the exponential term is concerned.
Reading the formula in Theorem 7.1, we have I(A1) = I•(M ).
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We then need to relate the differential geometric quantities involved
in Theorem 7.1 to those of M . From section 9.1, we infer that we can
reduce M to M0. So, let us assume that
M0 is a closed, connected, m-dimensional submanifold of R
d.
Since we can replace M by M0, we will drop the subscript and write
M instead of M0 until the end of this section. Consider a local
parameterization p(u) of M . We have seen in section 9.1 that it
induces a parameterization X(u) on ∂CM . Assume that
D•,M =
{
p ∈M : I•(p) = I•(M )
}
is a k-dimensional submanifold of M .
We can choose the parameterization p(·) such that
(u1, . . . , uk) ∈ U ′ ⊂ Rk 7→ p(u1, . . . , uk, 0, . . . , 0) ∈ D•,M
is a local parameterization of D•,M . With the notation of section 9.1,
it follows from Lemma 9.1.6 and Proposition 9.1.7 that
(u1, . . . , uk) ∈ U ′ 7→ X(u1, . . . , uk, 0, . . . , 0) ∈ DCcM
is a parameterization of DCcM . To compute the Riemannian measure
MDCc
M
, we first compute the first fundamental form of the surface
DCcM . We obtain
dMDCc
M
(
X(u)
)
=
(
det
(〈Xi(u) , Xj(u)〉)16i,j6k)1/2du1 ∧ · · · ∧ duk ,
where Xi(u) is given in (9.1.5). The first fundamental form of ∂CM
involves inner products of ν, νi, Xi, dXj ·pi, which can be expressed in
term of the third fundamental form ofM — or analogously, in term of
the connection form on its normal frame principal bundle. In general,
such an expression is rather involved; we will see how it simplifies in
some cases.
To compute the curvature term GCcM in Theorem 7.1, the comment
after the statement of Theorem 7.1 shows that it equals
G(x) = ΠπΛI(Cc
M
),x
− Ππ∂CM ,x
for all x in DCcM . Since G(x) = ΠΛI(CcM ),x −Π∂CM ,x vanishes on
directions tangent to DCcM , one way to compute detG(x) is actually to
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diagonalize G(x), and take the product of its positive eigenvalues —
by construction, the eigenvalues of G(x) are nonnegative; they are null
only on the eigensubspace Tx∂C
c
M ⊖ TxDCcM . Ultimately, we need to
calculate det
(
G(x)−λId). For this purpose, consider an orthonormal
basis e1, . . . , ed−1 of Tx∂(C
c
M ) = TxΛI(CcM ).
Denote by X the matrix obtained in writing the vectors X1, . . . ,
Xd−1 in the basis e1, . . . , ed−1, that is X = (〈ei, Xj〉)16i,j6n. This
matrix is nonsingular and
det(G(x)− λId) = 0⇐⇒ det(XTG(x)X − λXTX ) = 0
⇐⇒ det((XTX )−1XTG(x)X − λId) = 0 .
How do we compute XTGX and (XTX )−1?
Write N∂CM for the outward unit normal to ∂CM . Since
XTG(x)X =
(〈(D2I(x)
|DI(x)| − dN∂CM (x)
)
Xi , Xj
〉)
16i,j6n−1
,
we first compute 〈D2I(x)Xi, Xj〉, 1 6 i, j 6 d − 1. The terms
〈dN∂CMXi, Xj〉, 1 6 i, j 6 d − 1 can be computed with formula
(9.1.8) and depend on the curvature of M via its second fundamental
forms ΠνM and Π
Xr
M , m+ 1 6 r 6 d− 1.
The first fundamental form XTX = (〈Xi, Xj〉)16i,j6n−1 can be
computed in the same way. One may notice however that for i =
1, . . . ,m and j = m+ 1, . . . , d− 1,
〈Xi, Xj〉 = 〈νi, Xj〉〈ν, p〉 + dφj(p) · pi +
∑
m+16r6d−1
φr〈dXr · pi , Xj〉 .
Moreover, if i, j = m+ 1, . . . , d− 1, then
〈Xi, Xj〉 = δi,j . (Kronecker symbol)
Finally, if i, j = 1, 2, . . . ,m, the expression of 〈Xi, Xj〉 involves again
the third fundamental form of M .
At this point, it does not seem possible to push the abstract
calculation much further. The author hopes that it is clear that the
tail behavior of X(M ) is governed by the differential geometry of M
immersed in Rd, a somewhat known fact. All the calculations can be
implemented on a computer.
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Some simplifications may occur in some specific cases. We now
discuss some important ones.
Assume for instance that I is a radial function, namely that
I(x) = J
(|x|2) for a function r ∈ [0,∞) 7→ J(√r)
which is convex on R+, and increasing.
(9.2.4)
Under (9.2.4), I is minimal if and only if |x| is. Thus, the normal-
ization I
(
X(u)
)
minimum at um+1 = · · · = ud−1 = 0 forces φj = 0.
Moreover, at the minimum, i.e., on DCcM , the norm |X(u)| is mini-
mum, and therefore,
X ⊥ Xi , i = 1, 2, . . . , d− 1 on DCcM .
Since νi is orthogonal to Xi for i = 1, 2, . . . , d− 1, the vectors X and
ν are collinear on DCcM . Consequently, X, ν, p are collinear on DCcM ,
and all point outward ΛI(CcM ).
Notice also that |ν| = 1 forces 〈ν, νi〉 = 〈p , νi〉 = 0.
Equation (9.1.5) becomes very simple then, namely
Xi =
νi
〈ν, p〉 =
νi
|p| on DCcM and for i = 1, 2, . . . ,m .
It follows that along DCcM , the first fundamental form of ∂CM is given
by
〈Xi, Xj〉 =

|p|−2〈νi , νj〉 , i, j = 1, 2, . . . ,m.
|p|−1〈νi , Xj〉 , i = 1, 2, . . . ,m, j = m+ 1, . . . , d− 1.
δi,j , i, j = m+ 1, . . . , d− 1.
The second fundamental form of ∂CM also undergoes some simplifi-
cations. Indeed equation (9.1.8) becomes
〈dN∂CMXi, Xj〉 =
{
0 if i ∨ j = m+ 1, . . . , d− 1.
−|p|−2〈pi, νj〉 if i, j = 1, 2, . . . ,m.
(9.2.5)
— remember that the normalization um+1 = . . . = ud−1 = 0 at the
minimum forces φj = 0 on DCcM .
REMARK. Be careful when using (9.2.5). The Xj ’s, for j =
m + 1, . . . , d − 1 have unit norm. But for j = 1, . . . ,m, the norm of
Xj may not be 1. If one wants an expression of the fundamental form
in a basis of unit vectors, one should divide Xj by its norm in (9.2.5).
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Nothing guarantees that the Xj ’s for j = 1, . . . ,m are orthogonal to
the Xj ’s for j = m+1, . . . , d−1. Thus to use (9.2.5) in computations,
one needs to use some form of orthogonalization technique to obtain
the matrix dN∂CM in an orthonormal basis.
REMARK. If we rescaleM to λM , then CM becomes CλM = CM/λ.
So, the second fundamental form of CλM should be proportional to
λ. Consequently, the expression on the right hand side of (9.2.5) is
homogeneous in λ. With our choice, the parameterization of CλM is
Xλ(u) = X(u)/λ. Therefore Xλ,i = Xi/λ. For i, j = 1, 2, . . . ,m, the
left hand side of (9.2.5) written for CλM reads
〈dN∂CλMXλ,i , Xλ,j〉 =
〈
dN∂CλM
xi
λ
,
xj
λ
〉
.
Thus, for CtM , formula (9.2.5) is
〈dN∂CλMXi, Xj〉 = λ〈pi , Nj〉/|p|2 .
This is indeed homogeneous in λ since Xi and Xj do not depend on
λ.
Similarly to what happens for the second fundamental form of ∂CM
along DCcM , the second fundamental form of the level sets ΛI(CcM )
undergoes a great simplification when I is a radial function. Since the
level sets are spheres, their second fundamental form at X is
ΠΛI(Cc
M
)
(X)(Xi, Xj) = |X|−1〈Xi, Xj〉 = |p|〈Xi, Xj〉 on DCcM
— recall that for a radial I, we proved that X(u) is collinear to p(u),
and so 1 = 〈X(u), p(u)〉 = |X(u)| |p(u)|.
Further simplifications may occur by a good choice of the parame-
terizations. For example, it may happen that DCcM is is parametrized
by (u1, . . . , uk, 0, . . . , 0), where k = dimDCcM . In the case dimM = 1,
we can take X3 to be collinear to the torsion vector of the curve M .
This ensures that νi = ν
′ is orthogonal to X4, . . . , Xd−1. The case
m = d − 1 is also rather specific. There is a vast number of possible
specializations where more or less remarkable formulas can be ob-
tained. However, it is not obvious that such extensive developments
would bring more insight. They may be worthwhile for some specific
applications and we will see some in chapters 10–12.
To conclude, we mention that when Theorem 7.5 applies, it shows
that the distribution of X/t given X(M ) larger than t converges to
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a distribution supported by DCcM = { x ∈ ∂CM : I(x) = I(CcM ) } as
t tends to infinity. To a point x in DCcM correspond points m in M0
such that 〈x,m〉 = 1. Proposition 9.1.7.iii shows that as x varies in
DCcM , these m’s vary among the points in M0 minimizing I•. This
implies that when M is closed, {m ∈ M0 : X(m) = X(M ) } given
X(M ) > t is a random closed set whose distribution given X(M ) > t
tends to be concentrated on points in M0 that minimize I•. When
X(M ) is achieved at a unique point m(X) in M0, Theorem 7.5 even
gives the limiting conditional distribution of argmaxm∈M0 X(m) given
X(M ) > t, as t tends to infinity. It is the image measure by m of the
limiting conditional distribution of X/t given X ∈ tCM ; this latter
limiting distribution is given in Theorem 7.5. In particular, if I• is
minimum at a unique point m∗ of M0, then argmaxp∈M X(p) given
X(M ) > t converges in probability to m∗ as t tends to infinity..
9.3. Example with heavy tail distribution.
In this section we consider a random vector X = (X1, . . . , Xd) in R
d
with independent coefficients, all having a Student-like distribution
with parameter α. Thus, the distribution of Xi is absolutely continu-
ous with respect to the Lebesgue measure, and satisfies
P{Xi 6 −x } ∼ P{Xi > x } ∼ Ks,αα(α−1)/2x−α
as x tends to infinity, for some constant Ks,α.
The estimation of P{X 6∈ C } for an arbitrary convex set C
containing a neighborhood of the origin turns out to be amazingly
simple. Recall that (e1, . . . , ed) denotes the canonical basis of R
d. It
is convenient to introduce the following terminology.
DEFINITION. Let S be a set in Rd, containing a neighborhood of the
origin. A point of the form λei on ∂S is called an axial point of ∂S.
As their name suggests, axial points of ∂C are points on ∂C which
lie on a canonical axis. Notice that if C is not the whole space Rd,
then ∂C has at least one axial point. Moreover, ∂C has at most 2d
axial points. These lower and upper bound can be achieved. For
instance, the half space { x ∈ Rd : x1 6 1 } has a unique axial point,
e1; and the centered unit ball has 2d of them, namely plus or minus
the vectors of the canonical basis.
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9.3.1. THEOREM. Let C be a convex neighborhood of 0 in Rd.
Assume that C is not the whole space Rd. Let X be a random vector
with independent and identically distributed components having a
Student-like distribution Sα, with parameter α, and such that Sα(0) =
1/2. Then
P{X 6∈ tC } ∼ t−αKs,αα(α−1)/2
∑
a
|a|−α as t→∞ ,
where the sum
∑
a is taken over all the axial points of ∂C.
Proof. Notice first that if ∂C is not smooth at some of its
axial points, say a1, . . . , ak, then we can sandwich C between two
smooth convex sets with axial points (1 − ǫ)a1, . . . , (1 − ǫ)ak and
(1 + ǫ)a1, . . . , (1 + ǫ)ak respectively. For these approximating convex
sets, the asymptotic formula in Theorem 9.3.1 can be proved assuming
that ∂C is smooth. We then let ǫ tend to 0. So, there is no loss of
generality in assuming that ∂C is smooth, which we do from now until
the end of the proof.
The proof of Theorem 9.3.1 is then essentially the same as that
of Theorems 8.2.1 and 8.2.10. It is hoped that the reader will be
convinced that our unifying formalism is actually quite convenient,
even though, one more time, some specific examples could be treated
more easily with ad hoc methods.
Let sα denote the density of a single Xi. To prove Theorem 9.3.1,
we need to approximate the integral
P{X 6∈ tC } =
∫
Rd\tC
sα(x1) . . . sα(xd) dx1 . . . dxd
for large t. As in the proof of Theorem 8.2.1, extend the function
Φ← ◦ Sα to Rd by considering it acting componentwise on each
coordinate. Making the change of variable Y = Φ←◦ Sα(X) leaves us
to approximate ∫
Φ←◦Sα(tCc)
e−|y|
2/2
(2π)d/2
dy .
This leads us to consider the convex function
I(y) =
|y|2
2
− log(2π)d/2
and the sets
At = tC
c , and Bt = Φ
←◦ Sα(tCc) .
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Our first proposition hereafter evaluates I(Bt) and locates the
points of interests in Bt as far as minimizing the function I is
concerned. To this aim, define
γ = min
{ |a| : a axial point of ∂C } .
9.3.2. PROPOSITION. As t tends to infinity, we have
I(Bt) = α log t− 1
2
log log t+ α log γ
− log(Ks,ααα/22
√
π) + log(2π)d/2 + o(1) .
If a is an axial point of ∂C, then
τBt
(
Φ←◦ Sα(ta)
)
= α log
(|a|/γ) + o(1) as t→∞ .
For any positive number M1, the set ∂Bt ∩ ΓI(Bt)+M1 log log t lies in
an O(
√
log log t)-neighborhood of the points Φ←◦Sα(ta), where a is an
axial point of ∂C. Consequently, there exists a positive M2 such that
this set lies in the image through Φ←◦ Sα of a (log t)M2-neighborhood
of the axial points of tC.
Proof. An easy application of the expansion for (Φ←◦Sα)2 given in
Lemma A.1.5 gives for any axial point a of ∂C,
I
(
Φ←◦ Sα(ta)
)
= α log t− 1
2
log log t+ α log |a| − log(Ks,ααα/22
√
π)
+ log(2π)d/2 + o(1)
as t tends to infinity.
Let M1 be a positive real number. Consider a point u in C
c such
that
I
(
Φ←◦ Sα(tu)
)
6 α log t+M1 log log t . (9.3.1)
Consider η < 1− (1/√2). For t large enough, the inequality
I
(
Φ←◦ Sα(tu)
)
> α(1− η)
∑
16i6d
I[t−η ,∞)
(|ui|) log (t|ui|)
> α(1− η)2♯{ 1 6 i 6 d : |ui| > t−η } log t
implies that for u as considered,
♯
{
1 6 i 6 d : |ui| > t−η
}
6 (1− η)−2(1 + o(1)) < 2 .
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However, since u is not in C, we must have
♯
{
1 6 i 6 d : |ui| > t−η
}
> 1
for t large enough. Consequently, u has exactly one coordinate larger
than t−η. Thus, it must be in a t−η-neighborhood of the canonical
axes in Rd. Such a point is of the form u = λa+v for some axial point
a of ∂C, some λ > 1− t−η|a|−1 and v orthogonal to a with |v| 6 t−η.
Consequently,
I
(
Φ←◦ Sα(tu)
)
=
1
2
Φ←◦ Sα
(
tλ|a|)2 + 1
2
|Φ←◦ Sα(tv)|2 + log(2π)d/2 .
This expression is asymptotically minimum for v = 0 and λ = 1 and
|a| minimum, i.e., |a| = γ. Combined with Lemma A.1.5, this gives
the value of I(Bt) up to o(1) as t tends to infinity. Then, the value
for τBt
(
Φ←◦ Sα(ta)
)
follows from Lemma A.1.5 as well.
Still assuming (9.3.1), we must have
α log t+M1 log log t >
1
2
Φ←◦ Sα
(
t|a|(1 + o(1)))2
+
1
2
max
16i6d
Φ←◦ Sα(tvi)2 + log(2π)d/2 .
Hence, using Lemma A.1.5 to approximate Φ←◦ Sα
(
t|a|(1 + o(1)))2,
max
16i6d
Φ←◦ Sα(tvi)2 6 (M1 + 1) log log t
for t large enough, that is Φ←◦ Sα(tu) = O(log log t)1/2. Therefore,
Φ←◦Sα(tv) is indeed in an O(log log t)1/2-neighborhood of Φ←◦Sα(ta).
Given the expression for Φ←◦ Sα in Lemma A.1.5, we also must
have
max
16i6d
α log
(
t|vi|
)
6 (M1 + 1) log log t ,
that is, max16i6d |tvi| 6 (log t)(M1+1)/α for t large enough, which is
the last statement of the proposition.
We can now try to calculate the asymptotic equivalent given by
Theorem 5.1. Given the proof of Proposition 9.3.2, it is natural to try
the projection of the axial points of ∂Bt onto ΛI(Bt) as a dominating
manifold. So, let ρt be the radius of the ball ΛI(Bt), and set
DBt =
{
ρt
Φ←◦ Sα(ta)
|Φ←◦ Sα(ta)| : a axial point of ∂C
}
.
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Notice that because we assumed Sα(0) = 1/2, the equality Φ
← ◦
Sα(sei) = Φ
←◦ Sα(s)ei holds for any canonical vector ei of Rd and
any real number s. Equivalently, we have
DBt =
{
ρt
a
|a| : a an axial point of ∂C
}
.
The dimension of DBt is k = 0.
From the values of I(Bt) in Proposition 9.3.2, we infer that
ρt =
[
2α log t− log log t+ 2α log γ − 2 log(Kααα/22
√
π) + o(1)
]1/2
∼
√
2α log t as t→∞ .
Putting all the pieces together, and assuming that we can verify its
assumptions, the approximation formula in Theorem 5.1 yields,
P (At) ∼ e−I(Bt)(2π)(d−1)/2
∑
a
exp
(
− α log (|a|/γ))
ρ
(d+1)/2
t det
(
GBt(ρta/|a|)
)1/2
∼
√
log t
tα
Ks,α
αα/2
√
2
(2α log t)(d+1)/4
∑
a
1
|a|α(detGBt(ρta/|a|))1/2 ,
as t tends to infinity, with the sum taken over all the axial points a
of ∂C. So, it remains for us to calculate detGBt(ρta/|a|) for all the
axial points of ∂C, and check the assumptions of Theorem 5.1. Our
next lemma does half of the task.
9.3.3. LEMMA. For any axial point a of ∂C,
GBt(ρta/|a|) ∼
IdRd−1√
2α log t
as t→∞ .
Proof. Let a be an axial point of ∂C and let u be orthogonal to
a. Since the origin is in the interior of the convex set C, the line
aR intersects ∂C transversally. Therefore, we can parameterize ∂C
around a by a ball in { a }⊥, centered at 0. In other words, there
exists a smooth function ha : { a }⊥ → R such that
pa : u ∈ { a }⊥ 7→ pa(u) =
(
1 + ha(u)
)
a+ u ∈ ∂C
defines a parameterization of ∂C around a— i.e., for |u| small enough,
it is a parameterization. Since u is orthogonal to a and Φ←◦ Sα acts
componentwise,
Φ←◦ Sα
(
tpa(u)
)
= Φ←◦ Sα
(
t
(
1 + h(u)
)) a
|a| +Φ
←◦ Sα(tu) .
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If I
(
Φ← ◦ Sα(tpa)
)
6 I(Bt) + M1
√
log log t — the domain which
will interest us after we choose cBt — Proposition 9.3.2 asserts
that |u| 6 (log t)M2/t for some M2. Since ∂C is smooth, we have
|h(u)| 6 M3|u| 6 M3(log t)M2/t for some positive M3 and in this
range of u. Consequently
Φ←◦ Sα
(
t
(
1 + h(u)
)
a
)
= Φ←◦ Sα(ta) + o(1) as t→∞ ;
and in the range |u| 6 (log t)M2/t,
Φ←◦ Sα
(
tpa(u)
)
= Φ←◦ Sα(ta) + Φ←◦ Sα(tu) + o(1) (9.3.2)
as t tends to infinity. Up to the term in o(1), this last equation defines
a plane orthogonal to Φ←◦Sα(ta). Following the proof of Lemma 8.2.8,
it follows that
GBt
(
Φ←◦ Sα(ta)
) ∼ IdRd−1
ρt
∼ IdRd−1√
2α log t
.
Lemma 9.3.3 implies
detGBt
(
ρta/|a|
)1/2 ∼ (2α log t)−(d−1)/4 , as t→∞ .
With the estimate of P (At) obtained before the statement of Lemma
9.3.3, we obtain
P (At) ∼ Ks,αα
(α−1)/2
tα
∑
a
|a|−α as t→∞ . (9.3.3)
This is the asymptotic equivalent given in Theorem 9.3.1. Thus, it
remains for us to check the assumptions of Theorem 5.1. Taking the
risk of making the rest of the proof boring, we will do it in a systematic
way, showing that this is a rather easy task.
Our candidate for cBt is ct = (d + 1) log log t. Indeed, combining
Propositions 2.1 and 9.3.2, we obtain
L
(
I(Bt) + ct
)
6 c0e
−I(Bt)−ct
(
1 + I(Bt) + ct
)d
= o(t−α) as t→∞ .
Given (9.3.3), this choice of ct guarantees that (5.4) holds.
Given Proposition 9.3.2 and the way we constructed DBt — using
a projection on the sphere of radius ρt — the set Bt,M lies on
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O(log log t)-neighborhood of DBt on ΛI(Bt). Since the radius of
injectivity of ΛI(Bt) — a sphere of radius ρt ∼
√
2α log t — is πρt/2,
assumption (5.2) holds for t large enough.
Assumption (5.5) is almost plain. Equation (9.3.2) is the analogue
of Lemma 8.2.2 or 8.2.12. It shows that the boundary ∂Bt near an
axis point Φ←◦ Sα(ta) is a plane orthogonal to a up to an o(1)-term.
The very same argument as that used in the proof of Theorems 8.2.1
and 8.2.10 ensures that (5.5) is verified here.
(5.6) is clear.
(5.7) follows in the very same way as in the proof of Theorem 8.2.1.
We still have t0,M (p) = O(log log t) while Kmax(q, t0) = O(log t)
−1 for
q ∈ DBt .
(5.8) is plain, for a sphere has positive Ricci curvature in Rd.
(5.9), (5.10) and (5.11) follow exactly as in the proof of Theorem
8.2.1.
(5.12) and (5.13) are plain as well given the proof of Theorem 8.2.1
or 8.2.10, and this concludes the proof of Theorem 9.3.1.
REMARK. Note that if we drop the assumption Sα(0) = 1/2 in
Theorem 9.3.1, that is Sα of median zero, axial points are not mapped
anymore to axial points by Φ← ◦ Sα. The argument we developed
would still be valid though, since the asymptotic expansion for Φ←◦Sα
shows that the component of Φ←◦ Sα(tei) on {ei}⊥ is asymptotically
negligible compared to that on eiR. Thus, the conclusion of Theorem
9.3.1 still holds true without assuming Sα(0) = 1/2.
From Theorem 9.3.1, we deduce the following limiting behavior of
the conditional distribution of X given X 6∈ tC.
9.3.4. COROLLARY. Let C be any convex neighborhood of 0 in Rd,
such that C 6= Rd. If X is a random vector with independent and
identically distributed components having a Student-like distribution
with parameter α, then the distribution of X/t given X 6∈ tC converges
weakly* to ∑
a
|a|−αPa
/∑
a
|a|−α ,
where the sums are taken over all axial points a of ∂C and Pa is a
Pareto distribution concentrated on aR+, whose cumulative distribu-
tion function is given by
Pa
{ 〈X, a/|a|〉 > |a|+ λ} = |a|α(|a|+ λ)α , λ > 0 .
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Proof. Let λ be a positive number. Consider the convex set
D =
{
x : 〈x, a/|a|〉 6 |a|+ λ} .
The set of all axial points of ∂(Dc ∩ Cc) is just { a |a|+λ|a| }, and a is
an axial point of the convex set C. Consequently, applying Theorem
9.3.1 with the convex set C and (Dc ∩ Cc)c yields
P{X 6∈ tD|X 6∈ tC } = P{X ∈ t(Dc ∩ Cc)}/P{ tCc }
∼ (|a|+ λ)−α/∑
a
|a|−α .
This is the result, for the conditional distribution of X/t givenX 6∈ tD
converges trivially to Pa.
Let us now go back to the study of processes of the form 〈X, p〉, for
p in a set M of Rd. Theorem 9.3.1 gives us the asymptotic behavior
of P
{
X(M ) > t
}
as t tends to infinity. To obtain a more readable
statement, we need to express the axial points of ∂CM in term of M .
This is done in the next result.
9.3.5. PROPOSITION. The set of all axial points of ∂CM coincide
with the set of vectors ǫaǫ,iei where ǫ is in {−1,+1 }, and i is such
that ǫ〈p, ei〉 > 0 for some p belonging to M , and
1/aǫ,i = sup
{
ǫ 〈p, ei〉 : p ∈M
}
.
Proof. Let a be an axial point of ∂CM . Necessarily a = ǫ|a|ei
for some ǫ in {−1, 1 }, and ei a vector of the canonical basis of
Rn. Since a is in ∂CM , we have 〈a, p〉 6 1 for all p in M , and
sup
{ 〈a, p〉 : p ∈ M } = 1. Thus, sup{ ǫ|a|〈ei, p〉 : p ∈ M } = 1 and
the result follows.
If we have a parameterization f(t) =
(
f1(s), . . . , fd(s)
)
of M
indexed by s in some set S, it is particularly easy to relate the behavior
of f(s) to the geometry of the set M captured in Proposition 9.3.5.
This yields immediately the following result, where the reader will
notice that the function f is completely arbitrary — no need for
measurability, or any kind of regularity whatsoever!
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9.3.6. THEOREM. Let S be a set, and f(s) =
(
f1(s), . . . , fd(s)
)
be a bounded function defined on S. Let X be a random vector in
Rd, with independent and identically distributed components having a
Student-like distribution with parameter α. Let
X(S) = sup
s∈S
X1f1(s) + · · · +Xdfd(s) .
Then,
P
{
X(S) > t
} ∼ Ks,ααα−1/2
tα
∑
16i6d
ǫ∈{−1,1}
cαǫ,i as t→∞ ,
where
cǫ,i = sup
{ (
ǫfi(s)
)
+
: s ∈ S } , ǫ ∈ {−1, 1 } , i = 1, . . . , d .
Another way to interpret cǫ,i is in looking at the projection of M
on the i-th canonical axis eiR. The value cǫ,i is 0 if this projection is
concentrated on the set −ǫeiR ; otherwise cǫ,i is the coordinate of the
largest point of this projection.
It is quite amusing to notice the following. Set f(s) = (1, . . . , 1) for
all s. Then X(S) = X1 + · · · +Xd. Theorem 9.3.6 implies that
P{X1 + · · · +Xd > t } ∼ Kαα
α−1
2
λα
d .
Using again Theorem 9.3.6 for d = 1, we then infer
P{X1 + · · · +Xd > t } ∼ d
(
1− Sα(t)
)
= dP{X1 > t } .
This is a known asymptotic identity showing that the Student-like
distributions are subexponential!
Notes
This chapter is connected with a huge literature. To proceed in order,
I first cannot quite believe that the transform I 7→ I• and its use are
new. It allows one to read the minimization of a convex function on
the complement of a convex set over its polar reciprocal. However,
I have not found it in the literature. Similarly to what is called the
infimum convolution in convex analysis, it would be natural to call
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I• the infimum Radon transform of I. The relation (I•)
• = I in
Proposition 9.1.7.iv is an inversion formula for this infimum Radon
transform.
Lemma 9.1.3 is essentially contained in Hassanis and Koutroufiotis
(1985). Though I refer to Schneider (1993) for convexity theory, the
differential viewpoint in section 9.1 is closer to Bruce and Giblin
(1992). The polar reciprocal is sometimes called the pedal surface.
It would be desirable to connect further the global properties of M0
and CM .
Proposition 9.2.1 is a generalization of the finite dimensional version
of Fernique (1970) and Landau and Shepp (1970). There are many
proofs in the Gaussian setting, and the lectures by Ledoux (1996)
are most illuminating. The current literature on related problems is
connected with notions such as concentration of measure and a set of
inequalities: isoperimetric, Sobolev logarithmic, Poincare´. A couple
of pointers to this literature are Talagrand (1995) and Bobkov and
Ledoux (1997, 2000). However, it is not quite clear that Proposition
9.2.1 can be recovered from the existing results in the literature. An
open question is if the conclusion of Proposition 9.2.1 holds for any
convex functions.
The result of Proposition 9.2.1 also makes sense in infinite dimen-
sion, using of course the dual space to define I•. But the proof given
here breaks down in infinite dimensions.
The part of section 9.2 following Proposition 9.2.1 is connected
with a flourishing literature on the Gaussian case and a few related
distributions such as the chi-square. The point of view given here
is close to an abstraction of Diebolt and Posse (1996). A radically
different line of investigation is in Piterbarg (1996). A most interesting
survey of the literature on supremum of Gaussian processes is in Adler
(2000).
In the heavy tail case, Theorem 9.3.6 seems to be part of the
folklore; but I have not found it in the literature. Both Theorems
9.3.1 and 9.3.6 can be proved directly by ad hoc methods.
Concerning sums of heavy tailed random variables, Bingham,
Goldie and Teugels (1987) contains invaluable material. I learned
about those things in part in Broniatowski and Fuchs (1995). Much
nicer results than the one presented in this section exist, including sec-
ond and higher order formulas. But, unfortunately, the accuracy of
these expansions is incredibly poor, especially when the tail parameter
α is large.
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It is interesting to rework the proofs of this specific chapter as-
suming that the cumulative distribution function of Xi is 1− F (x) =
x−αℓ(x) for some slowly varying function ℓ at infinity. Linearity of the
functional considered here leads to neat results — but they depend
heavily on the linearity!

10. Random matrices
In this chapter we consider a matrix X = (Xi,j)16i,j6d with random
coefficients that are independent and have the same distribution.
Many quantities associated to X are of interest. For instance, its trace
tr(X), its determinant det(X), or its operator norm ‖X‖. All these
quantities have in general complicated distributions which cannot be
calculated very explicitly. Hence, it makes sense to investigate their
tail behavior.
Before going further, let us mention that the trace of X is noth-
ing but a sum of independent and identically distributed random
variables. Results from section 9 give the tail approximations for
P
{
tr(X) > t
}
when the coefficients ofM have aWeibull or a Student-
like distributions. Therefore, in this section, we will concentrate on
the determinant and on the norm of X. We will see that their tail
behavior often turns to be quite interesting, if not fascinating.
Throughout this chapter, it will be convenient to think of matrices
as vectors in Rn
2
as well as linear operators acting on Rn. In
particular, we denote by Ei,j the canonical orthonormal basis of Rn
2
viewed as matrices. Thus, Ei,j denotes the matrix with 1 on the
(i, j)-entry, and 0 elsewhere. In other words.
Ei,j = (δ(i,j),(k,l))16k,l6n
where δu,v is the Kronecker symbol.
Let M(n,R) denote the set of all n×nmatrices with real coefficients.
Also, we write GL(n,R) for the group of all invertible matrices in
M(n,R), that is the linear group.
Since our method is differential geometric, we will need the differ-
ential and Hessian of the determinant as a map from GL(n,R) to R .
For the sake of completeness, we recall them.
10.0.1. LEMMA. For all x in GL(n,R) and h, k in M(n,R),
Ddet(x)h = det(x)tr(x−1h) ,
and
D2det(x)(h, k) = det(x)tr(x−1h)tr(x−1k)− det(x)tr(x−1hx−1k) .
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Proof. Let x be an invertible matrix. Since det(x + h) =
det(x)det(Id+x−1h), it is enough to calculate Ddet(Id) and D2det(Id).
Let Sn denote the group of permutations of n elements. Define
S
0
n = { Id } ⊂ Sn and let S1n be the subset of Sn made of all
transpositions. The signature of a permutation σ is ǫ(σ) = +1
(resp. −1) if σ is the composition of an even (resp. odd) number
of transpositions. We have
det(Id + sh) =
∑
σ∈Sn
ǫ(σ)
∏
16i6n
(δi,σ(i) + shi,σ(i)) .
This sum overSn can be decomposed as a sum overS
0
n, plus one over
S
1
n, plus a remainder term. The sum over S
0
n has a unique term,
ǫ(Id)
∏
16i6n
(δi,i + shi,i)
= 1 + s
∑
16i6n
hi,i + s
2
∑
16i<j6n
hi,ihj,j + O(s
3)
= 1 + s tr(h) +
s2
2
( ∑
16i,j6n
hi,ihj,j −
∑
16i6n
h2i,i
)
+ O(s3)
= 1 + s tr(h) +
s2
2
(
tr(h)2 −
∑
16i6n
h2i,i
)
+O(s3) .
Next, we also obtain∑
σ∈S1n
ǫ(σ)
∏
16i6n
(δi,σ(i) + shi,σ(i))
=−
∑
16i<j6n
∏
16k6n
k 6∈{i,j}
(1 + shk,k)s
2hi,jhj,i
=− s2
∑
16i<j6n
hi,jhj,i + O(s
3)
=− s
2
2
( ∑
16i,j6n
hi,jhj,i −
∑
16i6n
h2i,i
)
+ O(s3)
=− s
2
2
(
tr(h2)−
∑
16i6n
h2i,i
)
+O(s3) .
If σ is in Sn \ (S0n ∪S1n), at least 3 integers in { 1, 2, . . . , n } are not
invariant under σ. For such permutation∏
16i6n
(δi,σ(i) + ǫδi,σ(i)) = O(s
3) .
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It follows that
det(Id + sh) = 1 + s tr(h) +
s2
2
(
tr(h)2 − tr(h2))+ O(s3)
as s tends to 0. Consequently, for x in GL(n,R),
Ddet(x)(h) = det(x)Ddet(Id)(x−1h) = det(x)tr(x−1h) .
Also, we have
D2det(Id)(h, h) = tr(h)2 − tr(h2)
and by polarization
D2det(Id)(h, k) = tr(h)tr(k)− tr(hk) .
Consequently,
D2det(x)(h, k) = det(x)D2det(Id)(x−1h, x−1k)
= det(x)
(
tr(x−1h)tr(x−1k)− tr(x−1hx−1k))
as claimed.
We conclude this section by a trivial but useful formula. When
needed, we write 〈·, ·〉
Rn
2 for the inner product in the Euclidean
space Rn
2
. We use the tensor product notation, Ei,j ⊗ El,m to
denote the bilinear form x, y ∈ M(n,R) 7→ Ei,j ⊗ El,m(x, y) =
〈El,m, y〉
Rn
2 〈Ei,j , x〉
Rn
2 .
10.0.2. LEMMA. On the basis Ei,j, the bilinear map (h, k) ∈
M(n,R) 7→ tr(x−1hx−1k) has the form∑
16i,j,l,m6n
(x−1)m,i(x
−1)j,lE
i,j ⊗ El,m .
Proof. It is straightforward,
tr(x−1hx−1k) =
∑
16i,j,l,n6n
(x−1)i,jhj,l(x
−1)l,mkm,i
=
∑
16i,j,l,m6n
(x−1)i,j(x
−1)l,mE
j,l ⊗ Em,i(h, k) .
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Viewing M(n,R) as Rn
2
, we have a natural inner product
x, y ∈ M(n,R) 7→ 〈x, y〉 =
∑
16i,j6n
xi,jyi,j = tr(x
Ty) = tr(xyT) .
Consequently, viewing Ddet(x) in Rn
2
, Lemma 10.0.1 implies that
Ddet(x) = det(x)(x−1)T ∈ Rn2 . (10.0.1)
10.1. Random determinants, light tails.
In this section, we consider a random matrix X = (Xi,j)16i,j6n where
the Xi,j are independent and identically distributed, each having a
symmetric Weibull-like density
wα(u) =
α1−(1/α)
2Γ(1/α)
exp
(−|u|α
α
)
, u ∈ R , α > 1 .
One of the aim of this section is to show that the Gaussian case,
obtained for α = 2, is rather specific. The main reason is of course the
invariance of the Gaussian distribution under the special orthogonal
group.
Given the densities wα of interest, let us define
I(x) =
1
α
∑
16i,j6n
|xi,j|α , x ∈ M(n,R) ≡ Rn2 .
Furthermore, define
At =
{
x ∈ M(n,R) : detX > t} = t1/nA1 .
Since I is homogeneous, we can use Theorem 7.1 in order to
approximate
P{ detX > t } =
(
α1−(1/α)
2Γ(1/α)
)n2 ∫
t1/nA1
e−I(x)dx .
This requires us to compute the dominating manifold DA1 . Unfor-
tunately, I have not been able to do so in general. The following
result will rely on an explicit calculation in some special cases, and a
conjecture in general.
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Our first lemma provides a necessary condition for a matrix to be
in DA1 . We denote by SL(n,R) the special linear group on Rn, that
is the group of all matrices of determinant 1.
10.1.1. LEMMA. If x is an n×n real matrix minimizing I(x) subject
to the constraint detx > 1, then x is of determinant 1, that is belong
to SL(n,R). Moreover, for such a matrix,
(x−1)i,j =
1
λ
sign(xj,i)|xj,i|α−1 , 1 6 i, j 6 n , (10.1.1)
where nλ = min
{
I(x) : det x = 1
}
.
Proof. Since det(λx) = λndetx and I(λx) = |λ|αI(x), we clearly
have detx = 1 at the constrained minimum. So, we need to find
inf
{
I(x) : detx = 1
}
. At the minimum, the normal vector of the
level set of I and { x : detx = 1 } are collinear. Using (10.0.1), this
condition writes( 1
λ
sign(xi,j)|xi,j|α−1
)
16i,j6n
= (x−1)T
for some nonzero λ.
Since 1 = (x−1x)i,i for all i = 1, 2, . . . , n, we obtain
n =
∑
16i,k6n
(x−1)i,kxk,i =
1
λ
∑
16i,k6n
sign(xk,i)|xk,i|α−1xk,i
=
I(x)
λ
,
and the result follows.
In general, I have been unable to solve (10.1.1) explicitely. But a
very partial solution can be given, suggesting that the general one may
be quite involved. As customary, we denote by SO(n,R) the special
orthogonal group, that is the subgroup of SL(n,R) of all matrices X
such that XTX = Id.
10.1.2. LEMMA. (i) If α = 2, then DA1 = SO(n,R).
(ii) If n = 2 and α < 2, then
DA1 =
{ (
0 −ǫ
ǫ 0
)
,
(
ǫ 0
0 ǫ
)
: ǫ ∈ {−1, 1 }
}
.
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(iii) If n = 2 and α > 2, then
DA1 =
{
1√
2
(
ǫ1 −ǫ2
ǫ2 ǫ1
)
: ǫ1, ǫ2 ∈ {−1, 1 }
}
.
Proof. (i) for α = 2, equation (10.1.1) becomes
(x−1)i,j =
xj,i
λ
1 6 i, j 6 n .
Hence, x−1 = xT/λ and Id = x−1x = xTx/λ. Moreover, detx = 1
thanks to Lemma 10.1.1.
When n is odd, we deduce that 1 = det Id = λ−n. Consequently,
λ = 1 and x−1 = xT. This proves DA1 ⊂ SO(n,R). Since I is
invariant under the action of SO(n,R), we have DA1 = SO(n,R) for
n odd.
When n is even, we can also have λ = −1. But this implies
−Id = xTx. Since xTx is symmetric nonnegative, this is impossible
for real matrices.
(ii)–(iii): Set x =
(
a b
c d
)
. Using equation (10.1.1), we rewrite the
equality x−1x = Id as
λ = sign(a)|a|α−1a+ sign(b)|b|α−1b = |a|α + |b|α
0 = sign(a)|a|α−1c+ sign(b)|b|α−1d
0 = sign(c)|c|α−1a+ sign(d)|d|α−1b
λ = sign(c)|c|α−1c+ sign(d)|d|α−1d = |c|α + |d|α .
(10.1.2)
Multiplying the second equality by ab, the third by cd and subtracting
yields (|a|α − |d|α)bc+ (|b|α − |c|α)ad = 0 .
But 1 = detx = ad− bc implies then(|a|α − |d|α + |b|α − |c|α)bc+ |b|α − |c|α = 0 .
At this stage, the first and last equations in (10.1.2) yields |b|α = |c|α,
i.e., |b| = |c|, which then implies |a| = |d|. Set c = ǫ1b and d = ǫ2a for
ǫ1, ǫ2 in {−1, 1 }.
If bd is nonzero, the second equation in (10.1.2) gives, after multi-
plication by |bd|,
sign(a)|d|αǫ1sign(b)|b|2 + sign(b)|b|αsign(d)|d|2 = 0 .
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Thus, sign(a)ǫ1 = −sign(d) and |d| = |b| = |a| = |c|. Hence, the
matrix is of the form
x = |a|
(
ǫ1 ǫ3
ǫ2 ǫ4
)
with ǫ1, ǫ2, ǫ3, ǫ4 ∈ {−1, 1 } .
The condition 1 = detx = a2(ǫ1ǫ4 − ǫ2ǫ3) forces ǫ1ǫ4 − ǫ2ǫ3 to be
positive. Consequently, ǫ1ǫ4 = +1, and 1 = 2a
2, i.e., a = ±1/√2.
Thus,
x1 =
1√
2
(
ǫ1 −ǫ2
ǫ2 ǫ1
)
solves (10.1.2).
Next, if bd = 0, let us assume that, say, d = 0. Equation (10.1.2)
reads
λ = |a|α + |b|α
0 = sign(a)|a|α−1c
λ = |c|α .
Since x is of determinant 1, the matrix x is not zero. Therefore, the
relation 2λ = |a|α + |b|α + |c|α + |d|α > 0 forces c 6= 0. Hence, a = 0
and |b|α = λ. The matrix is of the form
x2 = |c|
(
0 ǫ2
ǫ1 0
)
.
The condition det x2 = 1 forces |c| = 1 and ǫ1 = −ǫ2 ∈ {−1, 1 }.
Finally, if b = 0, similar arguments yields a solution x3 =
(
ǫ 0
0 ǫ
)
,
with ǫ in {−1, 1 }.
We then have ∑
16i,j62
|(x1)i,j|α = 4
2α/2
= 22−
α
2 ,
∑
16i,j62
|(xk)i,j|α = 2 , k = 2, 3 .
If α < 2, then 2 < 22−(α/2), while if α > 2, we have the reverse
inequality 2 > 22−(α/2). The result follows.
In general, I conjecture the following.
10.1.3. CONJECTURE. If α 6= 2, then inf { I(x) : det x = 1} is
achieved at a finite number of matrices. Moreover, the difference of the
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two fundamental forms of ΛI(SL(n,R)) and SL(n,R) at those matrices
is positive. Finally, if α < 2, these matrices have unique nonzero
elements on each row and each column, whose absolute value is 1;
hence, up to signs, they are permutation matrices.
Some numerical computations support Conjecture 10.1.3. Also,
permutation matrices satisfy equation (10.1.1).
We can now state our approximation of the tail probability for
detX.
10.1.4. THEOREM. Let X = (Xi,j)16i,j6n be a random matrix
with independent and identically distributed coefficients, each having
a symmetric Weibull like density wα.
(i) If α = 2 then, as t tends to infinity,
P{ detX > t } ∼ π
(n−1)(n+2)/4
(2π)n
2/2
√
n
Vol
(
SO(n,R)
)
e−nt
2/n/2t(n
2−n−2)/2 .
(ii) If α > 2, under conjecture 10.1.3,
P{ detX > t } ∼ c1e−I(A1)tα/nt(α(n2−1)−2n2)/2n as t→∞ ,
where c1 > 0 is a constant.
REMARK. The constant c1 in (ii) can be numerically computed
as will be clear from the proof and Lemma 10.1.1. The volume of
SO(n,R) in (i) is the volume when SO(n,R) is viewed as a submanifold
of Rn
2
. This volume is the n(n−1)/2-dimensional Hausdorff-Lebesgue
measure of the special orthogonal group.
When plugging α = 2 in the exponent of t in (ii), we obtain −1/n,
which is clearly different from the exponent of t in (i). Hence, the
exponent of t has a discontinuity at t = 2.
When α = 2 and n = 1, then detx = x; the formula reads
P{X > t } ∼ 1√
2π
e−t
2/2t−1 as t→∞ ,
a well known fact! SO(1, R) = { 1 }, and its volume measure is
obtained by putting a Dirac mass at 1.
Proof of Theorem 10.1.4. The result is an application of Theorem
7.1.
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Let us first determine the exponential term of the asymptotic
equivalent. Since At = t
1/nA1 and I is α-homogeneous, this term
is e−t
α/nI(A1). The calculation of I(A1) relies upon Lemma 10.1.2
and Conjecture 10.1.3. For α = 2, Lemma 10.1.2 implies that
I(A1) = I(Id) = n/2. For n = 2, Lemma 10.1.2 gives I(A1) = 2/α if
α < 2, while I(A1) = 4/(α2
α/2) = 22−α/2/α if α > 2.
In general, I(A1) can be computed numerically.
To obtain the polynomial term in t in the asymptotic expansion,
Theorem 7.1 requires us to calculate k = dimDA1 . When α = 2, we
obtain k = dimSO(n,R) = n(n − 1)/2. For α 6= 2, we have k = 0
since DA1 is discrete — here we use Conjecture 10.1.3 when n > 2.
It remains to evaluate the constant c1 in Theorem 7.1 and to verify
the assumptions of Theorem 7.1. Since the differential geometries
of DA1 and ∂A1 are involved as well as that of ΛI(A1), we need to
calculate the differential and Hessian of det and I. Lemma 10.0.1
takes care of the former. When dealing with matrices it is convenient
to express DI and D2I on the orthonormal basis Ei,j . Thinking
of Ei,j as an element in the dual of Rn
2 ≡ M(n,R), we have
Ei,j(M ) = 〈Ei,j ,M〉 = Mi,j for any matrix M = (Mi,j) in M(n,R).
With this notation, the gradient and Hessian of I have the following
form.
10.1.5. LEMMA. For any α > 1 and any n× n real matrix x,
DI(x) =
∑
16i,j6n sign(xi,j)|xi,j|α−1Ei,j .
Moreover, if α > 2,
D2I(x) = (α− 1)∑16i,j6n |xi,j|α−2Ei,j ⊗ Ei,j ∈ M(n2,R) .
Proof. Viewing M(n,R) as Rn
2
, we have for every x, h in M(n,R),
I(x+ ǫh) = I(x) + ǫ
∑
16i,j6n
sign(xi,j)|xi,j|α−1hi,j
+
ǫ2
2
∑
16i,j6n
(α− 1)|xi,j|α−2h2i,j + O(ǫ2)
as ǫ tends to 0. Since hi,j = 〈Ei,j , h〉, we obtain the expression for DI.
Using the polarization formula to express D2I(x)(h, k), we see that
(hi,j + ki,j)
2 − h2i,j − k2i,j = 2hi,jki,j = 2Ei,j ⊗ Ei,j(h, k) .
This gives the expression for D2I(x).
206 Chapter 10. Random matrices
We are equipped to determine the tangent spaces to DA1 and
ΛI(A1), from which we will deduce detGA1 .
10.1.6. LEMMA. For any x in DA1 ,
TxΛI(A1) =
{
h ∈ M(n,R) : 〈x−1T, h〉 = 0}
= { x−1T }⊥ = { xh : h ∈ M(n,R) , trh = 0 } ;
TxDA1 = ∅ if α 6= 2 (under conjecture 10.1.3 for n 6= 2). ;
TxDA1 = { xh : h skewsymmetric } if α = 2 .
Consequently, at any x of DA1 ∩ ΛI(A1),
TxΛI(A1)⊖TxDA1 =

{ x−1T }⊥ if α 6= 2
{ xh : h ∈ M(n,R) , h symmetric , tr(h) = 0 }
if α = 2.
Proof. Since ΛI(A1) is a level set of I, we have for all x in DA1 ,
TxΛI(A1) =
{
DI(x)
}⊥
= { x−1T }⊥
thanks to Lemmas 10.1.5 and 10.1.1. Since
{ x−1T }⊥ = {h : 〈x−1T, h〉 = 0 } = {h : tr(x−1h) = 0 }
= { xh : tr(h) = 0 }
the expressions for TxΛI(A1) follow.
When α is different than 2, Conjecture 10.1.3 asserts that DA1 is a
finite set, and indeed TxDA1 = ∅.
For α equal to 2, the dominating manifold is SO(n,R). The Lie
algebra of SO(n,R) is the set of all skewsymmetric matrices — see,
e.g., Knapp, 1996, §I.1 — and the expression for TxDA1 follows in this
case.
The result on TxΛI(A1) ⊖ TxDA1 is then clear since the skewsym-
metric matrices are orthogonal to the symmetric ones.
In order to describe the matrix GA1 involved in Theorem 7.1, recall
that the ℓp-norm of a vector x ∈ Rn2 ≡ M(n,R) is
|x|p =
( ∑
16i,j6n
|xi,j|p
)1/p
.
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10.1.7. LEMMA. For x in DA1 , the matrix GA1(x), is obtained in
restricting the bilinear form
|x|1−α2(α−1)(α− 1)
∑
16i,j6n
|xi,j|α−2Ei,j ⊗ Ei,j
+ |x|1−α2(α−1)λ−1
∑
16i,j,k,l6n
(x−1)l,i(x
−1)j,kE
i,j ⊗ Ek,l
to the subspace TxΛI(A1) ⊖ TxDA1 .
Proof. Given the comment following Theorem 7.1, it is enough
to calculate the second fundamental form of the hypersurface ΛI(A1)
(resp. ∂A1). Since this hypersurface is the level set of the function I
(resp. det), its second fundamental form is the restriction of D2I/|DI|
(resp. D2det/|Ddet|) to the tangent space of ΛI(A1) (resp. ∂A1).
Lemma 10.1.5 gives
D2I(x)
|DI(x)| =
(α− 1)∑16i,j6n |xi,j|α−2Ei,j ⊗ Ei,j(∑
16i,j6n |xi,j|2(α−1)
)1/2
=
α− 1
|x|α−12(α−1)
∑
16i,j6n
|xi,j |α−2Ei,j ⊗ Ei,j .
To calculate the second fundamental form of ∂A1 at a point x
in DA1 , notice that for h tangent to ∂A1, Lemma 10.0.1 implies
tr(x−1h) = 0. Consequently, for h, k in Tx∂A1, Lemma 10.0.1 yields
D2det(x)(h, k) = −tr(x−1hx−1k). Then, Lemma 10.0.2 and (10.0.1)
show that for x ∈ DA1 , the matrix D2det(x)/|Ddet(x)| is
−
∑
16i,j,l,m6n
(x−1)m,i(x
−1)j,lE
i,j ⊗ El,m/|(x−1)T|
and the result follows.
10.1.8. LEMMA. If α = 2 and x belongs to DA1 = SO(n,R), then
GA1(x) =
2√
n
Id
R(n−1)(n+2)/2
.
Proof. For α = 2 the differential of I is the identity. If x is
in DA1 , Lemma 10.1.2 forces |DI(x)| = |x| =
√
n. Furthermore,
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since DA1 is the special orthogonal group, Ddet(x) = (x−1)T = x on
DA1 = SO(n,R). Consequently, |Ddet(x)| =
√
n on DA1 .
If h, k are in TxΛI(A1) ⊖ TxDA1 , and x is in SO(n,R), Lemma
10.1.6 implies (x−1h)T = x−1h since x−1h is symmetric as well as
tr(x−1h) = 0. We then infer from Lemma 10.0.1 that
D2det(x)(h, k) = −tr(x−1hx−1k) = −tr((x−1h)Tx−1k) = −tr(hTk)
= −〈h , k〉 .
Consequently, the restriction of the bilinear form D2det to TxΛI(A1)⊖
TxDA1 is the identity. When x is in DA1 , it follows that GA1(x)(h , k)
= 2〈h, k〉/√n on TxΛI(A1) ⊖ TxDA1 . Since TxΛI(A1) ⊖ TxDA1 has
dimension (n−1)(n+2)/2 thanks to Lemma 10.1.6, the result follows.
In order to obtain an expression for GA1 when α 6= 2, we find an
explicit orthonormal basis of TxΛI(A1)⊖TxDA1 for x in DA1 . It is then
possible to express the matrixGA1 in this basis. The construction goes
as follows.
For a real matrix M = (Mi,j)16i,j6n we denote by M•,j =
(Mi,j)16i6n (resp. Mi,•) the vector in R
n made of its j-th column
(resp. i-th row).
Notice that any x in DA1 is also in SL(n,R), and so is invert-
ible. For 1 6 i, j 6 n, i 6= j, let yij ∈ Rn be an orthonormal
basis of { (x−1)•,i }⊥, the orthogonal subspace in Rn of the i-th col-
umn vector of x−1. Define also e =
(
(x−1Tx−1)i,i
)
16i6n
∈ Rn, the
vector whose coordinates are the diagonal entries of x−1Tx−1. Fur-
thermore, define yii, 1 6 i 6 n − 1 to be an orthonormal basis of
{ e }⊥ where { e }⊥ — in Rn — is equipped with the quadratic form
Proj{e}⊥diag
(
(x−1Tx−1)i,i
)
16i6n
∣∣
{ e }⊥
. This quadratic form is the
compression to { e }⊥ of the diagonal matrix obtained by writing the
components of e on its diagonal. We denote by yik,j, 1 6 k 6 n, the
components of the vector yij in R
n, 1 6 i, j 6 n. Finally, define
F i,j =
∑
16k6n
yik,jE
i,k , i 6= j , 1 6 i, j 6 n ,
F i,i =
∑
16l,m6n
yil,i(x
−1)m,lE
l,m , 1 6 i 6 n− 1 .
10.1.9. LEMMA. In M(n,R) ≡ Rn2, the n2 − 1 vectors F i,j , for
i, j in { 1, 2, . . . , n } with (i, j) 6= (n, n), form an orthonormal basis of
{ x−1T }⊥.
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Proof. Let us first show that all the matrices F i,j are orthogonal to
x−1T. Indeed, if i 6= j,
〈F i,j , x−1T〉 =
∑
16k6n
yik,j(x
−1)k,i =
〈
yij , (x
−1)•,i
〉
= 0 ,
while for i = j,
〈F i,i, x−1T〉 =
∑
16l,m6n
yil,i(x
−1)m,l(x
−1)m,l =
∑
16l6n
yil,i(x
−1Tx−1)l,l
= 〈yii , e〉 = 0 .
To check that we have an orthonormal basis, we use the identity
〈Ei,j , Ek,l〉 = δ(i,j),(k,l). If i 6= j and p 6= q,
〈F i,j , F p,q〉 =
∑
16k,l6n
yik,jy
p
k,qδi,p = 〈yij , ypq 〉δi,p = δ(i,j),(p,q) .
Next, for i 6= j,
〈F i,j , F p,p〉 =
∑
16k6n
yik,jy
p
i,p(x
−1)k,i = y
p
i,p〈yij , (x−1)•,i〉 = 0 .
Finally, for i, j = 1, 2, . . . , n− 1,
〈F i,i, F j,j〉 =
∑
16l,m6n
yil,iy
j
l,j(x
−1)m,l(x
−1)m,l
=
∑
16l6n
yil,iy
j
l,j(x
−1Tx−1)l,l
= δi,j
by our choice of yii.
Combining Lemmas 10.1.7 and 10.1.9, we can calculate the (n2 −
1) × (n2 − 1)-matrix (〈GA1(x)F i,j , F k,l〉) where (i, j), (k, l) belong
to { 1, . . . , n } × { 1, . . . , n } \ { (n, n) }. This amounts to writing the
matrix GA1(x) in the orthonormal basis F
i,j , 1 6 i, j 6 n, (i, j) 6=
(n, n). The explicit calculation is rather long, and unfortunately does
not seem to simplify much. But the work done so far is all that we
need to implement the approximation numerically.
To conclude the proof of Theorem 10.1.1, it remains to check the
assumptions of Theorem 7.1.
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Assumptions (7.1) and (7.2) hold since we assume α > 1. Assump-
tion (7.3) is trivial since we assume α > 2.
Assumption (7.4) is guaranteed by Conjecture 10.1.3 when α 6= 2,
while it is trivial for α = 2.
To check assumption (7.5), use Remark 7.3 and the calculation of
Ddet and DI made in this section. Indeed, Lemma 10.1.1 yields
〈DI(x),Ddet(x)〉 = 1
λ
|x|2(α−1)2(α−1) > 0
for any x in DA1 . This concludes the proof of Theorem 10.1.4.
When α = 2, we infer the following corollary.
10.1.10. COROLLARY. Let (Xi,j)16i,j6n be an n×n random matrix,
with independent and identically coefficients all having a standard
normal distribution. The distribution of t−1/nX given detX > t
converges weakly* to the uniform distribution over SO(n,R).
Proof. It is now a straightforward application of Theorem 7.5.
10.2. Random determinants, heavy tails.
We now consider the problem of approximating the tail probability
of the determinant of a random matrix, assuming that its coefficients
are independent and all have a Student like cumulative distribution
function Sα. For this problem, the general framework proposed so
far can be used. The argument is very much like that used to prove
Theorem 8.3.1. For a change, we will give a probabilistic proof, which
is actually inspired by Theorem 5.1, showing another sort of use of
that theorem. This proof will be far less conceptual, and will give no
insights.
The result is as follows.
10.2.1. THEOREM. Let X = (Xi,j)16i,j6n be a matrix with inde-
pendent and identically distributed coefficients, all having a Student
like distribution with parameter α. Then,
P{ detX > t } ∼ n(2Ks,αα
(α+1)/2)n
2α
(log t)n−1
tα
as t→∞ .
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Proof. We will see why Theorem 5.1 suggests that, as t tends to
infinity,
P{ detX > t } = P{ ∑
σ∈Sn
ǫ(σ)
∏
16i6n
Xi,σ(i) > t
}
∼
∑
σ∈Sn
P
{
ǫ(σ)
∏
16i6n
Xi,σ(i) > t
}
= n!P
{ ∏
16i6n
X1,i > t
}
.
Admitting this relation, our first lemma gives the key estimate.
10.2.2. LEMMA. Let X1, . . . , Xn be n independent random variables
with Student-like distribution Sα. The product X1 . . . Xn has upper
tail
P{X1 . . . Xn > t } ∼ (2Ks,αα
α+1
2 )n
2α(n− 1)!
(log t)n−1
tα
as t→∞ .
Its lower tail is equivalent to its upper tail.
Proof. We proceed by induction. For n = 1, the result is plain from
the definition of Student-like distributions. Call Fn the cumulative
distribution function of the product X1 . . . Xn, and cn the constant
cn =
(2Ks,αα
(α+1)/2)n
2α(n− 1)! .
Assume that Fn−1 has the form given in the statement of the lemma.
Then
1− Fn(t) = P{X1 . . . Xn−1 > t/Xn ; Xn > 0 }
+ P{X1 . . . Xn−1 6 t/n ; Xn < 0 } .
Let us evaluate the first probability in the sum. The second one is
either evaluated in the same way, or is obtained from the first one
by changing Xn into −Xn. This first probability can be rewritten as∫∞
0 1− Fn−1(t/x) dSα(x).
Let δ be a positive number. Using the induction hypothesis, there
exists a positive M such that for any y larger than M ,
(1− δ)cn−1 (log y)
n−2
yα
6 1− Fn−1(y) 6 (1 + δ)cn−1 (log y)
n−2
yα
.
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Moreover, taking M large enough, we also have
(1− δ) c1
yα
6 1− Sα(y) 6 (1 + δ) c1
yα
.
Consequently,∫ t/M
M
1−Fn−1(t/x) dSα(x) 6 (1+ δ)cn−1
∫ t/M
M
(log t/x)n−2
(t/x)α
dSα(x) .
(10.2.1)
We integrate by parts, writing∫ t/M
M
xα(log t/x)n−2 dSα(x) =
[
xα(log t/x)n−2
(
Sα(x)− 1
)]t/M
M
−
∫ t/M
M
(
αxα−1(log t/x)n−2−(n−2)xα−1(log t/x)n−3)(Sα(x)−1)dx .
The numberM can be taken large enough so that 1/ log z 6 δ for any
z greater than M . Then,∫ t/M
M
xα(log t/x)n−2dSα(x)
6 O(log t)n−2 +
(
α(1 + δ)c1 + δ(n− 2)
) ∫ t/M
M
1
x
(
log
t
x
)n−2
dx
= O(log t)n−2 +
(
αc1(1 + δ) + δ(n− 2)
) ∫ t/M
M
1
y
(log y)n−2dy
= O(log t)n−2 +
(
αc1(1 + δ) + δ(n− 2)
)(log t)n−1
n− 1
(
1 + o(1)
)
as t tends to infinity. Therefore, (10.3.1) yields∫ t/M
M
1− Fn−1(t/x) dSα(x)
6
(1 + δ)
tα
cn−1
(
α(1 + δ)c1 + δ(n− 2)
)(log t)n−1
n− 1
(
1 + o(1)
)
.
We obtain a similar lower bound, replacing δ by −δ.
In the range of integration x > t/M , we have∫ ∞
t/M
1− Fn−1(t/x) dSα(x) 6 1− Sα(t/M ) = O(t−α) as t→∞ .
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On the other hand, when x < M we have∫ M
0
(
1− Fn−1(t/x)
)
dSα(x) 6 1− Fn−1(t/M ) = O
( (log t)n−2
tα
)
as t tends to infinity. Since δ is arbitrary, we proved that
P{X1 . . . Xn−1 > t/Xn ; Xn > 0 } ∼ αc1cn−1
n− 1
(log t)n−1
tα
,
as t tends to infinity. Therefore,
1− Fn(t) ∼ 2αc1cn−1
n− 1
(log t)n−1
tα
.
Since 2αc1cn−1 = cn, the result on the upper tail follows. The lower
tail F (t) as t tends to infinity is handled in the same way.
The next lemma will allow us to prove that if detX > t and t is
large, it is very unlikely that two different products
∏
16i6nXi,σ(i),
σ ∈ Sn, are both of order t.
10.2.3. LEMMA. Let X1, . . . , Xn+k be n + k independent random
variables with Student-like distribution function Sα. For α > 1, and
k positive,
P{X1 . . . Xn > t ; Xk+1 . . . Xk+n > t } = o
( (log t)n−1
tα
)
as t tends to infinity.
Proof. If k > n, the result follows from independence and Lemma
10.2.2. Thus, from now on, assume that k < n. Set Y = X1 . . . Xk,
Z = Xk+1 . . . Xn and U = Xn+1 . . . Xn+k. Since these random
variables are independent, we have
P{Y Z > t;ZU > t } =
∫
y,u>0
P
{
Z > t
(1
y
∨ 1
u
)}
dFk(y)dFk(u)
+
∫
y,u60
P
{
Z 6 t
(1
y
∧ 1
u
)}
dFk(y)dFk(u) .
Let us evaluate the first integral, the second one being similar. Using
the symmetry in u and y, it suffices to prove that∫
06y6u
P{X > t/y } dFk(y)dFk(u) = o
(
t−α(log t)n−1
)
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as t tends to infinity.
Let us use the notation ck as in the proof of Lemma 10.2.2. Let
δ be an arbitrary positive number. Then, there exists a positive M
such that for any u > M
(1− δ)cn−k (log u)
n−k−1
uα
6 P{Z > u } 6 (1 + δ)cn−k (log u)
n−k−1
uα
(1− δ)ck (log u)
k−1
uα
6 1− Fk(u) 6 (1 + δ)ck (log u)
k−1
uα
.
We then have, using Lemma 10.2.2 and the fact that k is strictly less
than n∫
0<y<u
t/M<u
P{Z > t/y } dFk(y) dFk(u)
6
∫
t<M<u
dFk(u) = O
(
t−α(log t)k+1
)
= o
(
t−α(log t)n−1)
)
.
Thus, we need to prove that∫
M<y<u<t/M
P{Z > t/y } dFk(y)dFk(u) = o
(
t−α(log t)n−1
)
(10.2.2)
as t tends to infinity. We first perform the integration in u, obtaining∫
M<y<u<t/M
P{Z > t/y } dFk(u) dFk(y)
=
∫
M<y<t/M
P{Z > t/y }(1− Fk(y)− 1 + Fk(t/M ))dFk(y)
6
(
1− Fk(M )
) ∫
M<y<t/M
P{Z > t/y } dFk(y) .
We then use the bound on the tail of Z and integrate by parts,∫
M<y<t/M
P{Z > t/y } dFk(y)
6 (1 + δ)cn−k
∫
M<y<t/M
(
log
t
y
)n−k−1(yα
tα
dFk(y)
6 (1 + δ)cn−k
[(
log
t
y
)n−k−1(yα
tα
(
Fk(y)− 1
)]t/M
M
+ (1 + δ)cn−k
∫
M<y<t/M
yα−1
tα
(
log
t
y
)n−k−2×
(
α log
t
y
+ (n− k − 1)
)(
Fk(y)− 1
)
dy
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Using the bound on 1− Fk, we obtain∫
M<y<t/M
P{Z > t/y } dFk(y)
6 O
(
(log t)n−k−1/tα
)
+ O(1)
∫
M<y<t/M
(log t/y)n−k−1
tα
(log y)k−1
y
dy
The change of variable v = (log y)/ log t shows that∫
M<y<t/M
(log t− log y)n−k−1
tα
(log y)k−1
y
dy
∼ (log t)
n−2
tα
∫ 1
0
(1− v)n−k−1vk−1 dv
= o
((log t)n−1
tα
)
.
Consequently, (10.2.2) holds as well as Lemma 10.2.3.
We can now prove Theorem 10.2.1. For a permutation σ in Sn,
define
Yσ = ǫ(σ)
∏
16i6n
Xi,σ(i) .
For any fixed positive δ,
P{ detX > t } = P{ ∑
σ∈Sn
Yσ > t
}
> P
{ ⋃
σ∈Sn
(
{Yσ > t(1 + δ) }
⋂ ⋂
τ∈Sn\{σ}
{ |Yτ | 6 tδ/n! }
)}
>
∑
σ∈Sn
P
{
Yσ > t(1 + δ) }
⋂ ⋂
τ∈Sn\{σ}
{ |Yτ | 6 tδ/n! }
}
−
∑
σ1,σ2∈Sn
σ1 6=σ2
P{Yσ1 > t(1 + δ) ; Yσ2 > t(1 + δ) }
From Lemma 10.2.3, we infer that
∑
σ1,σ2∈Sn
σ1 6=σ2
P{Yσ1 > t(1 + δ) ; Yσ2 > t(1 + δ) } = o
( (log t)n−1
tα
)
.
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Moreover, if τ and σ are distinct, Lemma 10.2.3 implies
P{Yσ > t(1 + δ) and |Yτ | > t/δn! } = o
( (log t)n−1
tα
)
.
Consequently, using Lemma 10.2.2,∑
σ∈Sn
P
{
Yσ > t(1 + δ) }
⋂ ⋂
τ∈Sn\{σ}
{ |Yτ | 6 tδ/n! }
}
∼ n!P{YId > t(1 + δ) }
∼ n
2α
(2Ks,αα
α+1
2 )n
(log t)n−1(
(1 + δ)t
)α+1 as t→∞ .
This proves the lower bound
P{ detX > t } > n
2α
(2Ks,αα
α+1
2 )n
(log t)n−1
tα+1
1 + o(1)
(1 + δ)α+1
as t tends to infinity.
To obtain a matching upper bound, notice that
P{ detX > t } 6 P{ ∃ σ ∈ Sn , Yσ > t(1− δ)
and ∀τ ∈ Sn \ {σ} , |Yσ| 6 tδ/n! }
+P{ ∃ τ1, τ2 ∈ Sn , τ1 6= τ2 , Yτ1 > δt/n! ; Yτ2 > δt/n! }
Applying Lemma 10.2.3 and 10.2.2, we obtain
P{ detX > t } 6
∑
σ∈Sn
P{Yσ > t(1− δ) }+ o
( (log t)n−1
tα
)
∼ n(2Ks,αα
α+1
2 )n
2α
(log t)n−1
tα
1 + o(1)
(1− δ)α as t→∞ .
Since δ is arbitrarily small, we proved Theorem 10.2.1.
Let us now show why Theorem 5.1 suggested the proof of Theorem
10.2.1. Define the set
At = { x ∈ M(n,R) : detx > t } = t1/nA1 .
Theorem 10.2.1 provides an estimate for the integral∫
At
∏
16i,j6n
sα(xi,j) dxi,j .
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The change of variable Y = Φ←◦ Sα(X) leads us to introduce
Bt = Φ
←◦ Sα(At) .
It allows us to rewrite the integral under consideration as∫
Bt
e−I(y) dy ,
where
I(y) =
|y|2
2
+ log(2π)n
2
is convex. To minimize I over Bt, take a matrix x in ∂A1 that is
in SL(n,R). Then y = Φ← ◦ Sα(t1/nx) is on the boundary of Bt.
Furthermore,
I
(
Φ←◦ Sα(t1/nx)
) ∼ (log t1/n)♯{ (i, j) : xi,j 6= 0 } .
Thus, for I
(
Φ←◦ Sα(t1/nx)
)
to be minimum asymptotically, x should
have as many zero components as possible, namely n. The matrices
of SL(n,R) with n nonvanishing entries form a subgroup which can
be described as follows. Define the matrix
I1,n−1 =
(−1 0
0 Idn−1
)
.
Let DSL(n,R) be the subgroup of all diagonal matrices in SL(n,R).
To a permutation σ in Sn we associate the matrix of its permutation
representation, conveniently denoted σ as well. Thus, σei = eσ(i).
Denote by Sn,+ the subgroup of all even permutation of n elements.
Equivalently, Sn,+ is Sn
⋂
SL(n,R). Denote Sn,− the subset of Sn
of all odd permutation matrices. Let 〈I1,n−1Sn,−〉 be the subgroup
of SL(n,R) generated by the matrices I1,n−1σ, with σ ∈ Sn,−. Then
Sn,+∪ 〈I1,n−1Sn,−〉 is a group made of matrices which are, up to the
sign of their entries, permutation matrices, and are of determinant
equal to 1. This group acts on DSL(n,R) by
(σ,m) ∈ (Sn,+ ∪ 〈I1,n−1Sn,−〉)× DSL(n,R) 7→ σm ∈ SL(n,R)
Denote by
(
Sn,+ ∪ 〈I1,n−1Sn,−〉
)
DSL(n,R) the image of this action.
One easily sees that it is a subgroup of SL(n,R), made of all the
matrices with exactly n nonvanishing entries. Let x = σm be
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in this subgroup. Using Lemma A.1.5 and the fact that detm =∏
16i6dmi,i = 1,
I
(
Φ←◦ Sα(t1/αx)
)
= I
(
Φ←◦ Sα(t1/dm)
)
=
∑
16i6d
(
α log(t1/n|mi,i|
)− 1
2
log log(t1/n|mi,i|)
− 2 log(Ks,ααα/22
√
π)
)
+ log(2π)n
2/2 + o(1)
= α log t− d
2
log log t1/d − 2d log(Ks,ααα/22
√
π)
+ log(2π)n
2/2 + o(1) . (10.2.3)
This expression does not depends on m. It suggests that the domi-
nating manifold in our problem should be
Φ←◦ Sα
(
t1/n
(
Sn,+ ∪ 〈I1,n−1Sn,−〉
)
DSL(n,R)
)
.
This set is made up of n! connected components, each component
being DSL(n,R) composed on the left either by an even permutation,
or by I1,n−1 and an odd permutation. As I is invariant under
permutations and composition by I1,n−1, all these components should
be equally likely. Since the distribution of the Xi’s is asymptotically
symmetric, this suggests the approximation
P
{ ∑
σ∈Sn
ǫ(σ)
∏
16i6n
Xi,σ(i) > t
} ∼ ∑
σ∈Sn
P
{ ∏
16i6n
Xi,σ◦τ(i) > t
}
,
where τ is a transposition, depending on σ, such that Sn = { σ, σ◦τ :
σ ∈ Sn,+ }. The main reason the proof is complicated using this
method is that (10.2.3) is not uniform in m. It is uniform in the range
t1/nm→∞ and log |mi,i|/ log t→ 0. This is exactly the same problem
as the one we faced in section 8.3, and a similar parameterization can
be used.
10.3. Geometry of the unit ball of M(n, ).
The purpose of this section is to study some elementary differential
geometric properties of the set S of all real matrices of norm 1. This
will be instrumental in the next section to obtain results on norm of
random matrices. We will prove — Propositions 10.3.1 and 10.3.2 —
that this set is a fiber bundle over a Klein bottle of dimension 2(n−1),
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whose fibers are isomorphic to the unit ball of (n − 1) × (n − 1) real
matrices. We will explicitly calculate various curvatures of this set.
Recall that the set M(n,R) = Rn
2
of all n × n matrices with real
entries is equipped with the inner product
〈M,N〉 =
∑
16i,j6n
Mi,jNi,j = tr(MN
T) .
With this inner product, M(n,R) is Rn
2
equipped with its standard
inner product. On Rn
2
, the Euclidean unit sphere is a submanifold of
dimension n2 − 1 with constant curvature, whose geometry is very
well understood. However, for algebraic reasons, it is often more
convenient to equip M(n,R) with the operator norm
‖M‖ = sup{ |Mu| : u ∈ Sn−1 } ,
where | · | is the Euclidean norm in Rn and
Sn−1 = { x ∈ Rn : |x| = 1 }
is the unit sphere centered at the origin. The unit sphere centered in
(M(n,R), ‖ · ‖), namely
S = {M ∈ M(n,R) : ‖M‖ = 1 } .
is not as familiar as Sn2−1 as far as its geometry is concerned. We
need to understand what S looks like in M(n,R) identified with Rn2 .
For this purpose, for any u, v ∈ Rn, define the subspace of matrices
Hu,v = {h ∈ M(n,R) : hu = hTv = 0 } .
In what follows, vectors in Rn are considered as row vectors, and so if
u belongs to Rn, then uT is a 1×n matrix. We also use systematically
the tensor product notation; if u, v are two vectors in Rn, their tensor
product is the matrix u ⊗ v = vuT. This notation agrees with that
used in section 10.1 when we dealt with vectors in Rn
2
.
To understand the geometry of S, it is convenient to remove some
singular points and define
S0 = {M ∈ S : 1 is a simple eigenvalue of MTM } .
In M(n,R), the closure of So is S. Proposition 10.3.1 bellow asserts
that So is a smooth submanifold of Rn2 . Moreover, S0 is a fiber bundle
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over a Klein bottle Sn−1 ⊗ Sn−1 ≡ Sn−1 × Sn−1/{ Id,−Id }, whose
fibers are isomorphic to the unit ball of He1,e1 for the operator norm.
So the dimension of the fibers is (n−1)2. We will show that there are
no higher dimensional convex subsets in So — this follows from the
form of the curvature tensor of S given in Theorem 10.3.3. Each fiber
is also is orthogonal to its base point in Sn−1 × Sn−1/{ Id,−Id }.
10.3.1. PROPOSITION Every matrix M in S can be written as
M = u ⊗ v + h for some u, v in Sn−1, and h ∈ Hu,v with ‖h‖ 6 1.
This decomposition satisfies the following properties:
(i) up to the transformation (u, v) 7→ (−u,−v), it is unique if and
only if 1 is a simple eigenvalue of MTM .
(ii) Hu,v is orthogonal to u⊗ v and dimHu,v = (n− 1)2 for all u, v in
Sn−1.
Proof. To check that matrices of the formM = u⊗v+h, with u, v in
Sn−1 and ‖h‖ 6 1 are of unit norm, notice that the operator norm of
such matrix is at least 1, sinceMu = v. On the other hand, write any
vector x of Rn as u〈x, u〉 + Proju⊥x where Proju⊥ is the projection
onto { u }⊥. Then, apply M to x, use that h is a contraction and
belongs to Hu,v to obtain |Mx|2 6 |x|2, and so ‖M‖ 6 1.
To prove that all matrices of norm 1 are of this form, take u to be a
unit eigenvector of MTM with eigenvalue 1. This vector u is unique
up to its sign if and only if 1 is a simple eigenvalue. Define v = Mu
and h =M − u⊗ v. Since
1 = |u| = |MTMu| 6 |Mu| = |v| 6 |u| = 1 ,
the vector v also belong to Sn−1. One easily checks that h belongs
to Hu,v. To see why h is a contraction, notice first that hu = 0.
Moreover, if w is orthogonal to u, then |hw| = |Mw| 6 |w|. The
uniqueness statement is then clear.
The orthogonality relation (ii) follows from 〈u⊗ v, h〉 = tr(vuThT)
= 0, for h belongs to Hu,v.
To obtain the dimension of Hu,v, write Ru as an orthogonal matrix
mapping the first vector of the canonical basis of Rn, say e1, to u.
Then Hu,v = R
T
vHe1,e1Ru. Hence, dimHu,v = dimHe1,e1 . Since the
equations determining He1,e1 are
h1,1 = h1,2 = . . . = h1,n = 0 and h1,1 = h2,1 = . . . = hn,1 = 0 ,
we have dimHu,v = (n− 1)2 as claimed.
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For the unit sphere Sn−1 in R
n, it is an obvious fact that the tangent
space at any point u is just the subspace orthogonal to u in Rn. So
one may wonder if this property has an analogue for the unit ball S.
Our next proposition shows that this is somewhat the case and gives
an explicit description of the tangent spaces. This will be useful in
calculating the curvature tensor of So. It also proves that the fibers
Hu,v are not only orthogonal to u ⊗ v but also to the tangent space
Tu⊗v(Sn−1 ⊗ Sn−1). Hence, they point orthogonally to the base.
Notice that if h belongs to Hu,v, the image Imh = hR
n is included
in { v }⊥ = TvSn−1, while ImhT ⊂ { u }⊥ = TuSn−1. For u, v in Sn−1
and h in Hu,v, consider the following subspaces of M(n,R),
H1u,v,h = { a⊗ v − u⊗ (ha) : a ∈ TuSn−1 } ,
H2u,v,h = { u⊗ b− (hTb) ⊗ v : b ∈ TvSn−1 } .
10.3.2. PROPOSITION. Let u, v be in Sn−1 and h be in Hu,v with
‖h‖ < 1. Then
(i) H1u,v,h ∩H2u,v,h = { 0 } ;
(ii) Tu⊗v+hS0 = Hu,v ⊕ (H1u,v,h +H2u,v,h) .
The vector u⊗ v is an outward unit normal to S0 at all points of the
form u ⊗ v + h, with u, v ∈ Sn−1 and h a contraction belonging to
Hu,v.
Proof. It is convenient to notice the following trivial identity which
will be used repeatedly: for any a, b, x, y in Rn,
〈a⊗ b, x⊗ y〉 = tr(baTxyT) = 〈a, x〉〈b, y〉 .
(i) Let a be in TuSn−1, and b be in TvSn−1. Define
x = a⊗ v − u⊗ (ha) ∈ H1u,v,h ,
y = u⊗ b− (hTb)⊗ v ∈ H2u,v,h .
Since u is orthogonal to a and v to b, and h is in Hu,v,
|〈x, y〉| = |〈ha, b〉+ 〈a, hTb〉| 6 |ha||b| + |a||hTb| .
Moreover, for the same reasons,
|x|2 = |a|2 + |ha|2 , and |y|2 = |b|2 + |hTb|2 .
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Therefore |〈x, y〉| < |x||y|. Thus, x and y cannot be collinear, and
H1u,v,h ∩H2u,v,h = { 0 }.
(ii) The inclusion of Hu,v into Tu⊗v+hS0 is clear: consider the tangent
vector at 0 of the curve s 7→ u⊗ v + (1 + s)h ∈ S0.
Next, consider two curves u(s), v(s) in Sn−1, with u(0) = u,
v(0) = v, u′(0) = a, v′(0) = b. Let h(s) be a curve in M(n,R)
such that h(s) is in Hu(s),v(s), h(0) = h, and h
′(0) = k. The tangent
vector at 0 of the curve u(s)⊗ v(s) + h(s) in S0 is a⊗ v + u⊗ b+ k.
Differentiating the relation h(s)u(s) = hT(s)v(s) = 0 at s = 0 yields
ku = −ha and kTv = −hTb . (10.3.1)
Taking b = 0, one sees that k = −u ⊗ (ha) satisfies (10.3.1) and so
a⊗ v− u⊗ (ha) is in the tangent space Tu⊗v+hS0. Hence, H1u,v,h is a
subset of Tu⊗v+hS0.
Considering a = 0 and checking that k = (−hTb) ⊗ v satisfies
(10.3.1) yields the inclusion of H2u,v,h in Tu⊗v+hS0.
The orthogonality of H1u,v,h and Hu,v comes from the fact that for
a in TuSn−1 and h in Hu,v,
〈a⊗ v − u⊗ (ha), h〉 = tr(avTh− u(ha)Th) = 0 .
Similarly, one proves that H2u,v,h is orthogonal to Hu,v.
As a consequence of Proposition 10.3.1, S0 is a manifold of dimen-
sion n2 − 1 and dimHu,v = (n− 1)2. Thus,
dim
(
Hu,v ⊕ (H1u,v,h +H2u,v,h)
)
= dimS0
and we indeed found the whole tangent space to S0 — and not only
a subspace.
We can now construct explicitly an orthonormal basis for the
tangent space in which we will express the second fundamental form
of the immersion S0 ⊂ Rn2 , and hence the curvature tensor of S0.
For this purpose, we denote by eu1 , . . . , e
u
n−1 an orthonormal basis
of TuSn−1. Whenever h belongs to Hu,v, the vector u is in the kernel
of hTh. Thus, if ‖h‖ < 1, the matrix (Id + hTh)−1/2 is well defined,
and { u }⊥ is an invariant subspace for this matrix. Consequently, the
vectors
ai = (Id + h
Th)−1/2eui ∈ TuSn−1 , 1 6 i 6 n− 1 ,
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are all in TuSn−1. They even span TuSn−1, because so do the e
u
i ’s and
‖h‖ < 1. The matrices
fi = ai ⊗ v − u⊗ (hai) , 1 6 i 6 n− 1 ,
form an orthonormal basis of H1u,v,h since an elementary calculation
shows
〈fi, fj〉 = 〈ai, (Id + hTh)aj〉 = δi,j .
To construct an orthonormal basis of the orthocomplement
Ku,v,h = (H
1
u,v,h +H
2
u,v,h)⊖H1u,v,h ,
notice that for h in Hu,v with ‖h‖ < 1, the subspace { v }⊥ is invariant
under (Id + hhT)1/2 and (Id− hhT)−1. Thus,
bj = (Id− hhT)−1(Id + hhT)1/2evj ∈ TvSn−1 .
For any b in TvSn−1, define
bv = b− 2
∑
16i6n−1
〈b,hai〉hai ∈ { v }⊥ ,
bu = hTb− 2
∑
16i6n−1
〈b,hai〉ai ∈ { u }⊥ .
The vectors buj = (bj)
u and bvj = (bj)
v are then defined, and so are the
matrices
gj = u⊗ bvj − buj ⊗ v ∈ M(n,R) .
Using the bilinearity of the tensor product, we deduce that gj belongs
to H1u,v,h + H
2
u,v,h since u ⊗ bj − (hTbj) ⊗ v is in H2u,v,h while
ai ⊗ v − u⊗ (hai) is in H1u,v,h.
10.3.3. PROPOSITION. The matrices fi, gj , 1 6 i, j 6 n− 1, form
an orthonormal basis of H1u,v,h +H
2
u,v,h.
Proof. It remains for us to prove that the gj ’s are orthonormal, and
that they are orthogonal to the fi’s. Since b
u
j is orthogonal to u and
bvk to v,
〈gj , gk〉 = 〈bvj , bvk〉+ 〈buj , buk〉 .
Using the expression of buj , b
u
k , b
v
j and b
v
k, we write
〈gj , gk〉 = 〈bj , Qbk〉 ,
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where Q is the matrix
Q = hhT + Id + 4
∑
16i,l6n−1
haia
T
l h
T〈(Id + hTh)ai, al〉
− 8
∑
16i6n−1
haia
T
i h
T .
Since 〈(Id + hTh)ai, al〉 = δi,l, we have
Q = hhT + Id− 4
∑
16i6n−1
haia
T
i h
T .
Notice that∑
16i6n−1
aia
T
i =
∑
16i6n−1
(Id + hTh)−1/2eui e
uT
i (Id + h
Th)−1/2
= (Id + hTh)−1/2Proju⊥(Id + h
Th)−1/2 .
Since the image of hT is orthogonal to u and { u }⊥ is invariant under
(Id + hTh)−1/2, we obtain
Q = hhT + Id − 4h(Id + hTh)−1hT .
This expression simplifies further since
(Id− hhT)(Id + hhT)−1(Id− hhT)
= (Id− hhT)
(∑
k>0
(−1)k(hhT)k −
∑
k>0
(−1)k(hhT)k+1
)
=
∑
k>0
(−1)k(hhT)k −
∑
k>0
(−1)k(hhT)k+1
−
∑
k>0
(−1)k(hhT)k+1 +
∑
k>0
(−1)k(hhT)k+2
= Id + hhT + 4
∑
k>1
(−1)k(hhT)k
= Id + hhT − 4h(Id + hTh)−1hT
=Q
Consequently, replacing bj by its definition,
〈gj , gk〉 = 〈(Id− hhT)−1(Id + hhT)1/2evj ,
Q(Id− hhT)−1(Id + hhT)1/2evk〉
= 〈evj , evk〉 = δj,k .
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To conclude the proof, we calculate
〈fi, gj〉 = 〈ai ⊗ v − u⊗ (hai) , u⊗ bvj − buj ⊗ v〉
= −〈ai, buj 〉 − 〈hai, bvj 〉 .
Since
buj + h
Tbvj = 2h
Tbj − 2
∑
16k6n−1
〈bj , hak〉(Id + hTh)ak ,
we deduce that
〈fi, gj〉 = −2〈ai, hTbj〉+ 2
∑
16k6n
〈bj , hak〉δi,k = 0
as claimed.
Consider an orthonormal basis hk, 1 6 k 6 (n − 1)2, of Hu,v.
Furthermore, define the vectors
cj = −
[
Id− 2(Id + hTh)−1]hTbj ∈ TuSn−1 .
Quite remarkably, it is possible to explicitely calculate the curvature
tensor of S0 through its second fundamental form.
10.3.4. THEOREM. For u, v in Sn−1, for h in Hu,v with ‖h‖ < 1,
the second fundamental form of S at u ⊗ v + h in the orthogonal
basis fi, gj , hk, 1 6 i, j 6 n − 1, 1 6 k 6 (n − 1)2, is given by the
(n2 − 1)× (n2 − 1) matrix
Π =

n−1 n−1 n2−2n+1
n−1 〈ai, aj〉 〈ci, aj〉 0
n−1 〈ai, cj〉 〈ci, cj〉+ 〈bi, (Id− hhT)bj〉 0
n2−2n+1 0 0 0

Proof. LetN = u⊗v be the outward unit normal to S0 at u⊗v+h—
see Proposition 10.3.2. We will denote by ∇ the covariant derivative
on S0; that is, for a vector field X defined on S0, for u a tangent
vector vector field and p a point on S0,
∇uX(p) = ProjTpS0DX(p) · u .
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The calculations made in the proof of Proposition 10.3.2 show that
fi is the tangent vector at 0 of a curve s 7→ u(s) ⊗ v + h(s) with
u(0) = u, h(0) = h and u′(0) = ai and h
′(0) = −u⊗hai. Consequently
∇fiN = ai ⊗ v. Moreover,
∇gjN = ∇u⊗bj−(hTbj⊗v)N − 2
∑
16i6n−1
〈bj , hai〉∇u⊗(hai)−ai⊗vN
= u⊗ bj + 2
∑
16i6n−1
〈bj , hai〉ai ⊗ v .
Moreover, since N is constant along h ∈ Hu,v 7→ u⊗ v + h, ‖h‖ < 1,
we have ∇hkN = 0. A routine calculation gives the first entries of the
matrix, namely
〈∇fiN, fj〉 = 〈ai, aj〉 .
Next, we have
〈∇giN, fj〉 = −〈hTbi, aj〉+ 2
∑
16k6n−1
〈hTbi, ak〉〈ak, aj〉
= 〈aj ,−hTbi + 2
∑
16k6n−1
aka
T
k h
Tbi〉 .
Since the image of hT is orthogonal to u,∑
16k6n−1
aka
T
k h
T = (Id + hhT)−1hT .
This gives the entries in 〈ai, cj〉.
Finally, we calculate
〈∇giN, gj〉 =
〈
u⊗ bi + 2
∑
16k6n−1
〈bi, hak〉ak ⊗ v , u⊗ bvj − buj ⊗ v
〉
= 〈bi, bvj 〉 − 2
∑
16k6n−1
〈bi, hak〉〈ak, buj 〉
= 〈bi, Qbj〉 ,
where the matrix Q is
Q = Id − 4
∑
16l6n−1
hala
T
l h
T + 4
∑
16k,l6n−1
haka
T
l h
T〈ak, al〉 .
Again, since the image of hT is orthogonal to u,
h
∑
16l6n−1
ala
T
l h
T = h(Id + hhT)−1hT .
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Moreover,
h
∑
16k,l6n−1
aka
T
l 〈ak, al〉hT
= h(Id + hhT)−1/2
∑
16k,l6n−1
eke
T
l 〈ek, (Id + hTh)−1el〉×
(Id + hhT)−1/2hT
= h(Id + hhT)−2hT .
Consequently,
Q = Id− 4h(Id + hhT)−1hT + 4h(Id + hhT)−2hT
= Id− hhT + h(Id− 2(Id + hhT)−1)2hT .
This gives
〈∇giN, gj〉 = 〈bi, (Id− hhT)bj〉+ 〈ci, cj〉
as claimed.
It follows from Theorem 10.3.4 and elementary results on immer-
sions that the Riemannian curvature tensor R of S0 can be calculated
explicitly in the basis fi, gj , hk. It is convenient to define fn−1+i = gi
for i = 1, . . . , n− 1 and f2(n−1)+i = hi for i = 1, . . . , (n− 1)2. If X, Y
are two elements of Tu⊗v+hS0, then
〈R(fi, fj)X, Y 〉 = XT
(∇fiN(∇fjN)T −∇fjN(∇fiN)T)Y .
Thus, R(fi, fj) is the compression to the tangent space of the matrix
∇fiN(∇fjN)T −∇fjN(∇fiN)T.
As a byproduct of the work done, we can prove that there are no
flat and nontrivial convex subsets in S0 besides the unit balls of the
fibers Hu,v. This result will not be used in the sequel, but brings
more intuition on the shape of the sphere S. It is enough to show
that the 2(n− 1)× 2(n− 1) upper left corner submatrix of Π has no
zero eigenvalue. Since ‖h‖ < 1 on our parameterization of S0, this
follows from the next result.
10.3.5. PROPOSITION. The following equality holds,
det
( 〈ai, aj〉i,j 〈ai, cj〉i,j
〈ai, cj〉i,j 〈ci, cj〉i,j + 〈bi, (Id− hhT)bj〉i,j
)
= det(Id + hhT) det(Id + hTh) det(Id− hhT) .
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Proof. We first calculate a subdeterminant of the given one. Going
back to the definition of the ai’s and using that u is an eigenvector of
(Id + hTh) associated to the eigenvalue 1,
det(〈ai, aj〉)i,j = det
(
eui , (Id + h
Th)euj 〉
)
16i,j6n−1
= det(Id + hTh) .
Furthermore, since v is an eigenvalue of (Id + hTh)1/2 and (Id −
hhT)−1 associated with the eigenvalue 1 — this can be seen by series
expanding and using the fact that hTv = 0 —
det
(〈bi, (Id− hhT)bj〉)i,j
= det
(〈evi , (Id + hhT)1/2(Id− hhT)−1(Id + hhT)1/2evj 〉i,i)
= det(Id + hhT) det(Id− hhT) .
To conclude the proof, we use the following claim, with di = (Id −
hhT)1/2bi.
Claim. Let ai, ci, di, 1 6 i 6 n − 1, be 3(n − 1) vectors in Rn.
Consider the n×(n−1)-matrices a = (a1, . . . , an−1), c = (c1, . . . , cn−1)
and d = (d1, . . . , dn−1). If the image of c is contained in the image of
a, then
det
((
aT
cT
)
( a c ) +
(
0 0
0 dTd
))
= det(aTa) det(dTd) .
To prove the claim, let P be an orthogonal matrix and D be a
diagonal one such that dTd = PDPT. Writing M for the matrix
whose determinant we want to calculate, we have
detM = det
((
Id 0
0 P
)(
aT
cT
)
( a c )
(
Id 0
0 PT
)
+
(
0 0
0 D
))
= det
(
V +
(
0 0
0 D
))
.
The proof then goes by induction on the dimension of D, noticing
that for any real number δ,
det
(
V +
(
0 0
0 δ
))
= δ det V̂m,m + detV
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where V̂m,m is the (m− 1)× (m− 1) left upper corner of V and m the
dimension of V . Consequently, we just need to prove that detV = 0.
This is clear since the condition Imc ⊂ Ima implies that the rank of
the matrix ( a c ) is the dimension of the image of a, and hence the
rank of V is at most dim Ima. Consequently, we have
det
(
V +
(
0 0
0 D
))
= det (aTa) detD .
This proves the claim and concludes the proof of Proposition 10.3.5.
As a consequence of Proposition 10.3.5, the Gauss-Kronecker cur-
vature of the nonflat part of S0 at u ⊗ v + h is given by det(Id +
hTh) det(Id+ hhT)det(Id−hhT). Other curvatures can be calculated
as well, leading to more or less interesting formulas.
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Let us again consider a random matrix X = (Xi,j)16i,j6n with
independent and identically distributed coefficients. Its (operator)
norm is
‖X‖ = sup{ |Xu| : |u| = 1 , u ∈ Rn } .
In this section, we will obtain estimates for the tail probability
P
{ ‖X‖ > t}, assuming that the Xi,j ’s are either symmetric Weibull
or Student like distributed.
In theory, we just need to apply the results of chapter 9. Indeed,
Rn being reflexive, ‖X‖ = sup{ 〈Xu, v〉 : u, v ∈ Sn−1 }. Since
〈Xu, v〉Rn = 〈X, u ⊗ v〉Rn2 , we see that ‖X‖ is the supremum of the
linear form X acting on the submanifold Sn−1 ⊗ Sn−1 of Rn2 .
However, a direct application of the results of chapter 9 in the case
of light tails is not that easy. We will proceed by using both chapter
7 and ideas from sections 9.1 and 9.2 as well.
Our first result is for light tails.
10.4.1. THEOREM. Let X = (Xi,j)16i,j6n be a random matrix
with independent and identically distributed coefficients, all having the
symmetric Weibull-like density
wα(x) =
α1−(1/α)
2Γ(1/α)
exp
(−|x|α
α
)
, x ∈ R .
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(i) If α = 2, then
P
{ ‖X‖ > t} ∼ √2π
2n−1Γ(n/2)2
e−t
2/2t2(n−1)−1 as t→∞ .
(ii) If α > 2, then
P
{ ‖X‖ > t} ∼ (α1−(1/α)
2Γ(1/α)
)n2
×
(2π)(n
2−1)/222n−1
n(2−α)(n2+1)/2(α− 2)n−1(α− 1)(n−1)2/2
e−t
α/(αnα−2)
t
α
2
(n2+1)−n2
as t tends to infinity.
Proof. Define
At =
{
x = (xi,j)16i,j6n ∈ M(n,R) : ‖x‖ > t
}
= tA1 .
We need to evaluate(
α1−(1/α)
2Γ(1/α)
)n2 ∫
tA1
exp
(
− 1
α
∑
16i,j6n
|xi,j|α
) ∏
16i,j6n
dxi,j .
Defines the α-homogeneous function
I(x) =
|x|αα
α
=
1
α
∑
16i,j6n
|xi,j |α .
We can apply Theorem 7.1. The first step is to calculate I(A1) and
DA1 . To do this, we need a description of the boundary
∂A1 =
{
x ∈ M(n,R) : ‖x‖ = 1} ,
that is of the sphere of radius 1 in the space of matrices endowed
with the operator norm. This is provided by Proposition 10.3.1. Let
us simply recall here that the matrices of norm 1 coincide with all
matrices of the form u⊗ v + h, where u, v belong to the sphere Sn−1
and h is an n × n matrix of operator norm less than 1, satisfying
hu = hT v = 0. This allows us to find DA1 .
10.4.2. LEMMA. The function I is minimum over ∂A1 exactly at
matrices of the form u⊗ v with
(i) u, v ∈ {n−1/2(ǫ1, . . . , ǫn) : ǫi ∈ {−1, 1 } , 1 6 i 6 n} if α > 2,
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(ii) u, v ∈ Sn−1 if α = 2,
(iii) u, v ∈ { ǫei : ǫ ∈ {−1, 1 } , 1 6 i 6 n}, if α < 2.
Proof. As we already mentioned, ‖x‖ is the supremum of the linear
form x ∈ Rn2 acting on Sn−1⊗Sn−1. Proposition 9.1.7 and convexity
of Ac1 implies I(∂A1) = I•(Sn−1 ⊗ Sn−1). Moreover, Lemma 9.1.9
asserts that I•(x) = 1/(α|x|αβ) where α−1 + β−1 = 1. We can first
calculate the points in Sn−1⊗Sn−1 which minimize I•. This is rather
easy since
αI•(u⊗ v) =
( ∑
16i,j6n
|viuj |β
)−α/β
= |v|−αβ |u|−αβ .
Thus, we need to locate the maxima of |u|β on Sn−1.
If α is larger than 2, then β is smaller than 2. Therefore,( 1
n
∑
16i6n
|ui|β
)1/β
6
( 1
n
∑
16i6n
u2i
)1/2
=
1√
n
,
with equality if and only if |ui| = 1/
√
n for all i = 1, 2, . . . , n.
Consequently,
sup
{ |u|β : u ∈ Sn−1 } = n 1β− 12 , if α > 2 .
If α = 2, then β = 2, and |u|β = 1 over all Sn−1.
Finally, if α is smaller than 2, then β is larger than 2. A unit vector
u has all its components ui between −1 and 1. Therefore,
|u|β =
( ∑
16i6n
|ui|β
)1/β
6
( ∑
16i6n
|ui|2
)1/β
= 1 ,
with equality if and only if one — and only one — of the |ui|’s is 1.
Consequently,
αI•(u⊗ v) >
{
n2−α if α > 2,
1 if α 6 2,
with equality for (u, v) = (u∗, v∗) with (u∗, v∗) exactly in the following
sets,
|u∗,i| = |v∗,i| = 1/
√
n i = 1, 2, . . . , n, if α > 2,
u∗, v∗ ∈ Sn−1 if α = 2,
u∗, v∗ ∈
{
ǫei : ǫ ∈ {−1, 1 } , 1 6 i 6 n
}
if α < 2.
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For u and v in Sn−1, set
Hu,v =
{
h ∈ M(n,R) : hu = hT v = 0} .
For h in Hu,v, we have
〈u⊗ v, u⊗ v + h〉 = tr(uvT vuT + uvTh) = 1 .
Consequently,
I•(u⊗ v) = inf
{
I(x) : 〈x, u⊗ v〉 = 1}
6 inf
{
I(u⊗ v + h) : h ∈ Hu,v , ‖h‖ 6 1
}
.
The inequality
I•(u∗ ⊗ v∗) 6 inf
{
I(x) : x ∈ ∂A1
}
.
follows. Observe that I•(u∗ ⊗ v∗) = I(u∗ ⊗ v∗) for any α > 1. Since
the function h ∈ Hu,v 7→ I(u ⊗ v + h) is convex, as a restriction of a
convex function to a convex set, the infimum of I over ∂A1 is achieved
only at points x = u∗⊗v∗. On those points I• and I coincide and this
concludes the proof.
It is interesting to realize that the proof of Lemma 10.4.2 relies on
the fact that I• and I coincide on the matrices u∗⊗v∗. Geometrically,
the matrices u ⊗ v + h, h ∈ Hu,v with ‖h‖ 6 1 frorms a truncated
cylinder with base Sn−1 ⊗ Sn−1. What makes the proof work is that
Sn−1 is the polar reciprocal of its convex hull; a very special property
of the sphere!
Let us now calculate all the terms that come from applying Theorem
7.1. We will then justify that we can indeed apply this theorem in
verifying that its assumptions hold.
Let us first consider the case α > 2. From Lemma 10.4.2, we deduce
I(A1) = n
2−α/α .
The rescaled dominating manifold
DA1 =
{
u⊗ v : u, v of the form 1√
n
(ǫ1, . . . , ǫn) :
ǫi ∈ {−1, 1 } , 1 6 i 6 n
}
.
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is of dimension k = 0. Its Riemannian volume is the counting measure
MDA1 =
1
2
∑
16i,j6n
∑
ǫi,ηj∈{−1,1}
δ 1
n
(ǫ1,...,ǫn)⊗(η1,...,ηn)
=
∑
δǫ⊗η/n
where the last sum is over all distinct matrices (ηiǫj/n)16i,j6n with
coefficients in {−1/n, 1/n }. Note that ǫ ⊗ η and (−ǫ) ⊗ (−η) are
equal, thus not distinct.
For x in DA1 , we have
|DI(x)|2 =
∑
16i,j6n
|xi,j|2(α−1) = n
2
n2(α−1)
= n4−2α .
We then need to calculate the curvature term detGA1 , and hence the
fundamental form ΠΛI(A1),u∗⊗v∗ and Π∂A1,u∗⊗v∗ for u∗ ⊗ v∗ in DA1 .
From Theorem 10.3.4 with h = 0, we deduce that
Π∂A1 =
(
Id2(n−1) 0
0 0
)
∈ M(n2 − 1,R ) .
On the other hand, the second fundamental form of ΛI(A1) at x is the
restriction to the tangent space TxΛI(A1) of
D2I(x)
|DI(x)| =
( ∑
16i,j6n
|xi,j |2(α−1)
)−1/2
diag
(|xi,j |α−2)16i,j6n(α− 1) .
Thus, if x is in DA1 , we have |xi,j| = 1/n and
D2I(x)
|DI(x)| =
1
n2−α
α− 1
nα−2
Idn2 = (α− 1)Idn2 .
Hence, for x in DA1 ,
ΠΛI(A1),x − Π∂A1,x = (α− 1)Idn2−1 −
(
Id2(n−1) 0
0 0
)
=
(
(α− 2)Id2(n−1) 0
0 (α− 1)Idn2−2n+1
)
.
Therefore, on DA1 ,
detGA1(x) = (α− 2)2(n−1)(α− 1)n
2−2n+1 .
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We obtain the constant c1 in Theorem 7.1,
c1 = (2π)
(n2−1)/2
( 1
n2−α
)(n2+1)/2 1
(α− 2)n−1(α− 1)(n−1)2/2 ♯DA1
=
(2π)(n
2−1)/222n−1
n(2−α)(n2+1)/2(α− 2)n−1(α− 1)(n−1)2/2
Putting all the pieces together,
P (At) ∼
(α1−(1/α)
2Γ(1/α)
)n2 e−n2−αtα/α
t(α−2)
n2
2
+α
2
×
(2π)(n
2−1)/222n−1
n(2−α)(n2+1)/2(α− 2)n−1(α− 1)(n−1)2/2
as t tends to infinity, which is the result.
Let us now turn to the case α = 2. From Lemma 10.4.2, we conclude
I(A1) = 1/2 .
The dominating manifold
DA1 = Sn−1 ⊗ Sn−1
is now of dimension k = 2(n − 1). Since Sn−1 × Sn−1 is a double
covering of DA1 , the Riemannian measure on DA1 is half the product
measure on the product of 2 spheres Sn−1, each having the Rieman-
nian measure obtained from the Lebesgue measure on Rn.
On DA1 , we also have
|DI(x)| =
( ∑
16i,j6n
|uivj |2
)1/2
= |u||v| = 1 .
The computation of the curvature term detGA1 goes the same way as
for α > 2. Namely, we still have
ΠΛI(A1) = Idn2−1 and Π∂A1 =
(
Id2(n−1) 0
0 0
)
.
In particular,
ΠΛI(A1) −Π∂A1 =
(
0 0
0 Idn2−1−2(n−1)
)
=
(
0 0
0 Id(n−1)2
)
.
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It follows that
GA1 = Id(n−1)2
is of determinant 1. Therefore, with the notation of Theorem 7.1,
c1 = (2π)
(n2−2(n−1)−1)/2Vol(Sn−1)
2
2
= (2π)(n−1)
2/2Vol(Sn−1)
2
2
.
Again, taking all the above estimates into account, we obtain
P
{ ‖X‖ > t} ∼ 1
2
(2π)((n−1)
2−n2)/2Vol(Sn−1)
2e−t
2/2t2(n−1)−1
as t tends to infinity. This is the result since Sn−1 has volume
2πn/2/Γ(n/2).
It remains to check the assumptions of Theorem 7.1. We already
checked (7.3) and (7.4). Assumption (7.5) is clear as well since the
curvature of ∂A1 is bounded.
We can now apply Theorem 7.5 to obtain the following re-
sult on conditional distributions. It is worth knowing that S1 ×
S1/{−Id, Id } is the usual Klein bottle. Hence, Sn−1 ⊗ Sn−1 ≡
Sn−1 × Sn−1/{−Id, Id } is a 2(n− 1)-dimensional Klein bottle.
10.4.3. PROPOSITION. Let X = (Xi,j)16i,j6n be a random matrix
with independent and identically distributed coefficients, all having the
density
wα(s) =
α1−(1/α)
2Γ(1/α)
e−|s|
α/α , s ∈ R .
The conditional distribution of X/t given ‖X‖ > t converges weakly*
to a uniform distribution over
(i) the Klein bottle Sn−1 ⊗ Sn−1 if α = 2,
(ii) the 22n−1 matrices of the form u∗ ⊗ v∗ for |u∗,i| = |v∗,i| = 1/√n,
1 6 i 6 n, if α > 2.
Proof. It follows from the calculation of DA1 made in the proof of
Theorem 10.4.1 and Theorem 7.5.
Let us now turn to the problem of estimating the tail probability
of ‖X‖ when the coefficients Xi,j of the random matrix X are inde-
pendent and identically distributed with a Student-like distribution.
Given the work done in the previous sections, this turns to be an easy
problem.
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10.4.4. THEOREM. Let X = (Xi,j)16i,j6n be a random matrix with
independent coefficients, all having a Student-like distribution with
parameter α. Then,
P
{ ‖X‖ > t} ∼ 2n2Ks,αα(α−1)/2
tα
as t→∞ .
Proof. Notice that the set
At =
{
x ∈ M(n,R) : ‖x‖ > t} = tA1
is the complement of a convex set, namely the ball of radius t
centered at the origin in M(n,R) endowed with the operator norm. In
M(n,R) ≡ Rn2 , the axial points of this convex set are all the matrices
ǫEi,j , ǫ ∈ {−1, 1 }, 1 6 i, j 6 n, which are of Euclidean norm 1. There
are 2n2 such matrices. Apply Theorem 9.3.1 to obtain the result.
With no extra effort, we can also obtain the following result on
conditional distribution.
10.4.5. PROPOSITION. Let X = (Xi,j)16i,j6n be a random matrix
with independent coefficients, all having a Student-like distribution
with parameter α. The distribution of X/t given ‖X‖ > t converges
weakly* to the uniform mixture of the distributions of the matrices
ǫZEi,j with ǫ in {−1, 1 } and Z having a Pareto distribution,
P{Z > 1 + λ } = 1
(1 + λ)α
, λ > 0 .
Proof. Apply Corollary 9.3.4. The axial points of Ac1 are the
matrices ǫEi,j , where ǫ is in {−1, 1 }. Those matrices are of unit
Euclidean norm in Rn
2
.
Notes
The theory of random matrices has been evolving quite fast lately.
Motivated by applications in physics and in operator algebras, impor-
tant progress has been made on the asymptotic theory as the size of
the matrix goes to infinity. Our fixed size viewpoint is quite different.
Amazingly clever explicit calculations have been made in the Gaussian
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cases and some of its variations. A classical reference is Mehta (1991).
Another aspect driven by statistics concerns the Wishart distribution
— see Johnson and Kotz (1972).
I believe Lemma 10.2.3 is not new, but I have not found a reference
for it. It is very similar to Theorem 2.1 of Rosin´ski and Woyczyn´ski
(1987), as well as its proof. If we assume that the Xi’s are symmetric,
then Lemma 10.2.3 can be deduced from Rosin´ski and Woyczyn´ski
(1987) in conditioning on the signs of the Xi’s. But here, we assume
only asymptotic symmetry of the tail. Therefore, the signs of Xi’s
given |Xi| large is only asymptotically distributed uniformly over
{−1,+1 }.
Theorem 10.1.4 involves the volume of SO(n,R). It seems to be
calculated in Marinov (1980). But, by ignorance, I have not been able
to follow his proof. I don’t know if Marinov’s results give the volume
of SO(n,R) embedded in Rn
2
of if they give it up to a proportionality
constant.

11. Finite sample results
for autoregressive processes
Autoregressive models are among the simplest and most widely used
models in statistical analysis of time series. Their classical theory
deals mainly with their asymptotic behavior over a very large time
period. In this chapter, we will see that these models are in fact much
more subtle than usually believed. Our study will build upon results
of Chapter 8. Our results will not exhaust the topic by any mean;
they should be considered as an incentive for further study.
11.1. Background on autoregressive processes.
In order to describe the processes we are interested in, let us introduce
the backward shift B on vectors. For a vector u = (u1, . . . , un) in R
n,
we write Bu = (0, u1, . . . , un). Let ǫ be a mean zero random vector
in Rn, with independent and identically distributed components. We
say that the vector X in Rn is an autoregressive process of order p
with innovation ǫ if for some θ = (θ1, . . . , θp) in R
p, with θp not null,
it satisfies the equation
X =
∑
16i6p
θiB
iX + ǫ . (11.1.1)
In a perhaps more explicit form, that means
X1 = ǫ1
X2 = θ1X1 + ǫ2
...
Xp+1 = θ1Xp + θ2Xp−1 + · · · + θpX1 + ǫp+1
Xp+2 = θ1Xp+1+ θ2Xp + · · · + θpX2 + ǫp+2
...
Xn = θ1Xn−1+ θ2Xn−2 + · · · + θpXn−p + ǫn .
For statisticians, the main questions are on estimation and tests
procedures for such models. This means that one observes the vector
X, and knows that it is of the form (11.1.1) with the ǫi’s independent
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and identically distributed. The goal is then to estimate θ, that is to
guess its value based on the knowledge of X; or to perform tests on
θ, that is to check if some assumption on θ is compatible with the
observed value of X. How is this done?
Consider the n× p matrix X = (BX, . . . , BpX). Equation (11.1.1)
becomes
X = X θ + ǫ .
Thus, X is a point in the space spanned by X plus a random vector.
A reasonable guess for θ is θLS such that X θLS is the projection of
X onto the space spanned by BX, . . . , BpX. This is called the least
square estimator of θ. Whenever X is of rank p, we have
θLS = (XTX )−1XTX .
This can be calculated solely on the observed X.
Furthermore, notice that the (i, j)-entry of the matrix XTX is
〈BiX,BjX〉 =
∑
1+(i∨j)6k6n
Xk−iXk−j
=
∑
1+|j−i|6r6n−(i∧j)
XrXr−|i−j| ,
while the i-th coordinate of XTX is 〈BiX,X〉.
It is customary to define the empirical autocovariances of order
k < n as
γn(k) = n
−1
∑
k+16r6n
XrXr−k .
Notice that
〈BiX,BjX〉 − nγn(|i− j|) =
∑
n−(i∧j)<r6n
XrXr−|i−j| .
Therefore, whenever Xn = OP (1) as n tends to infinity, and i − j is
fixed, we have
〈BiX,BjX〉 = nγn(|i− j|) + OP (1) as n→∞ . (11.1.2)
This explains why the most popular estimator of θ is not θLS but the
following substitute. Define the matrix
Γn =
(
γn(|i− j|)
)
16i,j6p
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and the vector
γn =
(
γn(i)
)
16i6p
.
If the process Xn is of order 1 as n tends to infinity, then (11.1.2)
shows that
(n−1XTX )−1 = Γ−1n + OP (n−1)
while
XTX = γn + OP (n−1) .
Thus, instead of using θLS, one tends to guess θ by
θˆn = Γ
−1
n γn .
Actually, whether we use θLS or θˆn does not really matter much for
our purposes. What we do care about is thatX is a linear function of ǫ
as (11.1.1) shows. The autocovariance γn(k) is a quadratic form in X,
as well as in ǫ, a classical fact. It is then plain that tail probabilities of
γn(k) are relevant to statistics, and that chapter 8 provides the right
estimates.
Maybe in order to fully enjoy the results we are going to prove, one
should know the basics of the classical theory. To make this text quite
selfcontained, let us sketch it. To this end, define the polynomial
Θ(z) = 1−
∑
16i6p
θiz
i , z ∈ C .
Equation (11.1.1) can be rewritten as
Θ(B)X = ǫ .
Denote by r1, . . . , rp the complex roots of Θ. Then Θ(z) =
∏
16i6p(1−
r−1i z). We can write 1/Θ(z) formally as a series. This is done
conveniently by introducing the vector r = (r1, . . . , rp). Whenever
s = (s1, . . . , sp) belongs to Z
p, we write |s| = s1 + · · · + sp and
rs =
∏
16i6p r
si
i . We have
1/Θ(z) =
∏
16i6p
(1− r−1i zi)−1 =
∏
16i6p
∑
k>0
r−ki z
k
i
=
∑
k>0
( ∑
|s|=k
r−s
)
zk .
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Substituting B for z, we can formally define Θ(B)−1. Writing ǫi = 0
if i 6 s, one can then check that X = Θ(B)−1ǫ, that is
Xn =
∑
k>0
( ∑
|s|=r
r−s
)
ǫn−k . (11.1.3)
When all the roots ri are outside the unit circle, there exists a positive
η such that∣∣ ∑
|s|=k
r−s
∣∣ 6 (1 + η)−k♯{ s : |s| = k }
= (1 + η)−k
(
k + p− 1
p− 1
)
∼ (1 + η)−k k
p
(p− 1)! as k →∞ .
Therefore if the residuals ǫi have a tail which decays fast enough the
distribution of Xn converges weakly* to that of
∑
k>0(
∑
|s|=k r
−s)ǫk.
A simple condition on the tail of ǫi for this convergence to hold is∫ ∞
1
P{ |ǫi| > t }dt
t
<∞ .
A more stringent one is to assume that ǫi is integrable; in this case
Xn converges in L
1 as well.
If now some roots are inside the unit disk, we can first assume
that r1 is the unique root with smallest modulus; and therefore |r1|
is less than 1. Then, (11.1.3) shows that the distribution of rn1Xn
converges weakly* to a nondegenerate limit. Since rn1 converges to
0 exponentially fast, this amounts to saying that the process Xn
explodes at exponential rate. Some complications occur if the smallest
root is not unique, but Xn still explodes, essentially at an exponential
rate.
As a consequence, the asymptotic behavior of the empirical auto-
covariances as n tends to infinity is very different according to the
location of the roots ri with respect to the unit disk.
In conclusion, the classical theory makes a great deal of the location
of the roots of Θ with respect to the unit disk. And it is essentially
all that it cares about, because only the behavior as the time n goes
to infinity is considered. In the following sections, we will show that
it is only a part of the overall behavior of these processes.
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To end this section, let us examine this root question for autore-
gressive models of order 1 and 2.
For an autoregressive process of order 1, we write Xi = aXi−1+ ǫi.
If |a| < 1, this process is nonexplosive. This can be represented on
the real line as follows.
a
−1 1
Shaded region for the nonexplosive domain
For an autoregressive process of order 2, we write it as Xi =
aXi−1 + bXi−2 + ǫi. We need to determine where a, b should lie
for the polynomial x2 − ax − b to have all its roots within the unit
disk. If a2 + 4b is negative, the roots are complex, conjugate to each
others. They are in the unit disk if and only if their product is less
than 1, that is if −b < 1. If a2 + 4b is nonnegative and a is positive,
the largest root in absolute value is (a +
√
a2 + 4b)/2. It is less than
1 if a2 + 4b < (2 − a)2 = a2 − 4a + 4, that is b + a < 1. One can
argue similarly if a is negative, and we obtain the following triangular
domain.
b
a
1−1
b = −a2/4
Shaded region for the nonexplosive domain
11.2. Autoregressive process of order 1.
In this section, we investigate the tail behavior of the autocovariances
of autoregressive processes of order 1,
X1 = ǫ1
Xn = aXn−1 + ǫn , n > 2 .
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Recall that ǫ = (ǫ1, . . . , ǫn) and X = (X1, . . . , Xn). Defining
A =

1
a 0
a2
. . . . . . . . . . . . . . . . . . .
.....
. . . . . . . . . . . . . . .an−1
. . . . . . . . . .· · · · · a2 a 1
 ,
we see that X = Aǫ. The matrix of the backward shift on Rn is
B =
 01 . . . . . . . . . .
0. . . . . . .0 1 0
 .
The empirical covariance of order k,
nγn(k) =
∑
k+16i6n
XiXi−k = 〈X,BkX〉 = 〈ATBkAǫ, ǫ〉
is a nice quadratic form in ǫ. If k > n, then γn(k) = 0. We assume
from now on that k < n. When ǫ has a heavy tail, the tail behavior of
nγn(k) depends on the value of a. It is given by the following result.
11.2.1. THEOREM. Let X be an autoregressive process of order
one, with coefficient a and independent and identically distributed
innovations ǫi having a Student-like distribution with parameter α.
The following expressions are equivalent to P{nγn(k) > t } as t tends
to infinity.
(i) If a = 0 and k = 0,
Ks,αα
(α−1)/22n t−α/2 .
(ii) If a = 0 and k > 1,
Ks,αα
α2(n− k)+ t−α log t .
(iii) k is even and a 6= 0, or k is odd and a > 0,
Ks,αα
(α−1)/22akα/2
∑
16i6n−k
∣∣∣1− a2i
1− a2
∣∣∣α/2 t−α/2 .
(iv) k is odd and a < 0,
K2s,αα
αt−α log t×∑
n−k+16i6n
∑
16j6n
aα|i−k−j|
∣∣∣2− a2(n+1)(a2(i∨(j+k)) − a2(j∨(i+k)))
1− a2
∣∣∣α
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It is implicit in the statement that the function a 7→ (1−ai)/(1−a2)
is extended by continuity at a = 1. Its value for a = 1 is i/2.
The striking fact is that odd and even autocovariances exhibit very
different decays when a is negative; the former are of order t−α/2, the
latter of order t−α log t.
Proof. Define the matrix C = ATBkA. We apply the results of
chapter 8. We need to check if the largest diagonal coefficient of C is
positive, zero, or negative. In order to calculate it, notice that
Ai,j =
{
ai−j if i > j,
0 otherwise,
and
(Bk)i,j =
{
1 if k + 1 6 i 6 n and j = i− k,
0 otherwise.
Consequently,
Ci,i =
∑
16j,m6n
(AT)i,m(B
k)m,jAj,i =
∑
i+k6m6n
Am,iAm−k,i
=

ak 1− a2(n−i−k+1)
1− a2 if a
2 6= 1 and n− i− k > 0,
ak(n− i− k + 1) if a2 = 1 and n− i− k > 0,
0 if i > n− k + 1.
Assume a = 0 and k = 0. Then C = Id. Statement (i) of Theorem
11.2.1 follows from Theorem 8.2.1.
If a is null and k is nonzero, the matrix C = Bk has all its diagonal
elements vanishing. We apply Theorem 8.3.1, calculating∑
i:Ci,i=0
∑
16j6n
|(Bk)i,j + (Bk)j,i|α = 2(n− k)+ .
When k is even and a is nonzero, then Ci,i is positive for any
1 6 i 6 n− k. We apply Theorem 8.2.1, calculating∑
16i6n−k
C
α/2
i,i = a
kα/2
∑
16i6n−k
(1− a2(n−i−k+1)
1− a2
)α/2
.
This gives statement (iii), after substituting n− i− k + 1 for i in the
summation.
Statement (iii), when k is odd and a is positive, follows from exactly
the same calculation.
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Let us now concentrate on k odd and a negative. Then ak is
negative, and so is Ci,i if 1 6 i 6 n − k, while Ci,i vanishes if
i > n − k + 1. Therefore, we apply Theorem 8.3.1. We need to
calculate ∑
n−k+16i6n
∑
16j6n
|Ci,j + Cj,i|α .
We have
Ci,j =
∑
16l,m6n
(AT)i,l(B
k)l,mAm,j =
∑
i∨(j+k)6l6n
al−ial−k−j
= a|i−j−k|
1− a2(n+1−(i∨(j+k)))
1− a2 .
We obtain Cj,i by permuting i and j. This gives statement (iv).
How good are these approximations? Looking at the bound in
Theorem 3.1.9 and how we derived Theorem 5.1, we cannot expect
them to be good when we are integrating in a high dimensional space,
that is when n is large.
A plot of the approximations given in Theorem 11.2.1 does not show
much, since all the probabilities go to 0 as t tends to infinity. When
comparing the tails, it makes more sense to look at the relative error.
This leads to the plot
logP{nγn(k) > t }
as well as the logarithm of the approximation. These should be
approximately in linear relation with log t. Therefore, the plots
below will show the function t 7→ P{ γn(k) > t } with both axes
in logarithmic scale. Since we do not know a closed formula for
P{nγn(k) > t }, we obtained this probability by simulation. We
generated 100,000 replicas of ǫ. As t increases, the estimate of the
true probability is based on less and less points; the simulated curve
tends to wiggle as t gets large. The theoretical approximation will
be the smooth curve on the graphs. The parameters involved are
k, n, α, a. We will only consider the autocovariance of order 1 in
our simulations. We consider the sample sizes n = 10, which is very
small, and n = 20, which is a common order of magnitude in some
applications. We also consider probabilities of interest in applications,
namely between 10−1 and 10−3. Recall that 5% is about 10−1.30.
The results are as follows.
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Let us first see what happens when the errors have a Cauchy
distribution, corresponding to α = 1.
When a = 1, the two plots bellow show that the approximation is
amazingly good.
105 106 107 108
10−2
10−1
n = 10, a = 1, errors Cauchy
106 107 108 109
10−2
10−1
n = 20, a = 1, errors Cauchy
For a = 0.5 the approximation is also excellent.
104 105 106 107
10−2
10−1
n = 10, a = 0. 5, errors Cauchy
105 106 107 108
10−2
10−1
n = 20, a = 0. 5, errors Cauchy
In the degenerate case where we need to apply Theorem 8.3.1, the
coefficient a vanishes. The approximation is not as good as before.
But taking into account that we are visualizing a relative error, it
performs well enough to be of practical use.
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102 103 104
10−2
10−1
n = 10, a = 0, errors Cauchy
103 104
10−2
10−1
n = 20, a = 0, errors Cauchy
For a = −0.5, the autocovariance tends to be negative since
γn(1)/γn(0) is an approximation of a. Therefore we need to go further
on the tail to have a good approximation. For n = 10, it is still
accurate enough to be of some practical interest. One can use the
approximation to find critical values at levels less than 10−1.5 ≈ 3%
say. But as n increases from 10 to 20, the accuracy decreases.
101 102 103
10−2
10−1
n = 10, a = −0. 5, errors Cauchy
101 102 103
10−2
10−1
n = 20, a = −0. 5, errors Cauchy
For a = −1, we need to go much further in the tail of the
distribution of γn(1) in order to have a positive quantile. The
approximation is not accurate in the range of practical interest. As
n increases from 10 to 20, the approximation cannot be used in
applications.
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101 102 103
10−2
10−1
n = 10, a = −1, errors Cauchy
101 102 103
10−2
10−1
n = 20, a = −1, errors Cauchy
When a is negative, it makes more sense to approximate the lower
tail. Given what we have done, it is a trivial matter. We state a result
only in the form needed for our discussion.
11.2.2. THEOREM. Let X be an autoregressive process of order 1,
with coefficient a and errors independent and identically distributed
from a Student-like distribution with parameter α. If a is negative,
then
P{nγn(1) 6 −t } ∼ Ks,αα(α−1)/22aα/2
∑
16i6n−1
(1− a2j
1− a2
)α/2
t−α/2
as t tends to infinity.
Proof. With the notation of the proof of Theorem 11.2.1, we need
to evaluate the upper tail of 〈−Cǫ, ǫ〉. In the proof of Theorem 11.2.1,
we shown that when k = 1 and a is negative, the matrix −C has its
coefficients Cn,n vanishing, while Ci,i = a(1 − a2(n−i))/(1 − a2) for
i = 1, . . . n− 1. Apply Theorem 8.2.1 to conclude the proof.
There is not much point in reproducing here results on the approxi-
mation of the lower tail. It is enough to say that it works as expected;
that is, the approximation is very sharp when a = −1 or a = −0.5.
The pictures look identical to those for the upper tail with positive
coefficient a.
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As α increases, the approximation given in Theorem 11.2.1 degener-
ates for positive values of a. For a Student-distribution with 5 degrees
of freedom, that is α = 5, and n = 10, their use starts to be question-
able.
103 103.5
10−2
10−1
n = 10, a = 1, errors Student(5)
102 102.2 102.4
10−2
10−1
n = 20, a = 1, errors Student(5)
For a = 0, we appealed to Theorem 8.3.1, and the approximation
is not so good. We would like to point out that this failure can be
seen on a very simple example. Consider two independent random
variables, X, Y , with density α/xα+1 over [ 1,∞). We can calculate
explicitly the distribution of their product,
P{XY > t } = α
∫
x>1
x−α−1P{Y > t/x }dx
= α
∫
x>1
x−α−1
(
(x/t)α ∧ 1)dx
=
α log t
tα
+
1
tα
.
Our approximation picks up the leading term, αt−α log t as t tends
to infinity. But the growth of log t is too slow for the first term to
really dominate in the range where the probability is of order 10−1
or 10−2. One cannot expect a good one-term approximation in such
case, except if α is large. This suggests that when a is zero, our
approximation may improve when α increases. This is the case. And
of course, for negative a, it becomes worse, positive values of the
empirical covariance being less and less likely.
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101 101.2 101.4 101.6
10−2
10−1
n = 20, a = 0, errors Student(5)
10−1 1 10
10−2
10−1
n = 20, a = −0. 5, errors Student(5)
For a = 0, the approximation is fairly good, until we have many
moments on the distribution, that is if α is large enough. Then
assuming simply that the errors are normally distributed may give
a better approximation.
101 101.2 101.4
10−2
10−1
n = 20, a = 0, errors Student(10)
When our approximation is not so good, one can think of some
alternative techniques. Besides the classical Edgeworth expansion —
which is poor in term of relative error — one could also approximate
the Student distribution by a normal one, and then proceed as if ǫ
were normally distributed. This works well if the normal distribution
has the “right” variance. But one has to be aware that for α small, the
right variance is not that of the corresponding Student distribution.
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For instance, for the Student distribution with 5 degrees of freedom,
the normal approximation using a variance equal to that of the
Student distribution poor. One needs a much larger variance. I tried
to approximate the Student distribution by a normal with the variance
such that some quantile of the normal would be equal to that of the
Student. This does not work any better, in the sense that there is
no systematic way to do this kind of calibration. One should also
be aware that the symmetry in the Student distribution makes our
approximations less precise. They would be more accurate if the errors
had a centered Pareto distribution for instance. Obviously more work
is needed to derive a set of approximations which would cover more
or less any regime. It is doubtful that a single approximation scheme
can give satisfactory results under a very broad class of distributions
for the errors and relatively arbitrary sample size.
Classically, a is estimated by aˆ = γn(1)/γn(0). Let us now consider
the test problem
H0 : a 6 a0, versus H1 : a > a0.
A possible way to perform this test is to reject the null hypothesis
if aˆn − a0 is too large, that is if γn(1) − a0γn(0) is too large. For a
reason which will be explained in the proof of the next result, it is
better to use
γˆn(0) = n
−1
∑
16i6n−1
X2i
instead of γn(0). As n tends to infinity, the classical theory ensures
that it does not make any difference. However, it does make a
difference for our finite sample results. The theory is much nicer with
γˆn(0).
The test statistics is again a quadratic form in ǫ. The following
result gives its tail approximation under the null as well as under the
alternative hypothesis. As one more parameter is involved, another
behavior appears.
11.2.2. THEOREM. Let X be an autoregressive process of order 1,
with coefficient a and independent and identically distributed innova-
tions, all having a Student-like distribution with parameter α. The tail
probability
P
{
n
(
γn(1)− a0γˆn(0)
)
> t
}
admits the following equivalent as t tends to infinity.
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(i) If a > a0,
Ks,αα
α−1
2 2(a− a0)α/2
∑
16i6n−1
(1− a2(n−i)
1− a2
)α/2
t−α/2 .
(ii) If a0 = a and both are nonnegative,
K2s,αα
α2
∑
16k6n−2
(n− k)a(k−1)α t−α log t ,
with the convention that 00 = 1 when a = 0.
(iii) If a0 is positive and a < a0,
c(a0, a, α, n) t
−α
for some function c(·).
In case (iii), we will explain after the proof how to calculate the
function c(·) in a typical case.
Proof. Write n
(
γn(1)− a0γˆn(0)
)
= ǫTCǫ with
C = ATBA− a0ATBTBA .
From the proof of Theorem 11.2.1 we obtain the diagonal terms
(ATBA)i,i. We calculate
(ATBTBA)i,i =
∑
16k6n
(BA)2k,i =
∑
16k6n−1
A2k,i =
1− a2(n−i)
1− a2 .
Consequently,
Ci,i =
{
(a− a0)1− a
2(n−i)
1− a2 if 1 6 i 6 n− 1
0 if i = n.
If instead of using γˆn(0) we use γn(0), the term (A
TBTBA)i,i has
denominator 1−a2(n−i+1). The discussion is a bit more involved. The
result becomes more dependent on n. It is more complicated to state,
but it does not make much difference as far as the theory goes.
If a− a0 is positive, then all the diagonal coefficients of C but Cn,n
are positive. We apply Theorem 8.3.1.
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If a− a0 is negative, only Cn,n is nonnegative. We apply Theorem
8.3.1. Since we will need it, let us calculate Ci,j . First
(BA)k,i =
{
Ak−1,i if 2 6 k 6 n,
0 if k = 1.
Therefore,
(BA)k,i =
{
ak−1−i if 2 6 k 6 n,
0 otherwise.
Consequently, a little algebra shows that
(ATBTBA)i,j =
∑
16k6n
(BA)k,i(BA)k,j = a
|i−j|a
2n − a2(i∨j)
a2 − 1 .
In particular, for i < n,
Cn,i = a
n−i−1,
while Ci,n = 0 for 1 6 i 6 n. Therefore∑
16i6n
|Ci,n + Cn,i|α =
∑
16i6n
aα(n−i−1) =
∑
06i6n−2
aα
i
.
If a and a0 are equal, then all the diagonal coefficients of C vanish.
In this case, for i, j distinct,
Ci,j = a
|i−j−1| 1− a2(n+1−(i∨(j+1)))
1− a2 − a0a
|i−j|a
2n − a2(i∨j)
a2 − 1 .
If a0 is positive and strictly larger than a, then all the diagonal
coefficients of C are negative. We need to determine N(C) and apply
Theorem 8.2.10. The statement follows from Theorem 8.2.21.
Some useful information can be deduced from Theorem 11.2.2.
A first qualitative deduction is that if a0 is positive under the null
hypothesis, then the tail probability under consideration has a very
different decay according to the position of a with respect to a0. Thus,
one should probably not use symmetric confidence intervals. It may
be wise to have a somewhere on the right half of the interval.
Next, assume that we want to test with the risk of first type η very
small. We can use the approximation under the null hypothesis to
obtain the critical value. Define
c(a) = 2Ks,αα
α−1
2 (a− a0)α/2
∑
16i6n−1
(1− a2(n−i)
1− a2
)α/2
.
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We see that if 0 6 a0 < a, then η ∼ c(a)/tα/2. This gives an
approximate critical value tη =
(
c(a)/η
)2/α
.
The following plot shows the actual risk of the first type when using
the approximate critical value. The “true” value of the risk is obtained
by simulation, replicating 100,000 copies of the vector ǫ. The curves
were obtained by linearly interpolating between the following values
for a.
0.500 0.552 0.605 0.657 0.710 0.762 0.815 0.868 0.920 0.930
0.939 0.948 0.957 0.966 0.975 0.984 0.993 1.000 1.002 1.011
1.019 1.028 1.037 1.046 1.055 1.064 1.073 1.082 1.091 1.100
1.150 1.200 1.250 1.300 1.350 1.400 1.450 1.500
The sample size is n = 20. The lowest curve is for α = 1, the two
almost equal curves are for α = 5 — the lower one of the two curves
— and α = 10. The value a = 1 is indicated, as well as the levels 5%
and 10% .
0.1
0.5
1
0.6 0.7 1
a
n = 20, = 1, 5, 10
The result is satisfying at first glance. A more careful examination
shows some reason to worry. For a = 1, the actual risk of the test
is about 10% when α = 5 or 10. This is still small, but in terms of
relative error, this is twice as much as what we wanted. The fact that
the power function grows moderately fast with a is not a surprise if
you plot some of these processes. On a trajectory of length 20, and
with errors having a Cauchy distribution, an autoregressive process
of order one with a = 1 looks very similar to one with a = 1.2 for
instance.
11.3. Autoregressive processes of arbitrary order.
In principle, all the results of the previous section can be generalized
to autoregressive processes of arbitrary order. As more parameters are
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involved in the model, the analysis is harder. Thus, our goal is rather
modest. We will prove that the tail of the autocovariance of order 1
has different decays according to the values of the parameters, and the
number of observations as well. Since autoregressive processes of order
one are a degenerate case of those of higher order, the higher order
autocovariances would have an even more complex behavior. For any
given value of the parameters, the results of chapter 8 can be used to
do numerical computations; this is quite easy, and sometimes helpful,
but does not provide further insights. For autoregressive processes
of order 2, we will obtain some rather precise results, showing the
intricacy of these models.
Let us now consider an autoregressive model of order p as in
(11.1.1). The parameter θ = (θ1, . . . , θp) is in R
p. Our first result
shows that Rp can be partitioned into two regions, one where the tail
behavior of nγn(1) is like t
−α/2, the other one where it is like t−α log t.
The noticeable fact is that there cannot be other tail behavior, and
these regions are nested when the number of observations varies.
11.3.1. THEOREM. Consider an autoregressive process of order p
with errors having a Student-like distribution with parameter α. There
exist nonempty semialgebraic sets Rk, k > 1, of R
p, and a positive
function c(·) on Rp, such that
P{nγn(1) > t } ∼
{
c(θ)t−α/2 if θ ∈ ⋃16k6n−1Rk,
c(θ)t−α log t if θ 6∈ ⋃16k6n−1Rk.
REMARK. The regions Ri depend of course on the dimension p of
the parameter space. It is remarkable that they do not depend on n,
though the quadratic form representing nγn(1) does. As n increases,⋃
16k6nRk increases, but we will see during the proof that its limit is
a proper nonempty subset of Rp. The proof also gives some indications
on how to calculate these regions efficiently.
Proof of Theorem 11.3.1. We write X = Aǫ. The matrix A is more
involved than in section 2. Let ei be the i-th vector from the canonical
basis of Rd, that is having all its entries vanishing, except the i-th one
being 1. We denote Ai,• the i-th row of A. Relation (11.1.1) gives
A1,• = e1
A2,• = θ1A1,• + e2
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...
Ap+1,• = θ1Ap,• + θ2Ap−1,• + · · · + θpA1,• + ep (11.3.1)
and for p + 1 6 k 6 n,
Ak,• = θ1Ak−1,• + θ2Ak−2,• + · · · + θpAk−p,• + ek . (11.3.2)
Let C = ATBA be the matrix of the quadratic form such that
nγn(1) = ǫ
TCǫ. Since Aj,i = 0 for any 1 6 j < i 6 n,
Cn,n = 0 and max
16i6n
Ci,i > 0 .
Thus, Theorems 8.2.1 and 8.3.1 show that the only possible tail
behaviors of nγn(1) are either like t
−α/2 or like t−α log t. They show
as well the existence of the nonvanishing function c(·).
Since Ai,j = Ai+1,j+1 for all i, j 6 n− 1, we have for k > 1,
Cn−k,n−k =
∑
16i,j6n
(AT)n−k,iBi,jAj,n−k
=
∑
26j6n
Aj,n−kAj−1,n−k
=
∑
n−k+16j6n
Aj,n−kAj−1,n−k
=
∑
16j6k
An−k+j,n−kAn−k+j−1,n−k
=
∑
16j6k
Aj+1,1Aj,1 . (11.3.3)
Relations (11.3.1) and (11.3.2) show that Aj,1 is a polynomial in a
and b. Hence Cn−k,n−k is also a polynomial in a and b. The region
Rk = { (a, b) ∈ R2 : Cn−k+1,n−k+1 > 0 }
is then a semialgebraic set, which does not depend on n. Moreover,
the largest diagonal coefficient of C is positive if and only if (a, b) is in⋃
16k6nRk. The result then follows from Theorems 8.2.1 and 8.3.1.
In practice, to decide in which region we are, we can numerically
compute the diagonal terms of C with formulas (11.3.1)–(11.3.3). But
if one ultimately wants the constant c(a, b), other elements of C are
needed when the tail is like t−α log t.
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The sets Rk do not seem easy to describe in general. For applica-
tions, this may not be so important, since numerical computation is
easy to implement. Understanding their geometry amounts to under-
standing the behavior of the roots of inductively defined polynomials
in the p variables θ1, . . . , θp. More can be said when p = 2, because
polynomials of degree 2 are well understood. And this is enough to
show how intricate these autoregressive models are. Thus, from now
on, we focus on autoregressive models of order 2. We change slightly
the notation, using (a, b) instead of (θ1, θ2). Thus, our model is
X1 = ǫ1 ,
X2 = aX1 + ǫ2 ,
Xk = aXk−1 + bXk−2 + ǫk , 3 6 k 6 n .
We can explicitly write down R1, R2, R3, R4. Indeed, Cn,n = 0 and
thus R1 = ∅. We then have
Cn−1,n−1 = A2,1A1,1 = a ,
thus
R2 = { (a, b) : a > 0 } .
Since A3,1A2,1 = (a
2 + b)a,
Cn−2,n−2 = (a
2 + b)a+ a = a(a2 + b + 1) .
Consequently,
R3 = { (a, b) : a > 0 and b > −1− a2 ; or a < 0 and b < −1− a2 } .
But what matters more,
R2 ∪R3 =
(
(0,∞)× R) ∪ { (a, b) : a < 0 , b < −1− a2 } .
The next figure shows these regions.
We also obtain A4,1 = a(a
2 + 2b), which leads to
Cn−3,n−3 = a(a
2 + 2b)(a2 + b) + a(a2 + b + 1)
= a
(
2b2 + b(3a2 + 1) + a4 + a2 + 1
)
To obtain R2 ∪R3 ∪R4, we need to see when Cn−3,n−3 is positive as
a is negative. In other words, when a is negative and
2b2 + b(3a2 + 1) + 1 + a2 + a4 < 0 .
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This holds if a < 1− 2
√
2
2 and
b− 6 b 6 b 6 b+
with
b± =
−(1 + 3a2)±√a4 − 2a2 − 7
4
.
Thus,
R1 ∪R2 ∪R3 ∪R4 =
(
(0,∞)×R)
⋃
{ (a, b) : a < 0 , b < −1− a2 }⋃
{ (a, b) : a 6 1− 2
√
2
2
; b− 6 b 6 b+ } .
b
a
1
1
Regions R2, R2 ∪ R3, R2 ∪ R3 ∪ R4.
To calculate R5, we need to solve a cubic equation in b. Closed
form expressions are getting more and more cumbersome, and even
nonexistent. The following picture shows
⋃
16k6nRk for n = 5, 6, 7
and n = 10 in the domain a negative.
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a
b
-1
-1
n = 5
a
b
-1
-1
n = 6
a
b
-1
-1
n = 7
a
b
-1
-1
n = 10
These pictures can be more or less understood theoretically. This
is the purpose of the next result. Its proof contains even more
information, some of it being important, and we will discuss further
after the proof.
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11.3.2. THEOREM. The closure of
⋃
k>1Rk contains all points (a, b)
for which one of the following conditions holds:
(i) a > 0,
(ii) a 6 0 and b < −a2 − 1,
(iii) a 6 0 and b < min(−a2/4,−a− 1).
The region described by the three condition in Theorem 11.3.2 is
shaded gray in the following picture. It does not contain its boundary.
1
1
a
b
b = a − 1
b = −a2/4 b = −a2 − 1
It follows from Theorems 11.3.2 and 11.3.1 that if (a, b) lies in the
gray shaded region, the tail behavior of P{nγn(1) > t } is typically
like t−α/2 for n large enough. I believe that in the nonshaded domain,
the tail behavior is like t−α log t; we will prove this only when b > a2/4.
Proof of Theorem 11.3.2. The proof will be done in examining
different regions. We will need several lemmas, and will actually prove
much more than the statement.
11.3.3. LEMMA. If a is positive, so is the largest diagonal coefficient
of C. If a is nonpositive, then the largest diagonal coefficient of C
vanishes. Consequently,
⋃
k>1Rk contains the region a > 0, but does
not intersect the region a 6 0 and b > −a2/4.
262 Chapter 11. Finite sample results for autoregressive processes
a
b
1
10
b = −a2/4
a = −1
Proof. If a is positive, then Cn−1,n−1 = a is positive too. To see
what is happens when a is nonpositive, denote by u, v the roots of the
characteristic equation x2 − ax − b = 0. Equations (11.3.1)–(11.3.2)
yield
Ai,j = ru
i−j + svi−j , i > j ,
with initial condition Ai,i = 1 and Ai+1,1 = a. Thus r and s are
determined by
r + s = 1 and ru + sv = a .
If u and v are distinct, that is b 6= −a2/4,
Aj,1 =
uj − vj
u− v .
If b = −a2/4, we find
Aj,1 = j(a/2)
j−1 .
Consequently, if b 6= −a2/4,
Aj+1,1Aj,1 =
(uj+1 − vj+1)(uj − vj)
(u− v)2 . (11.3.4)
Notice that
(u− v)2 = (u+ v)2 − 4uv = a2 + 4b .
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Let us now assume that a is negative and b is positive. Then a2+4b
is positive. There is no loss of generality in assuming u < 0 < v since
the product of the roots, −b, is negative. The inequality
u2 − v2 = (u+ v)(u− v) = −a
√
a2 + 4b > 0
forces |u| > |v|. Consequently, the sign of Aj+1,1Aj,1 is that of(
(−1)j+1|u|j+1 − vj+1)((−1)j|u|j − vj) ,
which is negative. Therefore, the sequence k 7→ Cn−k,n−k is decreasing
and
max
16k6n
Ck,k = Cn,n = 0 .
If we now assume that a is negative and −a2/4 < b 6 0, the roots
u, v are still real, but both are negative. Thus
Aj+1,1Aj,1 = −(|u|
j+1 − |v|j+1)(|u|j − |v|j)
a2 + 4b
is nonpositive since the function x 7→ xj and x 7→ xj+1 are increasing
on R+. The sequence k 7→ Cn−k,n−k is decreasing and its maximum
is Cn,n = 0. This gives Lemma 11.3.3.
The region left is a 6 0 and b < −a2/4. Our next lemma covers a
part of it.
11.3.4. LEMMA. If a 6 0 and b > −1, then the largest diagonal
coefficient of C vanishes. Therefore,
⋃
k>1Rk does not intersect the
region a < 0 and b > −1.
Proof. If a2 + 4b is positive, the result follows from Lemma 11.3.3.
If a2 + 4b is negative, equation (11.3.1)–(11.3.3) gives
Cn−k,n−k = A2,1A1,1 + A3,1A2,1 +
∑
36j6k
(aAj,1 + bAj−1,1)Aj
= bCn−k+1,n−k+1 + a
∑
16j6k
A2j .
Consequently, for k > 2,
Cn−k,n−k = b
2Cn−k+2,n−k+2 + a(b+ 1)
∑
16j6k−1
A2j + aA
2
k .
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Thus, if b > −1 and a 6 0,
Cn−k,n−k 6 b
2Cn−k+2,n−k+2 .
Since Cn,n = 0 and Cn−1,n−1 = a < 0 on the given range, this shows
that Cn−k,n−k 6 0 for all k > 0.
To study the domain a 6 0, b 6 −1 and b < −a2/4 is much more
complicated. We assume from now on, and until the end of the proof
of Theorem 11.3.2, that (a, b) is in this domain. It is then convenient
to make a change of parameterization, setting
a = −2r cosφ , b = −r2 , r > 0 , 0 6 φ 6 π/2 .
First, this allows us to obtain a closed formula for the diagonal
coefficients of C.
13.3.5. LEMMA. If a = −2r cosφ and b = −r2, with r nonnegative
and φ in [ 0, π/2 ], then
Cn−k+1,n−k+1 = r
[
− 2(1− r2k) cosφ sin2 φ
+ r2(k−1)(1− r2) sin(kφ)
(
sin
(
(k + 1)φ
)− r2 sin ((k − 1)φ))]/
(1− r2)((1− r2)2 + 4r2 sin2 φ) sin2 φ .
Proof. Write u = reiθ and v = re−iθ for the roots of the
characteristic equation x2 − ax − b = 0. Setting φ = π − θ, we
obtain
a = u+ v = 2r cos θ = −2r cosφ
b = −uv = −r2 .
This is the origin of the parameterization. Equations (11.3.3) and
(11.3.4) give for k > 2,
Cn−k+1,n−k+1 =
∑
16j6k−1
u2j+1 − (u+ v)(uv)j + v2j+1
(u− v)2
=
1
(u− v)2
(
u3
1− u2(k−1)
1− u2 − (u+ v)uv
1− (uv)k−1
1− uv
+ v3
1− v2(k−1)
1− v2
)
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In this last expression, a part is independent of k. It is the ratio of
u3(1−uv)(1−v2)− (u+v)uv(1−u2)(1−v2)+v3(1−u2)(1−uv)
= (u− v)2(u+ v) = −4r2 sin2 θ 2r cos θ
and
(u− v)2(1− u2)(1− v2)(1− uv)
= (u− v)2(1− uv)(− (u+ v)2 + (1 + uv)2)
=− (2r sin θ)2(1− r2)((1 + r2)2 − 4r2 cos2 θ)
=− 4r2 sin2 θ (1− r2)((1− r2)2 + 4r2 sin2 θ) . (11.3.5)
For the part dependent on k, we reduce it to the same denominator,
(11.3.5), and obtain the numerator
(1− uv)(− u2k+1 − v2k+1 + u2v2(u2k−1 + v2k−1))
+(u+ v)(uv)k(1− u2)(1− v2)
= −(1− r2)(2r2k+1 cos(2k + 1)θ − r42r2k−1 cos(2k − 1)θ)
+2r cos θ r2k
(
(1− r2) + 4r2 sin2 θ) .
Adding the part independent of k and that dependent of k, we obtain
the numerator
−8(r3−r2k+3) sin2 θ cos θ−2r2k+1(1−r2)( cos(2k+1)θ−r2 cos(2k−1)θ
− (1− r2) cos θ)
= −8(r3 − r2k+3) sin2 θ cos θ + 4r2k+1(1− r2) sin kθ( sin(k + 1)θ
− r2 sin2(k − 1)θ) .
Consequently,
Cn−k+1,n−k+1 = r
[
2(1− r2k) sin2 θ cos θ
− r2(k−1)(1− r2) sin kθ( sin(k + 1)θ − r2 sin(k − 1)θ)]/
(1− r2)((1− r2)2 + 4r2 sin2 θ) sin2 θ .
The change of angle θ = π − φ gives the result.
In the domain a 6 0 and b < −1 with b2 < −a2/4, that is r > 1
in our (r, φ)-parameterization, Lemma 11.3.5 shows that the sign of
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Cn−k+1,n−k+1 is that of minus its numerator. Thus, it has the same
sign as
2(1− r2k) cosφ sin2 φ
− r2(k−1)(1− r2) sin kφ( sin(k + 1)φ− r2 sin(k − 1)φ) .
In other words, the sign of Cn−k+1,n−k+1 is that of
2 cosφ sin2 φ+ r2(k−1)gk(r
2) (11.3.6)
where
gk(s) = − sin(kφ)(sin kφ cosφ+ cos kφ sinφ)
+ s(−2 cosφ sin2 φ+ 2 sin2 kφ cosφ)
− s2 sin kφ(sin kφ cosφ− cos kφ sinφ) .
We can now explain how to conclude the proof. As k tends to infinity,
the leading term in (11.3.6) is r2(k−1)g(r2), since we assume r > 1.
Thus, for large k the diagonal coefficient Cn−k+1,n−k+1 is positive
whenever gk(r
2) is such. Thus, our goal is to determine for which
values of (s, φ) we can have gk(s) positive for infinitely many k’s.
The trick is to understand that when φ is an irrational multiple
of 2π, the sequence sin kφ fills [−1, 1 ]. Thus, we can consider sin kφ
almost as a free parameter, on which we can optimize. This leads us
to define the function
h(θ) = − sin θ (sin θ cosφ+ cos θ sinφ)
+ s(−2 cosφ sin2 φ+ 2 sin2 θ cosφ)
− s2 sin θ(sin θ cosφ− cos θ sinφ) .
Formally, this function is obtained by substituting kφ for θ in the
expression of gk. It is convenient to define
A = (s− 1)2 cosφ , B = (s2 − 1) sinφ , and C = 2s sin2 φ cosφ .
Since we implicitly made the change of variable s = r2 after (11.3.6),
the numbers A, B and C are all positive — recall 0 < φ < π/2 and
r > 1.
The following result will be instrumental.
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11.3.6. LEMMA. The function h(θ) is maximal at a point θ∗, unique
modulo π, and defined by
cos(2θ∗) = A/
√
A2 + B2 , sin(2θ∗) = B/
√
A2 + B2 .
Its maximum value is
h(θ∗) = −A
2
+
√
A2 + B2
2
− C .
Proof. We rewrite the function h(·) as
h(θ) = −A sin2 θ +B sin θ cos θ − C
= −A1− cos 2θ
2
+ B
sin 2θ
2
− C .
Differentiating with respect to θ, we see that when h is maximum,
0 = h(θ∗) = −A sin 2θ∗ + B cos 2θ∗ .
Since neither A nor B vanish, this gives us tan θ∗ = B/A. Conse-
quently, there exists ǫ1, ǫ2 equal to either −1 or +1, such that
cos 2θ∗ = ǫ1A/
√
A2 + B2 and sin 2θ∗ = ǫ2B/
√
A2 + B2 .
At such point, the value of h(·) is
h(θ∗) = −A
2
+
ǫ1A
2 + ǫ2B
2
2
√
A2 + B2
− C .
It is maximum when ǫ1 = ǫ2 = 1. This determines 2θ modulo 2π, and
therefore, θ modulo π.
We can now determine when the maximum of h(·) is positive.
11.3.7. LEMMA. In the domain a < 0 and b < −1 with b < −a2/4,
the function h(·) has a positive supremum if and only if b < a− 1.
Proof. Using Lemma 11.3.6, the positivity of the supremum of h(·)
is equivalent to √
A2 + B2 > A+ 2C .
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Since A, B and C are positive, this is equivalent to B2 > 4C2+4AC.
Plugging the expression for A, B and C into this last inequality, we
obtain
(s2 − 1)2 > 16s2(1− cos2 φ) cos2 φ+ 8s(s− 1)2 cos2 φ .
Setting c = cos2 φ, we obtain a quadratic inequality
16s2c2 − 8s(s2 + 1)c+ (s2 − 1)2 > 0 . (11.3.7)
The quadratic function of c involved has two positive roots,
c− =
(s− 1)2
4s
and c+ =
(s+ 1)2
4s
.
Since c+ > 1 (recall s = r
2 > 0), inequality (11.3.7) is equivalent to
cos2 φ < c− .
Going back to the parameterization a = −2r cosφ and b = −r2, that
is a2 = 4s cos2 φ and b = −s, we rewrite the above inequality. After a
simplification by 4s, it gives
a2 < (−b− 1)2 .
Since b < −1 and a < 0, it is equivalent to b < a− 1.
We can now state our final lemma.
11.3.8. LEMMA. Assume that a < 0 and b < min(−a2/4,−1). If b <
a−1 and φ is an irrational multiple of 2π, then lim supk→∞ gk(r2) > 0.
On the other hand, if b > a − 1, then there exists a positive ǫ such
that gk(r
2) 6 −ǫ for all k > 1.
Proof. Assume b < a − 1. Combining Lemmas 11.3.7 and
11.3.8, let ǫ be a positive number such that h(θ) is positive on an
ǫ-neighborhood of θ∗. If φ is an irrational multiple of π, the sequence
kφ intersect [ θ∗ − ǫ, θ∗ + ǫ ] + 2πZ infinitely often; this follows from
Kronecker’s approximation theorem in number theory — see, e.g.,
Hlawka, Schuißengeier and Taschner (1986). Consequently,
lim sup
k→∞
gk(r
2) = h(θ∗) > 0 .
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If b > a−1, then h(·) is a negative function. Since gk(r2) = h(kφ) 6
h(θ∗), the result follows.
To conclude the proof of Theorem 11.3.2, we still assume a < 0
and b < min(−a2/4,−1). If b < a − 1, Lemma 11.3.8 shows that
whenever φ is an irrational multiple of π, the limit superior of (11.3.6)
is +∞. For such values of φ, the pair (a, b) is covered by infinitely
many regions Rk. Thus in the range b < a − 1, the only regions
not eventually covered by
⋃
k>1Rk are those for which φ is a rational
multiple of π. After the change of parameterization, the complement
of this potentially uncovered set is dense in b < a− 1.
If b > a− 1, then (11.3.6) is less than
2 cosφ sin2 φ+ r2(k−1)h(θ∗) , (11.3.8)
which tends to −∞ as k tends to infinity. Therefore, the pair (a, b) can
be covered by at most a finite number of regions Rk. This concludes
the proof of Theorem 11.3.2.
Notice that we proved much more than the statement of Theorem
11.3.2. When a < 0 and b > −a2/4, Lemma 11.3.3 shows that no
region Rk covers (a, b).
The proof of Lemma 11.3.4 also contains useful information. If
a < 0 and b > −a2/4, the sequence k 7→ Cn−k,n−k is decreasing.
Thus, the constant c(a, b) in Theorem 11.3.1 and given by Theorem
8.3.1 is
c(a, b) = K2s,αα
α
∑
16j6n
|Cn,j + Cj,n|α .
This expression simplifies further if one notices that
Cn,j =
∑
26i6n
Ai,nAi−1,j = An,nAn−1,j = An−1,j .
Thus, Cn,j = An−j−2,1 for 1 6 j 6 n− 1. Moreover
Cj,n = 0 for all 1 6 j 6 n .
Consequently,
c(a, b) = K2s,αα
α
∑
16j6n−1
|An−1,j |α = K2s,ααα
∑
16j6n−1
|An−j,1|α .
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In the range a < 0 and a − 1 < b < −a2/4, the proof of
Lemma 11.3.8 shows that at most a finite number of regions Rk cover
(a, b). Notice that the bound (11.3.8) shows that the number of such
covering regions is at most the largest k for which (11.3.8) is positive.
Ultimately, this gives an inequality in k, a and b. Potentially, this
could be used if someone were interested in proving some result for
particular values of a and b. However, the pictures above suggest that
no region Rk covers such pair a (a, b); but I don’t know how to prove
it.
The proof of Lemma 11.3.9 involves a number theoretic argument
which does not say what happens when φ is a rational multiple of
π. The pictures of the regions Ri below leave the possibility that
some exceptional parabola a = −r cosφ, b = −r2 with φ ∈ 2πQ
are left uncovered. Equation (11.3.6) shows that no parabola is left
completely uncovered. Indeed, as r tends to infinity, the sign of
Cn−k+1,n−k+1 is that of sin kφ sin(k−1)φ. We claim that the sequence
sin kφ sin(k− 1)φ contains infinitely many positive values whenever φ
is in (0, π/2). Indeed, if φ is in (0, π/2), then kφ and (k − 1)φ are
less than π/2 apart. When φ is a rational multiple of π the sequence
(kφ)k>1 is periodic modulo 2π. Consequently, for some k, both kφ
and (k − 1)φ are in (0, π) modulo 2π. For this specific k we have
sin kφ sin(k − 1)φ > 0.
I conjecture that Theorem 11.3.2 is sharp, meaning that the region
described in (a, b) coincides with
⋃
k>1Rk.
Combined with our description of R1 = { (a, b) : a > 0 }, Lemmas
11.3.4 and 11.3.5 allow us to describe completely what happens in the
stability region.
11.3.10. THEOREM. For the second order autoregressive process,
Xn = aXn−1+ bXn−2+ ǫn, assume that the roots of the characteristic
equation x2 − ax − b = 0 are inside the unit disk. Then the tail of
nγn(1) has the form
P{nγn(1) > t } ∼
{
c(a, b)t−α/2 if a > 0
c(a, b)t−α log t if a < 0
as t→∞ .
In particular, in the stability region, the tail of nγn(1) behaves
like t−α/2 if a > 0 and like t−α log t if a < 0. In some sense, this
generalizes Theorem 11.2.1 to autoregressive processes of order 2. If
b = 0 we recover Theorem 11.2.1.
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Notes
A basic reference on the classical theory and applications of time series
is Brockwell and Davis (1987).
For linear processes with heavy tailed errors, Davis and Resnick
(1986) developed the asymptotic theory as the number of observations
goes to infinity. A slightly different perspective, first letting n tend to
infinity, and then looking at the tail of the limiting distribution has
been investigated in a series of papers by Mijnheer (1997a, b, c).
When the errors ǫi’s have a nearly symmetric distribution and
enough moments, it is tempting to work as if they were from aWeibull-
like distribution, or even from a normal one. In the later case, the
autocovariances are weighted sums of chi-square random variables. I
don’t know how to assess the accuracy of such an approximation.
I somewhat believe that a proper understanding of the regions Ri
in general requires adding some algebraic geometric tools. Cox, Little
and O’Shea (1992, 1998) may be a good starting point for statisticians
interested in pursuing this research path. I don’t know what is the
analogue of Theorem 11.3.2 for autoregressive models of order larger
than or equal to 3.
One may think that our choice of heavy tailed errors is the origin
of the complicated tail behavior of the autocovariances. If the ǫi’s
have a spherical distribution, we can use the classical Gaussian trick
of diagonalizing the matrix of the quadratic form. When looking at
the tail behavior, one is then led to the nontrivial question of relating
the dimension of the largest eigensubspace of the matrix C to the
parameter θ of the autoregressive model. A plot of the spectral gap
for the matrix C as a function of a and b — thus, for autoregressive of
order 2 — suggests an incredibly complex behavior of the tail of the
the aucovariance, even with Gaussian errors.

12. Suprema of some
stochastic processes
In chapter 9, we studied how the tail of the distribution of the
supremum of a random linear form is related to integration over some
asymptotic sets. The goal in this chapter is to go a little further,
considering some examples which are of pedagogical interest.
12.1. Maxima of processes and maxima of their variances.
Consider a centered Gaussian process X(m) indexed by some abstract
set M . As in chapter 9, write
X(M ) = sup{X(m) : m ∈M }
for its supremum. Define
σ2(M ) = sup{VarX(m) : m ∈M }
to be the supremum of its variance. A famous result of Fernique
(1970), Landau and Shepp (1970) asserts that whenever σ2(M ) is
finite,
lim
t→∞
t−2 logP{X(M ) > t } = − 1
2σ2(M )
. (12.1.1)
This result is often interpreted in saying that, in the logarithmic
scale, the tail of the supremum of the process is driven by the points
of largest variance. A heuristic argument of why this should be the
case is that when the variance is large, the process tends to fluctuate
more. And so, we should expect its supremum, when large, to be near
such a point. As it is, this heuristic argument could be applied to
any process. The aim of this section is to show that this heuristic is
wrong.
We are going to construct some processes whose supremum tail
is driven by the points of smallest variance. This is an application
of ideas developed in chapter 9. The key is to understand why
the maximum variance appears in the Gaussian case. Proposition
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9.2.1 tells us that this happens because I• is proportional to 1/|x|2
in the Gaussian case, as x tends to infinity. That is I• is inversely
proportional to the Euclidean norm — a very specific feature. And
the Euclidean norm is a monotone function of the variance. Thus,
to build a counterexample to the heuristic, we need to have a set M
and a function I such that I• is minimal on M at points of minimal
Euclidean norm.
Let α be in (1, 2) and θ =
(
Γ(1/α)/Γ(3/α)
)α/2
. The function
fα(x) =
α
2
√
Γ(1/α)Γ(3/α)
e−θ|x|
α
, x ∈ R ,
defines a density. It has zero expectation, and unit variance. For any
positive β, define the unit sphere for the ℓβ-norm
S
(β)
d = { x ∈ Rd : |x|β = 1 } .
If β > 1, define also
Mβ = {
∑
16i6d
sign(mi)|mi|β−1ei : m ∈ S(β)d } .
12.1.1 THEOREM. Let X = (X1, . . . , Xd) be a random vector in
Rd with independent components, all distributed with density fα. If
1 < α < β < 2, then
lim
t→∞
t−α logP{X(Mβ) > t } = − 1
infm∈Mβ VarX(m)
.
Proof. For x in Rd, let I(x) =
∑
16i6d log f(xi). For some constant
c,
I(x) = θ
∑
16i6d
|xi|α + c .
This is a strictly convex function since α > 1. It satisfies (9.2.1).
Moreover, Lemma 9.1.9 gives
I•(x) = c+ |x|−αα/(α−1) .
Consequently, as t tends to infinity,
I•(Mβ/t) ∼ t−α
/
sup
{ ∑
16i6d
|xi|α/(α−1) : x ∈Mβ
}α−1
= t−α
/
sup
{ ∑
16i6d
|mi|
(β−1)α
α−1 : m ∈ S(β)d
}α−1
.
12.1. Maximum of processes and maximum of their variance 275
If m belongs to S
(β)
d , then each component |mi| is less than or equal
to 1. Then, the inequality (β − 1)/β > (α− 1)/α gives( ∑
16i6d
|mi|
(β−1)α
α−1
)α−1
6
( ∑
16i6d
|mi|β
)(1/β)αβ
6 1 ,
with equality if and only if m has exactly one coordinate equal to 1
or −1. Thus Proposition 9.2.1 yields
lim
t→∞
t−α logP{X(M ) > t } = −1 .
Next the variance of X(m) is |m|2. But if m belongs to Mβ, the
inequality |m|2 > 1 holds, with equality if and only if one of the
components ofm is 1 or−1, and all the others are zero. This concludes
the proof.
The proof we gave is reasonably short, but a bit mysterious. For
d = 2, the following picture makes the result obvious if one keeps in
mind Laplace’s method. It represents the upper right quadrant of the
plane, and the various sets involved, for α = 1.2 and β = 1.5. The set
on which the integration is performed is shaded gray. Its boundary
is the polar reciprocal of Mβ. The set Mβ is the black line inside
the shaded area. The Euclidean unit sphere is the white line inside
the shaded area. The last black line is the level set of the density
fα(x)fα(y).
0
1
1
Notice that for d = 2 we have a process indexed by the one
dimensional set Mβ. For d > 2 we have a random field. More
importantly, Theorem 12.1.1 may be a prototype for a misleading
statement! The proof shows that the left hand side of the statement
has no intrinsic connection with the right hand side! The proof shows
that indeed the variance appears by a pure coincidence. In my opinion,
the Gaussian case is not any different, as Proposition 9.2.1 shows.
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12.2. Asymptotic expansions for the tail of the supremum of
Gaussian processes can be arbitrarily bad.
For many reasons, both theoretical and applied, there has been a
large literature devoted to the approximation of the tail probability
of the supremum of Gaussian processes. In view of (12.1.1), it is quite
natural to search for an approximation of the form
P{X(M ) > t } = tα exp
( −t2
2σ2(M )
)(
Pn(1/t)+o(t
−n)
)
as t→∞
(12.2.1)
where Pn is a polynomial of degree n. The hope of course is that for
moderate t’s, this expansion provides an accurate approximation.
The aim of this section is to provide an example where such
expansion holds, but, no matter what, provides a poor approximation
for fixed t. It is essential to remember that an asymptotic expansion
like (11.2.1), if it exists, is unique — see, e.g., Olver, 1974, §1.7. In
particular, it does not depend at all on which method is used to derive
it. Thus, the failure we want to describe is not that of a particular
method. The one proposed in these notes as well as any other fails,
and there is no way arround if one sticks to approximations of the form
(12.2.1). The basic idea in this section is to mimic what happened for
autoregressive models. Our approximation was not so good when we
appealed to Theorem 8.3.1, because it was actually quite likely that
the largest random variable was not an ǫi for which Ci,i = 0; even if
one conditions by the appearance of a large deviation, it is quite likely
that it is caused by a large ǫi for which Ci,i = 0.
To build our example we will first give it in a geometric form. We
will discuss afterwards some of its features.
Consider the convext set in Rd,
C = { p : 〈p, e1〉 6 1 }
⋂
{ p : |p| 6 1 + ǫ } .
Denote by M the polar reciprocal of ∂C. Let X be a random
vector in Rd, having a centered normal distribution, with independent
components. Then
X(M ) > t if and only if X 6∈ tC .
Define the polynomials
Pn(u) =
∑
06k6n
(−1)k (2k)!
22kk!
uk .
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12.2.1 PROPOSITION. The tail expansion
P{X(M ) > t } = e
−t2/2
√
2πt
(
Pn(1/t) + o(t
−n)
)
as t→∞
holds. However, for any t > 0,
√
2πtet
2/2
Pn(1/t)
P{X(M ) > t } > 2
√
2πe−t
2(ǫ+(ǫ2/2))td−(1/2) .
Before proving this result, let us see why this provides the proper
example. The first statment lets us hope that e−t
2/2Pn(1/t)/
√
2πt is
a good approximation of the tail probability of the supremum. The
second statment asserts that it is not the case if ǫ is small and t is large,
but not too large. The following plot shows the lower bound for d = 2,
n = 2 and various values of ǫ, as a function of the approximation.
For instance, if ǫ = 1, the lower bound is less than 1, which means
that the approximation may underestimate. A more interesting value
is for ǫ = 0.5; when the approximation is about 10−1.5 ≈ 3%, the
lower bound is about 2. Thus, the approximation underestimates the
correct probability by a factor at least 2. One should keep in mind
that for a typical statistical application, we are interested in t’s such
that P{X(M ) > t } is between 10−1 and 10−2.
0
10−0.5 10−1 10−1.5 10−2
1
2
3
4
= 1
= 0. 6
= 0. 5
= 0. 4
= 0. 3
value of the
approximation
We will comment further on this example after we prove our
statement.
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Proof of Proposition 12.2.1. We first start with the obvious bound
P{X(M ) > t } = P{X1 > t or |X| > t(1 + ǫ) }{
> P{X1 > t }
6 P{X1 > t }+ P{ |X| > t(1 + ǫ) } . (12.2.1)
The crude logarithmic estimate of Proposition 2.1 shows that
P{ |X| > t(1 + ǫ) } = O(e−t2(1+ǫ)2/2t2d) as t→∞ .
On the other hand, the standard asymptotic expansion for the com-
plementary error function (see, e.g., Olver, 1974, §3.1.1) yields
P{X1 > t } = e
−t2/2
√
2πt
(
Pn(1/t) + o(t
−n)
)
as t→∞ .
Thus (12.2.1) provides the asymptotic expansion in the first assertion
of Proposition 12.2.1.
We now use another lower bound, namely
P{X(M ) > t } > P{ |X| > t(1 + ǫ) } ,
which follows from the equality in (12.2.1). Since |X|2 has a chi-square
distribution with d degrees of freedom, an integration by parts yields
P{ |X| > t(1 + ǫ) } =
∫ ∞
t2(1+ǫ)2
x
d
2
−1e−x/2
2d/2Γ(d/2)
dx
> 2td−
1
2 (1 + ǫ)d−
1
2 e−t
2(1+ǫ)2/2 .
For any u > 0, the bound Pn(u) 6 1 holds; this comes from the
fact that the asymptotic expansion for the error function is obtained
by integrating by parts, and the integrations lead to an alternating
series — see, e.g., Olver, 1974, §3.1. Thus the second statement of
Proposition 12.2.1 follows.
When d = 2, we can make a very explicit construction of the
process. The polar reciprocal M is just a piece of circle and a point,
M =
{
(x, y) ∈ R2 : x2 + y2 = (1 + ǫ)−2 ; x 6 (1 + ǫ)−2 } ∪ { (1, 0) } .
This can be seen by a formal proof, but it is obvious from the following
picture. The domain on which we integrate is shaded. The unit
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sphere, or equivalently the level set of the Gaussian measure, is the
dark sphere. The set M is an open arc, in black as well, with the
point e1 marked.
0 1
We choose M to be reduced — see definition in section 9.1. We
could as well index the process by a larger set, such as
(1 + ǫ)−1S1 ∪ { (1, 0) }
or even
(1 + ǫ)−1S1 ∪ [ (1 + ǫ)−1e1, e1 ] .
This last set can be parameterized as follows. Let
f(t) =

1
1 + ǫ
(
cos(2πt), sin(2πt)
)
if 0 6 t 6 1(
ǫt+ 1− ǫ
1 + ǫ
, 0
)
if 1 6 t 6 2.
The corresponding Gaussian process is
X(t) =

1
1 + ǫ
(
X1 cos(2πt) +X2 sin(2πt)
)
if 0 6 t 6 1
ǫt+ 1− ǫ
1 + ǫ
X1 if 1 6 t 6 2.
Its variance is
VarX(t) =

1
(1 + ǫ)2
if 0 6 t 6 1(
ǫt+ 1− ǫ
1 + ǫ
)2
if 1 6 t 6 2.
Now one can argue that our example is specific; the maximal variance
is achieved when t = 2, that is on the boundary of the domain. Well,
we can always define
Y (t) =
{
X(t) if 0 6 t 6 2
X(4 − t) if 2 6 t 6 4.
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This process has maximum variance at t = 2. And certainly, one could
argue that Cov(X(t), X(s)) = 1 if 1 6 s, t 6 2, and thus this process
is pathological. This argument can be also ruled out by perturbing
each coordinate Y (t) by some very tiny multiple of a brownian bridge.
The moral of the story is that the asymptotic expansion should not
be worked out blindly. One should certainly make a careful study of
the covariance of the process and be very cautious when the variance
does not vary much. Notice that the ratio of the maximal variance of
the process to the minimal one is (1 + ǫ)2. For ǫ = 0.3, this is 1.69,
which is not that small. Going back to the lower bound in Proposition
12.2.1, notice that the polynomial term in the lower bound is of order
td−(1/2). As the dimension d increases, the asymptotic expansion gives
a worse approximation. It can be arbitrarily bad by just taking d
large enough. Therefore, the constancy of the variance should be
measured with respect to the dimension. It is therefore very unclear
what happens in large dimensions or even in infinite dimensions. It
is also unclear how to assess a priori the approximating quality of an
asymptotic expansion in this context.
12.3. Maximum of nonindependent Gaussian random vari-
ables.
When one wants to simulate numerically a Gaussian process, there is
not much choice other than to discretize it. To what extent can we
obtain an approximation of the distribution of the original process by
that of the corresponding discretization? There is no claim that this
section brings some new result. The one we are going to prove now can
be derived from others existing in the literature. But its derivation
may be of pedagogical interest.
Having in mind a discretized process, let X be a Gaussian vector
in Rd, with mean 0 and definite positive covariance matrix Σ. Let
σ2 = max16i6d Σi,i be a largest diagonal element.
12.3.1. THEOREM. Let X have a Gaussian distribution, centered,
with positive definite covariance matrix Σ. Then
P{ max
16i6d
Xi > t } ∼ σe
−t2/2σ2
t
√
2π
♯{ i : Σi,i = σ2 } .
Proof. We apply Theorem 7.1. Define
At = tA1 = t{ x ∈ Rd : max
16i6d
xi > 1 } .
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Set
I(x) =
1
2
xTΣ−1x .
This is a convex function, homogenous of degree α = 2, and
P{ max
16i6d
Xi > t } = 1
(2π)d/2(detΣ)1/2
∫
tA1
e−I(x) dx .
To apply Theorem 7.1, we need to minimize I over A1. Since Σ
is symmetric, we can diagonalize it and write Σ = QDQT with D
diagonal and Q orthogonal. The change of variable x = QTy shows
that
I(A1) = inf
{ 1
2
xTΣ−1x : max
16i6d
xi > 1
}
= inf
{ 1
2
yTDy : max
16i6d
〈y,QTe1〉 > 1
}
.
Writing the Lagrangian to optimize yTD−1y subject to the constraint
〈y,QTei〉 = 1 and optimizing over i, we obtain
I(A1) =
1
2
min
16i6d
1
eTi Dei
=
1
2max16i6dΣi,i
=
1
2σ2
.
Moreover, I(A1) is achieved for the points y = DQ
Tei/σ
2, or equiva-
lently x = Σei/σ
2. Thus, the dominating manifold for A1 is
DA1 =
{Σei
σ2
: i such that Σi,i = σ
2
}
.
It is of dimension k = 0. Since DI = Σ−1, Theorem 7.1 yields
P{ max
16i6d
Xi > t } ∼ e
−t2/2σ2
t
√
2π(detΣ)1/2
∑
i:Σi,i=σ2
σd+1(
detGA1(Σei/σ
2)
)1/2
as t tends to infinity. We need to calculate GA1 . As mentioned after
the statement of Theorem 7.1.1, it is obtained as the compression of
the difference of two second fundamental forms. The one for ∂A1
vanishes since ∂A1 is locally a flat hyperplane. That for the level set
of I is D2I/|DI|. At Σe1/σ2, its value is σ2Σ−1. The tangent space
at ∂A1 at this point is
{DI(Σei/σ2) }⊥ = (ei/σ2)⊥ = e⊥i .
Thus, GA1(Σei/σ
2) is the expression of σ2Σ−1 to e⊥i . Therefore
detGA1(Σei/σ
2) = σ2(d−1)det 〈Σ−1ek, el〉 16k,l6d
k,l 6=i
.
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Thus, it is σ2(d−1) times the determinant of the (i, i)-cofactor of Σ−1,
which is Σi,idetΣ
−1. Consequently,
σd+1
(detΣ)1/2detGA1(Σei/σ
2)1/2
= σ ,
and this gives the result putting all the estimates together.
The fact we now want to stress is about discretizing Gaussian
processes to simulate the distribution of their maximum. Since the
maximum of the discretization is less than the maximum of the original
process, this can only give a lower bound. On the far tail, Theorem
12.3.1 asserts that this lower bound must be of order σe−t
2/2σ2/t
√
2π.
This implies two things. First, one should include the points of largest
variance in the discretized sequence. This is almost common sense.
Second, in theory, the far tail will be well approximated only if that
of the original process behaves like σe−t
2/2σ2/t
√
2π. These processes
have been characterized by Talagrand (1988).
12.4. The truncated Brownian bridge.
The Brownian bridge B on [ 0, 1 ] is a centered Gaussian process with
covariance
EB(s)B(t) = st− s ∧ t .
It is a classical result that it admits the Karhunen-Loe`ve expansion
B(s) =
√
2
π
∑
k>1
Xk
sin(kπs)
k
, 0 6 s 6 1 ,
where the Xk’s are independent, normally distributed random vari-
ables. It is known — see, e.g., Billingsley, 1968, §11 — that
P{ sup
06s61
B(s) > t } = e−2t2 . (12.4.1)
The aim of this section is to obtain an approximation for the tail of
the supremum of the truncated series
Bd(s) =
√
2
π
∑
16k6d
Xk
sin(kπs)
k
.
This example is quite interesting, because we will see that Theorem
5.1 — or equivalently, Theorem 7.1 — does not apply. However, a
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slight change in the arguments will allow us to obtain the desired
asymptotic equivalence.
Let us first explain why Theorem 7.1 does not apply, and, in
particular, why assumption (7.5) — or assumption (5.3) if one uses
Theorem 5.1 — is not satisfied. Recall that e1, . . . , ed denotes the
canonical basis in Rd. Define the curve
p(s) =
√
2
π
∑
16k6d
sin(kπs)
k
ek , 0 6 s 6 1
in Rd. Introducing the Gaussian vector Y = (Y1, . . . , Yd), we have
Bd(s) = 〈Y, p(s)〉. Define
At =
{
y ∈ Rd : sup
06s61
〈y, p(s)〉 > t} = tA1 .
Let I(y) = |y|2/2. Then
P{ sup
06s61
Bd(s) > t } = 1
(2π)d/2
∫
At
e−I(y) dy .
To find the dominating manifold, Proposition 9.1.7 combined with
Lemma 9.1.9 suggest that we should search for the points smaximizing
the variance of Bd(s),
VarBd(s) = |p(s)|2 = 2
π2
∑
16k6d
sin2(kπs)
k2
.
Since VarBd(s) = VarBd(1− s), it suffices to locate the maximum in
[ 0, 1/2 ]. We differentiate the variance, obtaining
d
ds
VarBd(s) =
2
π2
∑
16k6d
2 sin(kπs) cos(kπs)
k
=
2
π2
∑
16k6d
sin(2kπs)
k
.
It follows from Jackson’s (1912) theorem — see, e.g., Andrews, Askey
and Roy, 1999, chapter 7 — that (d/ds)VarBd(s) is positive on
(0, 1/2). Thus Bd(s) has a unique point of maximal variance for
s = 1/2, no matter what d is. The maximal value depends on d.
It is
σ2d = VarBd(1/2) =
2
π2
∑
16k6d
k odd
1
k2
.
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Since the variance is maximum at a unique point, Proposition 9.1.7
suggests that the dominating manifold in our problem is a single point
p∗ = p(1/2)/|p(1/2)|2. Its dimension is k = 0.
We then calculate I(A1) = |p∗|2/2 = 1/(2σ2d). The level surface
ΛI(A1) is the sphere of radius 1/σd, centered at the origin. Its second
fundamental form is σdIdd−1 at every point.
Let us now calculate the second fundamental form of ∂A1. To
parameterize ∂A1, we follow the construction in section 9.1, with
the simplification given in section 9.2 for the special case of a radial
function I(·). The vector τ = p′/|p′| is a unit tangent vector to the
curve M = p([ 0, 1 ]). As defined in section 9.1, let ν be a unit normal
vector to M in (TpM + pR)⊖ TpM , that is
ν =
p− 〈p, τ〉τ√|p|2 − 〈p, τ〉2 .
Notice that |p(s)|2 being maximal for s = 1/2, the vectors p(1/2) and
τ(1/2) are orthogonal, and ν(1/2) equals p∗|p(1/2)|.
Let X1, . . . , Xd−1 be an orthonormal moving frame in R
d⊖ (TpR+
pR). Using the simplification pointed out after (9.2.4),
X(s, u2, . . . , ud−1) =
ν(s)
〈ν(s), p(s)〉 +
∑
26j6d−1
ujXj (12.4.1)
defines a local parameterization of ∂A1, or equivalently of ∂CM , near
p∗ when s is chosen close to 1/2 and (u2, . . . , ud−1) close to 0. To
calculate the second fundamental form of ∂A1, recall that p(s) is an
outward normal to ∂A1 at X(s, u2, . . . , ud−1) thanks to Lemma 9.1.6.
In particular,
TX∂CM = { p }⊥ = span{X2, . . . , Xd−1 } ⊕
(
span(p, τ)⊖ pR) .
We complete X2, . . . , Xd−1 into an orthonormal basis of TX∂CM by
adding the vector field
e =
Projp⊥τ
|Projp⊥τ |
=
1
|p|
τ |p|2 − 〈τ, p〉p√|p|2 − 〈τ, p〉2 .
We have
dp ·Xj = 0 for j = 2, . . . , d− 1 ,
expressing the fact that ∂A1 is a ruled surface with flat generators in
the space spanned by X2, . . . , Xd−1. Thus, the second fundamental
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form of ∂A1 vanishes on X2, . . . , Xd−1. Its matrix in the basis
e,X2, . . . , Xd−1 is then
〈dp · e, e〉
|p| 0
0 . . . . .0 0
 .
It remains to calculate 〈dp · e, e〉 on the dominating manifold p∗ =
X(1/2, 0, . . . , 0). The vectors p(1/2) and τ(1/2) being orthogonal,
e(1/2, 0, . . . , 0) and τ(1/2) are equal. Since τ is a unit tangent vector
to the curve p([ 0, 1 ]), we have
〈dp(1/2) · e(1/2, 0 . . . , 0), e(1/2, 0, . . . , 0)〉 = 〈dp · τ, τ〉(1/2)
= |τ(1/2)|2 = 1 .
In conclusion, on the dominating manifold M , and in the basis
(e,X2, . . . , Xd−1), the fundamental form of ∂A1 and ΛI(A1) are
Π∂A1 =
σ 00 . . . . .0 0
 and ΠΛI(A1) =
σ 0. . . . .
0 σ
 .
In particular, Π∂A1−ΠΛI(A1) is diagonal. Its upper left entry vanishes.
Because the dominating manifold D∂CM is a point, Π∂A1 −ΠΛI(A1) =
GA1 ; thus detGA1 is null, and assumption (7.5) does not hold.
The fact that the fundamental forms have the same upper left entry
expresses the fact that along the tangent direction e(1/2, 0, . . . , 0), the
surfaces ΛI(A1) and ∂CM pull apart very slowly. The following pictures
illustrate this fact when d = 2 and d = 3.
0
1
1
A1
ΛI (A1)
d = 2
(the little loop next to the origin is M = p([0, 1]).)
286 Chapter 12. Suprema of some stochastic processes
e3
e1
e2
e3
e1
e2
d = 3
The boundary of A1 is a ruled surface. This picture shows the ruled surface
obtained from the parameterization X (s, u2), with no constraints on u2.
The actual set A1 is in the convex hull of the piece containing the origin.
The curve drawn on the surface is X (s, 0) = ν(s)/〈ν(s), p(s)〉.
e3
e1
e2
e3
e1
e2
In this picture, we can see the sphere ΛI (A1), centered and of radius 1/ 3.
The transparent surface is A1, parametrized by X (s, u2), but with u2
constrained to be negative. Its generators are straight lines, parameterized
by u2, shown here for u2 negative. Thus, the surface A1 is cut along the
curve X (s, 0). The projection of this curve on the sphere ΛI (A1) can be seen.
The set A1 has a unique contact point, p
∗ with the level set ΛI (A1). But,
as it can be seen along the curve X (s, 0), the boundary A1 pulls away very
slowly from ΛI (A1) near p
∗.
In the current situation, it is easy to obtain the desired equivalence
for the tail of the supremum, because I(·) is homogeneous. If this tail
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were behaved like that of the process at its point of maximal variance,
we would have a tail equivalence in
P{Bd(1/2) > t } = 1− Φ(t/σd) ∼ 1√
2π
σd
t
exp
(
− t
2
2σ2d
)
.
The tail behavior turns out to be much more surprising. Even and
odd dimensions d yield different exponents in the polynomial term.
The reason is that for even dimensions, the set ∂CM pulls away more
slowly along the direction e(1/2, 0, . . . , 0). The contact between the
two surfaces is of order 1 for odd dimensions, and of order 3 for even
ones.
12.4.1. THEOREM. As t tends to infinity, the ratio
P{ sup
06s61
Bd(s) > t }
/ (
1− Φ(t/σd)
)
is equivalent to
(i)
√
d+ 1/σd if d is odd;
(ii)
√
tΓ(1/4)
(
6
d(d+ 1)
)1/4 √d
2π
√
2σ2d
if d is even and d 6= 1;
(iii) 1 if d = 1.
REMARK. We will see that limd→∞ σ
2
d = 1/4. Since d 7→ σ2d is
increasing, we have σ2d < 1/4 for any integer d. Thus the constant
in statement (i) of Theorem 12.4.1 is always larger than 1. This is in
agreement with the failure of assumption 5.3. In the same spirit, the
quantity involved in statement (ii) is also larger than 1 when t is large
enough.
Proof of Theorem 12.4.1. We first proof statement (iii). Since
B1(s) =
√
2
π
X1 sin(πs) ,
its supremum is 0 if X1 is negative, and
√
2X1/π otherwise. The
result follows.
From now on, assume that d > 2. The change of variable y = tc
allows to write
P{ sup
06s61
Bd(s) > t } = 1
(2π)d/2
∫
tA1
e−|y|
2/2dy
=
td
(2π)d/2
∫
A1
e−t
2|x|2/2dx .
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Thus, to prove Theorem 12.4.1, we need to estimate the integral∫
A1
e−λ|x|
2/2dx ,
for large values of λ. It is plain from standard results on Laplace’s
method, or from chapter 7, that we can restrict the integration to the
intersection of A1 with an arbitrary neighborhood of the dominating
manifold p∗. Making use of the construction in section 9.1, we can
write any point x of A1 near p
∗ as
x(s, u, v) =
ν(s)
〈ν(s), p(s)〉 +
∑
26j6d−1
ujXj(s) + vp(s) , v > 0 ,
where u = (u2, . . . , ud−1) is in a neighborhood of the origin. Be-
cause X2, . . . , Xd−1, ν is an orthonormal basis and p is orthogonal to
X2, . . . , Xd−1,
|x|2 = 1〈ν, p〉2 + |u|
2 + v2|p|2 + 2v .
To calculate the Jacobian of the change of variable x ↔ (s, u, v), is
easy. Write
∂x
∂uj
= Xj ,
∂x
∂v
= p ,
∂x
∂s
=
∂
∂s
( ν(s)
〈ν(s), p(s)〉
)
+
∑
26j6d−1
uj
∂
∂s
Xj(s) + vp
′(s) .
Introducing w = p|p′|2 − 〈p, p′〉p′, we see that ν/〈ν, p〉 = w/〈w, p〉.
Thus, ( ν
〈ν, p〉
)′
=
w′
〈w, p〉 − w
〈w′, p〉+ 〈w, p′〉
〈w, p〉2 .
It is straightforward to calculate
w′ = 2p〈p′, p′′〉 − 〈p, p′′〉p′ − 〈p, p′〉p′′ .
Since |p(s)|2 is maximal at s = 1/2, the tangent vector p′(1/2) is
orthogonal to p(1/2). The specific form of p(·) in this problem yields
that for any j, the derivative djp/dsj at s = 1/2 involves only the
vectors ek with k odd if j is, and k even otherwise. Consequently,
p′(1/2) and p′′(1/2) are orthogonal, and
w(1/2) = p|p′|2(1/2) , w′(1/2) = −〈p, p′′〉p′(1/2)
∂
∂s
( ν(s)
〈ν(s), p(s)〉
)
(1/2) = −〈p, p
′′〉p′
|p|2|p′|2 (1/2) .
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Thus, in the orthonormal basis τ,X2, . . . , Xd−1, the Jacobian matrix
is 
−〈p, p
′′〉
|p|2|p′|(1/2) 0
1
. . .
0 1
+ O(|x− p∗|) as x→ p∗ .
Now, let ǫ be an arbitrary positive real number. In what follows,
η denotes a positive real number, which we will choose as small as
needed. Denote by D(η) the domain
D(η) = {x(s, u, v) ∈ Rd : |s− 1/2| 6 η , |u| 6 η , 0 6 v 6 η } .
From our evaluation of the Jacobian, if η is small enough∫
A1∩D(η)
e−λ|x|
2/2dx
6 (1 + ǫ)
∣∣∣ 〈p, p′′〉|p|2|p′| (1/2)∣∣∣×∫
D(η)
exp
(
− λ
2
( 1
〈ν(s), p(s)〉2 + |u|
2 + v2|p(s)|+ 2v
))
du dv ds .
We first perform the integration in u, obtaining the upper bound
(1 + ǫ)
|〈p, p′′〉|
|p|2|p′| (1/2)
(2π)(d−2)/2
λ(d−2)/2
×∫
|s−1/2|6η
∫
06v6η
exp
(
− λ
2
( 1
〈ν(s), p(s)〉2 + v
2|p(s)|2 + 2v
))
ds dv
To perform the integration in v, we write
exp
(
− λ
2
(
v2|p(s)|2 + 2v))
=
(
λ
(
v|p(s)|2 + 2))−1 d
dv
exp
(λ
2
(
v2|p(s)|2 + 2v))
and integrate by parts. We obtain∫
06v6η
exp
(
− λ
2
(
v2|p(s)|2 + 2v)) dv ∼ 1
λ
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as λ tends to infinity. This yields the upper bound
(1 + ǫ)2
|〈p, p′′〉|
|p|2|p′| (1/2)
(2π)(d−2)/2
λd/2
∫
s
exp
(
− λ
2
〈ν(s), p(s)〉−2
)
ds .
To estimate this last integral boils down to using the classical Laplace
method. We introduce
δ = 〈ν, p〉2 = |p|2 − 〈p, τ〉2 .
We then have∫
|s−1/2|6η
exp
(
− λ
2
〈ν(s), p(s)〉−2
)
ds
= exp
(
−λ
2
δ(1/2)
)∫
|h|6η
exp
(
−λ
2
δ(1/2)− δ(1/2 + h)
δ(1/2)δ(1/2 + h)
)
dh . (12.4.2)
We then need to obtain a Taylor expansion for δ(·) near 1/2. To this
end, for any integer m, we define
Sm =
∑
16k6d
(−1)kkm .
Since
|p(s)|2 = 2
π2
∑
16k6d
sin2(kπs)
k2
=
1
π2
∑
16k6d
1 − cos(2kπs)
k2
,
we easily obtain the derivatives (dm/dsm)
(|p(s)|2) at s = 1/2, for
m = 0, 1, . . . , 4. Using Taylor’s formula, we infer that
|p(1/2 + h)|2 = |p(1/2)|2 + 2h2S0 − 2
3
π2h4S2 + O(h
5) .
We also have
〈p, p′〉(s) = 2
π
∑
16k6d
sin(kπs) cos(kπs)
k
=
1
π
∑
16k6d
sin(2kπs)
k
.
Hence, a simple calculation of the derivatives at s = 1/2 and an
application of Taylor’s formula give
〈p, p′〉(1/2 + h) = 2hS0 − 4
3
π2h3S2 + O(h
5) .
12.4. The truncated Brownian bridge 291
Finally,
|p′(s)|2 = 2
∑
16k6d
cos2(kπs) = d+
∑
16k6d
cos(2kπs) ,
from which we deduce |p′(1/2)|2 = d+ S0, and
|p′(1/2 + h)|2 = |p′(1/2)|2 − 2π2h2S2 + O(h4) .
Equipped with these expressions, a little algebra gives
δ(1/2 + h) = δ(1/2) + 2S0
(
1− 2S0|p′(1/2)|2
)
h2
+ π2S2
(
− 2
3
− S0|p′(1/2)|2
(
− 16
3
+
8S0
|p′(1/2)|2
))
h4 + O(h5) .
The interesting fact is now that S0 equals −1 if d is odd, and equals
0 if d is even. Thus, if d is odd,
δ(1/2 + h) = δ(1/2)− 2
(
1 +
2
|p′(1/2)|2
)
h2 + O(h4) ,
while if d is even,
δ(1/2 + h) = δ(1/2)− 2π
2S2
3
h4 + O(h5) .
Notice that when d is even, S2 is positive since∑
16k62m
(−1)kk2 =
∑
16k6m
(2k)2 − (2k − 1)2 =
∑
16k6m
(4k − 1)
= m(2m+ 1) .
Hence, δ(s) is maximal at s = 1/2 whatever the parity of d is.
To conclude the proof of Theorem 12.4.1, assume first that d is odd.
Then, for η small enough, (12.4.2) is less than∫
|h|6η
exp
(
− λ
(
1 +
2
|p′(1/2)|2
) h2
δ(1/2)2(1 + ǫ)2
)
dh
∼
√
2π(1 + ǫ)δ(1/2)√
1 + 2|p′(1/2)|−2
1√
λ
.
All the arguments we used to obtain this upper bound can be used
to obtain a lower bound, essentially by changing ǫ to −ǫ. Since ǫ is
arbitrary, combining all the estimates yields
P{ sup
06s61
Bd(s) > t } ∼
√
d+ 1
2π
1
t
exp
(
− t
2
2σ2d
)
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When d is even, for η small enough, the integral in (12.4.2) is less than∫
|h|6η
exp
(
− λ
2
2π2S2
3
h4
δ(1/2)2(1 + ǫ)2
)
dh
∼ Γ(1/4)
λ1/4
( 3
S2
)1/4√(1 + ǫ)δ(1/2)
π
.
It then follows that
P{ sup
06s61
Bd(s) > t } ∼
√
d
4π3/2
Γ(1/4)
σd
( 6
d(d+ 1)
)1/4 1√
t
exp
(
− t
2
2σ2d
)
.
This concludes the proof of Theorem 12.4.1.
To conclude this section let us make a remark on σ2d. Recall that∑
k>1(2k + 1)
−2 = π2/8. Consequently, limd→∞ σ
−2
d = 2, which is
good, given (12.4.1). We can obtain a more precise estimate of σ2d.
Since ∫ ∞
m
dx
(2x+ 1)2
6
∑
k>m
1
(2k + 1)2
6
∫ ∞
m
dx
(2x− 1)2 ,
and ∫ ∞
m
dx
(2x+ 1)2
6
∫ ∞
m
dx
4x2
6
∫ ∞
m
dx
(2x− 1)2 ,
we have∣∣∣ ∑
k>m
1
(2k + 1)2
− 1
4m
∣∣∣ 6 ∫ ∞
m
1
(2x− 1)2 −
1
(2x+ 1)2
dx
=
1
2(4m2 − 1) .
Consequently, ∣∣∣σ2d − 14 − 12πd ∣∣∣ 6 1π2(4d2 − 1) .
Though the constant in the exponential term in Theorem 12.4.1,
namely 1/(2σ2d), has the right limit as d tends to infinity, we cannot
take the limit of the polynomial term and recover (12.4.1). This is
caused by the slow convergence of Bd to the Brownian bridge.
Again, the whole message is to be rather cautious with these
approximations. Strange things may happen and further examination
is certainly needed if they are to be used in serious applications.
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12.5. Polar processes on boundary of convex sets.
Let C be a bounded convex set in Rd, with nonempty interior.
The purpose of this section is to construct a simple process on its
boundary. This construction is suggested by Theorem 7.1 and the
results of chapter 9.
We first need to make some remarks on densities proportional to
e−I with I strictly convex and α-homogeneous. Recall that Λc denotes
the level line I−1({ c }). Every nonzero point x of Rd can be written
in a unique way as x = sλ for some positive s and λ in Λ1. In this
(λ, s)-coordinate system, the measure e−I can be rewritten as
sd−1e−s
α |ProjTλΛ⊥1 λ|ds dMΛ1(λ) . (13.5.1)
Conversely, such a measure corresponds to a log-concave and log-α-
homogeneous measure on Rd.
Going back to the convex set C given at the beginning of this
section, assume that it also contains the origin. Let Λ be the polar
reciprocal of ∂C. For λ in Λ and nonnegative s, define I(sλ) = sα.
Then, Λ = Λ1 for this specific function I. Equip R
d with the log-
concave density proportional to (13.5.1), and letX be a random vector
having this density. We can consider the process p ∈ ∂C 7→ 〈X, p〉 ∈
R. We call this process a polar process on ∂C.
The tail distribution of its supremum is given by the following
result.
12.5.1. THEOREM. For the polar process on ∂C defined above, and
1/c =
∫
Rd
e−I(x) dx,
P{ sup
p∈∂C
〈X, p〉 > t } ∼ c
α
e−t
α
td−α
∫
Λ
|Proj(TλΛ)⊥λ|dMΛ(λ)
as t tends to infinity.
Proof. We apply Theorem 7.1. In view of section 9.1, the dominat-
ing manifold is Λ, of dimension k = d− 1. Moreover, by construction,
∂A1 = Λ1. It follows from Theorem 7.1 that the tail equivalent is of
the form
ce−t
α
td−α
∫
Λ
dMΛ
|DI| .
To calculate DI, notice that it is the outward normal to Λ. Its norm
is obtained through the identity
d
ds
I(λs)
∣∣
s=1
= DI(λ) · λ = d
ds
(
sαI(λ)
)∣∣
s=1
= αI(λ) = α .
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It implies
|DI(λ)| = α/|Proj(TλΛ)⊥λ| ,
and the result follows.
The correspondence between points p on ∂C and points λ on the
polar reciprocal allows us to write |Proj(TλΛ)⊥λ| = 1/|p|. Thus the
integral in Theorem 12.5.1 can also be rewritten as∫
Λ
1
|p(λ)|dMΛ(λ) ,
which is a nice formula.
The following pictures are three simulations of a polar process on
the ellipsoid x2 + 2y2 = 1 in R2, and α = 1. For the pictures on
the left, at every point p of ∂C, we draw a segment in the normal
direction to Tp∂C, with length equal to the value of the process at
p. The random point X is indicated by the star . On the right
hand side pictures, the process is represented as a curve held over the
ellipsoid, the height of the curve being the value of the process; these
are orthographic projections.
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Notes
I do not think the results in this chapter are too serious! However,
I believe the message of caution that some carry is important. In a
different vein, Feynman supposedly said that when you have a theory,
you should show where it works and where it does not. That may be
the point of section 12.2.
Section 12.5 is just a way to generate pretty pictures of random
caustics. I do not know any applications of this construction.
Appendix 1. Gaussian and
Student tails
This appendix collects a few standard results related to the tails of
the Gaussian and Student distributions. We write
sα(x) = Ks,α
(
1 +
x2
α
)−(α+1)/2
, x ∈ R , α > 0
for the Student density (with α+ 1 degrees of freedom), the constant
Ks,α ensuring that sα integrates to 1 over the real line. We denote by
Sα(x) =
∫ x
−∞
sα(y)dy
the Student cumulative distribution function. Its tail is given in the
following result.
A.1.1. LEMMA. We have
1− Sα(x) =
Ks,αα
(α−1)/2
xα
+O
( 1
xα+2
)
as x→∞ .
Proof. Notice that as y tends to infinity,
1(
1 +
y2
α
)(α+1)/2 − 1(y2
α
)(α+1)/2 = 1−
(
α
y2
+ 1
)(α+1)/2
(
1 +
y2
α
)(α+1)/2
= O
( 1
yα+3
)
.
Consequently, as x tends to infinity,
1− Sα(x)
Ks,α
=
∫ ∞
x
dy(
1 +
y2
α
)α+1
2
=
∫ ∞
x
α(α+1)/2
yα+1
+ O
( 1
yα+3
)
dy
=
α(α−1)/2
xα
+ O
( 1
xα+2
)
298 Appendix 1
Let us now consider a Student-like cumulative distribution function
Sα, i.e., such that
Sα(−x) ∼ 1− Sα(x) ∼ Ks,αα
(α−1)/2
xα
,
as x tends to infinity, and where the constant Ks,α can be any fixed
positive number. We can obtain an asymptotic formula for the high
quantiles.
A.1.2. LEMMA. The following holds,
(1− Sα)←(u) ∼ K
1/α
s,α α(α−1)/2α
u1/α
as u→ 0 .
Proof. Let x tends to infinity and u tends to 0 such that u =
1 − Sα(x), that is x = (1 − Sα)←(u). From the Student-like tail, we
infer that
u ∼ Ks,αα
(α−1)/2
xα
,
which is the result.
We can obtain similar results for the Gaussian distribution with
cumulative distribution function
Φ(x) =
∫ x
−∞
e−y
2/2
√
2π
dy .
A.1.3. LEMMA. We have
1− Φ(x) = e
−x2/2
x
√
2π
(
1 + o(1)
)
as x→∞ .
Proof. Integrate by parts to obtain
√
2π
(
1− Φ(x)) = ∫ ∞
x
1
y
ye−y
2/2dy
=
e−x
2/2
x
−
∫ ∞
x
e−y
2/2
y2
dy
=
e−x
2/2
x
− e
−x2/2
3x3
+
∫ ∞
x
e−y
2/2
4y4
dy .
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Consequently,
e−x
2/2
√
2π
( 1
x
− 1
3x2
)
6 1− Φ(x) 6 e
−x2/2
√
2π
1
x
,
and the result follows.
We can now obtain an asymptotic approximation for high quantiles.
The second statement in the following lemma is instrumental in the
sequel.
A.1.4. LEMMA. We have
Φ←(1− u) =
√
2 log 1/u− log log 1/u
2
√
2 log 1/u
− log(2
√
π)√
2 log 1/u
(
1 + o(1)
)
as u tends to 0, and
Φ←(1−u)2 = 2 log 1/u−log log 1/u−2 log(2√π)+o(1) as u→ 0 .
Proof. As in the proof of Lemma A.1.2, we start with the equality
u = 1 − Φ(x), that is x = (1 − Φ)←(u). We consider x tending to
infinity, or equivalently u converging to 0. Lemma A.1.3 implies
log u = −x
2
2
−log x−log
√
2π+o(1) as x→∞ , u→ 0 . (A.1.1)
Consequently, x =
√
2 log 1/u(1+x1) with x1 tending to 0 as u tends
to 0. Then (A.1.1) yields
log u =
(
− log 1
u
)
(1 + x1)
2 − 1
2
log log
1
u
− log(2√π)
− log(1 + x1) + o(1)
= log u− 2x1 log 1
u
− x21 log
1
u
− 1
2
log log
1
u
− log(2√π) + o(1) . (A.1.2)
We can then calculate
x1 = − log log 1/u
4 log 1/u
(1 + x2)
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with x2 tending to 0 with u. But now (A.1.2) implies
0 =
1 + x2
2
log log 1/u− 1
16
(log log 1/u)2
log 1/u
(1 + x2)
2
− 1
2
log log 1/u− log(2√π) + o(1)
=
x2
2
log log
1
u
− log(2√π) + o(1) ,
and thus, as u tends to 0,
x2 =
2 log(2
√
π)
log log 1/u
(
1 + o(1)
)
.
Consequently, gathering every piece yields
x =
√
2 log 1/u− 1
2
√
2
log log 1/u√
log 1/u
(1 + x2)
=
√
2 log 1/u− 1
2
√
2
log log 1/u√
log 1/u
− 1√
2
log(2
√
π)√
log 1/u
(
1 + o(1)
)
as u tends to 0, which is the desired expression for Φ←(1−u). Square
it to obtain that for Φ←(1− u)2.
We can now obtain an asymptotic expansion for Φ← ◦ Sα.
A.1.5. LEMMA. We have
Φ←◦ Sα(x) =
√
2α log x− log log x
2
√
2α log x
− log(Ks,αα
α/22
√
π)√
2α log x
+ o
( 1√
log x
)
as x tends to infinity. Consequently,
Φ←◦ Sα(x)2 = 2α log x− log log x− 2 log(Ks,ααα/22
√
π) + o(1)
as x tends to infinity.
Proof. From Lemma A.1.4, we deduce that
Φ←◦ Sα(x)2 = −2 log
(
1− Sα(x)
)− log (− log(1− Sα(x))
− 2 log(2√π) + o(1)
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as x tends to infinity. But Lemma A.1.1 implies
− log (1− Sα(x)) = α log x− log(Ks,αα(α−1)/2) + o(1)
as x tends to infinity. Consequently,
Φ←◦ Sα(x)2 = 2α log x− 2 log(Ks,αα(α−1)/2)− log log x− logα
− 2 log(2√π) + o(1)
as x tends to infinity, which is the second expansion in Lemma A.1.5.
Taking the square root yields the first assertion since
Φ←◦ Sα(x)
=
√
2α log x
(
1− log log x
2α log x
− log(Ks,αα
α/22
√
π)
α log x
+ o
( 1
log x
))1/2
=
√
2α log x
(
1− log log x
4α log x
− log(Ks,αα
α/22
√
π)
2α log x
+ o
( 1
log x
))
.
We can also obtain an estimate of S←α ◦ Φ(x).
A.1.6. LEMMA. We have
logS←α ◦ Φ(x) =
x2
2α
+
1
α
log x +
1
α
log(Ks,αα
α−1
2
√
2π) + o(1)
as x tends to infinity.
Proof. Combine Lemma A.1.2 and A.1.3 to obtain
S←α ◦ Φ(x) = (1− Sα)← ◦ (1− Φ)(x)
∼ K1/αs,α α(α−1)/2αx1/α(2π)1/2αex
2/2α
as x tends to infinity. The result follows by taking the logarithm.
In the case of an exact Student distribution, the term o(1) in
Lemma A.1.6 is actually O(x−1/αe−x
2/α). In this special case, the
approximation has a terrific accuracy as x tends to infinity!

Appendix 2.
Exponential map
The purpose of this appendix is to state and prove the following
proposition. It gives a bound on the error committed by linearizing
the exponential map over the level set of a function.
A.2.1. PROPOSITION. Let I : Rd → R be a smooth smooth function,
and let c be a regular value of I. Then Λc = I
−1(c) is a smooth
manifold of Rd. Let
M = sup
{ |D2I(p)|
|DI(p)| : p ∈ R
d , I(p) = c
}
.
Then, for any p in Λc, any u in TpΛc with |u| < 1/4M ,
| expp(u)− p− u| 6 M |u|2 .
Proof. Let p be a point in Λc and v a unit tangent vector to Λc
at p. We denote by γ(s) = expp(sv) the geodesic starting at p in the
direction u on Λc. This parameterization is by arc length. Recall that
N = DI/|DI| is an outward unit normal vector field to the level set
of I. Since
dN(p) =
(
Id− 1
2
NNT
)D2I
|DI| (p) ,
we have ‖dN(p)‖ 6 M . Consequently,∣∣N(γ(s))−N(p)∣∣ = ∣∣ ∫ s
0
dN
(
γ(r)
) · γ′(r)dr∣∣ 6 sM .
The geodesic γ(·) is characterized by the parallel transport of its
tangent vectors along γ(s) which can be written as[
Id−NNT(γ(s))]γ′′(s) = ProjTγ(s)Λcγ′′(s) = 0 .
Any w in TpΛc is orthogonal to M (p). Consequently,
〈w, γ′′(s)〉 = 〈w, [NNT(γ(s))−NNT(p)] · γ′′(s)〉 .
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By duality,
|ProjTpΛcγ′′(s)| 6
∥∥NNT(γ(s))−NNT(p)∥∥ |γ′′(s)|
6 2
∣∣N(γ(s))−NNT(p)∣∣ |γ′′(s)|
6 2sM |γ′′(s)| .
Moreover, since
〈
N
(
γ(s)
)
, γ′(s)
〉
= 0 and γ is parametrized by arc
length,∣∣〈N(γ(s)) , γ′′(s)〉∣∣ = ∣∣− 〈dN(γ(s)) · γ′(s) , γ′(s)〉∣∣ 6 M .
It follows that
|Proj(TpΛc)⊥γ′′(s)| = |〈N(p) , γ′′(s)〉|
6
∣∣N(p)−N(γ(s))∣∣ |γ′′(s)|+M
6 sM |γ′′(s)|+M .
Consequently, we have the inequality
|γ′′(s)|2 = |ProjTpΛcγ′′(s)|2 + |Proj(TpΛc)⊥γ′′(s)|2
6 4s2M2|γ′′(s)|2 +M2(s|γ′′(s)|+ 1)2 .
On the range s 6 1/(4M ), this inequality implies
|γ′′(s)| 6 |γ
′′(s)|2
4
+
|γ′′(s)|2
8
+ 2M2 ,
that is
|γ′′(s)|2 6 16M2/5 6 4M2 .
Consequently, since γ′(0) = v,
|γ′(s)− v| = ∣∣ ∫ s
0
γ′′(t)dt
∣∣ 6 2Ms .
The result follows, since
|γ(s)−p−sv| = ∣∣ ∫ s
0
(
γ′(t)−v)dt∣∣ 6 ∫ s
0
2Mtdt =Ms2 =M |sv|2 .
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Notation
This index has 3 parts. The first one concerns general notation, that is
used throughout the book, eventually with variations in the arguments in each
example.
The second part contains the notation introduced in chapters 2–5. This is used
almost throughout the book, but in examples treated in chapters 6–12 is given a
specialized meaning.
The third part contains the notation with the concrete meaning given through
chapters 6–12.
Some notation that are used very locally does not appear in the index.
General notation.
♯ the cardinal of a set, as in ♯{ 1, 2, 3 } = 3.
d integration element, as in dt, dMM , dx.
d dimension of the underlying space, Rd.
D, D2, . . . Gradient, Hessian, and higher order differentials.
expp(·) exponential map at p (on a Riemannian manifold).
MM Riemannian measure of a manifold M .
·⊥ orthocomplement.
injM (p) radius of injectivity of p in the manifold M .
KM (x, y) sectional curvature of the manifold M along the tangent
vector fields x and y.
λmin(M), λmax(M) smallest and largest eigenvalue of a matrix M .
∂A boundary of a set.
∂f(·)/∂u partial differentiation of a function.
ΠM,p second fundamental form of the manifold M at p.
R, Rd set of real numbers, the Euclidean d dimensional space.
Ricc Ricci tensor of the level lines of I .
Sn unit sphere centered at the origin, of dimension n, that is
the boundary of the unit ball in Rn+1.
SV (x, r) ball centered at x, of radius r, in the vector space V .
TpM tangent space of the manifold M at p.
NpM normal space of the manifold M at p.
|S| Lebesgue measure of the set S.
ωn = π
n/Γ((n/2) + 1) volume of the unit ball of Rn.
312 Notations
Notation from chapters 2–5.
A, 1
AM , 53
Ap(t, v), 38
c∗A,M , 54
cA,M , 54
χFA(p), 33
χLA(p), 33
DA, 36
GA(p),54
Γc, 19
I(·), 19
I(A), 19
JπA(·), 38
Ks,α, 2
Kw,α, 2
Λc, 25
L(c), 19
µA(B), 62
N(x), 26
ωA, 37
ΠπΛI(A),q , 44
ψ(x, s) = ψs(x), 26
ψt∗(·), 28
t0,M (p),56
τA(p), 31
Notation from chapters 6–12.
Chapter 6
Kt , p.70
ν(p) , p.71
fp(·) , p.71
Qp , p.71
Π(·) , p.75
r , p.75
Chapter 7
A1, 79 I(·) , 79 DA1 , 80
Chapter 8
§1
C, 89
At, 89
wα(·), 89
I(·), 89
H , 90
§2
Ks,α, 93
At, 93
J1, 93
Φ(·), 94
Sα(·), 94
Bt, 94
I(·), 95
p(v), 95
pǫ,j,t(v), 95
q(v), 96
qǫ,j,t(v), 96
γ1, 100
DBt , 100
T , 108
I, 108
VI , 108
N(C), 108
J(C), 108
At, 109
MI , 109
G˜(m), 109
NI , 111
Q(t), 111
pI,t(m,v), 112
qI,t(m, v), 112
R(t), 113
γI , 113
γ, 113
D′Bt , 116
ρt, 116
rI,t(m,v), 116
D(B, t), 116
qI,t(m), 116
rI,t(m), 116
p(m), 116
ǫC, 127
µC, 128
N0(C), 137
J0(C), 137
Mǫ,I , 137
ZI(C), 138
SI(C), 139
§3
J∗(C), 144
MI , 144
γI , 144
γ, 145
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I(·), 145
R(t), 145
pI(m, v), 146
Q(·), 148
A′t, 150
B′t, 150
Ωt, 154
B′′t , 155
ρt, 157
qI,t(m), 157
rI,t(m), 157
DB′′
t
, 157
Chapter 9
X(M), 165
At, 165
§1
CM , 166
M0, 167
N(·), 168
p(·), 171
ν(p), 171
Xi(p), 171
X(u), 171
φj(p), 171
f•, 173
f•, 173
I•, 173
§3
At, 186
Bt, 186
γ, 187
DBt , 188
Chapter 10
M(n,R), 197
GL(n,R), 197
Sn, 198
§1
wα(·), 200
I(·), 200
At, 200
SL(n,R), 201
SO(n,R), 201
§2
Fn, 211
cn, 211
§3
〈·, ·〉, 219
‖ · ‖, 219
S , 219
Hu,v, 219
S0, 219
H1u,v,h, 221
H2u,v,h, 221
ai, 222
fi, 223
bj , 223
bv, 223
bu, 223
gj , 223
cj , 225
Π, 225
§4
wα, 229
At, 230
I(·), 230
u∗, v∗, 231
Chapter 11
§1
B, 239
θ, 239
X, 239
ǫ, 239
γn(k), 240
§2
a, 243
A, 244
B, 244
C, 245
γˆn(0), 252
C, 253
§3
Rk, 256
C, 257
a, b, 258
φ, 264
r, 264
gk(·), 266
h(θ), 266
Chapter 12
§1
M , 273
X(M), 273
σ2(M), 273
S
(β)
d , 274
Mβ , 274
§2
C, 276
314 Notations
§3
Σ, 280
σ2, 280
§4
B(·), 282
Bd(s), 282
p(s), 283
σ2d, 283
Postface
This book is the first of a larger project that I may try to complete.
A second volume should be devoted to the asymptotic analysis of
multivariate integrals over small wedges and their applications. A
third one should extend some of the results of the first two volumes
to the infinite dimensional setting, where there are some potentially
amazing applications in the study of stochastic processes.
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