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Decomposition methods have been proposed to approximate solutions to large sequential deci-
sion making problems. In contexts where an agent interacts with multiple entities, utility decom-
position can be used to separate the global objective into local tasks considering each individual
entity independently. An arbitrator is then responsible for combining the individual utilities and
selecting an action in real time to solve the global problem. Although these techniques can per-
form well empirically, they rely on strong assumptions of independence between the local tasks
and sacrifice the optimality of the global solution. This paper proposes an approach that improves
upon such approximate solutions by learning a correction term represented by a neural network.
We demonstrate this approach on a fisheries management problem where multiple boats must
coordinate to maximize their catch over time as well as on a pedestrian avoidance problem for
autonomous driving. In each problem, decomposition methods can scale to multiple boats or
pedestrians by using strategies involving one entity. We verify empirically that the proposed
correction method significantly improves the decomposition method and outperforms a policy
trained on the full scale problem without utility decomposition.
1 Introduction
Handcrafting decision making strategies for autonomous systems in complex environments
is difficult. The burden is placed on the designer to anticipate the wide variety of possible
situations and explicitly program how the autonomous agent should behave. There has been
growing interest in automatically deriving suitable behavior by optimizing decision policies
using reinforcement learning (RL) [17]. An agent interacts with the environment (through
simulation or collected data) and acts based on its observations to maximize expected long
term return.
There are many domains where the agent must interact with multiple entities. For ex-
ample, in the autonomous driving context, other entities may include vehicles on the road
that must be avoided. In resource allocation problems [23], [29], all the agents must be co-
ordinated and assigned to some resources to maximize a common objective. We will refer
to these two categories of problems as multiple entities when one agent must react against
non-controlled entities (e.g. collision avoidance) and as multi-agent when several agents must
cooperate or be coordinated (e.g. resource allocation). RL can have difficulty scaling to such
domains because the state space grows exponentially with the number of entities and agents.
The general problem of decentralized control of multiple agents in a stochastic, partially ob-
served environment has been shown to be intractable [3]. One way to approximate solutions
to problems with multiple entities is to decompose the state space into pairwise interactions
and learn the utility function with each entity individually. In multi-agent problems, each
agent is considered independently. The solutions to the individual subproblems can be com-
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bined in real-time through an arbitrator that maximizes the expected utility [22]. Applications
to aircraft collision avoidance with multiple intruders explore summing or using the mini-
mum state-action values [7], [20]. While these approaches tend to perform well empirically,
they sacrifice optimality. The solution to each subproblem assumes that its individual policy
will be followed regardless of other entities, in contrast to the global policy considering all
subproblems [23].
Previous approaches to scale decision algorithms using decomposition methods relied on
a distributed agent architecture [22]. Each agent is responsible for addressing one of the
multiple objectives required to achieve a complex task. At each time step an arbitrator must
decide between the different actions recommended by these agents and address possible
conflicts. Possible arbitration strategies are command fusion [7], voting [22], lexicographic
ordering [33] or utility fusion [22], [23]. It has been shown that utility fusion offers a more
principled way of deciding between the individual agents compared to a voting-based ap-
proach or command fusion [22]. An alternative approach in leader follower scenarios con-
sists of reducing the problem of controlling the group of agent to controlling a single group
leader [15]. Other approaches rely on distributed learning algorithms, such as independent
Q-learning, where each agent learns a policy without being aware of the other agents ac-
tions [28]. The underlying assumption of independence between agents in these algorithms
trades off the benefit of collaboration for an easier learning of the task [8].
Utility decomposition methods have been used in many practical applications in both
adversarial and cooperative settings. Chryssanthacopoulos and Kochenderfer applied utility
decomposition to a collision avoidance problem where an aircraft must avoid multiple other
aircraft [7]. A similar approach is proposed for avoiding potential debris in the airspace [30].
Van der Pol and Oliehoek used utility decomposition to coordinate traffic lights across a road
network [10]. Instead of considering each cooperating agent as an individual, one can formu-
late the problem through pairwise interactions, as demonstrated on a wildfire surveillance
problem [16]. In the cooperative case, the arbitrator selects a joint action. Efficient search
strategies might be required to compute the joint action maximizing the sum of the individ-
ual utilities [19], [20]. In settings where the reward function can be additively decomposed,
an arbitrator maximizing the sum of the individual utilities can be optimal under certain con-
ditions [23]. However, this arbitration method will be suboptimal for the global task in many
problems. In resource allocation tasks, the individual agents might have selfish policies, so
arbitrating selfish policies by maximizing the sum of utilities can lead to a problem known as
“the tragedy of the commons” [23]. To address the problem of selecting an appropriate util-
ity fusion function, it has been suggested to learn the structure of the decomposition using a
neural network representation [26].
Another approach to scaling reinforcement learning algorithms leverages the representa-
tional power of deep neural networks in modeling the utility function. Although this ap-
proach can handle domains such as Atari games and complicated manipulation tasks, it
often requires millions of training examples and long training times [14], [18]. To minimize
training time, transfer learning can take advantage of prior knowledge. For example, an
existing controller or human expert can gather high reward demonstrations to train an au-
tonomous agent [25]. Another transfer learning approach uses a regularizing term to guide
the agent towards regions where it has prior knowledge of the appropriate behavior [13].
Multi-fidelity optimization has been combined with model-based reinforcement learning [9],
decomposition methods with deep corrections for reinforcement learning 3
where a learning framework is proposed for efficiently deciding between sampling from an
inexpensive low-fidelity simulator and real world data.
This paper presents an approach for scaling RL algorithms to problems with multiple en-
tities or multiple agents using utility decomposition with corrections represented by a deep
neural network. Borrowing concepts from multi-fidelity optimization, a correction model is
trained to improve an existing pairwise approximation of the optimal utility function. We
first present how approximate solutions can be found by decomposing sequential decision
problems into individual subproblems. The value functions to the subproblems can be com-
bined using utility fusion to approximate the utility function of the global task. We then
introduce the concept of surrogate corrections with neural representation, originally from
multi-fidelity optimization, to improve this globally suboptimal policy. Finally, we empiri-
cally demonstrate the advantage of this technique on an autonomous driving scenario and
a fisheries management problem. It is shown that the policy resulting from the correction
method is faster to learn and outperforms a policy learned directly.
2 Background
This section introduces a common mathematical framework for formulating sequential deci-
sion making problems as an optimization of a reward over time. A utility function is defined
to represent the expected reward that the agent can accumulate from a given state while act-
ing optimally. For large problems, the utility function can be approximated by a combination
of utility functions of simpler sub-problems.
2.1 Markov Decision Processes
Sequential decision problems are commonly formulated as Markov decision processes (MDPs).
An MDP can be formally defined by the tuple (S ,A, T, R,γ), with state space S , action space
A, state transition function T, reward function R, and discount factor γ. At time t, an agent
chooses an action at ∈ A based on observing state st ∈ S . The agent then receives a reward
rt = R(st, at). At time t + 1, the environment transitions from st to a state st+1 with proba-
bility Pr(st+1 | st, at) = T(st, at, st+1). The agent’s objective is to maximize the accumulated
expected discounted reward given by ∑∞t=0 γ
trt.
A policy pi : S → A defines what action to execute at a given state. Each policy can
be associated to a state-action value function Qpi : S × A → R, representing the expected
discounted value of following the policy pi. The optimal state value function of an MDP
satisfies the Bellman equation:
Q∗(s, a) = R(s, a) + γ∑
s′
T(s, a, s′)max
a′
Q∗(s′, a′) (1)
where s is the current state of the environment and s′ a next state reachable by taking action
a. This paper focuses on approaches where the transition function is not directly available.
Instead, the agent has access to a generative model from which the next state is sampled.
The Bellman equation can be defined more generally as an expectation over the next state:
Q∗(s, a) = Es′ [R(s, a) + γmax
a′
Q∗(s′, a′)] (2)
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Once Q∗ is computed, the associated optimal policy is given by taking the action maximizing
the value at a given state:
pi∗(s) = arg max
a
Q∗(s, a) (3)
Similarly, we define the utility of a given state as follows:
U∗(s) = max
a
Q∗(s, a) (4)
This paper is concerned with single agent planning problems against multiple non-cooperative
entities as well as multi-agent planning problems. In the multi-agent setting, the action space
consists of the joint action space for all agents to control. Section 4 will discuss an application
to a multi-agent coordination problem and Section 5 is dedicated to a case study of a single
agent problem.
2.2 Utility Decomposition
Utility decomposition, which is sometimes called Q-decomposition, involves combining the
utility functions associated with simple decision making tasks to approximate the solution
to a more complex task [23]. We will refer to the complex task as the global problem and the
subtasks as local problems. It is often the case that the state space of the local problems is a
subset of the state space of the global problem. Each local problem i is formulated as an MDP
and is first solved in isolation. The function Q∗i represents the optimal value function to solve
the subtask i. In non-cooperative multiple entities settings, these local problems are pairwise
interactions between the decision agent and one of the entities to act against. In cooperative
multiple agent settings, the local problems are instances of the global problem with a single
agent or a subset of agents. Russell and Zimdars suggest a decomposition based on the
different additive terms in the reward function of the global problem [23]. Solving the global
task is then achieved by fusing the utilities associated with each local task. More formally,
utility fusion requires defining a function f such that:
Q∗(s, a) ≈ f (Q∗1(s1, a), . . . , Q∗n(sn, a)) (5)
where Q∗ is the optimal value function associated with the global task. The state variable
can also be decomposed, and we can assume that each of the value functions Q∗i uses a
subset of the information contained in s to solve the simpler subtask. One approach to this
decomposition involves decomposing the reward function additively [23]. Each term of the
sum is then optimized individually by a sub-agent. To solve the global problem they choose
f to be the sum of the individual value functions. They show that the solution does not
achieve optimality using the tabular Q-learning algorithm, although decomposition of the
reward model has been demonstrated to work well empirically [22].
The simplicity of the approach makes it a very appealing technique to find an approxi-
mately optimal solution to a complex decision making problem. In many problems involving
non-cooperative multiple agents, utility fusion can help to scale the solution. A common set-
ting for utility decomposition is when an autonomous agent must make decisions involving
multiple entities. One example is collision avoidance problems [7], where the autonomous
agent must avoid multiple moving targets. In this setting, the decomposition approach con-
sists in solving the subtask of avoiding a single target. When interacting with multiple enti-
ties, the agent computes the value associated with avoiding each entity i assuming it is the
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only entity to avoid. Solving for pairwise interactions rather than the global problem requires
exponentially fewer computations since the size of the state space often grows exponentially
with the number of entities. The global utility is then computed by summing the individual
value functions or by taking the minimum over each entity to avoid. Summing the value
functions as follows:
Q∗(s, a) ≈∑
i
Q∗i (si, a) (6)
implies that all targets to avoid are independent. Equation (6) equally weighs the utility of a
user in a safe zone of the environment and a user in a more dangerous zone. Instead, another
strategy is to take the minimum as follows:
Q∗(s, a) ≈ min
i
Q∗i (si, a) (7)
In Equation (7), taking the minimum will consider the target with the lowest utility. Given
a reward function penalizing for collisions, it will consider the target that action a is most
likely to harm. This approach is more risk averse. A detailed example of the decomposition
method for a collision avoidance problem for autonomous driving is discussed in Section 5.
Equations (6) and (7) will be referred to as the max-sum and max-min approaches, respec-
tively, because the action to execute is obtained by arg maxa f (Q
∗
1(s1, a), · · · , Q∗n(sn, a)). De-
composition is also helpful in problems where several agents must be coordinated. Again
one can consider each agent individually and find a joint action by maximizing the sum of
the individual utilities. An example of such a scenario is discussed in Section 4.
A disadvantage of this decomposition method is that it requires choosing a fusion func-
tion that will play the role of arbitrator between the different utilities considered. The choice
of this function can greatly affect the performance of the global policy and has no guarantee
of optimality. In fact, it can be shown that when the individual utility functions are com-
puted, they converge to “selfish" estimates [23]. Instead this solution provides a low-fidelity
approximation of the optimal value function for little computational cost once the individual
utility functions are computed.
3 Deep Corrections
A method that leverages the decomposed utility functions to guide an RL algorithm to reach
an optimal policy with less experience is introduced here.
3.1 Deep Q-Networks
In MDPs with discrete state and action spaces, the value function can often be represented
by a table and computed using dynamic programming. In many reinforcement learning
problems, the state space can be very large or even continuous, making it impossible to
explicitly represent the value associated to every possible state. Instead, the value function
is represented by a parametric model such as a neural network: Q(s, a; θ), referred to as a
deep Q-network (DQN). This technique approximates the value of every possible state with
a limited number of parameters θ.
Computing the parameters of the network is formulated as a learning problem. An objec-
tive function to minimize, based on Equation (2), can be expressed as follows:
J(θ) = Es′ [(r + γmax
a′
Q(s′, a′; θ−)−Q(s, a; θ))2] (8)
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The parameter θ− defines a fixed target network. The loss function is computed and min-
imized using sampled experiences. An experience comes from interacting with the environ-
ment over one time step where the agent in state s takes action a, transitions to state s′, and
receives reward r. The action a is selected using a e-greedy strategy. The original Q-learning
algorithm uses a single Q-network in the objective function, but fixing the parameters in a
target network for several steps has been shown to help the convergence of the algorithm
[18]. If Q satisfies the Bellman equation, then the loss should be zero. By taking the gra-
dient of J with respect to the parameters θ, we obtain the following update rule given an
experience (s, a, r, s′):
θ ← θ + α(r + γmax
a′
Q(s′, a′; θ−)−Q(s, a; θ))∇θQ(s, a; θ) (9)
where α is the learning rate, a hyperparameter of the algorithm.
This algorithm can be unstable and difficult to tune. Fortunately, there are several innova-
tions to improve network training, such as double DQN, dueling network architectures, and
prioritized experience replay [24], [31], [32]. These are the three improvements to the deep
Q-learning algorithm that we used in this paper.
Although this algorithm can handle high-dimensional state spaces, it requires many expe-
rience samples to converge (on the order of millions for Atari games [18], [32]). Experience
can sometimes be generated using simulators, but for applications where simulation is ex-
pensive or nonexistent, the deep Q-learning algorithm may be impractical. When applying
reinforcement learning to accomplish a difficult task, a possibility is to decompose it into
simpler subtasks for which you can afford to run algorithms such as deep Q-learning.
3.2 Policy Correction
Computing the optimal Q function with the deep Q-learning algorithm requires many ex-
perience samples mostly because the agent must go through a random exploration phase.
By introducing prior knowledge into the algorithm, the amount of exploration required to
converge to a good policy is significantly reduced. In this work, we consider that prior
knowledge takes the form of a value function. No specific representation is needed. The
decomposition method described above would be a simple and efficient way to generate
prior knowledge. There are many techniques to approximate the value function, such as
discretizing a continuous state space or using domain expertise such as physics-based mod-
els. If a controller already exists, a value function can be estimated using the Monte Carlo
evaluation algorithm [27]. Given an approximately optimal value function, the objective is to
leverage this prior knowledge to learn the optimal value function with as little computation
as possible.
The method we propose is inspired by multi-fidelity optimization [12]. Consider a set-
ting with two models of different fidelities: an expensive high-fidelity model ( fhi) and a
low-fidelity model ( flo) providing an inexpensive but less accurate approximation. In multi-
fidelity optimization, the goal is to maximize an objective function f approximated by these
two simulators. However, using only the high-fidelity model would be too expensive since
many queries are probably needed to optimize f . On the other hand, relying only on the
low-fidelity model might lead to a poor solution. Instead, we could construct a parametric
model that approximates fhi but is inexpensive to compute. Such a surrogate model can
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represent the difference between the high-fidelity and the low-fidelity models [12], [21]:
fhi(x) ≈ flo(x) + δ(x) (10)
where x is the design variable and δ is a surrogate correction learned using a limited number
of samples from fhi. Commonly, δ is modeled using Gaussian processes or parametric mod-
els. In this work, we focused on additive surrogate correction, but a multiplicative correction
or a weighted combination of both would be a valid approach as well [12].
Reinforcement learning can be reshaped into a multi-fidelity optimization problem. Let
Qlo be our low-fidelity approximation of the value function obtained from prior knowledge
or from a decomposition method. The high-fidelity model that we want to obtain is the
optimal value function. The surrogate correction for reinforcement learning can be described
as follows:
Q∗(s, a) ≈ Qlo(s, a) + δ(s, a; θ) (11)
In regular multi-fidelity optimization problems, samples from fhi(x) are used to fit the cor-
rection model. In reinforcement learning, Q∗(s, a) is unknown, so a temporal difference ap-
proach is used to derive a learning rule similar to the Q-learning algorithm. We seek to
minimize the same loss with the target network as presented in Section 3.1. The main differ-
ence lies in the representation of the Q function, which can be substituted by Equation (11).
Only the corrective part is parameterized. As a consequence, when taking the gradients with
respect to the parameters, the update rule becomes:
θ ← θ − α[R(s, a) + γmax
a′
(Qlo(s′, a′) + δ(s′, a′; θ−))−Qlo(s, a)− δ(s, a; θ)]∇θδ(s, a, θ) (12)
Equation (12) would be the only difference to the algorithm if another correction method
is used. We can generalize the notation to any parametric corrective function f : Q(s, a; θ) ≈
f (s, a, Qlo(s, a); θ). As the deep Q Learning algorithm relies on efficient gradient computation,
it assumes that the gradient of f with respect to θ can be computed easily.
1: input: Qlo, G a generative model of the environment, an exploration strategy (e.g. e
greedy).
2: hyperparameters: similar as DQN [18], let T be the target network update frequency
3: Initialize δ
4: for each episode do
5: initialize state s
6: while s is not a terminal state do
7: select a =
random with probability earg maxa′(Qlo(s, a′) + δ(s, a′; θ))
8: s′, r ∼ G(s, a)
9: Store transition (s, a, r, s′) in a replay buffer
10: Sample batch of transitions from the replay buffer
11: Update θ using Equation (12) for each sampled transitions, Qlo stays unchanged
12: set θ− = θ every T steps
Algorithm 1. Deep Corrections
Algorithm
Instead of learning a Q-function representing the full problem, an additive correction is
represented as a neural network. By using this representation of the corrective term, all
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the innovations (dueling, prioritized replay, double Q-network) used to improve the DQN
algorithm can also be used to learn the correction. As illustrated in algorithm 1, the pseudo-
code of the deep corrections algorithm is very close to the one of DQN with the exception
of the representation of the Q function (line 7 and 11). Although the algorithms are similar,
learning to represent the correction to an existing value function should be much easier than
learning the full value function. In the extreme case where Qlo = Q∗, δ should represent
a constant function equals to 0. In contrast, if Qlo is random, then learning δ is as hard as
learning the value function using standard DQN.
An illustration of the deep correction architecture along with the decomposition method
is presented in Figure 1. In order to use this approach jointly with a decomposition method,
we can substitute Qlo by the results from utility fusion. For example substituting Equation (6)
in Equation (11) would lead to the following approximation of the global Q function:
Q∗(s, a) ≈∑
i
Q∗i (si, a) + δ(s, a; θ) (13)
The value functions Q∗i come from the subproblem solutions. In the collision avoidance set-
ting, the value functions are the same, although other settings could use distinct value func-
tions to represent Q∗i . We can see from the update rule with correction that these functions
are constant with respect to θ. In practice, if a neural representation is used for the subprob-
lem solutions, then the weights of the subproblem networks are frozen during the training
of the correction term.
One advantage of framing the correction method as a multi-fidelity optimization problem
is the flexibility in the method of obtaining Qlo. There are no particular constraints on the
representation of Qlo. Various approaches can be used to obtain an approximate value func-
tion for the problem. We could perform policy evaluation given a rule-based controller or use
a model-based approach, for example. The low-fidelity approximation of the value function
is a way to introduce prior knowledge in the algorithm. The fidelity of Qlo corresponds to
how close it approximates the optimal value function Q∗. In this work we focused on de-
composition methods to provide such an approximation, as they have been shown to provide
good approximations for global problems empirically. Those methods often rely on some in-
dependence assumptions between the entities [23], [28]. The role of the correction network
is to fill the difference between the approximated function and the true value function of the
global problem where entities are not independent. Hence δ plays a more important role the
further Qlo is from the true value function.
A limitation of our method is that the correction network could potentially get stuck in
a local optima. Moreover it could harm the performance during training as it is initialized
randomly. Further work must be done to provide constraints on the policy improvement
or convergence guarantees. In this work, we do not provide theoretical guarantees on the
convergence of the deep Q-learning algorithm used to learn the correction term. However,
we demonstrate in Section 4 and Section 5 that despite of the lack of guarantees, the deep Q-
learning approach still learns good policies. Intuitively, starting with the policy from utility
fusion significantly reduces the amount of exploration in DQN. If the low-fidelity value
function is a good approximation of the optimal policy, the update rule leads the corrective
term towards zero. A regularization term could be added to the loss function to minimize
the impact of the corrective factor if one has trust in the low-fidelity policy. Although we
used a neural network representation for δ, the multi-fidelity formulation from Equation (11)
generalizes to any class of parametric functions.
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Qlo

...

Correction
θ
Q∗1
Q∗2
...
Q∗n
Fusion
min/sum
+
...

s
s1
s2
sn

...

Global State s
Q-network
θ
...

Global Q-function
s
a. Regular Q-network
b. Decomposition and Deep Correction
Figure 1. Regular DQN architec-
ture (a) and architecture of the
deep correction approach used
with the decomposition method
(b). The global state is decom-
posed and each sub-state is fed
into networks pre-trained on the
single entity problem. The output
of the correction network is then
added to the output of the utility
fusion to approximate the global
Q-function. More generally, the
shaded gray area could be re-
placed by any existing value func-
tion Qlo.
The remaining sections of the paper are dedicated to applying the deep correction ap-
proach in addition to the decomposition method. They provide empirical results that demon-
strates the advantage of learning the correction term. The problems and the deep correction
algorithm were implemented using the POMDPs.jl framework [11]. An open source imple-
mentation of the deep corrections algorithm is available at https://github.com/sisl/DeepC
orrections.jl.
4 Fisheries Management
This section presents an application of the deep corrections method used in a multi-agent
problem. In this example, the goal is to coordinate multiple agents to maximize a global
objective. We consider a similar fisheries management problem as Russell and Zimdars [23].
This problem belongs to the broader category of multi-agent resource allocation problems,
which has also been applied to server allocation for different applications [29]. These two
previous works rely on decomposition methods to find approximately optimal policies.
Fisheries 
Commissioner
𝒂𝟏 𝒂𝟐
𝒂𝟑𝒂𝟒
Figure 2. Illustration of the fish-
eries management problem with
four boats. The fisheries commis-
sioner must assign the proportion
of fish that each fisherman can
fish to maximize the aggregate
catch over time.
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4.1 Model Description
Several fishermen must coordinate to catch a maximum number of fish. If each fisherman
follows a selfish strategy, the fish stocks will collapse resulting in a “tragedy of the com-
mons." The fisheries commissioner, a centralized arbitrator, must assign a proportion of the
local fish population that each fishermen is allowed to catch at each season. The goal of the
commissioner is to maximize the global catch. We consider a fishery with n fishermen fishing
in local regions. A season consists of two steps: a mating season and a fishing season. During
the mating season, the fish population reproduces and is then spread across n regions with
equal probability. During the fishing season, each fisherman is assigned a proportion of fish
to catch in their region.
The fisheries management problem can be modeled as a multi-agent MDP:
• State space: the state consists of the number of fish in each region at time t: st = ( f1t, . . . , fnt).
The local task of the fisheries problem has a one dimensional state equals to fit at time t
for fisherman i.
• Action space: Let Alocal = {1, 0.5, 0.3, 0.1} the possible individual actions, corresponding
to a proportion of fish to catch in a given region. The global action space consists of the
joint action space, A = Anlocal. Given a ∈ Anlocal, ai corresponds to the proportion of fish
assigned to fisherman i.
• Transition model: During the mating season, the fish population reproduces according to
the following model:
ft+1 = ft exp(G(1− ftfmax ) (14)
where ft = ∑ni=1 fit is the total fish population at time t, G is the population growth rate,
and fmax is the maximum fish population. After the mating season, the fish are uniformly
assigned to the different regions. The number of fish, cit, caught by the fisherman i, follows
a Poisson distribution of mean ηait fit where η is a boat efficiency parameter and ait is the
proportion of the local fish population assigned to fisherman i at time t.
• Reward model: The individual reward of fisherman i is given by ri(cit, ait) = C(cit − ζa2it),
where ζ is a constant reflecting the cost of fishing and C is a normalization factor equal
to n/ fmax. The term proportional to a2it reflects the fact that catching more fish requires
more resources such as equipment or crew members and is hence more costly. We used
the same reward definition as Russell and Zimdars. The global reward consists of the sum
of the individual rewards.
An episode ends after the fishery has survived for 100 seasons or when the fish population
goes below a minimum. The numerical values for the parameters of the fisheries problem
are summarized in Table 1.
We compare the performance of three different policies against simple baselines.
Baselines: The first baseline is a random policy where the commissioner selects a random
action for each boat. The other baselines consists of single action policies where each boat
is allowed to fish a fixed proportion of fish at every step. The policy with fixed action 0.1
(harvesting a tenth of the fish population) corresponds to a conservative policy where each
boat fish the minimum possible number of fish. The policy with the fixed action 1.0 is a
greedy policy.
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Parameter Value
number of boats 10
initial population 1.5× 105
maximum population 3× 105
minimum population 200
growth rate 0.5
fishing cost ζ 1× 103
boat efficiency η 0.98
discount factor 0.99
Table 1. Parameters for the fish-
eries management problem
Solving the full problem using the conventional DQN algorithm is intractable. The size of
the action space grows exponentially with the number of boats: with 10 boats, there are 410
possible actions. Instead, we use the different decomposition methods presented below.
Max-sum: We first solve a single agent problem of assigning the proportion of fish to catch
for one boat in one region. The environment follows the same model as in the multi-agent
setting but with an initial population reduced to 15,000. A Q-network is computed using
DQN, with a one-dimensional input corresponding to the current amount of fish available.
To generate a multi-agent policy, we summed the individual utilities given by the solution to
the single-agent problem as follows:
a∗ = arg max
a1,...,an
∑
i
Qsingle(si, ai) (15)
where si is the number of fish in region i after the fishing season and ai the local action of
fisherman i.
Decomposed DQN: We learn n different Q-networks in a decomposed manner as sug-
gested by Russell and Zimdars with the difference that each Q-network takes the global state
into account and is trained using the global reward signal [23]. At every training step, we
perform one parameter update for each Q-network. Each network predicts the value of the
global state for each local action. The dimension of the output is |Alocal|. The joint action is
again given by maximizing the sum of the utilities:
a∗ = arg max
a1,...,an
∑
i
Qi(s, ai; θi) (16)
Max-sum with correction: Finally, we apply the deep corrections method to improve the
max-sum policy. The correction function is represented by a neural network and receives the
full state as input but predicts the value of the local action (same input output as for the de-
composed DQN). The correction term is trained using a decomposed version of algorithm 1
(one correction network per boat). The joint policy is then given by:
a∗ = arg max
a1,...,an
∑
i
Qsingle(si, ai) + δi(s, ai; θi) (17)
During the training of the correction terms, the low fidelity approximation given by Qsingle is
not updated. The correction network has access to more information than the original policy.
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4.2 Experiments
In order to fairly compare the three methods, we allocate a fixed training budget of 160k
experience samples. For the deep corrections approach, the budget is split as follows: 100k
examples are used to learn the single agent Q-network and 60k examples are used to train the
correction networks. For the decomposed DQN approach, the entirety of the budget is used
to learn the Q-networks. In all three trainings, the same neural network architecture is used:
one hidden layer of sixteen nodes with rectified linear units activations. The dimensionality
of the input is either one (for the single agent problem) or ten (for the multi-agent problem),
and the output of the networks is always of dimension |Alocal| = 4. Larger architectures did
not improve performance or would require more experience samples to achieve a similar
accumulated reward. For the three policies, we used the same hyperparameters, shown in
Table 2, and an e-greedy policy with a linearly decaying e for exploration.
To evaluate the policies, we measure the average accumulated undiscounted reward across
100 simulations on the fisheries management problem. The results from these simulations are
reported in Figure 3 for the five baselines policies, the max-sum policy, the decomposed DQN
policy and the policy improved with deep corrections.
Hyperparameter Value
Neural network architecture 1 fully connected layer of 16 nodes
Activation functions Rectified linear units
Replay buffer size 500k experience samples
Target network update frequency 2k episodes
Discount factor 0.99
Optimizer Adam
Learning rate 1× 10−4
Prioritized replay [24] α =0.7, β =1× 10−3
Exploration fraction 0.2
Final e 0.05
Table 2. Deep Q-learning parame-
ters for the fisheries management
problem
4.3 Results
We can see from Figure 3 that the learned policies outperform all the baselines. As expected,
the greedy policy, the random policy, and the a = 0.5 policy (harvesting half of the pop-
ulation all the time) perform poorly and are victims of “the tragedy of the commons". All
other policies allowed the fisheries to survive for a hundred seasons because the stock never
ran out. The conservative policy reaches a score of 8.47 and is outperformed by the policy
harvesting 0.3 of the fish population which scored 12.47. The max-sum approach gives a
significant improvement over the conservative policy with a score of 12.62, but only a min-
imal improvement compared to the the policy with a = 0.3. When learning the corrective
term in addition to the conservative policy, the score was improved as it achieves 13.9. The
decomposed DQN approach achieved a close performance of 13.7, which is lower than the
policy with corrections. In this problem, the gap between the correction method and the
DQN approach is not very large, but the correction network converged with 60k samples
only (against 160k for the decomposed DQN).
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These results show that the deep corrections method efficiently improves an existing pol-
icy and that utility decomposition is not optimal. Moreover, this result demonstrates that the
corrected policy achieves better performance than a policy trained to solve the full problem
using DQN, or in this case a decomposed DQN approach.
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Figure 3. Performance of different
policies on the fisheries manage-
ment problem with ten boats.
5 Occluded Crosswalk
This section applies the deep correction approach to an autonomous driving scenario where
a vehicle must avoid multiple entities. We demonstrate how to apply the decomposition
method by considering each entity independently and show that learning the correction
term improves the resulting policy.
5.1 Model Description
To illustrate the policy correction technique, we use an autonomous driving scenario involv-
ing a crosswalk occluded by a physical obstacle as presented in Figure 4. The objective of the
agent (the ego car) is to navigate through the crosswalk safely and efficiently. It must avoid
potential pedestrians crossing the road. The agent must anticipate uncertainty and trade off
between gathering information and reaching the goal position.
This problem can be modeled as a partially observable Markov decision process (POMDP).
Contrary to an MDP, the state is not fully observable. In this crosswalk scenario, partial
observability comes from the presence of a physical obstacle occluding the field of view
of the sensors. Previous works propose modeling tactical decision making for autonomous
driving as a POMDP [1], [2], [4]. A major challenge is to find a representation that makes
the problem tractable. Bandyopadhyay et al. suggest a discrete formulation to address a
pedestrian collision avoidance problem [2]. Although the method provides an efficient policy,
it is unlikely to scale in avoiding multiple pedestrians since the size of the state space would
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grow exponentially. Other approaches solve the problem in the continuous space and rely
on sampling based methods, but suffer from the curse of dimensionality when trying to
handle multiple road users [1], [4]. Wray, Witwicki, and Zilberstein suggest a decomposition
of complex driving scenario into several POMDPs [33]. Each instantiated problem is solved
offline. An arbitrator chooses online between the actions given by the different policies. The
arbitration process relies on a simple ordering of the actions and does not take into account
the utility of the individual problems. In this work, we suggest a similar formulation of the
problem where each pedestrian present in the environment correspond to a different instance
of a POMDP. To arbitrate between each entity to avoid, we use the utility fusion method
presented in Section 2.2. We learn a corrective term to refine the approximation and improve
performance. Previous works address an autonomous braking problem at crosswalk using
reinforcement learning [5]. However, they do not address the scalability of the approach in
environments with multiple pedestrians to avoid.
The state of the environment consists of the position and velocity of the ego car as well
as the position and velocity of the pedestrians. The autonomous vehicle measures its own
position and velocity, the position and velocity of the pedestrians that are not occluded,
and a constant value sabsent for the pedestrians that are not visible. Observing sabsent can
mean either that a pedestrian is in the occluded area or that it is simply absent from the
environment.
The action space consists of a set of strategic maneuvers such as hard breaking, mod-
erate braking, keeping a constant speed, and accelerating, as represented by a finite set of
acceleration inputs:
{−4 m/s2,−2 m/s2, 0 m/s2, 2 m/s2}.
A transition model is defined that uses a point mass model for the ego vehicle and a con-
stant speed model with random noise for the pedestrian. When a pedestrian is in the state
sabsent, it may appear in the environment (at the beginning of the crosswalk) with a prob-
ability of 0.3. When present in the environment, the pedestrian follows a desired speed of
1m/s, At each time steps the pedestrian changes its speed by a random amount in the set:
{−1 m/s, 0 m/s, 1 m/s}. The motion model of the pedestrian does not depend on the state
of the car. It is designed such that it spans a very large number of possible trajectories. It is
expected that the ego vehicle learns a very conservative policy when interacting with this en-
vironment. Many of the pedestrian trajectories generated using the proposed motion model
would not occur in the real world. A more complex modeling of pedestrian behavior is left
as future work. Previous work presents data driven approaches for modeling pedestrian
behavior at crosswalk [6].
The agent receives a reward when reaching a terminal state. Terminal states are defined
by three possible outcomes:
• A collision, for which the agent receives a penalty of −1.
• A time out if the agent fails to pass the crosswalk under 20 s, for which the reward is 0.
• A success if the agent reaches a goal position about 6m after the crosswalk, for which the
reward is +1.
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Figure 4. The autonomous vehi-
cle in red must choose the ac-
celeration to apply to navigate
safely through the crosswalk. A
gray obstacle occludes the vehi-
cle’s field of view. Several pedes-
trians might be present for the
ego vehicle to avoid.
Time efficiency is not explicitly present in the reward function. Instead, a discount factor of
0.99 will encourage the vehicle to gather the final reward as fast as possible, since the value of
the reward decays exponentially with time. Given the structure of the reward function, two
evaluation metrics are defined. The first one is the collision rate across many simulations, and
the second one is the average time to pass the crosswalk. These metrics account for safety and
efficiency respectively. There is a natural trade-off between these two objectives, which makes
this autonomous driving scenario a multi-objective optimization problem. The state variable
as formulated consists of two dimensions for the ego vehicle and two dimensions for each
pedestrian considered. As a consequence, the size of the state space grows exponentially with
the number of agents considered. Many POMDP solvers suffer from this representation [1],
[2], [4]. Instead, the computational cost of the decomposition only increases linearly in the
number of agents considered. One query of the individual utility functions per pedestrian is
required to combine the utilities online.
We compare the performance of three different approaches to solving this occluded cross-
walk scenario.
Deep Q-Learning: The first approach uses deep Q-learning to solve the full problem. This
scenario is naturally continuous and can be handled by a neural network representation of
the value function. We used the hyperparameters from Table 3. A challenge for the occluded
crosswalk problem is that the number of pedestrians present in the scene is unknown. For
the sake of simplicity, the number of pedestrians was capped to ten. As a result, there are
twenty-two state dimensions, with two dimensions for the ego car position and velocity and
two dimensions for each pedestrian position and velocity.
When a pedestrian is not observed, its position and velocity are set to the constant value
sabsent. To address partial observability in the neural representation we use a k-Markov ap-
proximation that approximates the POMDP structure as an MDP where the state consists of
the last k observations: st = (ot−k, ot−k+1, · · · , ot). The Q-network is given a history of the
last four states [18]. This implementation limitation could be improved by using recurrent
neural network to handle the partial observability, but this is left as future work.
Utility Fusion: The occluded crosswalk problem originally requires avoiding multiple
pedestrians. A good decomposition of the utility for this problem considers the utility of
avoiding a single pedestrian, similar to avoiding a single intruder aircraft [7]. For each pedes-
trian i in the environment, the ego vehicle observes a state si consisting of its own position
and velocity as well as the position and velocity of the pedestrian. The agent then computes
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Hyperparameter Value
Neural network architecture 5 fully connected layers of 32 nodes
Activation functions Rectified linear units
Replay buffer size 400k experience samples
Target network update frequency 5k episodes
Discount factor 0.99
Optimizer Adam
Learning rate 1× 10−4
Prioritized replay [24] α =0.7, β =1× 10−3
Exploration fraction search between 0.0 and 0.9
Final e search between 0.0 and 0.1
Table 3. Deep Q-learning param-
eters for the occluded crosswalk
problem
the optimal state-action value Q∗(si, a) assuming i is the only user to avoid. The state si is
four dimensional and consists of the position and velocity of the ego vehicle as well as the
position and velocity of the i-th pedestrian. The state-action value measures the expected ac-
cumulated reward of taking action a and then following the optimal policy associated with
user i. By using Equation (5), the agent can approximate the solution of the global value func-
tion. In this work we considered two functions to combine the value functions as presented
in Equations (6) and (7).
Policy Correction: Using the two policies described above as a low-fidelity approximation
of the optimal value function, we learn an additive corrective term. The correction function
is represented by a neural network, which is optimized through the approach presented in
Section 3.2. The input to the correction term is similar to the one used for the deep Q-learning
approach.
In this collision avoidance problem, the number of pedestrians to avoid is not known in
advance due to the presence of the obstacle. To address the issue, we capped the number of
possible pedestrians to consider to ten. This maximum number of pedestrians was measured
empirically and may change with a different probability of appearance for the pedestrians.
The source code for the simulation environment is available at https://github.com/sisl
/AutomotivePOMDPs.jl.
5.2 Experiments
All proposed solutions methods involve training a Q-network: on the full problem, on the
single pedestrian problem, and on the corrective term. In order to fairly compare the three
methods, a fixed training budget of one million experience samples was used for all three
methods. For the policy correction technique, part of the sample budget was used to train the
decomposed policy. The sample budget is divided equally between training a Q-network on
the single pedestrian problem and training the corrective term. A hyperparameter search was
executed to select the neural network architecture and the target network update frequency.
Other parameters were set to common values found in the literature [18], [24], [32].
During training, the agent interacts with the environment following an e-greedy policy.
The value of e is scheduled to decrease during training, and we found that the amount
of exploration greatly influences the final policy. For the three approaches (training from
scratch on the full problem, training on the problem with only one pedestrian, and training
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Value
Parameter Evaluation Training
Position sensor standard deviation 0.5m 0.5m
Velocity sensor standard deviation 0.5m/s 0.5m/s
Decision frequency 0.5 s 0.5 s
Simulation time step 0.1 s 0.5 s
Pedestrian velocity maximum noise 0.5m/s 1.0m/s
Table 4. Environment Parameters
the correction factor), a random search over the exploration schedule was conducted. The
exploration fraction represents the fraction of total training time used to linearly decay e
from 1.0 to its final value. Each training sample is initialized randomly, the ego vehicle starts
at the same position with a velocity uniformly sampled between 6m/s and 8m/s. The initial
number of pedestrians and their positions and velocities is also randomly sampled. From
this initial state, the state is updated given the action of the agent and the dynamic model
described in Section 5.
All trained policies are evaluated in an evaluation environment that differs from the train-
ing environment. It has a finer time discretization, and the model followed by the pedestrian
is less stochastic, as reported in Table 4. The weights of the networks are frozen during
the evaluation. Each simulation is randomly initialized: random initial velocity for the ego
vehicle, random number of pedestrians present with a random position and velocity. Each
trained policy is evaluated on the two metrics of interest that are averaged over a thousand
simulations: collision rate and time to pass the crosswalk. Since these two objectives are con-
flicting, Pareto optimality is used to decide if a policy is better than another. Formally, we say
that a policy dominates another if it outperforms the other policy in one objective and is no
worse in the other objective. From this definition, we can draw the Pareto frontier associated
with all the generated policies from the hyperparameter search. The frontiers for the three
approaches is represented in Figure 5.
We analyzed the benefit of the policy correction technique in terms of learning speed.
Assuming that solving the single pedestrian problem does not require any training, we
looked at the evolution of the performance of the corrected policy during training of the
correction function. In our application, the single agent policy also requires training a deep
Q-network. However, this solution could come from an existing controller or from a model
based planning approach that does not require sampling. In Figure 7, we froze the weights
of the network at regular intervals during the training and evaluated the policy in the evalu-
ation environment. The corresponding networks in Figure 5 are the fastest one guaranteeing
safety (zero collisions over the thousand simulations). The metrics chosen for this exper-
iments where the number of crashes, successes or time-outs which are the three possible
outcomes of a simulation in the occluded crosswalk scenario. A simulation ends in a time-
out if the ego vehicle is not able to cross in less than 20 s.
5.3 Optimality of the Policies
The Pareto frontiers in Figure 5 show a domination of the policy correction method. If we
keep one objective fixed, we can always find a policy computed with the correction method
that outperforms the two other methods in the other objective. A reasonable approach would
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be to fix the safety level at 0% of collisions over the thousand simulations and use the policy
that minimizes the time to pass the crosswalk. Using the max-sum fusion, the fastest safe
policy has an average time to cross of 10.06 s. By adding the correction term, the policy
achieves an average time to cross of 9.84 s. Using max-min, the policy reaches an average
time of 9.65 s, and 8.38 s with the correction. The deep Q-network policy has a time to cross of
10.70 s. For both utility fusion methods, max-sum and max-min, the addition of the corrective
factor not only leads to an improvement in the policy but also outperforms the deep Q-
network policy. The max-min decomposition method even dominates the Q-network trained
on the complex environment. This result illustrates that the choice of a good function for
combining the utilities can provide a good policy without training in the multi-pedestrian
environment. However, Figure 5 shows that the max-sum decomposition without correction
does not dominate the Q-network approach. In the scenario of interest, considering the agent
with the minimum utilities favors risk averse behavior, resulting in safer policies for a given
time to pass the crosswalk.
To gain intuition on the difference between these policies, we can visualize them on a
two-dimensional slice of the state space in Figure 6. To generate this representation we ran
simulations with the ego vehicle driving at a constant speed of 6.0m/s (not reacting to the
policy), and a single pedestrian fixed at a given position along the crosswalk. Although the
policy is being tested against one pedestrian, it is still assuming that there might be multiple
pedestrians. Figure 6 shows the actions returned by the policy at a given ego car position
along the road and a given position of the pedestrian. The pedestrian is located at 25m along
the road and the ego car is moving along a horizontal line that intersects the crosswalk at
0m. All plots show a red zone just on the left of the position (25, 0) representing a braking
behavior when a pedestrian is in the middle of the road. The larger to the left the red area
is, the more the car will anticipate the braking. Similarly, all the policies present a vertical
red zone before 15m along the road, indicating that the car will slow down regardless of
pedestrian position. This behavior is natural since the presence of the obstacle hides a lot
of information. A safe behavior is to slow down until the vehicle has more visibility. These
plots can help us visualize areas of the state space where the policy might be suboptimal. For
example, the two policies using the decomposition method without the correction present a
braking area after the crosswalk. The suboptimal areas after the crosswalk illustrate that all
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Model Exploration Fraction Final e
DQN 0.50 0.01
max-min correction 0.00 0.01
max-sum correction 0.20 0.00
Table 5. Best Hyperparameters
methods used in this paper only approximate the optimal value function. In the area after the
crosswalk, braking areas should disappear with more training samples. It is also important
to note that the action values in those parts of the state space are very close since it is possible
to reach the goal with a probability of 1 in only a couple time steps. These suboptimal parts
disappear for the max-min policy with the correction term. In the max-sum case, we can see
that the correction relaxed a large part of the braking area to use moderate braking (−2m/s2)
rather than strong braking (−4m/s2).
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policies from the decomposition
methods, the policy correction
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network. It assumes that the ve-
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the road and the pedestrian is at
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walk.
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5.4 Training Performance
We looked at the evolution of the policies performance during training. Although they were
trained with half the samples, the policies with the correction term converge. Since the policy
resulting from the decomposition method already has performances close to the deep Q-
network policy, only very little exploration is required to learn the corrective term. The max-
min decomposition results in more stable training than the other policies, and the three
metrics converge after about three hundred thousands episodes. The networks achieving
these performances result from the hyperparameter search on the exploration schedule. The
corresponding values are reported in Table 5. When training the corrective term, the amount
of exploration required for good performance is an order of magnitude lower than training
DQN on the global problem.
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Figure 7. Evaluation of the policy
performance throughout training.
The correction function is being
trained on half as many sam-
ples as the regular DQN policy
but still converges and outper-
forms the regular DQN policy for
both choices of the decomposition
method (max-sum or max-min).
To further analyze the advantages of the deep corrections method for learning efficient
policies, we compared the performance of the deep corrections, DQN, and the value decom-
position network (VDN) approach proposed by Sunehag et al.[26]. For the deep correction
method, only 50,000 training samples are used to train the correction network while the
remaining of the training budget is used to pre-train the policy resulting from the decompo-
sition method. We can see that for low training budget, our approach and VDN significantly
outperform standard DQN. Moreover the deep corrections algorithms outperforms VDN in
most cases. In contrast with VDN, the deep corrections network does not assume any par-
ticular structure and should be more expressive. As the training budget increases, all the
methods approach the optimal solution. There is also a smaller standard error when using
the correction network than when using any of the other approaches. The source code to
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reproduce these experiments is available at https://github.com/MaximeBouton/DeepCorrec
tionsExperiments.jl.
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6 Conclusions and Future work
Utility fusion methods efficiently find approximate solutions to decision making problems in
multiple agents problems or when a single agent interacts with multiple entities. The global
problem is decomposed into local problems involving a single agent interacting with a single
entity. Once a solution for the local problems has been computed, solutions can be combined
to solve the global problem. Although computationally efficient, combining the utilities with
simple functions, such as max-sum and max-min, leads to a suboptimal solution. To over-
come this problem, we presented a novel technique to gear an existing suboptimal policy
towards the optimum by learning a correction term. The correction term is represented by
a neural network and is learned using deep Q-learning. This method inspired from multi-
fidelity optimization can significantly improve a policy computed with the decomposition
method. We verified this statement empirically on a fisheries management problem and an
autonomous driving scenario involving an occluded crosswalk. Adding the corrective factor
leads to a much more efficient policy than using the decomposition only. Our method out-
performed a deep Q-network policy trained on the full scale problem. We also demonstrated
that learning the corrective factor can be done with far fewer training samples than directly
learning the value function of the full scale problem.
In the future, more sophisticated multi-fidelity optimization techniques could be used
to represent the correction term. Rather than an additive correction, we could try a multi-
plicative term [12]. Another possibility involves learning the function used for utility fusion
itself [26]. A straightforward extension would be to learn a linear weighted combination of
the utilities from the single entity problem. Our approach could be used jointly with the
VDN technique where the VDN solution serves as a low fidelity approximation that is being
corrected.
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Finally, we would like to explore the generality of the correction method. We wish to
extend the use of decomposition methods to correcting policies coming from potentially dif-
ferent solving techniques such as an offline POMDP solver. Further experiments for different
applications than those presented in this paper could also highlight the benefit of learning a
correction to an existing policy.
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