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Introduction
1.1 Background and motivation
1.1.1 Black-box functions
The central topic of this thesis is the approximation of so-called black-box functions.
A black-box function is a mathematical function of which no explicit formula is
known. In this thesis, we only consider deterministic black-box functions. Often
a single function value evaluation is time-consuming to carry out. Also, often no
derivative information of a black-box function is available. The idea of a black-
box function is illustrated in Figure 1.1. The black-box has a vector-valued input
Black-box Input variables
x ∈ U ⊆ Rq Output variable
y ∈ R
Figure 1.1: Black-box function.
x ∈ U ⊆ Rq. In general, the output of a black-box function may also be vector-valued.
For stochastic functions, the multiple outputs may be correlated. This correlation
may be used in the analysis of the stochastic function. However, since we consider
only deterministic black-box functions, in this thesis we consider only one output
variable at a time, i.e., we consider y : U  → R.
In practice, these black-box functions occur e.g. as computer simulations, which
12 Chapter 1. Introduction
are used for the design of physical products and processes, such as cellular phones,
televisions, cars, planes, etc. See Driessen (2006), Oden et al. (2006), and Stinstra
(2006) for more examples. Product developers are confronted with the problem of
ﬁnding an optimal product design that meets some speciﬁed requirements. In the
past, the designing process was done by physical prototyping. This means that a
prototype of a design is made, which is tested by an engineer to check whether the
product meets the speciﬁed requirements. This way of product design has several
drawbacks. First, it is not easy to make changes to a ﬁnished physical prototype.
Second, making all these physical prototypes is expensive. Third, it is a very time-
consuming way of working.
Therefore, since the 1980’s more often so-called virtual prototyping has been
applied. Computer simulations were more and more incorporated into the design
process. These computer simulations often consist of Computer Aided Engineering
(CAE) tools, such as ﬁnite element analysis. These computer simulations make it
possible to explore the possible designs faster and cheaper.
These computer simulations have input and output variables. However, they still
involve complex mathematical models which may take a large amount of computa-
tion time. Moreover, no explicit formula is known. Therefore, we can consider the
simulation model as a black-box function.
Computer simulations are also used in other ﬁelds than product or process design.
Examples of these ﬁelds are logistics, ﬁnance, and medicine; see Law and Kelton
(2000) and Oden et al. (2006).
A black-box function not necessarily involves a computer simulation. An example
of such a black-box function is an optimal value function of an optimization problem.
An optimal value function is a function in which the optimal value of an optimization
problem is a function of one or more parameters of the optimization problem. An
example is a Pareto eﬃcient frontier, used in multiobjective optimization. Here, one
of the objective functions is seen as the output variable, whereas the other objective
functions can be seen as input variables. Note that a function value evaluation
of an optimal value function in fact involves an optimization. If the underlying
optimization problem is time-consuming to solve, then the optimal value function is
time-consuming to evaluate.
In this thesis, we are interested in approximating these black-box functions by
mathematical functions that can be evaluated instantaneously; see e.g. Booker et al.1.1. Background and motivation 3
(1999), Kleijnen (2008), Koehler and Owen (1996), Sacks et al. (1989), Stehouwer
and Den Hertog (1999), and Stinstra (2006). Such an approximation is also called
a meta-model. Other names used for meta-model are: surrogate, response surface
model, emulator, compact model, or regression model. The construction of such an
approximation is the main topic of this thesis. One is interested in constructing meta-
models for two main reasons. First, the approximation gives more insight into the
black-box function. The approximation can be used for visualization or for what-if
analysis. Second, it can be used for optimization. In general, optimization techniques
require a lot of function value evaluations. Since the budget for doing function value
evaluations of the black-box function is limited, these optimization techniques are
not suitable anymore. Therefore, instead of the black-box function, the meta-model
of this function is optimized. The procedure of building and analyzing a meta-model
is also called the meta-model approach, which will be discussed in Section 1.1.2.
An alternative to the meta-model approach for e.g. the optimization of black-
box functions, is the sequential optimization approach; see Brekelmans et al. (2005),
Conn et al. (2002), Glover et al. (1996), Powell (2002), and Toropov et al. (1993).
A detailed overview can be found in Driessen (2006). In the sequential optimization
approach, the optimum of the black-box function is searched by using derivative-free
search methods. A drawback of this approach is that less insight into the relation-
ship between the output variables and the input variables is obtained. There is no
possibility to carry out what-if analysis. Furthermore, if the optimization problem
is changed, one has to start the search method again from scratch, whereas in the
meta-model approach, the simulation runs already evaluated remain usable. The
main advantage of the sequential optimization approach is that it generally costs
fewer function value evaluations than the meta-model approach. Still, in sequential
optimization methods often meta-models are used. Often they are used locally, i.e.,
in only a (small) part of the input space U.
1.1.2 Meta-model approach
In this section we shortly discuss the so-called meta-model approach. It consists of
four steps: problem speciﬁcation, Design of Computer Experiments (DoCE), meta-
modeling, and analysis and optimization. For a detailed overview we refer to Stinstra
(2006).4 Chapter 1. Introduction
Step 1: Problem speciﬁcation
In the problem speciﬁcation step, the input and output variables are speciﬁed. Fur-
thermore, the feasible region of the input space is speciﬁed. There may be constraints
on the input space due to physical constraints, or due to the fact that it is known
beforehand that certain regions are not interesting to explore.
If the intention is to solve an optimization problem, the objective function, the
constraints, and the variables are speciﬁed. Also the simulation budget is determined,
i.e., it is determined how many simulation runs will be carried out maximally.
Step 2: Design of Computer Experiments
The second step is the DoCE. In this step it is determined for which values x1,...,xn
of the input variables the black box function is evaluated, where n is the number
of data points. For functions that are subject to stochastic noise, there is a lot of
literature on Design of Experiments (DoE); see e.g. Kleijnen et al. (2005). These
traditional DoE, which are constructed for stochastic simulations are not suitable for
deterministic black-box functions anymore. This has two main reasons; see Stehouwer
and Den Hertog (1999). First, in traditional DoE one combination of input variable
values is often simulated more than once. However, for deterministic black-box func-
tions, this is useless, because repeated function value evaluations for the same input
variable values, will give the same output. Second, in stochastic simulation the input
design points are often located near the border of the feasible region. However, for
black-box functions, the use of diﬀerent meta-models gives rise to diﬀerent designs.
For Kriging models, it turns out that it is good to spread the design points evenly
over the input variable space.
If no information about the underlying black-box function is known, it is sensible
to choose the data points such that they are spread as evenly as possible over the
input variable space. These Designs of Computer Experiments are called space-ﬁlling.
More on this type of designs can be found in Husslage (2006) and Koehler and Owen
(1996).
Step 3: Meta-modeling
The third step is the meta-modeling step. The black-box function y(x) is evaluated
in the input variables x1,...,xn to obtain the output data y(x1),...,y(xn). Based on1.2. Research themes, literature, and contribution 5
the input/output dataset an approximation of the black-box function is built. This
approximation is a mathematical function, which can be evaluated instantaneously.
There are many diﬀerent types of meta-models: Kriging models (see e.g. Van Beers
(2005), Cressie (1991), Kleijnen (2008), Sacks et al. (1989)), (trigonometric) poly-
nomials (see e.g. Fassbender (1997), Forsberg and Nilsson (2005), Jansson et al.
(2003), and Yeun et al. (2005)), rational functions (see e.g. Cuyt and Lenin (2002),
Cuyt et al. (2006), and Powell (1981)), Sandwich models (see e.g. Burkard et al.
(1991), Fruhwirth et al. (1989), Rote (1992)), radial basis functions (see e.g. Powell
(1987)), splines (see e.g. De Boor (1978)), symbolic regression (see Koza (1992) and
Stinstra et al. (2007)), neural networks (see Velikova (2006)), etc. This thesis par-
ticularly deals with Kriging models, (trigonometric) polynomials, rational functions,
and Sandwich models.
Step 4: Analysis and optimization
In the fourth step, the meta-model may be used for diﬀerent purposes. First, it may
be used for optimization. Second, it may be used to gain more insight into the rela-
tion between the input variables and the output variable.
Note that these four steps not necessarily need to be followed in sequential order.
If e.g., after the meta-modeling step, it turns out that more data points are needed,
it is possible to go back to the DoCE to do more function value evaluations.
Note furthermore that the meta-model approach can also be used for other black-
box functions than simulations. The meta-modeling approach can e.g. also be used
for the approximation of Pareto eﬃcient frontiers.
1.2 Research themes, literature, and contribution
The main topic of this thesis is the construction of meta-models. Within this topic
two main themes are considered, namely property preservation and quality measures
for meta-models. In this section, we brieﬂy discuss both themes. We motivate why
we are interested in these themes. We give some literature that is available on these
themes. Further, we mention what the contribution of this thesis is on both themes.6 Chapter 1. Introduction
1.2.1 Property preservation
Sometimes we have more a priori knowledge about the black-box function that we
want to approximate than only the input/output dataset. It may be known e.g. that
the black-box function is nonnegative, increasing in one or more variables, or convex.
If, e.g., one is interested in approximating the expected waiting time at a queue as
a function of the traﬃc load, it is known beforehand that this function is increasing.
We consider both property preservation in the meta-model and in the input/output
data.
Property preservation in the meta-model
If the information that is known beforehand, is not taken into account during the
construction of a meta-model, the meta-model may not automatically inherit the
property that the underlying black-box function is known to have. This may make
the meta-model unreliable for the user of the meta-model. Furthermore, the quality
of the meta-model may be worse; see Velikova (2006).
A concrete application occurs in multiobjective optimization. One is often inter-
ested in the Pareto eﬃcient frontier, which, as mentioned in Section 1.1.1, can also
be seen as a black-box function, since there is no explicit formula for it. Also, the
underlying optimization problems may be time-consuming to be solved. The Pareto
eﬃcient frontier is certainly decreasing, and under certain conditions even convex. It
may happen that the meta-model does not inherit the properties.
There is quite some literature on property preservation. In the ﬁeld of splines,
there is literature on shape preserving approximations; see e.g. Kuijt (1998) and Kuijt
and Van Damme (2001). In Kuijt and Van Damme (2001) a linear approach to shape
preserving spline approximation is discussed. Linear constraints are given for shape-
preserving univariate B-splines and bivariate tensorproduct B-splines. However, these
constraints are only suﬃcient and in general not necessary to preserve the desired
shape.
Floater (2005) considers the approximation of univariate functions by Bernstein
polynomials. One of the properties of Bernstein approximation is that derivatives of
the Bernstein approximation converge to corresponding derivatives of the function
that is to be approximated. Furthermore, if the function that is to be approximated
is convex, then so is its Bernstein approximation. Bernstein polynomials can be1.2. Research themes, literature, and contribution 7
extended to the multivariate case for the 0-1 hypercube, or the unit simplex, but
do not preserve convexity in the multivariate case. Note that in this thesis, by the
term ’multivariate’, we always mean ’multiple inputs’. Provided that y′′ exists and
that  y′′ ∞ < ∞, a Bernstein approximation converges at linear rate. Drawback of
using Bernstein polynomials is that one is limited to equidistant sampling points, i.e.,
one cannot apply it to given datasets in general. In Phillips and Taylor (1970), an
algorithm for generating convex approximations of convex data is given. It is shown
that a function y(x) which is convex may be approximated with arbitrary accuracy by
using this algorithm. No error bounds are given. It is shown with an example that the
ﬁrst and second derivatives are approximated much better than with a conventional
least squares approximation.
Burkard et al. (1991), Fruhwirth et al. (1989), Rote (1992) and Yang and Goh
(1997) propose so-called Sandwich algorithms for univariate approximation of convex
functions. In these algorithms upper and lower bounds are constructed that preserve
convexity. The methods in Burkard et al. (1991), Fruhwirth et al. (1989), and Rote
(1992) make use of derivative information, which is not always available, especially in
case of black-box functions. In Yang and Goh (1997) a derivative free optimization
problem has to be solved in case there is no derivative information. This costs many
function evaluations, which may be time-consuming.
Cuyt and Lenin (2002) preserve properties of the underlying function by restrict-
ing to subclasses of rational models, e.g. rational models with poles on speciﬁc
locations, or rational models with asymptotes. In Den Hertog et al. (2002), convex
quadratic polynomials are used to approximate convex functions by applying sec-
ond order cone optimization. In Velikova (2006) monotonicity preserving models are
obtained by restricting to monotonic neural networks. In the ﬁeld of statistical infer-
ence, much work has been done in the estimation of univariate functions restricted
by monotonicity; see e.g. Barlow et al. (1972) and Robertson et al. (1988).
In this thesis we show how to construct convexity preserving upper and lower
bounds in the case that no derivative information is available, and construct new
Sandwich algorithms to eﬃciently approximate univariate convex functions. Further-
more, we present convergence results of our new Sandwich models. We show that by
using certain transformations, we can obtain tighter upper and lower bounds. These
transformations can also be used to construct upper and lower bounds for nonconvex
functions. We apply these results to a Strategic investment model and to Intensity8 Chapter 1. Introduction
Modulated Radiation Therapy (IMRT). For the multivariate case we also show how
we can obtain upper and lower bounds that preserve convexity.
Furthermore, we show that for Kriging models, it is often not possible to ﬁnd
values for the correlation parameters for which the Kriging model is decreasing. We
also show that by imposing an additional nonnegativity constraint in the optimization
problem of the so-called Best Linear Unbiased Predictor (BLUP) does not result in
realistic Kriging models.
Moreover, we show how to construct property-preserving (trigonometric) polyno-
mials and rational models by using results from real algebraic geometry. In partic-
ular, we consider nonnegative (trigonometric) polynomials and rational models. For
polynomials, this methodology is easily extendable to obtain increasing polynomial
models. We also study how to obtain convex polynomials with monomials of up to
degree three.
Property preservation in the data
It can also happen that even the input/output data do not inherit the property
that the underlying black-box function is known to have. This might happen due
to numerical errors in the function value evaluation of the black-box function or by
modeling errors in the black-box function.
This problem has already been tackled in the literature for the univariate case;
see e.g. Cullinan (1990), Demetriou and Powell (1991a), and Demetriou and Powell
(1991b). In Cullinan (1990), the least sum of squares change to the data is minimized
such that the so-called r-th order consecutive divided diﬀerences of the components
of output data do not change sign. Here r = 1 is equivalent to monotonicity and
r = 2 to convexity/concavity. Demetriou and Powell (1991a) determine the least
sum of squares change to the data so that the piecewise linear interpolant to the
smoothed data is composed of at most k monotonic sections. Demetriou and Powell
(1991b) consider the least sum of squares change to the data that gives convexity. In
these papers, the data is adjusted such that it acquires the desired property. Also
in isotonic regression, this problem is dealt with for the univariate case; see Barlow
et al. (1972).
In Velikova (2006), the number of data points that are adjusted such that the
monotonicity is obtained, is minimized. Preprocessing the data in this way before1.2. Research themes, literature, and contribution 9
constructing a meta-model may also improve the quality of the resulting meta-model;
see Velikova (2006).
In this thesis, we present new methods to smooth data such that they meet the
convexity of the underlying black-box function for the multivariate case, by adjusting
the data as little as possible.
1.2.2 Quality measures
The second main theme of this thesis is ’quality measures’. Since a meta-model is an
approximation, we also would like to know more about the quality of the meta-models.
We consider two diﬀerent quality measures: accuracy and robustness.
Accuracy
The upper and lower bounds that preserve convexity, mentioned in Section 1.2.1,
also form a measure of accuracy. The smaller the diﬀerence between the upper
bound and the lower bound is, the more accurate the approximation. We also show
that by choosing suitable transformations of the input or the output variable, we
can obtain tighter upper and lower bounds. This has much relevance in the ﬁeld of
multiobjective optimization, with e.g. applications to a Strategic investment model
and IMRT.
For Kriging models, the classic Kriging variance formula is used as an accuracy
measure. Furthermore, it is used to select new input design points to obtain better
Kriging models; see Sacks et al. (1989). In Kleijnen and Van Beers (2004) this
approach is called application-driven sequential design of experiments, but they use
a type of cross-validation instead of the classic Kriging variance. Also in Jin et al.
(2002) such an approach is followed. The classic Kriging variance formula is also used
for the global optimization of black-box functions, namely to select new input design
points to ﬁnd the global optimum of the black-box function; see Booker et al. (1999),
Cox and John (1998), Sasena, Papalambros, and Goovaerts (2002), and Schonlau
et al. (1998). An overview of these methods is given in Jones (2001).
In this thesis, we show that the classic formula for the Kriging variance is based
on a wrong assumption, which causes the classic Kriging variance formula to underes-
timate the true Kriging variance. We also propose a method to estimate the Kriging
variance correctly by using bootstrapping.10 Chapter 1. Introduction
For polynomial interpolation there exists an explicit formula for the error; see
e.g. Waldron (1998). This error formula depends on the (d + 1)-th derivative of the
underlying function, where d is the degree of the polynomial.
Robustness
Computer simulations represent a mathematical model of a real-world phenomenon.
Therefore they may contain errors. These errors may be model errors, but also
numerical errors. In Stinstra and Den Hertog (2007) these kinds of errors in the
computer simulation are referred to as ’simulation-model errors’, and are deﬁned
as the diﬀerence between reality and the computer simulation model. Even though
simulation-model errors can become rather big, they are often neglected. In Oden
et al. (2006) it is stated that quantiﬁcation of these simulation-model errors will have
’a profound impact on the reliability and utility of simulation methods in the future’.
In constructing meta-models, we have to consider these simulation-model errors,
since meta-models can be sensitive to these errors. The meta-model, based on the
incorrect data may deviate a lot from the meta-model based on the correct data; e.g.,
an error of 5% in the data may be ’magniﬁed’ to 20% by the meta-model.
Until now, not so much research has been done yet on robust Kriging models.
In Stinstra and Den Hertog (2007), robust optimization of diﬀerent kinds of meta-
models is studied. They consider robust optimization of meta-models with respect to
simulation-model errors, meta-model errors, and implementation errors. Note that in
Stinstra and Den Hertog (2007) the goal is to ﬁnd a robust optimum using a classical
and possibly non robust Kriging model, whereas in this thesis, the goal is to ﬁnd a ro-
bust meta-model. In Hawkins and Cressie (1984), a Kriging method is proposed that
is robust against outliers. In that paper, the data is edited before the actual Kriging
is carried out. In Mat´ ıas and Gonz´ alez-Manteiga (2003) a regularized Kriging method
is introduced, which performs well if the data contain outliers. In that paper, the
MSE of the predictor is decomposed into a variance part and a bias part and instead
of the minimization of the variance under an unbiasedness constraint, a linear com-
bination between the variance part and the bias part is minimized. In Salazar Celis
et al. (2007), rational models are constructed that account for simulation-model er-
rors by requiring the model to intersect vertical segments through the output data.
It is shown how this problem is reduced to a quadratic programming problem with a1.3. Outline 11
convex objective function.
In this thesis, we propose a measure to quantify the robustness of a Kriging
model with respect to simulation-model errors, and furthermore present two methods
to construct robust Kriging models. We also study the inﬂuence of DoCE on the
robustness of Kriging models.
1.3 Outline
This thesis consists of three parts. In Part I we study Sandwich models. In Chapter
2, new Sandwich algorithms are introduced to construct piecewise linear upper and
lower bounds that preserve convexity. Convergence proofs of diﬀerent versions of this
algorithm are given. In Chapter 3 it is shown that by choosing suitable transforma-
tions, the bounds introduced in Chapter 2 can also be used for the approximation of
nonconvex functions. Furthermore it is shown that by using suitable transformations
of convex functions, we can obtain tighter bounds. In Chapter 4 the construction of
the piecewise linear upper and lower bounds introduced in Chapter 2 are generalized
to higher dimensions. Furthermore a data-smoothing technique is introduced to make
nonconvex datasets convex. Finally, in Chapter 5 the theory introduced in Chapters
2, 3, and 4 is applied to a Strategic investment model and IMRT.
Then, in Part II we discuss Kriging models. In Chapter 6 it is shown that it is
not always possible to construct property-preserving Kriging models by imposing an
additional constraint in the optimization problem that ﬁnds the Maximum Likelihood
Estimator (MLE) or in the optimization problem that ﬁnds the BLUP. Moreover, in
Chapter 6, it is shown that imposing nonnegativity constraints in the optimization
problem associated with the construction of the so-called BLUP does not give re-
alistic Kriging models. In Chapter 7 we show that the well-known formula for the
Kriging variance is based on a wrong assumption. Furthermore, we present a boot-
strapping method to estimate the correct Kriging variance. In Chapter 8 we study
the robustness of Kriging models with respect to small errors in the output data. We
construct two variants of Kriging models that are robust against these small errors.
Moreover, we study the inﬂuence of DoCE on the robustness of Kriging models.
In Part III we study property-preserving (trigonometric) polynomials and rational
functions. In Chapter 9, methods to construct property-preserving (trigonometric)12 Chapter 1. Introduction
polynomials and rational functions are considered. Results from algebraic geometry
are used.
Finally in Chapter 10, we present our conclusions and suggest possible directions
for further research.1.4. Overview of research papers 13
1.4 Overview of research papers
This thesis is based on the following research papers:
Chapter 2 Siem, A.Y.D., D. den Hertog, and A.L. Hoﬀmann (2007b). A
method for approximating univariate convex functions using
function only value evaluations. CentER Discussion Paper
2007-67, Tilburg University, Tilburg.
Chapters 3 & 5 Siem, A.Y.D., D. den Hertog, and A.L. Hoﬀmann (2007). The
eﬀect of transformations on the approximation of univariate
(convex) functions with applications to Pareto curves. To
appear in European Journal of Operational Research.
Chapters 4 & 5 Siem, A.Y.D., D. den Hertog, and A.L. Hoﬀmann (2006).
Multivariate convex approximation and least-norm convex
data-smoothing. In M. Gavrilova, O. Gervasi, V. Kumar,
C.J.K. Tan, D. Taniar, A. Lagan` a, Y. Mun, and H. Choo
(Eds.), ICCSA 2006, LNCS 3982, pp. 812–821. Berlin Hei-
delberg: Springer-Verlag.
Chapter 5 Hoﬀmann, A.L., A.Y.D. Siem, D. den Hertog, J.H.A.M.
Kaanders, and H. Huizenga (2006). Derivative-free genera-
tion and interpolation of convex Pareto optimal IMRT plans.
Physics in Medicine and Biology, 51, 6349–6369.
Chapter 7 Hertog, D. den, J.P.C. Kleijnen, and A.Y.D. Siem (2006). The
correct Kriging variance estimated by bootstrapping. Journal
of the Operational Research Society, 57, 400–409.
Chapter 8 Siem, A.Y.D. and D. den Hertog (2007). Kriging models
that are robust with respect to simulation errors. CentER
Discussion Paper 2007-68, Tilburg University, Tilburg.
Chapter 9 Siem, A.Y.D., E. de Klerk, and D. den Hertog (2007). Dis-
crete least-norm approximation by nonnegative (trigonomet-
ric) polynomials and rational functions. To appear in Struc-
tural and Multidisciplinary Optimization.14 Chapter 1. IntroductionPart I
Sandwich models
15Chapter 2
Bounds for univariate convex
functions
2.1 Introduction
This chapter is based on Siem et al. (2007b). In this chapter we present a method-
ology to ﬁnd approximations of univariate convex functions via upper and lower
bounds. An important diﬀerence with the methods studied in Burkard et al. (1991),
Fruhwirth et al. (1989), and Rote (1992) is that our methodology uses only function
value evaluations. Based on convexity, we construct upper and lower bounds of a
convex univariate function y : R  → R, that is only known in a ﬁnite set of points
x1,...,xn ∈ U ⊆ R with values y(x1),...,y(xn) ∈ R, and for which no derivative
information is known. In Den Boef and Den Hertog (2007), these kind of bounds
are used for eﬃcient line searching of convex functions. We show that if derivative
information is available, tighter lower bounds can be obtained than if this informa-
tion is not available. Furthermore, we present iterative strategies, that determine
in each iteration which new input data point is best to be evaluated next, until a
desired accuracy is met. Diﬀerent criteria can be used to select this new input data
point. The iterative strategies that we use belong the the class of so-called Sandwich
algorithms described in Burkard et al. (1991), Fruhwirth et al. (1989), and Rote
(1992). However, these Sandwich algorithms are based on derivative information.
Therefore, in Section 2.3, we introduce a version of the Sandwich algorithm that can
be used when only function value information is available. Moreover, we introduce
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two other iterative strategies, based on function value information only. For these
two strategies, we do not give convergence proofs. In Section 2.4 we give convergence
proofs. Under certain conditions on the derivatives of y(x), we can show quadratic
convergence for diﬀerent variants of our Sandwich algorithms. Under other condi-
tions, linear convergence can be shown for our Sandwich algorithms. Through an
example, we compare diﬀerent variants of our new iterative strategies, and show that
our methods give better results than choosing the input data equidistantly.
The remainder of this chapter is organized as follows. In Section 2.2, we show how
we can obtain upper and lower bounds to approximate univariate convex functions
and show that if derivative information is available, we can obtain tighter bounds.
In Section 2.3, we discuss iterative strategies for determining new data points to be
evaluated. In Section 2.4, we give convergence results. In Section 2.5, we present a
numerical example to illustrate the methodology.
2.2 Approximating convex functions
2.2.1 Bounds based on function value evaluations
Suppose that n input data points x1,...,xn ∈ U ⊆ R, are given, together with n
corresponding output data points y(x1),...,y(xn) ∈ R. It is well-known that the
straight line through the points (xi,y(xi)) and (xi+1,y(xi+1)), for 1 ≤ i ≤ n − 1, is
an upper bound of the curve y(x), for x ∈ [xi,xi+1]; see Figure 2.1. Furthermore, it
is known that the straight lines through the points (xi−1,y(xi−1)) and (xi,y(xi)), for
2 ≤ i ≤ n − 1, and (xi+1,y(xi+1)) and (xi+2,y(xi+2)), for 1 ≤ i ≤ n − 2, are lower
bounds of the curve y(x), for x ∈ [xi,xi+1]; see again Figure 2.1. For the sake of
completeness we give a proof.
Theorem 2.2.1. Let n input/output data points (x1,y(x1)),...,(xn,y(xn)), with
x1 < x2 <     < xn be given, and let y(x) be convex. Suppose furthermore that






















Figure 2.1: Upper and lower bounds for a convex function on the interval [xi,xi+1]








i+1), for 1 ≤ i ≤ n − 2. (2.3)
Proof. We ﬁrst show (2.1). Since xi ≤ x ≤ xi+1, there exists a 0 ≤ λ ≤ 1 such that
x = λx
i + (1 − λ)x
i+1. (2.4)











which shows (2.1). Next, we show inequality (2.2). First we consider the case that
xi−1 < xi < x. Then there exists a 0 < λ < 1 such that
x
i = λx
i−1 + (1 − λ)x. (2.5)20 Chapter 2. Bounds for univariate convex functions










From (2.5), we may conclude that λ = x−xi








which is the second inequality. In case xi−1 < xi = x, (2.2) holds trivially. Inequality
(2.3) follows in a similar way as inequality (2.2).
2.2.2 Bounds based on derivatives
In addition to the bounds described in Section 2.2.1, we can also use derivative
information (if present) to obtain lower bounds. Suppose that y(x) is diﬀerentiable
and that not only the n data points (x1,y(x1)),...,(xn,y(xn)) are given, but also the
derivative information (x1,y′(x1)),...,(xn,y′(xn)). Then we have
y(x) ≥ y(xi) + y′(xi)(x − xi), ∀x ∈ [x1,xn],∀i = 1,...,n. (2.7)
This lower bound is schematically shown in Figure 2.2. In the following theorem
we show that these lower bounds are tighter than the lower bounds derived in the
previous subsection, which do not use derivative information.
Theorem 2.2.2. Let n input/output data points (x1,y(x1)),...,(xn,y(xn)), with
x1 < x2 <     < xn be given, and let y(x) be diﬀerentiable and convex. Suppose











i−1), for 2 ≤ i ≤ n−1, (2.8)
and





for 1 ≤ i ≤ n − 2.
(2.9)








Figure 2.2: Upper and lower bounds for a convex function on the interval [xi,xi+1],
using derivative information.
ℓ2(x). Then we have ℓ′
1(x) = y′(xi) and ℓ′
2(x) =
y(xi)−y(xi−1)
xi−xi−1 . Now, by the mean value
theorem we know that there exists a ξ ∈ [xi−1,xi] such that y′(ξ) =
y(xi)−y(xi−1)
xi−xi−1 . Since
y(x) is convex, we have that ℓ′
2(x) = y′(ξ) ≤ y′(xi) = ℓ′
1(x). Since both ℓ1(x) and
ℓ2(x) are straight lines through (xi,y(xi)), and ℓ′
2(x) ≤ ℓ′
1(x), we have ℓ1(x) ≥ ℓ2(x),
for all x ≥ xi, which shows (2.8). Inequality (2.9) follows in a similar way.
2.3 Iterative strategies
In this section, we deal with iterative strategies to approximate univariate convex
functions. These methods select a new input data point to evaluate in every iteration,
until a desired accuracy is met. In Section 2.3.1 we consider so-called Sandwich
algorithms that are already known from literature. These Sandwich algorithms can
be used in combination with the lower bound based on derivative information (2.7).
In Section 2.3.2, we introduce a version of the Sandwich algorithm that can be used
in combination with the lower bounds based on only function value evaluations, (2.2)
and (2.3). Furthermore, we propose two other iterative strategies to add new input
data points.22 Chapter 2. Bounds for univariate convex functions
2.3.1 Sandwich algorithm with derivative information
In this section we consider Sandwich algorithms based on derivative information to
construct approximations that satisfy a prescribed accuracy δ. There is a vast lit-
erature on these Sandwich algorithms; see Burkard et al. (1991), Fruhwirth et al.
(1989), Rote (1992), and Yang and Goh (1997). In these Sandwich algorithms, up-
per and lower bounds are generated in an iterative way. We start with evaluating
the function that is to be approximated, at a ’small’ number of input data points
x1,...,xn ∈ U ⊆ R, i.e., we calculate y(x1),...,y(xn) ∈ R, and the derivative values
y′(x1),...,y′(xn) ∈ R. Then, we calculate the associated upper and lower bounds
(2.1) and (2.7). The input data points x1,...,xn, with x1 <     < xn deﬁne a set
of intervals I = {[x1,x2],[x2,x3],...,[xn−1,xn]}. Let δj denote the error for interval
j, and let J ⊆ I denote the set of intervals for which the error δj > δ. We can
use diﬀerent kinds of error measures, which we mention below. Next, we partition
an arbitrary interval in the set J according to some of the partition rules, which we
mention below, and calculate the output value y and its derivative y′ at the input
value x0, where the interval is partitioned, i.e., we calculate y(x0) and y′(x0). Then,
we determine the new upper and lower bounds. Whenever the error of any of the
two subintervals is greater than δ, we add this interval to the set J. We repeat this
procedure until all intervals in J have an error smaller than δ, i.e., until J = ∅. This
procedure is summarized in Algorithm 2.3.1.
Diﬀerent error measures and diﬀerent partition rules have been proposed in liter-
ature. The error measures as mentioned in Rote (1992) are:
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where [a,b] is the interval of interest, u(x) is the upper bound, l(x) the lower bound,
L = {(x,l(x))|x ∈ [a,b]}, and U = {(x,u(x))|x ∈ [a,b]}. An advantage of the last two
error measures is that it does not discriminate between the two coordinate directions.
The partition rules as mentioned in Rote (1992) are:2.3. Iterative strategies 23
Algorithm 2.3.1 Sandwich algorithm with derivative information
INPUT:
An initial set of intervals J, for which δj > δ, for all j ∈ J.
WHILE J  = ∅ DO
Select interval [a,b] ∈ J.
Partition [a,b] into two subintervals [a,c] and [c,b].
Calculate y(c) and y′(c).
Calculate the new upper and lower bounds.
IF δ[a,c] > δ
J := J ∪ {[a,c]}.
ENDIF
IF δ[c,b] > δ
J := J ∪ {[c,b]}.
ENDIF
J := J \ {[a,b]}.
ENDWHILE
1. Interval bisection: Interval is partitioned into two equal parts.
2. Maximum error: Interval is partitioned at the point where the maximum error
is attained.
3. Slope bisection: Find the supporting line whose slope is the mean value of the
slopes of the tangent lines at the endpoints. Partition the interval at the point
where this line is tangent to the graph of the function.
4. Chord rule: Find the supporting tangent line whose slope is equal to the slope
of the line connecting the two endpoints. Partition the interval at the point
where this line is tangent to the graph of the function.
2.3.2 Iterative strategies with only function value informa-
tion
We cannot use the Sandwich algorithms as described in Section 2.3.1 in combination
with the lower bounds based on only function value evaluations (2.2) and (2.3),
since we do not have derivative information. If we use the lower bounds from (2.2)
and (2.3), adding a new point reduces the error not only in the interval where the
point is added, but most possibly also in the neighbouring intervals. This is not24 Chapter 2. Bounds for univariate convex functions
the case when we use lower bounds based on derivative information. Therefore, in
this section we adjust Algorithm 2.3.1, such that it can be applied in combination
with the lower bounds based on only function value evaluations (2.2) and (2.3). The
adjusted procedure is summarized in Algorithm 2.3.2. An important diﬀerence is
that in Algorithm 2.3.2, we have to update the set J in a diﬀerent way. We have
to check whether the neighbouring intervals still belong to J. Furthermore, another
diﬀerence is that we select the new input data point in the interval, in which the
error measure is largest, instead of selecting an arbitrary interval. This may cause
the error to decrease faster. Note that for the Sandwich algorithm in Section 2.3.1,
by selecting the interval where the error is the largest, the accuracy δ is not reached
earlier than if we select an arbitrary interval in J.
Algorithm 2.3.2 Sandwich algorithm with only function value information
INPUT:
An initial set of intervals J, for which δj > δ, for all j ∈ J.
WHILE J  = ∅ DO
Select interval [a,b] ∈ J for which δ[a,b] is maximal.
Partition [a,b] into two subintervals [a,c] and [c,b].
Calculate y(c).
Calculate the new upper and lower bounds.
IF δ[a,c] > δ
J := J ∪ {[a,c]}
ENDIF
IF δ[c,b] > δ
J := J ∪ {[c,b]}
ENDIF
J := J \ {[a,b]}
Check if the errors of neighbouring intervals are still larger
than δ, and if not, remove them from the set J.
ENDWHILE
Note that we can use all three error measures as mentioned in Section 2.3.1.
However, we cannot use the same partition rules as in Section 2.3.1. Since we have
no derivative information, we cannot use the Slope bisection rule and the Chord rule.
Also, we cannot use the Maximum error partition rule, because in the leftmost interval
the Maximum error is attained at a point that is already simulated. Therefore, we
can only use the Interval bisection partition rule.
Finally, we introduce two other iterative strategies. These two iterative strategies2.3. Iterative strategies 25
add a new input data point such that the Uncertainty area after adding that input
data point is minimized until the Uncertainty area is below a certain level δ. However,
we do not know the Uncertainty area after adding a new data point, since we do not
know the output value y of that input data point. We solve this problem as follows.
Suppose we have the input/output data points (x1,y(x1)),...,(xn,y(xn)), with the
corresponding upper and lower bounds; see Figure 2.3. Then, if we evaluate the
(n + 1)-th point (x0,y0), the Uncertainty area after adding this point to our data,
reduces. Therefore, a ﬁrst approach is that we calculate the average Uncertainty
area over all possible values of y0. A second approach is that we calculate the worst-










Figure 2.3: Upper and lower bounds for a convex function, based on function value
evaluations.
evaluate the next data point x0, according to the following rules:
• Average area rule: We take the value of x0, where the average Uncertainty area
after addition is minimal.
• Worst-case area rule: We take the value of x0, where the maximal Uncertainty
area after addition is minimal.
Let us now describe this more mathematically. Let us denote the upper bound after
adding the point (x0,y0) as u(x;(x0,y0)), and the lower bound as l(x;(x0,y0)). Then26 Chapter 2. Bounds for univariate convex functions














where X = [x1,xn] is the total interval. We are now interested in ﬁnding the value of
x0 ∈ X, for which A(x0,y0) is minimal. In general we do not know the value of y0.
Therefore, in the ﬁrst approach we take the average value over all possible values y0


















where Y (x0) = {y ∈ R|l(x0) ≤ y ≤ u(x0)}, and u(x0) and l(x0) are the bounds,
based on the original data, before adding a new point. We repeat this until the total
area is below a desired accuracy level δ.
In the second approach we take the value of y0 that yields the maximal area,















Again, we repeat this until the total Uncertainty area is below an accuracy level δ.
Since it is rather much work to calculate the integrals explicitly, we calculate them
numerically. The integral in (2.10) can be calculated exactly by using the fact that
this integral is the total area of the triangles in Figure 2.3. Since the coordinates of
the corners of all the triangles can be calculated easily from the expressions of the
upper and lower bounds as given in Theorem 2.2.1, we can calculate the area of the
triangles by using that the area of a triangle At with corner points (a1,b1), (a2,b2),






a1 − a3 a2 − a3
b1 − b3 b2 − b3
 
. (2.13)
Moreover, instead of calculating the integral over Y (x0), we approximate this integral2.4. Convergence 27






















0 are spread equidistantly over Y (x0), and ¯ N is large enough.
In Section 2.4, we present convergence results for the (Sandwich) Algorithm 2.3.2,
and in Section 2.5 we show some numerical examples to illustrate and compare the
diﬀerent iterative strategies.
2.4 Convergence
In this section, we consider the convergence of Algorithms 2.3.1 and 2.3.2.
Sandwich algorithms
Concerning convergence proofs for Sandwich algorithms, Fruhwirth et al. (1989)
proved that (Sandwich) Algorithm 2.3.1 in the case of Hausdorﬀ distance, is of order
O(1/n2), where n denotes the number of evaluation points. Burkard et al. (1991)
obtained the same order for the Maximum error (∞-norm). All these convergence
results require that the right derivative in the left endpoint, and the left derivative
in the right endpoint of the interval are ﬁnite. Gu´ erin et al. (2006) derived an
optimal adaptive Sandwich algorithm for which they proved O(1/n2) convergence,
without assuming bounded right and left derivatives at the left and right endpoint,
respectively. Note that these Sandwich algorithms use derivative information in each
evaluation point. Yang and Goh (1997) proposed a Sandwich algorithm that only
uses function evaluations. However, in each iteration their algorithm requires the
solution of an optimization problem involving the function itself.
In this section, we prove that our upper and lower bounds which do not use
derivative information, for equidistant input data points, are of order O(1/n2), for the
Maximum error (∞-norm), for the Uncertainty area (1-norm), and for the Hausdorﬀ
distance. These results also require bounded right and left derivatives at the left and
right endpoint, respectively. Notice that especially in the case of approximating a
Pareto frontier, this assumption may be violated; see e.g. Examples 5.3.1, 5.3.2, and
the case study in Section 5.4.2. WWhen this assumption does not hold, we prove an28 Chapter 2. Bounds for univariate convex functions
O(1/n) convergence for our upper and lower bounds for equidistant input data points
in the case of Hausdorﬀ distance and the Uncertainty area (1-norm). Note that such
a convergence result certainly does not hold for the Maximum error (∞-norm). From
these results it will follow in this section that (Sandwich) Algorithm 2.3.2, using the
Interval bisection partitioning rule, converges at least at the same rate, as in the
equidistant case, for all error measures.
Approximation theory
In approximation theory, error bounds are usually given for the ∞-norm, and involves
some global property of the function. For convex approximation, to the best of our
knowledge, the best error bound (in the ∞-norm) known is O(1/
√
n) for Lipschitz f
for n function evaluations, obtained by Bernstein approximation. This improves to
O(1/n) if f′ is Lipschitz.
If the approximation is allowed to be nonconvex, then an O((logn)/n) error bound
is obtained for Lipschitz f by Lagrange interpolation at the Chebyschev nodes, and
O(1/n2) if f′ is continuous.
Note that our convergence results improve Bernstein’s convergence results for
convex approximation on one hand, but that on the other hand our Sandwich method
does not yield one function as an approximation. Of course, we can use the techniques
from Chapter 9 to try to construct a convex interpolating polynomial of a certain
degree. If we ﬁnd a degree for which such an interpolating function exists, than
the errors are certainly smaller than the errors in the Sandwich algorithm, since the
upper and lower bounds for the Sandwich approximation are also valid for the convex
interpolating function. However, it is not guaranteed that such a polynomial always
exists.
Convergence rates
In Theorems 2.4.1, 2.4.2, and 2.4.3, we give convergence results for equidistant input
data points for three diﬀerent error measures. For simplicity, we write yi = y(xi)
Theorem 2.4.1. Suppose that y : [x1,xn]  → R is convex, and is known in the
equidistant input data x1,...,xn. Furthermore, suppose that the right derivative y′
+
in x1 exists, the left derivative y′
− in xn exists, and that y′
−(xn)−y′
+(x1) < ∞. Then2.4. Convergence 29
we have for the Maximum error, δ∞
[x1,xn], between the upper and lower bounds u(x)









Furthermore, suppose that y′′ exists on [x1,xn] and that  y′′ ∞ < ∞. Then, we have
for the Maximum error, δ∞






(n − 1)2 y
′′ ∞.
Proof. Let λi(x) =
xi+1−x
h , where h is the length of the interval [xi,xi+1]. For the
intervals [xi,xi+1], with i = 1,...,n − 2, we subtract the ’right’ lower bound (2.3)
from the upper bound (2.1):
∆y(x) = λ
i(x)y
i + (1 − λ
i(x))y













If we assume that the right derivative y′
+ in x1 exists, the left derivative y′
− in xn
exists, and that y′
−(xn) − y′
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For the interval [xn−1,xn], we can also obtain (2.17) by subtracting the ’left’ lower
bound (2.3) from the upper bound (2.1).
If we assume that y′′ exists and that  y′′ ∞ < ∞, using Taylor’s remainder for-







































(n − 1)2 y
′′ ∞. (2.20)
For the interval [xn−1,xn], we can also obtain (2.20) by subtracting the ’left’ lower
bound (2.3) from the upper bound (2.1).
Theorem 2.4.2. Suppose that y : [x1,xn]  → R is convex, and is known in the
equidistant input data x1,...,xn. Then, we have for the total Uncertainty area δ1
[x1,xn],







Furthermore, suppose that the right derivative y′
+ in x1 exists, the left derivative y′
−
in xn exists, and that y′
−(xn)−y′
+(x1) < ∞. Then, we have for the total area δ1
[x1,xn],







2(n − 1)2 . (2.22)2.4. Convergence 31
Proof. As in the proof of Theorem 2.4.1, let λi(x) = xi+1−x
h , where h is the length of
the interval [xi,xi+1]. For the intervals [xi,xi+1], with i = 1,...,n − 2, we subtract
the ’right’ lower bound (2.3) from the upper bound (2.1). Then, we again obtain

























where Ai denotes the Uncertainty area on [xi,xi+1]. The inequality in (2.23) comes
from the fact that we only used the ’right’ lower bound. For the interval [xn−1,xn],










































Now we assume that the right derivative y′
+ in x1 exists, the left derivative y′
− in
xn exists, and that y′
−(xn) − y′













1). (2.26)32 Chapter 2. Bounds for univariate convex functions






















2(n − 1)2 ,
which shows (2.22).
Theorem 2.4.3. Suppose that y : [x1,xn]  → R is convex, and is known in the
equidistant input data x1,...,xn. Furthermore, suppose that the right derivative y′
+
in x1 exists, the left derivative y′
− in xn exists, and that y′
−(xn)−y′
+(x1) < ∞. Then,
we have for the Hausdorﬀ distance, δH
[xi,xi+1], between the upper and lower bounds u(x)









Furthermore, suppose that y′′ exists and that  y′′ ∞ < ∞. Then, we have for the
Hausdorﬀ distance, δH
[xi,xi+1], between the upper and lower bounds u(x) and l(x) of





(n − 1)2 y
′′ ∞. (2.28)
Proof. It is well-known that (see Fruhwirth et al. (1989)) the Hausdorﬀ distance is
always less than or equal to the Maximum error. Therefore (2.27) and (2.28) follow
immediately from Theorem 2.4.1. If we assume that the right derivative y′
+ in x1
exists, the left derivative y′
− in xn exists, and that y′
−(xn)−y′



















(n − 1)2 y
′′ ∞,
which shows (2.28).
In the following Corollary, we show that the results of Theorems 2.4.1, 2.4.2,
and 2.4.3, imply that (Sandwich) Algorithm 2.3.2 with the Interval bisection rule
converges at least at the same rate.
Corollary 2.4.1. If we apply Algorithm 2.3.2 in combination with the Interval bi-
section rule instead of equidistant input data points, it will converge at least at the
same rate as in the results in Theorems 2.4.1, 2.4.2, and 2.4.3.
Proof. Suppose that we want to obtain a certain level of uncertainty δ. Then The-
orems 2.4.1, 2.4.2, and 2.4.3 give us the number (say N) of equidistant points that
are required to achieve that uncertainty. Let   N be the smallest number such that
  N = 2k, with k ∈ N, and   N ≥ N. The points that are generated by (Sandwich)
Algorithm 2.3.2 after each iteration, are a subset of the   N equidistant points. Also,
the Sandwich algorithm needs at most   N iterations (then, the desired uncertainty δ
is reached for sure). Note that   N ≤ 2N. Therefore (Sandwich) Algorithm 2.3.2 with
the Interval bisection rule converges at least with the same rate as in the equidistant
case, for all error measures.
Area reduction per iteration
Next, we consider Algorithm 2.3.2 using the Uncertainty area as error measure and
the Interval bisection partitioning rule. We give a more precise result on the area
reduction per iteration. By adding a point in Algorithm 2.3.2, the triangle in which
the data point is added is divided into two triangles. In the following lemma we show
that the total area of the two ’new’ triangles is at most half the area of the ’original’
triangle. We denote the area of the ’original’ triangle by At and we denote the area
of the ’new’ triangles by A1 and A2.
Theorem 2.4.4. Let y(x) be convex and decreasing. Suppose we use Algorithm 2.3.2
to approximate y(x), and that we use the Interval bisection partitioning rule and the34 Chapter 2. Bounds for univariate convex functions







Proof. First, we construct a parametrization for a general triangle, which captures
all possible triangles that can occur in the algorithm. The chosen parametrization













Figure 2.4: Parametrization for a general triangle occuring in Algorithm 2.3.2, in the
approximation of a decreasing function.
triangle. Suppose that Algorithm 2.3.2 is applied for the approximation of a univari-
ate convex and decreasing function y(x). Then, the line OA is an upperbound of the
function y(x) on the interval [xA,0]. Suppose that there is a data point P on the left
hand side of data point A, and that there is a data point Q on the right hand side
of the data point O. Then, both PA and OQ are lower bounds for the function y(x)
on the interval [xA,0]. We denote the point where both lines intersect by B.
Since y(x) is convex and decreasing, we have for the coordinates of point P that
xP < xA and yP ≥
yA
xAxP. Similarly, for data point Q we have that xQ > 0 en
0 ≥ yQ ≥
yA
xAxQ. From this it follows directly that B lies inside the triangle ∆OAA′,
where A′ is the projection of A onto the x-axis, i.e., xA′ = xA, and yA′ = 0.
We parameterize the x-coordinate of point B as xB = αxA, where 0 ≤ α ≤ 1.
The y-coordinate of point B is determined by the upper bound OA: yB = βyA, where2.4. Convergence 35
0 ≤ β ≤ α.
In Figure 2.4, the point C denotes a new data point. Since we use the Interval
bisection partitioning rule, the point C has a ﬁxed x-coordinate: xC = 1
2xA. Its
y-coordinate lies between the upper bound OA and the lower bound, which is the
line OB if 1
2 ≤ α ≤ 1 or AB if 0 ≤ α ≤ 1
2. We parameterize C as













1−α ≤ γ ≤ 1
2, if 0 ≤ α ≤ 1
2.
(2.29)




2 + (1 − η)1
2
β
α, 0 ≤ η ≤ 1, if 1
2 ≤ α ≤ 1
η 1
2 + (1 − η)1
2
1−2α+β
1−α , 0 ≤ η ≤ 1, if 0 ≤ α ≤ 1
2.
(2.30)
The points B and C are now fully parameterized by α, β, and η.
If yC is ﬁxed, the line AC is a new upper bound for the interval [xA,xC], the line
OC is a new upper bound for the interval [xC,0]. The new lower bounds for these two
intervals are the lines AD, CD and CE, OE, where D is deﬁned as the intersection
point of AB and OC en the point E is deﬁned as the intersection point of AC and
OB. See also Figure 2.4.
It is easy to verify that the coordinates of point D are given by:
xD =
β − α




2γ(1 − α) + β − 1
yA .
Similarly, it is easy to verify that the coordinates of point E are given by:
xE =
1 − 2(1 − γ)
β






1 − 2(1 − γ)
β
α − 2(1 − γ)
yA.
We denote the area of the ’new’ triangles ∆ACD and ∆OCE by A1 and A2 respec-
tively.36 Chapter 2. Bounds for univariate convex functions








xAyA(2γ − 1)  
 
2(β − α)
















α + 2γ − 2
. (2.33)
















































for 0 ≤ α ≤ 1 and 0 ≤ η ≤ 1. (2.34)
A plot of
A1+A2
At as a function of η and α is given in Figure 2.5.
By rewriting (2.34), for the case that 1
2 ≤ α ≤ 1 and 0 ≤ η ≤ 1, we obtain that
we must show that
−6η + 6η
2 − 5η





2 ≥ 0. (2.35)
For the case that 0 ≤ α ≤
1
2 and 0 ≤ η ≤ 1, we must show that
2α − 9ηα + 7η
2α − 2η
3α + η + 2ηα
2 − η
2α
2 ≥ 0. (2.36)
First, we consider the case that 1
2 ≤ α ≤ 1 and 0 ≤ η ≤ 1. By substituting





































q4 + q6 + 2q2p2 + 4q2p4 + 6q4p2 + 8q4p4 + 4q6p2 + 4q6p4 + 4p2 + 4
(1 + p2)2(1 + q2)3 ≥ 0. (2.37)
Note that (2.35) holds for all 1
2 ≤ α ≤ 1 and 0 ≤ η ≤ 1 if and only if (2.37) holds for
all p,q ∈ R. Note that indeed (2.37) holds for all p,q ∈ R.
Similarly, for the case that 0 ≤ α ≤ 1
2 and 0 ≤ η ≤ 1, by substituting α =
p2/(2(1 + p2)) and η = q2/(1 + q2), we obtain
1
4
2q2p2 + 6q4p2 + 4q6p2 + q4p4 + 4p4 + 8q4 + 4q6 + q6p4 + 4p2 + 4q2
(1 + p2)2(1 + q2)3 ≥ 0. (2.38)
Again, (2.36) holds for all 0 ≤ α ≤ 1/2 and 0 ≤ η ≤ 1 if and only if (2.38) holds for
all p,q ∈ R. Note that indeed (2.38) holds for all p,q ∈ R.
Note that due to symmetry, Theorem 2.4.4 also holds if y(x) is increasing. Using
Theorem 2.4.4, we can also show that Algorithm 2.3.2 converges at least linearly using
the Uncertainty area as error measure and the Interval bisection partitioning rule.38 Chapter 2. Bounds for univariate convex functions
Suppose that we add the data points such that we halve the areas of all triangles,
instead of choosing the interval with the largest area of uncertainty. In this way, the
rate of convergence can only become smaller. Suppose that we need k halvings to










t < δ, (2.39)
where Ak
t is the area of uncertainty after k halvings, and A0
t the initial area of un-
certainty. Note that k halvings require N =
 k
i=1 2i−1 = 2k − 1 function value













iterations are needed to obtain a total Uncertainty area smaller than δ.
2.5 Numerical examples
In this section we treat some numerical examples to illustrate the methodology pro-
posed in this chapter.
Example 2.5.1 (Artiﬁcial data)
In this example we apply four diﬀerent iterative methods that we discussed in Sec-
tion 2.3.2, and we compare them with the case that we choose the input variables
equidistantly. In the ﬁrst method, we use the Interval bisection rule in combination
with the Maximum error measure. In the second method, we use the Interval bi-
section rule in combination with the Hausdorﬀ distance error measure. In the third
method, we select the new point such that the average Uncertainty area after addi-
tion is minimized, i.e., the value of x that solves optimization problem (2.11), and in
the fourth method we select the new point such that the worst-case Uncertainty area
is maximized, i.e., the value of x that solves optimization problem (2.12).2.5. Numerical examples 39
We consider the approximation of the function y(x) = 1
x on the interval [0.2,5].
As initial dataset we take two data points: (0.2,5) and (5,0.2). In Figure 2.6 the
upper and lower bounds after several iterations for the worst-case area method, are
given. We measure the Maximum error, the Uncertainty area, and the Hausdorﬀ
distance after each iteration. The results are shown in Table 2.1. As expected, all
four new methods give better results than when we use the equidistant approach.
Furthermore, as expected, if we use the Maximum error or the Hausdorﬀ distance
as measure to select a new point, the Maximum error or the Hausdorﬀ distance
respectively, in general decreases quicker than if we use the other criteria. Also, if
we use the Average area rule or the Worst-case area rule, the total area decreases
quicker than if we use the Maximum error measure.
Next, we again approximate the function y(x) = 1
x, but now only on the interval
[1,2] with the points (1,1) and (2,0.5) as initial dataset. The results are given in
Table 2.2. We can see from this table that in this case, if we look to the area,
choosing the inputs equidistantly does not perform signiﬁcantly worse than the four
more sophisticated methods. This could be explained by the shape of the two diﬀerent
functions that are to be approximated. On the interval [0.2,5], the function has much
more curvature than on the interval [1,2]. However, if we look at the Maximum error
and the Hausdorﬀ distance, our four new methods perform better than the equidistant
approach.40 Chapter 2. Bounds for univariate convex functions
ME H MAA
it.
ME UA H ME UA H ME UA H
0 4.80 11.52 3.39 4.80 11.52 3.39 4.80 11.52 3.39
1 4.43 5.53 2.04 4.43 5.53 2.04 4.23 3.77 1.35
2 3.96 2.67 1.07 3.96 2.67 1.07 3.11 1.65 0.51
3 3.21 1.33 0.51 3.21 1.33 0.51 2.62 1.35 0.35
4 2.25 0.74 0.22 2.25 0.74 0.22 2.62 1.03 0.35
5 1.29 0.52 0.20 1.29 0.52 0.20 1.48 0.61 0.25
6 0.58 0.45 0.20 1.29 0.44 0.15 1.48 0.46 0.25
7 0.32 0.43 0.20 1.29 0.35 0.11 1.03 0.37 0.25
8 0.25 0.38 0.17 1.29 0.26 0.11 1.03 0.28 0.11
9 0.23 0.37 0.17 1.29 0.23 0.09 1.03 0.23 0.11
MMA equidistant
it.
ME UA H ME UA H
0 4.80 11.52 3.39 4.80 11.52 3.39
1 4.20 3.62 1.27 4.43 5.53 2.04
2 2.99 1.64 0.53 4.18 3.52 1.42
3 1.43 1.17 0.48 3.96 2.54 1.07
4 1.43 0.72 0.43 3.75 1.95 0.85
5 1.43 0.50 0.15 3.56 1.57 0.70
6 1.43 0.40 0.15 3.38 1.30 0.59
7 1.14 0.31 0.13 3.21 1.09 0.51
8 0.41 0.25 0.13 3.06 0.94 0.44
9 0.41 0.20 0.13 2.92 0.82 0.39
Table 2.1: Maximum error (ME), total Uncertainty area (UA), and Hausdorﬀ distance
(H) after each iteration in Example 2.5.1 on interval [0.2,5] using the Maximum error,
Uncertainty area, minimal average area (MAA), minimal maximal area (MMA), and
equidistant iterative strategies.2.5. Numerical examples 41
ME H MAA
it.
ME UA H ME UA H ME UA H
0 0.5000 0.2500 0.4472 0.5000 0.2500 0.4472 0.5000 0.2500 0.4472
1 0.1667 0.0625 0.1387 0.1667 0.0625 0.1387 0.1317 0.0638 0.1230
2 0.0667 0.0275 0.0593 0.0667 0.0275 0.0593 0.0932 0.0269 0.0741
3 0.0625 0.0206 0.0593 0.0667 0.0154 0.0521 0.0712 0.0182 0.0566
4 0.0222 0.0087 0.0181 0.0222 0.0087 0.0181 0.0302 0.0103 0.0289
5 0.0205 0.0075 0.0181 0.0222 0.0066 0.0172 0.0215 0.0062 0.0159
6 0.0179 0.0054 0.0172 0.0222 0.0046 0.0166 0.0145 0.0044 0.0108
7 0.0110 0.0035 0.0103 0.0110 0.0035 0.0103 0.0145 0.0033 0.0107
8 0.0080 0.0025 0.0065 0.0080 0.0025 0.0065 0.0145 0.0026 0.0107
9 0.0065 0.0020 0.0051 0.0065 0.0020 0.0051 0.0112 0.0022 0.0083
MMA equidistant
it.
ME UA H ME UA H
0 0.5000 0.2500 0.4472 0.5000 0.2500 0.4472
1 0.1376 0.0651 0.1283 0.1667 0.0625 0.1387
2 0.0852 0.0263 0.0673 0.1000 0.0278 0.0800
3 0.0430 0.0161 0.0411 0.0667 0.0154 0.0521
4 0.0263 0.0091 0.0237 0.0476 0.0097 0.0366
5 0.0241 0.0059 0.0180 0.0357 0.0066 0.0271
6 0.0124 0.0046 0.0110 0.0278 0.0048 0.0209
7 0.0124 0.0036 0.0102 0.0222 0.0036 0.0166
8 0.0087 0.0027 0.0080 0.0182 0.0028 0.0135
9 0.0070 0.0021 0.0054 0.0152 0.0023 0.0112
Table 2.2: Maximum error (ME), total Uncertainty area (UA), and Hausdorﬀ distance
(H) after each iteration in Example 2.5.1 on interval [1,2] using the Maximum error,
Uncertainty area, minimal average area (MAA), minimal maximal area (MMA), and
equidistant iterative strategies.42 Chapter 2. Bounds for univariate convex functions
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Figure 2.6: Upper and lower bounds of the function y = 1/x on the interval [0.2,5]
after several iterations of the iterative strategy selecting a new input point according
to the worst-case area rule.Chapter 3
Transformations to improve
bounds for univariate convex
functions
3.1 Introduction
This chapter is based on Siem et al. (2007a). We consider the approximation of a
univariate convex function y : R  → R, which is only known in a ﬁnite set of points
x1,...,xn ∈ U ⊆ R with values y(x1),...,y(xn) ∈ R. In Burkard et al. (1991),
Fruhwirth et al. (1989), Rote (1992), Yang and Goh (1997) and Chapter 2, this
approximation is done by iteratively constructing piecewise linear upper and lower
bounds. For the construction of the bounds discussed in Chapter 2 and Yang and
Goh (1997), only function value information (no derivative information) is needed.
However, for the construction of the bounds in Burkard et al. (1991), Fruhwirth et al.
(1989), and Rote (1992) derivative information is also necessary.
For the approximation of a nonconvex function, these piecewise linear upper and
lower bounds cannot be used. In this chapter however, we show that if we can ﬁnd
a transformation of the input variable or an increasing transformation of the output
variable such that the nonconvex function becomes convex, we can also obtain upper
and lower bounds for this nonconvex function.
Moreover, if the function that is to be approximated is convex, we show in this
chapter that by using increasing and concave transformations of the output variable
4344 Chapter 3. Transformations to improve bounds for univariate convex functions
y, we can obtain tighter upper and lower bounds. Furthermore, we show that by using
certain transformations of the input variable x, we can also obtain tighter upper and
lower bounds. These transformations can be applied in combination with the lower
bounds based on only function value information as well as in combination with the
lower bounds based on derivative information. Furthermore, these transformations
can also be applied together with the Sandwich algorithms, introduced in Chapter 2.
In Chapter 5 we apply the transformations introduced in this chapter to the
approximation of Pareto eﬃcient frontiers, with applications to a Strategic investment
model and Intensity Modulated Radiation Therapy (IMRT).
The remainder of this chapter is organized as follows. In Section 3.2 we study the
eﬀect of transformations of the output variables. In Section 3.3, we discuss the eﬀect
of transformations of the input variables.
3.2 Eﬀect of transformations of the output vari-
able
In this section we study the eﬀect of transformations of the output variable on the
upper and lower bounds based on only function evaluations, but also on the lower
bounds based on derivative information.
Suppose that we want to construct upper and lower bounds for a function y(x),
that is not necessarily convex, and that we know an increasing function h : R  → R
such that the function h(y(x)) is convex. Then, instead of constructing upper and
lower bounds for the function y(x), we can construct upper and lower bounds for
h(y(x)) as mentioned in Section 2.2. In this section, we show that by applying the
inverse transformation h−1 to these upper and lower bounds of h(y(x)), we obtain
bounds for y(x). In this way, we are able to construct upper and lower bounds for
nonconvex functions.
Moreover, suppose that y(x) is convex, and that we know an increasing concave
function h : R  → R such that the function h(y(x)) is still convex. In this section, we
also show that the bounds that we obtain, after applying the inverse transformation
h−1 to the upper and lower bounds of h(y(x)), are even tighter than the bounds in
(2.1), (2.2), (2.3), and (2.7).3.2. Eﬀect of transformations of the output variable 45





Without proof we ﬁrst give the following well-known result.
Lemma 3.2.1. If h : R  → R is strictly increasing and concave, then h−1 : R  → R
exists, and is strictly increasing and convex.
If h : R  → R is strictly decreasing and convex, then h−1 : R  → R exists, and is
also strictly decreasing and convex.
If h : R  → R is strictly increasing and convex, then h−1 : R  → R exists, and is
strictly increasing and concave.
Finally, if h : R  → R is strictly decreasing and concave, then h−1 : R  → R exists,
and is also strictly decreasing and concave.
Proof. The proof of this straightforward. The third result is exercise 3.3 in Boyd and
Vandenberghe (2004). The other results follow in a similar way.
Now we can show our main results. First, we consider the upper bounds, second,
we consider the lower bounds based on only function value information, and third,
we consider the lower bounds based on derivative information.
Theorem 3.2.1. Let h : R  → R be strictly increasing and let y : R  → R be such that












i+1],∀i = 1,...,n − 1,
i.e., the transformed upper bound is also an upper bound for the (not necessarily
convex) function y(x).












i) + (1 − λ
i(x))y(x
i+1) ∀x ∈ [x
i,x
i+1],∀i = 1,...,n − 1,
i.e., the transformed upper bound is tighter than the original upper bound (2.1).46 Chapter 3. Transformations to improve bounds for univariate convex functions
Proof. From Theorem 2.2.1 and the convexity of h(y(x)) it follows that
h(y(x)) ≤ λ
i(x)h(y(x





i+1],∀i = 1,...,n − 1.
Note that from Lemma 3.2.1, we know that h−1 is increasing. Applying h−1 on both
sides of (3.3) gives (3.1). Next, we show (3.2):










i) + (1 − λ
i(x))y(x
i+1),
where in the ﬁrst inequality we used (3.3) and the fact that h−1 is increasing, and in
the second inequality that h−1 is convex.
Theorem 3.2.2. Let h : R  → R be strictly increasing and let y : R  → R be such that
























i+1],∀i = 1,...,n − 2,
i.e., the transformed lower bound is also a lower bound for the (not necessarily convex)
function y(x).


































i+1],∀i = 1,...,n − 2,
i.e., the transformed lower bounds are tighter than the original lower bounds (2.2)3.2. Eﬀect of transformations of the output variable 47
and (2.3).
Proof. From Theorem 2.2.1 and the convexity of h(y(x)) it follows that
h(y(x)) ≥ λ
i−1(x)h(y(x




i,∀i = 2,...,n − 1.











i,∀i = 2,...,n − 1,
which shows (3.4) and the ﬁrst inequality of (3.6).

















i−1) + (1 − λ
i−1(x))y(x
i) ∀i = 2,...,n − 1.
Note that gi
1 is convex since h−1 is a convex function with a linear function as argu-
ment. Now deﬁne gi(x) := gi
1(x) − gi
2(x). Then gi(x) is a convex function with zeros












i−1) + (1 − λ
i−1(x))y(x
i),
for x ∈ [xi−1,xi], which means that gi(x) ≤ 0 for x ∈ [xi−1,xi]. From the mean value
theorem it follows that there exists a ξ ∈ [xi−1,xi], for which (gi)′(ξ) = 0. Since g is
convex, we may conclude that (gi)′(x) ≥ 0, for all x ≥ xi, so also gi(x) ≥ 0 for all
x ≥ xi, which shows the second inequality. The inequalities in (3.5) and (3.7) follow
in a similar way.
Next, we show a similar result for the lower bounds based on derivative informa-
tion.48 Chapter 3. Transformations to improve bounds for univariate convex functions
Theorem 3.2.3. Let h : R  → R be continuously diﬀerentiable, and strictly increas-













n],∀i = 1,...,n, (3.8)
i.e., the transformed lower bound is also a lower bound for the (not necessarily convex)
function y(x).
















i) ∀x ∈ [x
1,x
n],∀i = 1,...,n,
i.e., the transformed lower bound is tighter than the original lower bound (2.7).







i) ∀x ∈ [x
1,x
n],∀i = 1,...,n.















which shows (3.8) and the ﬁrst inequality of (3.9). To show the second inequality of
(3.9) we deﬁne
gi
1(x) = h−1 [h(y(xi)) + h′(y(xi))y′(xi)(x − xi)] ∀i = 1,...,n,
and
gi
2(x) = y(xi) + y′(xi)(x − xi) ∀i = 1,...,n.
Note that gi
1 is convex since h−1 is a convex function (see Lemma 3.2.1) with a linear
function as argument. Now deﬁne gi(x) := gi
1(x) − gi
2(x). Then gi(x) is a convex3.3. Eﬀect of transformations of the input variable 49















































Since gi(x) is convex, we have that (gi)′(x) ≥ 0, for all x ≥ xi, and (gi)′(x) ≤ 0, for
all x ≤ xi. This implies that gi(x) ≥ 0 for all x ∈ [x1,xn], which shows the second
inequality of (3.9).
In a similar way it can be shown that if h : R  → R is strictly increasing and convex,
and h(y(x)) is convex, the upper and lower bounds that we obtain by applying the
inverse transformation h−1 to the upper and lower bounds of h(y(x)) are looser than
the original upper and lower bounds of y(x).
3.3 Eﬀect of transformations of the input variable
In this section we study the eﬀect of transformations of the input variable on the
upper and lower bounds based on only function evaluations, but also on the lower
bounds based on derivative information.
Suppose we want to construct upper and lower bounds for a function y(x) that
is not necessarily convex. If we know a function h : R  → R such that the function
y(h(x)) is convex, we can construct upper and lower bounds for y(h(x)) as mentioned
in Section 2.2. In this section, we show that by applying the inverse transformation
h−1 to these upper and lower bounds of y(h(x)), we obtain bounds for y(x). In this
way, we are able to construct upper and lower bounds for nonconvex functions.
If y(x) is convex, and we know a function h : R  → R such that the function
y(h(x)) is still convex, we can also show that under certain conditions, the bounds
that we obtain after applying the inverse transformation h−1 to the upper and lower
bounds of y(h(x)), are tighter than the bounds in (2.1), (2.2), (2.3), and (2.7).
We have to distinguish between the case that y(x) is decreasing and the case that50 Chapter 3. Transformations to improve bounds for univariate convex functions
y(x) is increasing. If y(x) is decreasing, then h has to be either strictly increasing
and convex, or strictly decreasing and concave to obtain tighter bounds. If y(x)
is increasing, then h has to be either strictly increasing and concave, or strictly
decreasing and convex to obtain tighter bounds.
3.3.1 Decreasing output





Theorem 3.3.1. Let h : R  → R and y : R  → R be such that y(h(x)) is convex. Then




i+1) ∀x ∈ [x
i,x
i+1],∀i = 1,...,n−1, (3.10)
i.e., the transformed upper bound is also an upper bound for the (not necessarily
convex) function y(x).
In addition, let h be strictly increasing and convex, or strictly decreasing and
concave. Let y be convex and let y(xi) ≥ y(xi+1), ∀i = 1,...,n − 1. Then
y(x) ≤  
i(x)y(x





i) + (1 − λ
i(x))y(x
i+1) ∀x ∈ [x
i,x
i+1],∀i = 1,...,n − 1,
i.e., the transformed upper bounds are tighter than the original upper bounds.
Proof. Since the original dataset is given by (xi,y(xi)), for all i = 1,...,n, the
transformed dataset is given by (h−1(xi),y(h(h−1(xi)))). Note that it is not given by
(xi,y(h(xi))), since the value of y(x) is not known in x = h(xi), but in x = xi =
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Applying the transformation h−1 to the variable x yields
y(x) ≤  
i(x)y(x
i) + (1 −  
i(x))y(x
i+1) ∀x ∈ [x
i,x
i+1],














xi+1 − xi. (3.12)
From Lemma 3.2.1, it follows that h−1 is concave. Let ℓi(x) be the straight line





xi+1 − xi (x − x
i).
We can now write for x ∈ [xi,xi+1]
xi+1 − x







where in the inequality we used the concavity of h−1, the fact that ℓi(x) is linear and
that ℓi(xi) = h−1(xi) and ℓi(xi+1) = h−1(xi+1), which implies ℓi(x) ≤ h−1(x),∀x ∈
[xi,xi+1].
Theorem 3.3.2. Let h : R  → R and y : R  → R be such that y(h(x)) is convex. Then
y(x) ≥  
i−1(x)y(x
i−1) + (1 −  
i−1(x))y(x
i) (3.13)
y(x) ≥  
i+1(x)y(x
i+1) + (1 −  
i+1(x))y(x
i+2), (3.14)
i.e., the transformed lower bound is also a lower bound for the (not necessarily convex)
function y(x).
In addition, let h be diﬀerentiable, and either strictly increasing and convex,
or strictly decreasing and concave. Let y be convex and let y(xi) ≥ y(xi+1), ∀i =52 Chapter 3. Transformations to improve bounds for univariate convex functions
1,...,n − 1. Then
y(x) ≥  
i−1(x)y(x





i−1) + (1 − λ
i−1(x))y(x
i) ∀x ∈ [x
i,x
i+1],∀i = 2,...,n − 1,
y(x) ≥  
i+1(x)y(x









i+1],∀i = 1,...,n − 2,
i.e., the transformed lower bounds are tighter than the original lower bounds.











i))) ∀x ≥ h
−1(x
i).
Applying the transformation h−1(x) yields
y(x) ≥  
i−1(x)y(x
i−1) + (1 −  
i−1(x))y(x
i) ∀x ≥ h
−1(x
i),
which shows (3.13) and the ﬁrst inequality in (3.15). To show the second inequality
in (3.15), we ﬁrst deﬁne
g
i
1(x) =  
i−1(x)y(x
i−1) + (1 −  
i−1(x))y(x






i−1) + (1 − λ
i−1(x))y(x
i) ∀i = 2,...,n − 1.
Note that gi
1(x) is a convex function, since h−1 is concave (see Lemma 3.2.1) and
y(xi−1) ≥ y(xi). Now, deﬁne gi(x) := gi
1(x) − gi
2(x). Then gi(x) is a convex function
with zeros in x = xi−1 and x = xi. From Theorem 3.3.1 we may conclude that
 
i−1(x)y(x




i−1) + (1 − λ
i−1(x))y(x
i),
for x ∈ [xi−1,xi], with y(xi−1) ≥ y(xi), which means that gi(x) ≤ 0, ∀x ∈ [xi−1,xi].
From the mean value theorem it follows that there exists a ξ ∈ [xi−1,xi], for which3.3. Eﬀect of transformations of the input variable 53
(gi)′(ξ) = 0. Since g is convex, we may conclude that (gi)′(x) ≥ 0, for all x ≥ xi, so
also gi(x) ≥ 0 for all x ≥ xi, which shows the second inequality. The inequalities in
(3.14) and (3.16) follow in a similar way.
Next, we show a similar result for the lower bound based on derivative information.










i)) ∀x ∈ [x
1,x
n],∀i = 1,...,n, (3.17)
i.e., the transformed lower bound is also a lower bound for the (not necessarily convex)
function y(x).
Let h be continuously diﬀerentiable, and either strictly increasing and convex,
or strictly decreasing and concave. Let y : R  → R be convex, and let y′(x) ≤ 0















i) ∀x ∈ [x
1,x
n],∀i = 1,...,n,
i.e., the transformed lower bound is tighter than the original lower bound.
Proof. We ﬁrst consider (3.17) and the ﬁrst inequality of (3.18). From (2.7) and the








































i)) ≤ x − x









i)) − (x − x
i).
Note that gi(x) is concave, since it follows from Lemma 3.2.1 that h−1 is concave.










− 1 = 0.
Since gi(x) is concave, it follows that gi(x) ≤ 0. This shows the second inequality in
(3.18).
In a similar way it can be shown for the case that y(xi) ≥ y(xi+1), for i =
1,...,n − 1, that if h : R  → R is either strictly increasing and concave, or strictly
decreasing and convex, the upper and lower bounds that we obtain by applying the
inverse transformation h−1 to the upper and lower bounds of y(h(x)) are looser than
the original upper and lower bounds of y(x).
3.3.2 Increasing output
We have similar theorems for the case that y(xi) ≤ y(xi+1). However, to obtain
tighter bounds, we now need h(x) to be strictly increasing and concave. We give the
theorems without proofs, since they follow in a similar way as Theorems 3.3.1, 3.3.2,
and 3.3.3.
Theorem 3.3.4. Let h : R  → R and y : R  → R be such that y(h(x)) is convex. Then




i+1) ∀x ∈ [x
i,x
i+1],∀i = 1,...,n−1, (3.19)
i.e., the transformed upper bound is also an upper bound for the (not necessarily
convex) function y(x).
In addition, let h be strictly increasing and concave, or strictly decreasing and
convex. Let y be convex and let y(xi) ≤ y(xi+1), ∀i = 1,...,n − 1. Then
y(x) ≤  
i(x)y(x





i) + (1 − λ
i(x))y(x
i+1) ∀x ∈ [x
i,x
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i.e., the transformed upper bounds are tighter than the original upper bounds.
Theorem 3.3.5. Let h : R  → R and y : R  → R be such that y(h(x)) is convex. Then
y(x) ≥  
i−1(x)y(x
i−1) + (1 −  
i−1(x))y(x
i)
y(x) ≥  
i+1(x)y(x
i+1) + (1 −  
i+1(x))y(x
i+2),
i.e., the transformed lower bound is also a lower bound for the (not necessarily convex)
function y(x).
In addition, let h be diﬀerentiable, and either strictly increasing and concave,
or strictly decreasing and convex. Let y be convex and let y(xi) ≤ y(xi+1), ∀i =
1,...,n − 1. Then
y(x) ≥  
i−1(x)y(x





i−1) + (1 − λ
i−1(x))y(x
i) ∀x ∈ [x
i,x
i+1],∀i = 2,...,n − 1,
(3.21)
y(x) ≥  
i+1(x)y(x









i+1],∀i = 1,...,n − 2,
(3.22)
i.e., the transformed lower bounds are tighter than the original lower bounds.










i)) ∀x ∈ [x
1,x
n],∀i = 1,...,n, (3.23)
i.e., the transformed lower bound is also a lower bound for the (not necessarily convex)
function y(x).
In addition, let h be continuously diﬀerentiable, and either strictly increasing and
















i) ∀x ∈ [x
1,x
n],∀i = 1,...,n,
i.e., the transformed lower bound is tighter than the original lower bound.56 Chapter 3. Transformations to improve bounds for univariate convex functions
h strictly increasing h strictly decreasing
x x
h y










Table 3.1: The eﬀect of transformations h on the upper and lower bounds for diﬀerent
scenarios of the input variable x and output variable y together with the correspond-
ing numbers of the sections in which the theorems are given
It can be shown in a similar way for the case that y(xi) ≤ y(xi+1), for i =
1,...,n − 1, that if h : R  → R is either strictly increasing and convex, or strictly
decreasing and concave, the upper and lower bounds that we obtain by applying the
inverse transformation h−1 to the upper and lower bounds of y(h(x)), are looser than
the original upper and lower bounds of y(x).
In the following example of the approximation of y(x) = x2 we show that it is also
possible to ﬁnd transformations for general convex functions by dividing the function
into a decreasing part and an increasing part, provided that it is known for which
value of x the function changes from decreasing to increasing.
Example 3.3.1
We consider the approximation of the function y(x) = x2 on the interval [−1,1].
Given are the data points (−1,1), (0,0), and (1,1). Note that we can use the
transformation h1(u) =
√
u on x, for the interval [0,1], and use the transformation
h2(u) =
√
−u on x, for the interval [−1,0], to obtain tighter bounds. For this func-
tion we exactly know the value for x, in which the function changes from decreasing
to increasing. In practice, such a point is often unknown.
We have summarized a part of the results of Sections 3.2 and 3.3 in Table 3.1.Chapter 4
Bounds for multivariate convex
functions
4.1 Introduction
This chapter is based on Siem et al. (2006). In the ﬁeld of discrete approximation,
we are interested in approximating a convex function y : Rq → R, given a discrete
dataset {(xi,yi) : 1 ≤ i ≤ n}, where xi ∈ Rq and yi = y(xi) ∈ R and n is the number
of data points.
In this chapter, we will consider two problems. First, we consider how to con-
struct piecewise-linear upper and lower bounds to approximate the multivariate con-
vex functions. This extends the bounds in Chapter 2 from the univariate case to the
multivariate case. Multivariate convex black-box functions occur e.g. in multiobjec-
tive optimization, where one is interested in a Pareto surface. A Pareto surface can
be seen as a multivariate black-box function. E.g., in Intensity Modulated Radiation
Therapy (IMRT) multivariate Pareto surfaces are used; see Hoﬀmann et al. (2006).
If derivative information is available, it is easy to construct upper and lower bounds.
However, derivative information is not always available, e.g., in the case of black-box
functions. In this chapter, it turns out that these upper and lower bounds can be
found by solving linear programs (LPs).
Second, we will consider the multivariate data-smoothing problem. A problem
that may occur in practice is there is a dataset that is subject to perturbations, i.e.,
instead of the data yi we have ˜ yi = y(xi) + εi
y, where εi
y is (numerical) noise. There
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may also be perturbations in the input data, i.e., ˜ xi = xi + εi
x, and if derivative
information is available, these derivatives could also be subject to perturbations, i.e.,
  ∇yi = ∇yi + εi
g, where ∇yi = ∇y(xi). Note that we assume y(x) to be convex.
However, due to the noise, the perturbed data might loose the convexity of y(x),
i.e., the noise could be such that it is not possible to ﬁt a convex function to the
perturbed data. This problem might e.g. occur in multiobjective optimization, where
it is known that under certain conditions, the Pareto curve is convex. However, due
to numerical errors in the calculation of points on the Parto curve, the input/output
data may be perturbed. In IMRT, this may occur; see again Hoﬀmann et al. (2006).
In Velikova (2006) a similar problem is considered for monotone data. Therefore,
we are interested in data-smoothing, i.e., in shifting the data points such that they
become convex, and such that the amount of movement of the data is minimized.
We consider both the case that we have only function evaluations and the case
that we also have derivative information. We will show that, if we consider only
errors in the output data, the ﬁrst problem can be solved by using techniques from
linear robust optimization; see Ben-Tal and Nemirovski (2002). It turns out that this
problem can be tackled by solving an LP. If we also have derivative information, we
can also consider errors in the gradients and in the input variables. We then obtain
a nonlinear optimization problem. However, if we assume that there are only errors
in the gradients and in the output data, we obtain an LP. If we assume that there
are only errors in the input data and in the output data, we also obtain an LP.
The remainder of this chapter is organized as follows. In Section 4.2, we consider
the problem of constructing upper and lower bounds. In Section 4.3, we consider mul-
tivariate data-smoothing. In Section 4.4, we give an example of the data-smoothing
techniques, considered in Section 4.3.
4.2 Bounds preserving convexity
In this section we assume that y(x) is convex and that the data (xi,y(xi)) for i =
1,...,n are convex as well, i.e., there are no (numerical) errors, and there exists a
convex function that ﬁts through the data points.4.2. Bounds preserving convexity 59
4.2.1 Upper bounds
We are interested in ﬁnding the smallest upper bound for y(x), given convexity, and




i=1 αi = 1, and
0 ≤ αi ≤ 1, i.e., x is a convex combination of the input data xi. Then, it is well-known













which is known as Jensen’s inequality; see e.g. Boyd and Vandenberghe (2004). This
means that
 n
i=1 αiy(xi) is an upper bound for y(x). To ﬁnd the smallest upper












0 ≤ αi ≤ 1 ∀i = 1,...,n
n  
i=1
αi = 1 ,
(4.1)
where we put the decision variables underneath ’min’.
4.2.2 Lower bounds
If we have derivative information, it is easy to construct a lower bound. It is well-





i), ∀x ∈ R
q,∀i = 1,...,n .









is a lower bound.
If we do not have derivative information, we have to do something else. We are
interested in ﬁnding the largest lower bound for y(x), given convexity and the data






i +αk = 1, with
0 ≤ αk
i ≤ 1, and 0 < αk ≤ 1, for all k = 1,...,n, i.e., xk is a convex combination of60 Chapter 4. Bounds for multivariate convex functions


























αk , for k = 1,...,n .
This inequality gives us a lower bound for y(x). To obtain the largest lower bound
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i ≤ 1 ∀i  = k
0 < αk ≤ 1

           
           
. (4.3)
This comes down to solving n nonlinear optimization problems, and taking the value
of the largest solution. Note that the nonlinear optimization problems have linear
constraints and a fractional objective with linear numerator and denominator. These
kinds of optimization problems can be rewritten into LPs; see Charnes and Cooper
(1962).
This can be done as follows. Deﬁne tk := 1/αk. We can now rewrite the inner
optimization problem in (4.3) as
max
αk,αk
























i tk ≥ 0 ∀i  = k
αktk = 1,4.3. Convex data-smoothing 61
where we multiplied all constraints by tk. Now we deﬁne zk
i := αk
























i ≥ 0 ∀i  = k
zk = 1 .
(4.4)
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i + 1 = t
k
zk
i ≥ 0 ∀i  = k

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        
. (4.5)
Note that the number of constraints in (4.5) is q+1. The number of variables in (4.5)
is n. Therefore it takes polynomial time to ﬁnd the lower bound; see also Khachiyan
(1979).
4.3 Convex data-smoothing
If the dataset is not convex, we ﬁrst have to smooth the data such that it becomes
convex; see also Section 4.1. We distinguish between the case that we only have
function evaluations and the case that we also have derivative information.
4.3.1 Function value information
We only consider movement of the output data ˜ yi. So, we want to minimally shift the
perturbed output data ˜ yi such that they become convex. In the following optimization
problem, we minimize the upward shifts (δ+
y )i and the downward shifts (δ−
y )i, i.e., we62 Chapter 4. Bounds for multivariate convex functions



















s = ˜ yi + (δ+
y )i − (δ−





























It is easy to see that in the optimum either (δ+
y )i = 0 or (δ−
y )i = 0. The second
constraint forces the shifted output data points yi
s to become convex. Note that (4.6)
is an LP with inﬁnitely many constraints, i.e., it is a semi-inﬁnite LP, which can
also be seen as a robust linear programming problem. We can solve this problem
with methods from Ben-Tal and Nemirovski (2002). Since the ”uncertainty region”:
{∀λi











k = 1} of the second constraint in (4.6) is a polytope,
we can rewrite this semi-inﬁnite programming constraint as a collection of linear
constraints without an uncertainty region. We follow the reasoning of the proof of
Theorem 1 in Ben-Tal and Nemirovski (2002) to show this. Let us consider the second























k = 1) . (4.7)



























k ≥ 0 ∀k  = i
(4.8)4.3. Convex data-smoothing 63
is nonnegative. The dual of this LP is given by:
max
ri,vi (xi)Tri + vi − yi
s
s.t. (xk)Tri + vi ≤ yk
s ∀k  = i
ri ∈ Rq,vi ∈ R,
(4.9)
where en−1 is the (n − 1)-dimensional all-one vector. Since (4.9) is the dual of (4.8),
both LP’s have the same optimal solution. Note that the optimal value of (4.9)
is nonnegative if and only if there exists a feasible solution for (4.9) such that the
objective function of (4.9) is nonnegative. We can now conclude that (4.7) is satisﬁed
if and only if there exist ri and vi, which are feasible for (4.9) and have a nonnegative




(xi)Tri + vi ≥ yi
s
(xk)Tri + vi ≤ yk
s ∀k  = i
ri ∈ Rq,vi ∈ R .
(4.10)
We can now ﬁnally rewrite the second constraint in (4.6) as (4.10) for every i =


















s = ˜ yi + (δ+
y )i − (δ−
y )i ∀i = 1,...,n
(xi)Tri + vi ≥ yi
s ∀i = 1,...,n
(xk)Tri + vi ≤ yk






ri ∈ Rq,vi ∈ R ∀i = 1,...,n,
(4.11)
which is an LP. Note that, after substituting the equality constraints for yi
s, the
number of constraints in (4.11) is n(n − 1) + n = n2. The number of variables in
(4.11) is (q + 3)n.
Above, we minimized the sum of the absolute values of the shifts, i.e. the ℓ1-norm.
However, we can also choose to minimize other norms, such as e.g., the ℓ∞-norm or
the ℓ2-norm. Using the ℓ∞-norm, we also obtain an LP, which is similar to (4.11).64 Chapter 4. Bounds for multivariate convex functions
4.3.2 Derivative information
Next, we consider the case in which we also have gradient information. Suppose that
the underlying function is convex, but the data are not convex, due to (numerical)
errors. Again, we are interested in shifting the data such that they become convex.
We consider perturbed output values ˜ yi, perturbed gradients   ∇y(xi), and perturbed
input values ˜ xi. Therefore in this case we want to minimize the shifts in the output
values, in the gradients, and in the inputs. So, in the following optimization problem,
we minimize the sum of upward and downward shifts (δ+
y )i and (δ−
y )i of the output
values, the upward and downward shifts (δ+
g )i and (δ−
g )i of the gradient, and the
upward and downward shifts (δ+
x )i and (δ−















































s.t. (∇yi)s =   ∇yi + (δ+
g )i − (δ−
g )i ∀i = 1,...,n
xi
s = ˜ xi + (δ+
x )i − (δ−
x )i ∀i = 1,...,n
yi
s = ˜ yi + (δ+
y )i − (δ−






s ∀i,j = 1,...,n,i  = j
(δ+
y )i ∈ R+,(δ−
y )i ∈ R+,(δ+
g )i ∈ R
q
+ ∀i = 1,...,n
(δ−
g )i ∈ R
q
+,(δ+
x )i ∈ R
q
+,(δ−
x )i ∈ R
q
+ ∀i = 1,...,n,
(4.12)
where ∇yi = ∇y(xi), and eq is the q-dimensional all-one vector. The 4-th constraint
in (4.12) is a necessary and suﬃcient condition for convexity of the data; see page
338 in Boyd and Vandenberghe (2004). However, (4.12) is a nonconvex optimization
problem, and therefore not tractable.
However, if there is no uncertainty in the input values x1,...,xn, we can omit
the variables (δ+
x )i and (δ−
x )i in (4.12), and we obtain an LP. Similarly, if there is no
uncertainty in the values of the gradients, we can omit (δ+
g )i and (δ−
g )i in (4.12), and
we also obtain an LP.
An example of a problem, where the gradient information is exact, and we only
have errors in the input variables and output variables is in the ﬁeld of multiobjective
optimization. In the so-called weighted sum method, to determine a point on the4.4. Numerical example 65
Pareto curve/surface the weights determine the exact value of the gradient, whereas
due to numerical errors of the solver, the input value and the output value might
be subject to noise. This type of problem may occur in IMRT; see e.g. Craft et al.
(2006).







x )i, and have given them all equal importance. However, we
might want to give one type of the error more weight than the other type.
4.4 Numerical example
In this section we will consider an example of the theory discussed in Section 4.3.
Example 4.4.1 (artiﬁcial, no derivative information)
In this example we apply the theory that we developed in Section 4.3.1. We consider
the function y : R2 → R, given by y(x1,x2) = 1/x1x2. We take a Latin Hypercube
Sample (see McKay et al. (1979)) of 30 input data points x1,...,x30 from [0.2,1] ×
[0.2,1], and calculate the output values y(x1),...,y(x30). Furthermore, we add some
noise to it, i.e., we add a noise εi
y, where the εi
y’s are independent and uniformly
distributed on [−1.5,1.5], such that the data become nonconvex. We obtain values
˜ yi = yi + εi
y. The values are given in Table 4.4.1. We solved (4.11) for this problem,
and the shifted data yi
s are also given in Table 4.4.1. Note that the values that are
really shifted are all closer to the exact values than the perturbed values.66 Chapter 4. Bounds for multivariate convex functions
number x1 x2 y ˜ y ys
1 0.2916 0.2269 15.110 13.812 13.812
2 0.6752 0.7018 2.110 2.471 1.949
3 0.8044 0.4176 2.977 2.987 2.987
4 0.6972 0.9960 1.440 2.543 2.543
5 0.7825 0.8840 1.446 2.262 1.705
6 0.4920 0.5537 3.671 5.105 3.602
7 0.2376 0.9163 4.592 4.027 4.027
8 0.5955 0.2557 6.567 6.284 6.284
9 0.9595 0.4981 2.092 0.814 2.608
10 0.3870 0.7532 3.437 4.115 3.327
11 0.8906 0.6105 1.839 2.304 2.304
12 0.8202 0.3418 3.567 2.897 3.277
13 0.8552 0.7720 1.515 2.698 1.967
14 0.5237 0.8499 2.247 0.911 1.475
15 0.7099 0.7289 1.933 1.813 1.813
16 0.5077 0.2113 9.322 10.171 10.171
17 0.6130 0.4045 4.033 3.189 3.189
18 0.5594 0.3269 5.469 4.945 4.945
19 0.2134 0.8220 5.701 7.017 7.017
20 0.9795 0.4606 2.216 2.744 2.744
21 0.9368 0.9452 1.129 -0.050 1.794
22 0.3705 0.6770 3.986 4.271 4.255
23 0.6515 0.5918 2.594 3.697 2.409
24 0.9074 0.5432 2.029 3.286 2.454
25 0.4323 0.4838 4.781 3.704 5.101
26 0.3389 0.2805 10.520 9.633 9.633
27 0.2592 0.3731 10.339 9.296 9.296
28 0.3317 0.9544 3.159 4.120 4.120
29 0.4655 0.7868 2.730 1.882 1.882
30 0.7516 0.6371 2.088 1.407 2.148
Table 4.1: Data and results of smoothing in Example 4.4.1.Chapter 5
Applications
5.1 Introduction
In this chapter, which is based on our papers Hoﬀmann et al. (2007), Siem et al.
(2007a), and Siem et al. (2006), we consider applications of methods introduced
in Chapters 2, 3, and 4. We consider applications in the approximation of the so-
called Pareto eﬃcient frontier. We show the relevance of our methodology for the
approximation of a univariate (convex) Pareto curve that is associated with (convex)
bi-objective optimization problems. The construction of a Pareto curve may be time-
consuming, since the underlying optimization problems may be very large in size;
see e.g. K¨ ufer et al. (2003) and Ehrgott and Johnston (2003). The methodology
in this chapter accelerates the construction of an accurate Pareto curve. Two main
applications are considered. The ﬁrst application involves a Strategic investment
model, in which a portfolio is optimized. The second example involves Intensity
Modulated Radiation Therapy (IMRT).
The remainder of this chapter is organized as follows. In Section 5.2 we repeat
some theory on bi-objective optimization and show how we can apply the theory
presented in Chapter 3 to obtain tighter upper and lower bounds for convex Pareto
curves, and also to obtain upper and lower bounds for nonconvex Pareto curves. In
Section 5.3, we give an example of the application of the theory presented in Chapters
2 and 3 in a Strategic investment model. In Sections 5.4, the methods described in
Chapters 2, 3, and 4 are applied to obtain Pareto eﬃcient frontiers in IMRT.
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5.2 Approximation of the Pareto eﬃcient frontier
5.2.1 Bi-objective optimization







s.t. v ∈ S,
(5.1)
where f1 and f2 are objective functions, and S ⊆ Rp is the feasible decision space.
We want to minimize both functions f1 and f2 simultaneously. However, if there is
a conﬂict between the objectives, this is not possible. In general, this optimization
problem does not have a unique solution, since usually there is no solution that min-
imizes both objectives simultaneously. Actually, we are interested in those objective
vectors, of which none of the components can be improved without worsening the
other component, i.e., we are interested in the so-called Pareto optimal points.
Deﬁnition 5.2.1 (Pareto optimality of a decision vector). A decision vector v∗ ∈ S
is Pareto optimal if there does not exist another decision vector v ∈ S such that
fi(v) ≤ fi(v∗), for all i = 1,2 and fj(v) < fj(v∗) for at least one index j.
The set of Pareto optimal points is called the Pareto optimal set and will be
denoted by S∗. Let Z := f(S) be the feasible objective space. Now we can deﬁne
Pareto optimality in the objective space.
Deﬁnition 5.2.2 (Pareto optimality of an objective vector). An objective vector
z∗ ∈ Z is Pareto optimal if there does not exist another objective vector z ∈ Z such
that zi ≤ z∗
i for all i = 1,2 and zj < z∗
j for at least one index j.
This means that the vector z∗ is Pareto optimal if the corresponding decision
vector v∗ for which z∗ = f(v∗) is Pareto optimal. The image of the Pareto optimal
set f(S∗) is called the Pareto curve (or Pareto eﬃcient frontier).
Two common methods to ﬁnd Pareto optimal points are the weighting method
and the ε-constraint method; see e.g. Miettinen (1999). In the latter method, we5.2. Approximation of the Pareto eﬃcient frontier 69




s.t. fj(v) ≤ εj ∀j = 1,2,j  = ℓ
v ∈ S.
(5.2)
We now give the following theorem, which can be found in Miettinen (1999).
Theorem 5.2.1. A decision vector v∗ ∈ S is Pareto optimal if and only if it is a
solution of the ε-constraint problem (5.2) for every ℓ = 1,2, where εj = fj(v∗) for
j = 1,2, j  = ℓ.
Proof. See Miettinen (1999), page 85.
Let E = {ε2 ∈ R : ∃v ∈ S : f2(v) ≤ ε2}. Now deﬁne the function p : E  → R as
p(ε2) = f1(v∗(ε2)), where v∗(ε2) is the solution of (5.2) for ℓ = 1,2. The following
theorem states that the Pareto curve p(ε2) is convex, provided that both f1 and f2
are convex, and S is a convex set.
Theorem 5.2.2. Suppose that f1 and f2 are convex functions and S is a convex set,
then the Pareto curve p : E  → R corresponding with bi-objective optimization problem
(5.1) is convex.
Proof. Let 0 ≤ λ ≤ 1, ε1,ε2 ∈ E. We then have f2(v∗(ε1)) ≤ ε1, and f2(v∗(ε2)) ≤ ε2.
Let v0 = λv∗(ε1)+(1−λ)v∗(ε2), and ε0 = λε1+(1−λ)ε2. Then, f2(v0) = f2(λv∗(ε1)+
(1−λ)v∗(ε2)) ≤ λf2(v∗(ε1))+(1−λ)f2(v∗(ε2)) ≤ λε1+(1−λ)ε2 = ε0. Also, v0 ∈ S.
Therefore, v0 is a feasible point for optimization problem (5.2) with ε = ε0 and ℓ = 1.
Furthermore
p(ε0) = p(λε1 + (1 − λ)ε2)
= f1(v∗(λε1 + (1 − λ)ε2))
≤ f1(v0)
= f1(λv∗(ε1) + (1 − λ)v∗(ε2))
≤ λf1(v∗(ε1)) + (1 − λ)f1(v∗(ε2))
= λp(ε1) + (1 − λ)p(ε2),
where we used in the ﬁrst inequality that v0 is feasible, and in the second inequality
that f1 is convex. Therefore p is convex.70 Chapter 5. Applications
If the objective functions are not convex, the Pareto curve p(ε) is not necessarily
convex. In Figure 5.1 the feasible objective region is shown with both convex and













Figure 5.1: The sets Z representing the feasible objective region with both nonconvex
and convex Pareto curves.
points; see e.g. Miettinen (1999).
Given a set of Pareto optimal points, we can now use the upper and lower bounds,
given in Section 2.2, to approximate a convex Pareto curve p(ε). However, Pareto
curves are decreasing by deﬁnition. As a consequence of this, we can add the addi-
tional lower bound p(εn) ≤ p(ε), for εn−1 ≤ ε ≤ εn. This is illustrated in Figure 5.2.
5.2.2 Approximation of the Pareto eﬃcient frontier
We can use the results of Sections 3.2 and 3.3, to obtain tighter bounds of the Pareto
curve, by transforming one or both of the objectives. Suppose we want to minimize
f1 and f2 simultaneously, and that f1 and f2 are convex. If we know an increasing




s.t. f2(v) ≤ ε
v ∈ S








Figure 5.2: Upper and lower bounds for a convex and decreasing function, based on
function value information.
is convex, and by applying Theorems 3.2.1, 3.2.2, and 3.2.3, we can obtain tighter
bounds for p(ε).
Furthermore, if we can ﬁnd a function ˜ h : R  → R, which is either strictly increas-
ing and concave, or strictly decreasing and convex, such that ˜ h(f2(v)) is convex, then
the function
˜ p(ε) = min
v
f1(v)
s.t. ˜ h(f2(v)) ≤ ε
v ∈ S
(5.4)
is convex. We can rewrite this into
p(˜ h−1(ε)) = min
v
f1(v)
s.t. f2(v) ≤ ˜ h−1(ε)
v ∈ S.
Since ˜ h−1 is either strictly increasing and convex, or strictly decreasing and concave,
p(˜ h−1(ε)) is still convex, and p(εi) ≥ p(εi+1), for i = 1,...,n − 1, by applying
Theorems 3.3.1, 3.3.2, and 3.3.3, we can obtain tighter upper and lower bounds for
p(ε).72 Chapter 5. Applications
Furthermore, if f1 in (5.3) is not convex, h is increasing and such that h(f1(v)) is
convex, then by applying Theorems 3.2.1, 3.2.2, and 3.2.3, we can obtain upper and
lower bounds for the nonconvex Pareto curve. If in (5.4) f2 is not convex and h is
such that h(f2(x)) is convex, then by applying Theorems 3.3.1, 3.3.2, and 3.3.3, we
can obtain upper and lower bounds for the nonconvex Pareto curve.
Example 5.2.1 (p-norm)
For example, let f1(v) = vTAv and f2(v) = vTBv, with A and B positive semi-
deﬁnite, both be convex quadratic functions, we can choose h(u) = ˜ h(u) =
√
u. Note
that both h(f1(v)) and ˜ h(f2(v)) are convex, since h(f1(v)) =
√
vTAv and h(f2(v)) =
√









is convex. After applying the inverse transformation to the constructed bounds,
we obtain tighter bounds, than without the transformations h(x) and ˜ h(x). More









p   
i(aT
i v)p is a norm (known as the p-norm), h(f(v)) is convex.
The family of functions f(v) =
 
i(aT
i v)p play an important role in lp-programming;
see Terlaky (1985).
5.3 Strategic investment model
In this section we consider a Strategic investment model. There exist many sorts of
investment categories, such as deposits, saving accounts, bonds, stocks, real estate,
commodities, foreign currencies, and derivatives. Each category has its own expected
return, and its own risk characteristic. The Strategic investment model can be used
to model how top management could spread an overall budget over several investment
categories. The objective is to minimize the portfolio risk (measured by the variance
of the return), such that a certain minimal desired expected return is achieved. The5.3. Strategic investment model 73
Cov[Ri,Rj]
Category i ERi j
1 2 3
stocks 1 10.8 2.250 -0.120 0.450
bonds 2 7.600 -0.120 0.640 0.336
real estate 3 9.500 0.450 0.336 1.440
Table 5.1: Expected returns and covariances.
model was introduced by Markowitz (1952), and is given by:
min
v vTΣv







where Σ is a positive semi-deﬁnite covariance matrix consisting of elements Σij of co-
variances between investment categories i and j, r is the vector consisting of elements
ri of expected return of investment category i, M is the desired expected portfolio
return, ep is the p-dimensional all-one vector, v is the vector with elements vi of
fractions of the budget invested in each category, and p is the number of investment
categories.
In Table 5.1, some data is given, which we took from Bisschop (2000). It contains
three investment categories: stocks, bonds, and real estate. The stochastic variable
Ri denotes the return of investment category i.
Example 5.3.1 (Iterative strategies)
The optimum in (5.5), can be seen as a function y(M). It can be shown that y is
convex and increasing. We carried out the same experiment as in Example 2.5.1. We
applied the same four diﬀerent iterative strategies and calculated the Maximum error,
the Uncertainty area, and the Hausdorﬀ distance after each iteration. We compared
the results with the case that we choose the input data points equidistantly. The
results are given in Table 5.2. As we could expect, we can see from Table 5.2 that
all of the four iterative strategies perform better than when we choose the input
data points equidistantly. In Figure 5.3, the upper and lower bounds are shown after
iteration 9 of the Sandwich algorithm using the Hausdorﬀ distance as error measure.74 Chapter 5. Applications
ME H MAA
it.
ME UA H ME UA H ME UA H
0 1.8018 2.8828 1.5700 1.8018 2.8828 1.5700 1.8018 2.8828 1.5700
1 1.5347 1.3261 1.0624 1.5348 1.3261 1.0624 1.1625 0.9926 0.6849
2 0.7847 0.5060 0.4287 0.7847 0.5060 0.4287 0.7899 0.5915 0.4654
3 0.4606 0.2763 0.1974 0.4606 0.2763 0.1974 0.4108 0.3279 0.1944
4 0.1738 0.2024 0.1522 0.1738 0.2024 0.1522 0.4108 0.2011 0.1674
5 0.1321 0.1454 0.1087 0.1321 0.1454 0.1087 0.2538 0.1350 0.1034
6 0.1090 0.1337 0.1087 0.1321 0.0911 0.0835 0.2538 0.1003 0.1034
7 0.0897 0.0794 0.0835 0.1321 0.0675 0.0648 0.0865 0.0689 0.0674
8 0.0846 0.0644 0.0835 0.1321 0.0524 0.0501 0.0646 0.0531 0.0361
9 0.0565 0.0409 0.0372 0.0565 0.0409 0.0372 0.0646 0.0392 0.0361
MMA equidistant
it.
ME UA H ME UA H
0 1.8018 2.8828 1.5700 1.8018 2.8828 1.5700
1 1.1203 0.9870 0.6450 1.5347 1.3261 1.0624
2 0.4994 0.5771 0.3590 1.0251 0.6979 0.6190
3 0.4994 0.2672 0.2162 0.7847 0.4397 0.4287
4 0.1792 0.1824 0.1618 0.6734 0.3064 0.3384
5 0.1137 0.1192 0.0852 0.6065 0.2298 0.2838
6 0.1137 0.0835 0.0852 0.5334 0.1779 0.2371
7 0.1100 0.0609 0.0492 0.4606 0.1407 0.1974
8 0.0676 0.0494 0.0492 0.3935 0.1127 0.1639
9 0.0676 0.0384 0.0377 0.3332 0.0911 0.1358
Table 5.2: Maximum error (ME), Uncertainty area (UA), and Hausdorﬀ distance
(H) after each iteration in Example 5.3.1 using the Maximum error, Uncertainty
area, minimal average area (MAA), minimal maximal area (MMA), and equidistant
iterative strategies.5.3. Strategic investment model 75














Figure 5.3: Upper and lower bounds of the function y(M) on the interval [7.6,10.8] af-
ter iteration 9 of the Sandwich algorithm of using the Hausdorﬀ distance for Example
5.3.1.
Example 5.3.2 (transformations)
Based on four equidistant data points, we calculate the upper and lower bounds (2.1),
(2.2), (2.3), and (2.7). Then, we apply the concave and increasing transformation
h(u) =
√
u to the objective in (5.5). Note that since the function f(v) =
√
vTΣv is
convex (it is a norm), the conditions of Theorems 3.2.1, 3.2.2, and 3.2.3 are satisﬁed.
Then, we calculate the transformed upper and lower bounds from (3.2), (3.6), (3.7),
and (3.9). The transformed and nontransformed bounds are shown in Figure 5.4.
Indeed, as we can see in Figure 5.4, the transformed bounds are tighter than the
nontransformed bounds, as we showed in Theorems 3.2.1, 3.2.2, and 3.2.3.
Next, we exchange the objective and the ﬁrst constraint in (5.5):
min
v −rTv
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Figure 5.4: Transformed and not transformed upper and lower bounds of Pareto
eﬃcient frontier associated with (5.5).
We calculate the upper and lower bounds (2.1), (2.2), (2.3), and (2.7). Again, we
apply the transformation h(u) to the portfolio risk, i.e., the ﬁrst constraint in (5.6).
By calculating the transformed bounds as given in (3.11), (3.15), (3.16), and (3.18),
we obtain tighter bounds of the Pareto eﬃcient frontier. The transformed and non-



























































































Figure 5.5: Transformed and not transformed upper and lower bounds of Pareto
eﬃcient frontier associated with (5.6).5.4. Intensity modulated radiation therapy 77
5.4 Intensity modulated radiation therapy
5.4.1 Introduction to intensity modulated radiation therapy
In inverse treatment planning for IMRT ﬂuence maps of a ﬁnite number of high
energy photon beams are optimized for delivering a suﬃciently high dose to the
tumour volume and an adequate sparing of surrounding healthy tissue structures; see
Webb (2001). To guide the search process, a ﬂuence map optimization (FMO) model
based on a set of conﬂicting treatment plan evaluation criteria is generally used; see
Reemtsen and Alber (2004).
Traditionally, the model has been formulated as a minimization of a composite
objective function being the weighted sum of constituent criteria; see Bortfeld (1995)
and Brahme (1995). However, assigning weights or penalty factors to the constituent
criteria prior to optimization imposes an a priori trade-oﬀ between the conﬂicting
criteria. Unfortunately, there exists no intelligent basis for an a priori quantiﬁcation
of the trade-oﬀ without a proper understanding of which criteria are competing and
non-competing. Therefore, the weighting factors must be determined by a trial-and-
error process that involves multiple optimization problems to be solved repeatedly.
This is often done in a human iteration loop, where the weights are altered in case the
solution does not satisfy the clinical goals Hunt et al. (2002). This deteriorates the
planning eﬃciency and does not allow for interactive treatment planning. Nowadays,
the weighting factors are often determined empirically and are based on advancing
clinical experience. However, the weighting factors have no direct relation to the
clinical characteristics of the treatment plan. Furthermore, since the sensitivity of
the optimization result to changes in the weighting factors is unknown beforehand,
preferably these weighting factors should be avoided.
To circumvent these problems, it was proposed to decouple the optimization and
decision making process and formulate the FMO model as a multi-objective optimiza-
tion problem; see Hamacher and K¨ ufer (2002), K¨ ufer et al. (2003), and Thieke (2003).
In this approach, the weights have been eliminated by considering the optimization
task as a simultaneous minimization over the set of conﬂicting objectives. Multiple
solutions to such a problem exist, each of which represents an ultimate compromise
between the objectives.
We restrict ourselves to so-called Pareto optimal or eﬃcient solutions. These78 Chapter 5. Applications
solutions represent the best attainable compromises and have the property that im-
proving the value of a single objective cannot be accomplished without worsening
at least one other objective value. Solving the multi-objective optimization problem
in inverse treatment planning for IMRT thus entails characterizing its set of Pareto
optimal treatment plans, which in the objective space is represented by the Pareto
eﬃcient frontier. The generation of the Pareto optimal plans does not require user
interaction and a database of plans can be precomputed oﬀ-line. Once the Pareto
eﬃcient frontier has been generated, the decision maker (i.e., usually the physician)
can select a single Pareto optimal plan according to the clinical characteristics of the
treatment plan and the patient’s risk-taking preferences. In this way, an a posteriori
trade-oﬀ is made between competing treatment plan evaluation criteria.
It is supposed that the patient’s body is discretized into a number of volume
elements, denoted as voxels. Let m be the number of voxels, and let di,i = 1,...,m,
denote the dose deposited in voxel i. The dose di for a certain particle ﬂuence is given
as the weighted sum of so-called pencil beams; see Gustafsson et al. (1994). The beam
element related to a speciﬁc unit pencil beam is denoted a bixel. A ﬂuence map of a
beam is the union of the weights of the bixels for the speciﬁc beam. A total number
of n bixel weights wj ≥ 0,j = 1,...,n, are the optimization variables in the FMO
problem under consideration. The beam and tissue interaction is described by an
inﬂuence matrix P that relates the bixel weights to the dose in the voxels. Each bixel
has its own pencil beam that is dependent on the source-to-surface distance, angle of
incidence and the patient’s anatomy dependent electron density characteristics. The
dose distribution d(w) is related to the inﬂuence matrix P and the bixel weights w
through a linear relation
d(w) = Pw.





Multi-objective optimization decouples the optimization and decision-making pro-
cess by ﬁrst analyzing all feasible candidate solutions and subsequently presents the
trade-oﬀs between them to a human decision maker. This allows the decision maker to5.4. Intensity modulated radiation therapy 79
articulate individual preference relations between alternative solutions and to select
an optimal solution. Such an approach has been widely applied to solve engineer-
ing design problems where cost-quality trade-oﬀs need to be made between multiple
conﬂicting and possible incommensurable (e.g., having diﬀerent units) criteria. For
a general discussion of this approach see the textbook by Miettinen (1999) and the
survey paper by Marler and Arora (2004). From this perspective, the problem to
design and select an optimal IMRT treatment plan that is tuned to the physician’s
predilections has been considered suitable to be solved with the multi-objective ap-
proach. Initial work from K¨ ufer and co-workers has demonstrated the applicability of
this concept for optimization of inverse treatment planning in IMRT Hamacher and
K¨ ufer (2002), K¨ ufer et al. (2003), and Thieke (2003).
In solving the FMO problem with the multi-objective optimization approach, a
vector f of all l objective functions fk : Rm
+  → R+,k = 1,...,l, is to be minimized



















s.t. w ≥ 0.
(5.7)
Because of the contradiction and possible incommensurability of the objective func-
tions, a single solution that would be optimal (i.e. minimal) for all the objectives
simultaneously does not exist in general. Instead, multiple solutions exist, and there-
fore a criterion to deﬁne optimality in the multi-objective context is required. Here,
we restrict to those solutions that have the property that no single objective value can
be improved without deteriorating at least one other objective value. Solutions that
comply with this deﬁnition are called Pareto optimal (also called Edgeworth-Pareto
optimal, eﬃcient, nondominated or noninferior. A more formal deﬁnition of Pareto
optimality can be found in Deﬁnitions 5.2.1 and 5.2.2.
The purpose of multi-objective optimization is to determine those solutions cor-
responding to the Pareto eﬃcient frontier. Because the objective space is usually of
a lower dimension than the optimization variable space, the Pareto eﬃcient frontier
can be used by the decision maker to navigate eﬃciently through the Pareto optimal80 Chapter 5. Applications
solutions and select an optimal compromise. Moreover, the physician will only use
the values of the treatment plan evaluation criteria in the decision-making process to
select a ﬁnal solution, and will not be interested in the values of the underlying bixel
weights.
5.4.2 Clinical case study
Description of the case study
A simpliﬁed clinical head and neck case is used to test the approximation algo-
rithms on a bi-objective FMO problem. The case is represented by an oropharynx
tumour (i.e., clinically T3N2bM0 squamous cell carcinoma originating from the left
tonsil) with a planning target volume (PTV) comprising the gross tumour volume
plus unilaterally aﬀected regional lymph nodes with margins and the elective treat-
ment volume of bilateral cervical lymph nodes (region II−V and retropharyngeal
nodes). Both parotid salivary glands, the spinal cord and the brainstem are organs
at risk (see Figure 5.6). For the sake of simplicity, the spinal cord and brainstem are











Figure 5.6: Delineation of planning target volume (PTV) and organs-at-risk (PG =
parotid glands, SC = spinal cord + brainstem) on a transversal CT slice (a) and the
corresponding three-dimensional model (b) of the delineated structures for the tested
clinical head and neck case with oropharyngeal cancer in posterior oblique view.
The optimization geometry consists of seven equiangular co-planar 6 MV pho-5.4. Intensity modulated radiation therapy 81
ton beams containing 5800 bixels of 5 × 5 mm2 each. The dose matrix comprises
60 × 60 × 40 voxels of 4 × 4 × 4 mm3 each. As optimization objective, the mean
dose to the parotids is minimized subject to diﬀerent constraint values for the target
dose heterogeneity (measured in terms of the relative standard deviation of the dose
distribution in the PTV). Minimizing the parotid gland mean dose is a radiobiolog-
ically relevant planning goal if substantial sparing of the gland function is required
(see Eisbruch et al. (1999)), while striving for a homogeneous dose distribution in
the PTV is a clinically relevant but conﬂicting objective, because of the partial over-
lap between the two volumes (see Figure 5.6a). In order to generate plans that are
clinically recognizable, additional constraints were imposed to prevent hot spots in
the surrounding of the PTV and achieve conformality. Plans were normalized to a
mean PTV dose of 46 Gray (Gy). Boosting of the gross tumour volume up to 70 Gy
was omitted for simplicity of the proof of principle pursued in this chapter.
The objective function for mean parotid dose (MPD) was calculated by the gen-











In this chapter we take a = 1:




∆vi is the voxel volume relative to the total volume of the organ. The constraint
function for target dose heterogeneity (TDH) is deﬁned as the squared ratio of the









With regard to the convexity of both functions used in the optimization, Choi and
Deasy (2002) have proven that the gEUDa function is convex for a ≥ 1 and concave
for a ≤ 1. Hence, the MPD is a convex (and linear) function of dose and bixel
weight. The TDH function is convex as well, because its second derivative is constant,82 Chapter 5. Applications
provided that ¯ dPTV is constant.
We used a beta version of the Pinnacle3 Radiation Therapy Planning software
(Version 7.7a, not for clinical use) from Philips Medical Systems (Madison, USA)
with the Research Interface facility (Version 1.0) from RaySearch Laboratories AB
(Stockholm, Sweden) to the inverse treatment planning module P3IMRT (Release
2.0). This module is coupled to the quasi-Newton sequential quadratic programming
solver NPSOL from Stanford University (Stanford, USA).
The three variants of Algorithm 2.3.2 for diﬀerent error measures, mentioned in
Section 2.3 are applied to iteratively add nine new Pareto optimal solutions to the
Pareto eﬃcient frontier calculated so far. For comparison, we also consider the case
in which 12 data points have been chosen equidistantly. An initial set of three Pareto
optimal plans was determined by generating the two anchor points that bound the
extent of the Pareto eﬃcient frontier in the two objective dimensions, and a single
interior point. The two anchor points were found by individually optimizing the two
objective functions f1 and f2 of (5.8) and (5.9), respectively.
Results of the case study
The two anchor points found are (6.2%,33.4 Gy) and (58.6%,1.9 Gy), indicating
a wide interval-of-interest in the feasible objective space. Both objective intervals
are considered not to be clinically relevant over the whole range of feasible objec-
tive values. It reﬂects the extreme sparing of the parotids at the interface with the
target volume. Nevertheless, the case is used to show proof of principle. Solving
the constrained optimization problem (5.2) for TDH ≤ 11.3% yielded a third point
(11.3%,12.7 Gy) in the initial set of Pareto optimal solutions. The computational
times required to solve the constrained optimization problem on a SunFire 250 work-
station ranged from 45 to 135 minutes with an average of 100 ± 10 (1 SD) minutes,
when a stopping tolerance of 10−5 was applied.
Two-dimensional dose distributions of the three corresponding Pareto optimal
plans are shown in Figure 5.7. From this ﬁgure, it can be easily appreciated that
an improved sparing of both parotid glands can be accomplished by reducing dose
in the target volume near the interface with the glands. This comes at the cost of
an increased heterogeneity of the dose distribution in the remaining target volume,
causing an increased overall TDH. This eﬀect is most dominantly present in those5.4. Intensity modulated radiation therapy 83
regions where the PTV and parotid glands overlap. More caudally, the target dose
heterogeneity is signiﬁcantly smaller.
Starting from the initial set of three Pareto optimal solutions, we constructed up-
per and lower bounds to determine a new coordinate for solving another constrained
optimization problem with a new TDH constraint value ε. The results for the three
Pareto eﬃcient frontier-generating strategies are shown in Table 5.3. For each of
the three iterative strategies, the error measures of Section 2.3 are tabulated for
each iteration. The equidistant approach gave 15.3, 43.7, and 3.5 as error measures
ME UA H
iter.
ME UA H ME UA H ME UA H
0 19.6 290.5 9.9 19.6 290.5 9.9 19.6 290.5 9.9
1 11.4 241.7 9.2 17.6 121.8 6.2 18.5 157.8 8.3
2 9.5 231.7 9.2 15.8 78.8 3.8 17.1 87.8 4.4
3 8.4 103.6 7.1 9.1 51.3 1.9 15.9 61.7 3.8
4 8.3 100.1 7.1 9.1 36.1 1.8 11.4 36.4 1.8
5 7.7 98.6 7.1 9.1 27.8 1.5 8.4 27.3 1.3
6 6.1 40.6 3.5 8.3 22.1 1.0 8.4 22.8 1.2
7 4.3 39.8 3.5 6.8 17.4 0.9 8.4 17.2 0.9
8 1.8 21.6 1.3 6.8 14.0 0.9 8.3 13.8 0.8
9 1.7 21.4 1.3 6.8 11.2 0.7 8.3 11.7 0.6
Table 5.3: Error measures after each iteration for the Maximum error (ME), Un-
certainty area (UA), and Hausdorﬀ distance (H) Pareto eﬃcient frontier-generating
strategies.
for the Maximum error, Uncertainty area, and Hausdorﬀ distance Pareto eﬃcient
frontier-generating strategies, respectively. As expected, all three iterative strategies
give better results than the equidistant approach. Strategies based on the Hausdorﬀ
distance and the Uncertainty area have an almost equal performance.
In Figure 5.8, the piecewise linear upper and lower bounds after nine iterations are
shown for the Pareto eﬃcient frontiers generated with the three iterative strategies.
From this ﬁgure, it can be seen that a Pareto eﬃcient frontier-generating strategy
based on either the Hausdorﬀ distance or the Uncertainty area is to be preferred over
the Maximum error criterion. After all, the latter criterion tends to add new data
points to the most steepest part of the Pareto eﬃcient frontier, where the diﬀerence
between the upper and lower bound is likely to be largest. The former two criteria are84 Chapter 5. Applications
(a) (b)
(c)
Figure 5.7: Two-dimensional dose distribution of Pareto optimal plans corresponding
to (a) the leftmost anchor point, (b) the rightmost anchor point, and (c) the interior
point having a target dose heterogeneity of 11.3%. All plans have been normalized
to a mean target dose of 46 Gy.5.4. Intensity modulated radiation therapy 85


































































































































Target dose heterogeneity (%)
(d)
Figure 5.8: Estimated Pareto eﬃcient frontier with upper (red) and lower (black)
bounds for the (a) Maximum error, (b) the Uncertainty area, and (c) the Hausdorﬀ
distance criterion after nine iterations, and (d) for the twelve equidistant points.86 Chapter 5. Applications
not biased towards any of the two coordinate directions, and will thus populate the
Pareto eﬃcient frontier with points that are better spread according to the curvature
of the underlying graph.
5.4.3 Other examples
Example 5.4.1 (Nonconvex Pareto eﬃcient frontier)
In this example we consider the estimation of a nonconvex Pareto eﬃcient frontier.













where α, β, s, ∆ci = ci/
 n





The origin of f1(v) can be found in Brahme and Agren (1987). This function is used





















It can be shown that f1(v) is not convex. This implies that the Pareto eﬃcient frontier
that is associated with (5.10) is not necessarily convex. However, by applying the
convex and increasing transformation h(u) = −log(1 − us) to f1 we obtain a convex
function h(f1(v)); see our paper Hoﬀmann et al. (2007). This is a non-clinical
example, i.e., we choose the values of the constants artiﬁcially. We take n = 5,
α = 1, β = 5, s = 2, c1 = 5, c2 = 6, c3 = 4, c4 = 3, and c5 = 8. Now, we can
construct the transformed upper and lower bounds both using only function value
information and using also derivative information as given in (3.1), (3.4), (3.5), and
(3.8). The bounds are shown in Figure 5.9.5.4. Intensity modulated radiation therapy 87
























Again, we apply the transformation h(u) to f1, and construct the transformed upper
and lower bounds using only function value information and using also derivative






























Figure 5.9: Upper and lower bounds of Pareto eﬃcient frontier associated with (5.10).
Example 5.4.2 (data-smoothing, no derivative information)
In this example we apply a data-smoothing technique, presented in Chapter 4. Under
certain conditions, we may assume that this Pareto surface is convex. However, due
to numerical errors, the Pareto points may not be convex. Therefore we should ﬁrst
smooth them to make them convex.
We have data from a patient of the Radboud University Nijmegen Medical Centre
(Nijmegen, the Netherlands). This data is from a multiobjective optimization prob-






































Figure 5.10: Upper and lower bounds of Pareto eﬃcient frontier associated with
(5.11).
The Pareto surface is a convex and decreasing function. However, it turned out that
the data is not convex. By solving (4.11), the data is smoothed such that the data


























         
smoothed
Figure 5.11: The perturbed data and the smoothed data of Example 5.4.2.90 Chapter 5. ApplicationsPart II
Kriging models
91Chapter 6
Kriging models and property
preservation
6.1 Introduction
In this chapter we study two possibilities to obtain property-preserving Kriging mod-
els. Before we discuss these possibilities, we ﬁrst present some theory on Kriging
models. Subsequently, we show that it is mostly not possible to obtain decreasing
Kriging models by imposing this property as an extra constraint in the Maximum
likelihood problem, which ﬁnds the Maximum Likelihood Estimator (MLE). This
also holds for nonnegative Kriging models. We also study the eﬀect of imposing an
extra constraint in the optimization of the so-called Best Linear Unbiased Predictor
(BLUP) to obtain property-preserving Kriging models. For nonnegativity, it turns
out that the Kriging models that we get, just become zero where the regular Kriging
model is negative. It turns out that both methods do not give realistic meta-models,
so possibly there are other methods to obtain propery preserving Kriging models,
which would require a considerable adjustment to the classical Kriging models.
The remainder of this chapter is organized as follows. In Section 6.2, we summarize
some classical theory on Kriging models. In Section 6.3, we study whether we can
obtain decreasing Kriging models by adding a constraint in the Maximum likelihood
problem. In Section 6.4, we study wether we can obtain nonnegative Kriging models
by adding a constraint in the optimization problem of the BLUP.
9394 Chapter 6. Kriging models and property preservation
6.2 Kriging models
In this section we summarize some Kriging theory according to Sacks et al. (1989).
The function y : U  → R, with U ⊆ Rq that we want to approximate, is treated as
a realization of a stochastic process Y (x), where x denotes a q-dimensional input





βjfj(x) + Z(x), (6.1)
where k + 1 is the number of regression functions including f0(x) ≡ 1. Often, the
regression functions fj are left out except for f0(x), because they do not yield better
Kriging models. The stochastic part Z(x) is assumed to have zero mean and constant
process variance (say) σ2. The covariance between Z(w) and Z(x), with w,x ∈ U, is
given by
V (w,x) = σ
2R(w,x),
where R(w,x) denotes the correlation between Z(w) and Z(x). Given is a vector of
computer simulation input data [x1,...,xn]T and a vector of corresponding output
data ys = [y(x1),...,y(xn)]T. We assume ys is a realization of the stochastic vector
Ys = [Y (x1),...,Y (xn)]T, deﬁned by (6.1). Further, we assume a scalar output, as
most of the Kriging literature does.
The Kriging model is given by the so-called Best Linear Unbiased Predictor
(BLUP):
ˆ y(x) = c
T(x)ys.




MSE[ˆ y(x)] = E[cT(x)Ys − Y (x)]2
s.t. E[cT(x)Ys] = E[Y (x)].
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In other words, the MSE is minimized subject to the unbiasedness constraint.
Before we proceed, we introduce some further notation. We write
f(x) = [f0(x),...,fk(x)]
T













for the values of these regression functions in the n design points. Furthermore, let
R be the correlation matrix with elements
Rij = R(x
i,x
j), for i = 1,...,n and j = 1,...,n,







be the vector with correlations between Z(xi) and Z(x).
Classical Kriging assumes that c(x) is independent of the output data. Then we
can rewrite the optimization problem in (6.2) as (see Santner et al. (2003))
min
c(x)
MSE[ˆ y(x)] = σ2[1 + cT(x)Rc(x) − 2cT(x)r(x)]
s.t. F Tc(x) = f(x).
(6.5)














. (6.6)96 Chapter 6. Kriging models and property preservation
Solving this system of equations for c(x) and λ(x) gives
λ(x) = (F TR−1F)−1(F TR−1r(x) − f(x))
c(x) = R−1(r(x) − Fλ(x)),
(6.7)
which yields the Kriging predictor:
ˆ y(x) = cT(x)ys
= fT(x)ˆ β + rT(x)R−1(ys − F ˆ β),
(6.8)
where






is the generalized least-squares (GLS) estimate of β in (6.1).
The MSE of the predictor – also known as the Kriging variance – becomes (see
also Lophaven et al. (2002)):








where u(x) = F TR−1r(x) − f(x).
Until now, we have not discussed the form of the correlation function R(w,x).
Most publications assume that the correlation structure is stationary; i.e. R(w,x) =
R(w − x). Usually a parametric family of correlation functions is chosen. A popular







where, as noted earlier, q is the dimension of the input variable. In this thesis, we
will mostly use (6.11) with pj = 2, as done in Sacks et al. (1989); then (6.11) is called
the Gaussian correlation function. Other possible correlation functions are given in
Table 6.1.
Furthermore, we assume that the stochastic process Z(x) is Gaussian. Then, its
log likelihood is a function of the process variance σ2, the regression parameters β,
and the correlation parameters θ. The MLE ˆ β of β equals the GLS estimator, and is6.3. Additional constraint on the MLE 97





(ys − F ˆ β)
TR
−1(ys − F ˆ β). (6.12)






Solving (6.13) is achieved by using some numerical optimization procedure; we use
the Matlab toolbox DACE provided by Lophaven et al. (2002).
6.3 Additional constraint on the MLE
In this section we study whether we can obtain decreasing Kriging models by imposing
a constraint in the Maximum likelihood problem (6.13) such that it forces the Kriging





s.t. ˆ y′(x) ≤ 0 ∀x ∈ U.
(6.14)
Note that this is an optimization problem with inﬁnitely many constraints, i.e., it is
a semi-inﬁnite optimization problem.
It turns out that (6.14) is infeasible for many instances, i.e., for all values of θ,
there exist values of x ∈ U for which the derivative of the Kriging model ˆ y′(x) > 0.
The choice of correlation function plays an important role.
Some diﬀerent correlation models that are available in the Matlab Toolbox DACE






1 − 15ξ2 + 30ξ3 for 0 ≤ ξ ≤ 0.2
1.25(1 − ξ)3 for 0.2 < ξ < 1
0 for ξ ≥ 1.
(6.15)
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Name R(w − x) Parameters
Gaussian exp(−θ(w − x)2) θ > 0
Exponential exp(−θ|w − x|) θ > 0
Linear max{0,1 − θ|w − x|} θ > 0
Spherical 1 − 1.5ξ + 0.5ξ3 θ > 0, ξ = min{1,θ|w − x|}
Cubic 1 − 3ξ2 + 2ξ3 θ > 0, ξ = min{1,θ|w − x|}
Spline γ(ξ), see (6.15) ξ = θ|w − x|







Table 6.2: Decreasing input/output data of Example 6.3.1.
In this example we consider the decreasing data given in Table 6.2. We plotted
Kriging models for diﬀerent values of the correlation parameter θ, for the six diﬀerent
correlation functions in Table 6.1. The results are shown in Figures 6.1, 6.2, and 6.3.
The dash-dotted lines are the Kriging models for values of 0.001 ≤ θ ≤ 20. The thick
solid line is the Kriging model, with θ estimated by using Maximum likelihood, as is
usually done. The dots are the data points.
It turns out that only for the Exponential, Linear, and Spherical correlation func-
tions, there are values of θ for which the resulting Kriging model is indeed decreasing.
However, the range of values of θ for which the Kriging model is decreasing, is very
small, and the resulting Kriging models are more or less just the linear interpolators
of the data. For the Gaussian, Cubic, and Spline correlation functions, the Kriging
model is not decreasing for a discrete range of θ’s.
Example 6.3.1 shows that it is questionable to build decreasing Kriging models
by solving (6.14).6.3. Additional constraint on the MLE 99
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Kriging models for diﬀerent correlations
normally ﬁtted Kriging model
input/output data
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Figure 6.1: Kriging models of Example 6.3.1 for diﬀerent values of the correlation




Kriging models for diﬀerent correlations
normally ﬁtted Kriging model
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Kriging models for diﬀerent correlations
normally ﬁtted Kriging model
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Figure 6.2: Kriging models of Example 6.3.1 for diﬀerent values of the correlation
parameter θ using (a) the Linear correlation function and (b) the Spherical correlation
function.100 Chapter 6. Kriging models and property preservation
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Kriging models for diﬀerent correlations
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Figure 6.3: Kriging models of Example 6.3.1 for diﬀerent values of the correlation
parameter θ using (a) the Cubic correlation function and (b) the Spline correlation
function.
6.4 Additional constraint on the BLUP
In this section we study whether we can obtain nonnegative Kriging models by im-
posing an extra nonnegativity constraint in the optimization of the BLUP (6.5):
min
c(x)
MSE[ˆ y(x)] = σ2[1 + cT(x)Rc(x) − 2cT(x)r(x)]
s.t. F Tc(x) = f(x)
cT(x)ys ≥ 0.
(6.16)
We cannot solve (6.16) explicitly. Therefore, there is no explicit formula for the
predictor in this case.
Example 6.4.1
In this example, we consider the data given in Table 6.3. Based on this dataset we
ﬁtted a classical Kriging model, i.e., based on the BLUP that we obtain by solving
(6.5), and a nonnegative Kriging model based on the predictor that we obtain by
solving (6.16). The result is shown in Figure 6.4. It can be seen that the nonnega-
tive predictor is equal to the classical Kriging predictor where the classical Kriging
predictor is nonnegative. There where the classical Kriging predictor is negative, the
nonnegative predictor simply becomes zero.







Table 6.3: Nonnegative input/output data of Example 6.4.1.
















Figure 6.4: Classical and Nonnegative Kriging model of Example 6.4.1.102 Chapter 6. Kriging models and property preservation
obtain by solving (6.16) simply becomes zero if the original Kriging model is negative.
This is what happens in general. We can see this by considering the Karush-Kuhn-
Tucker conditions of (6.16):





 (x) ≥ 0
c
T(x)ys ≥ 0.
If  (x) = 0, we obtain the same equations as for the classical Kriging method, namely
(6.6). If  (x) > 0, it immediately follows that cT(x)ys = 0.
Another way to obtain nonnegative Kriging models is by requiring the Kriging
weights c(x) to be nonnegative; see e.g. Herzfeld (1989) and Szidarovsky et al. (1987).
By doing this, the Kriging models become nonnegative, provided that the output data
is also nonnegative. The following optimization problem has to be solved:
min
c(x)
MSE[ˆ y(x)] = σ2[1 + cT(x)Rc(x) − 2cT(x)r(x)]
s.t. F Tc(x) = f(x)
ci(x) ≥ 0 ∀i = 1,...,n.
(6.17)
Due to the ﬁrst constraint in (6.17) and the fact that f0(x) = 1, the Kriging weights
add up to one. Since the second constraint in (6.17) requires the Kriging weights
also to be nonnegative, the Kriging weights can only take values on the interval [0,1]
(in the original Kriging model some weights ci may be negative). This means that
the predictor is always a convex combination of the output values ys, which means
that the predictions of the Kriging model will always lie between the largest and the
smallest value of the output data ys. This is a drawback if one is interested in using
the Kriging model for optimization.Chapter 7
Accuracy measure for Kriging
models
7.1 Introduction
This chapter is based on Den Hertog et al. (2006). In this chapter we show that the
Kriging variance formula used in the literature (see e.g. Cressie (1991), Jones (2001)
and Sacks et al. (1989)) is wrong, because it neglects the fact that certain correlation
parameters (discussed in next section) are estimated. Cressie (1991, p. 127) mentions
that the classic variance formula is expected to underestimate the true variance.
Indeed, we show that it is an underestimator in expectation. Furthermore, we present
a bootstrap method to estimate the correct Kriging variance. For a general discussion
of bootstrapping we refer to Efron and Tibshirani (1993). We apply our bootstrap
method to both some artiﬁcial examples and a real-life case study. We will see that
the diﬀerence between the classic and the bootstrapped Kriging variance can be very
large. This is especially the case when the classic Kriging variance is large. Because
of the wide application of the Kriging variance, we expect that our method may have
substantial impact on the methods mentioned in Section 1.2.2.
After we ﬁnished this study, we learned that De Luna and Young (2003) also
use the bootstrap in Kriging. An important diﬀerence is that they study asymptotic
properties, whereas we study small-sample properties (because we are interested in
expensive simulations, which enable small samples only). Furthermore, we extensively
describe three diﬀerent ways of bootstrapping, each for diﬀerent practical purposes.
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Also, we prove that the classic Kriging variance underestimates the true Kriging vari-
ance in expectation. Moreover, they derive a prediction interval, whereas we estimate
a variance (obviously, their results and our results are related: the interval is deter-
mined by the variance). Consequently, they estimate the coverage of their interval,
whereas we estimate the bias of our variance estimator. Finally, they consider Krig-
ing in a spatial context (which has only two or three dimensions), whereas we study
Kriging in simulation as in the tradition of Sacks et al. (1989) (also see Handcock and
Stein (1993)), which has an arbitrary number of dimensions determined by the num-
ber of simulation input variables. Indeed, in our examples the number of simulation
inputs vary between one and six.
Handcock and Stein (1993) also study the eﬀects — on the coverage probability of
a prediction interval — of the uncertainty in the Kriging covariance function. They,
however, use a Bayesian analysis — which is completely diﬀerent from bootstrap-
ping. They consider a spatial (topographical) application; they do not consider any
simulation applications.
The remainder of this chapter is organized as follows. In Section 7.2, we show
what is wrong with the formula for the Kriging variance. In Section 7.3, we present
our new (bootstrap) method to estimate the correct Kriging variance. In Section 7.4,
we apply this method to several artiﬁcial, academic examples. Finally in Section 7.5,
we treat a practical real-life case study from Sacks et al. (1989).
7.2 Classic Kriging variance formula
The derivation of the MSE in (6.5) assumed that the weight vector c(x) does not de-
pend on the output data vector. Actually, this assumption is false: c(x) does depend
on the data, namely on R, see (6.7). Given the chosen Gaussian correlation family
Rθ,p(w,x) — see (6.11) with pj = 2 — this correlation structure is parameterized by
θ. This θ is estimated by ˆ θ via (6.13), so it depends on the output data.
Because c(x) depends on ys, the reasoning in the section about Kriging fails at
(6.5). We do not know the accuracy of the approximation in (6.5). In the literature,
(6.8) is called the ’Best Linear Unbiased Predictor’. However, this predictor is nei-
ther linear nor unbiased. Therefore, Santner et al. (2003) calls (6.8) the Empirical
Best Unbiased Linear Predictor (EBLUP). Also the ﬁnal expression for the Kriging7.3. Bootstrap Kriging variance 105
variance (6.10) does not hold anymore.
It seems diﬃcult to evaluate the magnitude of the approximation error. As we
said in Section 7.1, Cressie (1991) expects that (6.10) is a lower bound of the true
Kriging variance, but no arguments are given. We present the following explanation.
A well-known equation in mathematical statistics is
var(W) = EV [var(W|V )] + varV [E(W|V )], (7.1)
where V and W are stochastic variables. Now we take V = ˆ θ and W = ˆ y − Y (x).
Substitution into (7.1) gives
var(ˆ y − Y (x)) = Eˆ θ
 




E(ˆ y − Y (x)|ˆ θ)
 
. (7.2)
Note that MSE[ˆ y(x)] = var(ˆ y − Y (x)) + (E[ˆ y − Y (x)])
2 is the true Kriging variance
and that MSE[ˆ y(x)|ˆ θ] = var(ˆ y − Y (x)|ˆ θ) +
 
E[ˆ y − Y (x)|ˆ θ]
 2
is the classic Kriging
variance. Since the second term on the righthand side in (7.2) is positive, we get











where in the last step we used the fact that ˆ y(x) is unbiased if ˆ θ is known. So, the
”average” Kriging variance is indeed an underestimator of the true Kriging variance.
Note that there may be realizations of ˆ θ such that the Kriging variance is not an
underestimator for the true Kriging variance.
7.3 Bootstrap Kriging variance
Parametric bootstrapping is a well-known method to estimate the distribution of in-
tricate functions of stochastic variables or functions with parameterized distribution;
see Efron and Tibshirani (1993). In our case, we want to estimate the distribution of
the prediction error ˆ y − Y (x) to estimate the value of MSE[ˆ y(x)].
Note that the distribution type of Ys and Y (x) are assumed to be known: Ys is
multivariate Gaussian, and Y (x) is a Gaussian process. Therefore we apply para-106 Chapter 7. Accuracy measure for Kriging models
metric bootstrapping–not distribution-free bootstrapping. However, the parameters
(namely the means and covariances of Y (x)) are unknown.
To estimate these parameters, we ﬁrst select a parametric family of correlation
functions; in our case this is the Gaussian family given by (6.11) with pj = 2. Next,
we estimate the family’s parameters θ, the mean β, and the process variance σ2
from the input/output data (xi,y(xi)). In Kriging this is usually done by using the
maximum likelihood criterion, which gives ˆ θ, ˆ β and ˆ σ2; see (6.9), (6.12) and (6.13).
Parametric bootstrapping assumes that (6.11) with θ = ˆ θ is the correct correlation
function, that ˆ β is the true mean, and that ˆ σ2 is the true variance of the stochastic
process Y (x). Given these estimated mean and covariances of the Gaussian process
Y (x), the distribution from which the bootstrap draws values (say) y∗, is known.
This bootstrap is repeated B times, which gives y∗
b with b = 1,...,B.
Since MSE[ˆ y(x)] is a function of x, which is a continuous variable, we cannot
simulate MSE[ˆ y(x)] for all x in the design space. We can proceed in three ways,
which we present in the next three subsections.
7.3.1 Fixed test set
Suppose we know beforehand that we want to estimate the value of MSE in a ﬁnite
set of test values x1
t,...,x
nt
t , for which we will estimate the value of the MSE. Then,
we sample y∗ from a multivariate normal distribution
y


































which extends (6.3). In other words, we sample in the n ”old” points x1,...,xn and
in the nt ”new” points x1
t,...,x
nt
t simultaneously, because all ”old” and ”new” data7.3. Bootstrap Kriging variance 107
points are assumed to be a realization of the same Gaussian stochastic process (6.1)
so they are correlated.
Next, we repeat the sampling from (7.3) B times (as mentioned above), where










t )]T. Based on each ”old” dataset
y∗
s;b, we estimate β, σ2 and θ. The estimates ˆ β∗
b, ˆ σ2∗
b and ˆ θ∗
b determine a Kriging model
based on y∗
s;b. Using this model, we predict the output values in the ”new” input data
points, and calculate the squared errors in these test points. The average, based on
B bootstrap realizations of these squared errors per input point x, is an estimator of
MSE[ˆ y(x)]. Obviously, in the ”old” points MSE[ˆ y(x)] is zero. More formally, from



























t) is the value of the Kriging model in point x
j
t, ﬁtted with the ”old”














t )]T. The bootstrap procedure is summarized in Algorithm 7.3.1.
Algorithm 7.3.1 Procedure to determine the Bootstrap Kriging variance for a ﬁxed
test set
Estimate the distribution of Y (x) from the n original data points.
REPEAT B times
Sample Y ∗(x) in the n "old" data points and in the nt "new" test
points simultaneously.
Fit a Kriging model from the n bootstrapped "old" data points.
Calculate the Kriging predictions in the nt "new" test points.
Calculate the squared prediction error in the test points.
ENDREPEAT
FOR all nt test points
Calculate the sample mean of the squared ’prediction errors’ in
the test point.
ENDFOR
To demonstrate one iteration of this algorithm, we present an example that shows
how one of the B bootstrap samples may look. We take the test function f1 :
[0,10]  → R and f1(x) = −0.0579x4+1.11x3−6.845x2+14.1071x+2; see Figure 7.1.108 Chapter 7. Accuracy measure for Kriging models
From this function we generate a dataset of n = 4 equidistant input points and the














Figure 7.1: f1(x) = −0.0579x4 + 1.11x3 − 6.845x2 + 14.1071x + 2.
corresponding output values. We compute the MLE of the parameters β, σ2, and θ
of the Gaussian process with the Matlab Toolbox DACE, which gives ˆ β = 1.2114,
ˆ σ2 = 48.7939 and ˆ θ = 1.0800. These MLE estimates ﬁx the parameters of the
underlying Gaussian process, which is to be bootstrapped. Then we sample Y ∗(x).
This sample is represented by the balls in Figure 7.2. Furthermore, we estimate
a Kriging model from the bootstrapped n ”old” data points; see the solid line in
Figure 7.2. With this information we can calculate the prediction error in each of the
test points.
7.3.2 Variable test set
Suppose that we do not know beforehand in which points we shall estimate the Krig-
ing variance. Or suppose that we know the estimated Kriging variance for some
input data, and later on we want to estimate the variance in other points too. Then,
it is still possible to bootstrap the Kriging variance in these points, provided that
the bootstrapped data is saved in the computer’s memory. This saving is necessary
because the values that we wish to bootstrap are correlated with the data already7.3. Bootstrap Kriging variance 109









Kriging model based on bootstrapped "old" data
bootstrap sample ("old" and "new")
Figure 7.2: Example of one Bootstrap sample and the corresponding Kriging model
for f1.
bootstrapped (both the ”old” and the ”new”). More precisely, if we want to boot-
strap from Y2 = [Y (xnt1+1),...,Y (xnt2)]T and we already have bootstrapped the
values y∗(x1),...,y∗(xnt1) from Y1 = [Y (x1),... ,Y (xnt1)]T, then we must take these
realizations into account when bootstrapping Y2.
Let [Y T
1 ,Y T















1 = [y∗(x1),...,y∗(xnt1)]T be a bootstrapped realization of Y1. Then (see e.g.
Mittelhammer (1996)), the conditional distribution of Y2 given y∗
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The procedure for determining the Bootstrap Kriging variance for a variable test set
is summarized in Algorithm 7.3.2.
Algorithm 7.3.2 Procedure to determine the Bootstrap Kriging variance for a vari-
able test set
Estimate the distribution of Y (x) from the n original data points.
REPEAT B times
Sample Y ∗(x) in nt2 − nt1 "new" input data points, given y∗
b in the
nt1 bootstrapped points and the n "old" data points.
Fit a Kriging model from the n "old" bootstrapped data points.
Calculate the Kriging predictions in the nt2 − nt1 "new" input test
points.
Calculate the squared prediction error in the new input test
points.
ENDREPEAT
FOR all nt2 − nt1 new test points
Calculate the sample mean of the ’prediction errors’ in the test
point.
ENDFOR
7.3.3 Adding new points one-at-a-time
Suppose we do not know beforehand in which points we want to estimate the Kriging
variance and we want to add points one at a time: This happens e.g. if we are inter-
ested in ﬁnding the x for which the Kriging variance is maximal. Then we could use
the approach in the previous subsection. However, this method becomes very time-
consuming as the number of test points gets large, because of the calculation of Σ
−1
11
in (7.4), which grows with every iteration. Therefore, we now estimate the Kriging
variance in an arbitrary test point–independently of estimated Kriging variances in
other test points.
Let x0
t be a test point, for which we want to estimate the Kriging variance. We
sample Y ∗(x0

















s − F ˆ β), ˆ σ
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where rˆ θ is as in (6.4). The whole procedure is summarized in Algorithm 7.3.3.
Algorithm 7.3.3 Procedure to determine the Bootstrap Kriging variance for adding
new points one-at-a-time
Estimate the distribution of Y (x) from the n original data points.
REPEAT B times
Sample Y ∗(x) in the n "old" input points.
Fit a Kriging model from these n "old" input points.
ENDREPEAT
FOR all test points x0




b in the n bootstrapped "old" input
points using (7.5).
Calculate the Kriging prediction in x0
t.
Calculate the prediction error in x0
t.
ENDREPEAT
Calculate the sample mean of the ’prediction errors’ in the test
point.
ENDFOR
This algorithm has the advantage that we do not have to save the information
on other test points. Furthermore, we do not have to calculate Σ
−1
11 repeatedly. This
saves computation time, and makes our procedure more applicable in practice.
A drawback of this approach is that the bootstrapped Kriging variances are com-
puted separately. Consequently, we obtain bumpy plots for the bootstrapped Kriging
variance; see Figure 7.3. But, by using conﬁdence intervals, we can still control the
accuracy of the bootstrapped Kriging variances.
7.4 Artiﬁcial examples
7.4.1 Selecting four examples
We perform bootstrap procedures for some artiﬁcial test functions. The advantage
of these functions is that we know everything about them, so these experiments may
give more insight. Also, we do not have to wait hours for a computer run evaluating
the function.
We select the following functions:112 Chapter 7. Accuracy measure for Kriging models































Figure 7.3: Example bootstrapped Kriging variance by calculating the variances one-
at-a-time.
• f1 : [0,10]  → R and f1(x) = −0.0579x4 + 1.11x3 − 6.845x2 + 14.1071x + 2; see
again Figure 7.1.
• f2 : [0.1,0.9]  → R and f2(x) = x
1−x; see Figure 7.4.




















; see Figure 7.5.
• f4 : [−2,2]×[−1,1]  → R and f4(x,y) = x2(4−2.1x2+x4/3)+xy+y2(−4+4y2);
see Figure 7.6.
The one-dimensional functions f1 and f2 are also used in Kleijnen and Van Beers
(2004); f1 is a multimodal function and f2 equals the expected waiting time in the
steady state of an M/M/1 queue. The function f3 is also used in Giunta and Watson
(1998); it consists of a ’smooth’ part and a ’noisy’ part where the ’smooth’ part is
given by the ﬁrst two terms and the ’noisy’ part by the last term; the ’noisy’ part
represents the numerical noise often encountered in practice. Finally, f4 is a two-
dimensional function with six local minima, of which two are global minima; see
Dixon and Szego (1978).7.4. Artiﬁcial examples 113


















Figure 7.4: f2(x) = x
1−x.
































































Figure 7.6: f4(x,y) = x2(4 − 2.1x2 + x4/3) + xy + y2(−4 + 4y2).
To perform the bootstrap experiments, we use the multivariate normal distribu-
tion sampling routine in Matlab (used Matlab 6.5.).
7.4.2 Analysis of bootstrap experiments
For test function f1 we generate a dataset of four equidistant input points and cal-
culate the corresponding output values. We compute the MLE of the parameters
β, σ2 and θ of the Gaussian process with the Matlab Toolbox DACE, which gives:
ˆ β = 1.2114, ˆ σ2 = 48.7939 and ˆ θ = 1.0800. Next, we calculate both the classic Kriging
variance and the bootstrapped Kriging variance. Furthermore, we construct a 95%
conﬁdence interval for the bootstrapped Kriging variance by using the Central Limit
Theorem as follows:
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In Figure 7.7 the solid line shows the bootstrap Kriging variance for B = 50. The






















Figure 7.7: Bootstrap and classic Kriging variances for f1 and B = 50.
dotted lines show the upper bound and the lower bound of the pointwise 95% con-
ﬁdence interval of this variance. The dashed line shows the classic Kriging variance
(6.10).
We see that the bootstrap Kriging variance is larger than the classic variance al-
most everywhere. However, the lower bound of the conﬁdence interval is smaller than
the classic Kriging variance. Therefore we cannot conclude that the bootstrapped
Kriging variance is signiﬁcantly larger than the classic variance.
Therefore we carry out the same experiment with a larger number of bootstrap
samples, namely B = 24000; see Figure 7.8. Now the bootstrapped Kriging variance
is signiﬁcantly larger than the classic Kriging variance. Furthermore the peaks of
the bootstrapped Kriging variance are not all equally high, whereas the peaks of the116 Chapter 7. Accuracy measure for Kriging models






















Figure 7.8: Bootstrap and Kriging variance for f1 and B = 24000.
classic Kriging variance are.
In this example, the diﬀerence between the classic and the bootstrap Kriging
variances is not so big. In the next example, however, we will see that this diﬀerence
can be much bigger.
Figure 7.9 shows the results for f2. Again, we choose four points equidistant. We
get ˆ β = 3.0692, ˆ σ2 = 13.2505, and ˆ θ = 21.1043. Now we choose B = 5000. The
ﬁgure shows that the bootstrap Kriging variance is again signiﬁcantly larger than the
classic Kriging variance.
For f3 we again select equidistant input data, which gives ˆ β = 0.2244, ˆ σ2 = 0.0155
and ˆ θ = 27.0005. The results for B = 25000 are shown in Figure 7.10. This ﬁgure
again shows that the bootstrap Kriging variance is signiﬁcantly larger than the classic
variance.
For f4 we choose a dataset of 20 input points. We choose a ”maximin non-
collapsing” Latin Hypercube Design (LHD); see Van Dam et al. (2007). This gives
ˆ β = 1.5316, ˆ σ2 = 2.1994, ˆ θ1 = 0.8058, and ˆ θ2 = 3.2232. The bootstrap variance
for B = 8000 is given in Figure 7.11. Figure 7.12 shows the diﬀerence between the7.4. Artiﬁcial examples 117






















Figure 7.9: Bootstrap and classic Kriging variances for f2 and B = 5000.




















Figure 7.10: Bootstrap and classic Kriging variances for f3 and B = 25000.118 Chapter 7. Accuracy measure for Kriging models












































Figure 7.11: Bootstrap Kriging variance for f4 and B = 8000.
lower bound of the conﬁdence interval of the bootstrapped variance and the classic
variance, which shows that the bootstrapped variance is signiﬁcantly larger than the
classic variance.
7.5 Case study: a circuit-simulator
The real-life dataset taken from Sacks et al. (1989) consists of data of a circuit-
simulator. The dataset consists of n = 32 runs. The dataset has q = 6 input variables.
In Sacks et al. (1989), the experimental region is the unit cube [−0.5,0.5]6. We,
however, want to avoid ”extrapolation” as much as possible, so we take [−0.46,0.31]×
[−0.39,0.45] × [−0.47,0.38] × [−0.43,0.46] × [−0.47,0.47] × [−0.49,0.41], which is
determined by the minimum and maximum values of every original input variable
in the 32 data points. All 32 input values still fall inside our reduced experimental
region.
Because this case study involves a six-dimensional input, it is not possible to
make the type of plots we made in the previous section. Instead, we generate a7.5. Case study: a circuit-simulator 119































































Figure 7.12: Diﬀerence between the lower bound of the conﬁdence interval of the
bootstrap Kriging variance and the classic Kriging variance for f4 and B = 8000.
test set of 200 input data points. We do this by generating a Latin Hypercube
Sample (LHS) (LHS was originated by McKay et al. (1979)). We use the LHS
procedure of the Matlab Toolbox DACE. In these 200 input data points we cal-
culate the bootstrap Kriging variance for B = 20000, its 95% conﬁdence inter-
val and the classic Kriging variance. This gives ˆ β = −0.8207, ˆ σ2 = 0.2611 and
ˆ θ = (0.0005,0.2422,9.5035,0.6036,1.1714,1.9215). Then, we calculate the diﬀerence
between the bootstrap and the classic Kriging variances, the diﬀerence between the
lower bounds of the 95% conﬁdence intervals of the bootstrap and the classic Kriging
variances, and the classic Kriging variance for every point of the test set. This gives
the three boxplots in Figure 7.13. These plots show that in all test points the boot-
strapped variance is signiﬁcantly larger than the classic Kriging variance. We also
made the same boxplots with a diﬀerent test set originating from another realization


















Figure 7.13: Boxplots of the diﬀerence between bootstrap and classic variance and
the lower bound of the 95% conﬁdence interval of the bootstrap variance and the
classic variance in 200 test points.Chapter 8
Robustness measure for Kriging
models
8.1 Introduction
This chapter is based on Siem and Den Hertog (2007). In this chapter, we show
through some examples that Kriging models may be non-robust with respect to
simulation-model errors. We introduce a robustness criterion to quantify the amount
of robustness of a Kriging model. We present two robust Kriging methods that are
more robust against simulation-model errors. These robust Kriging models are less
sensitive to errors in the output data, i.e., the diﬀerence between the Kriging models
based on the correct and the perturbed output data is kept as small as possible. If
there is little uncertainty about the values of the output data, we keep the deviation
of the Kriging model with respect to the Kriging model based on the correct data as
small as possible. Another advantage of the new methods is that the Kriging models
become numerically more stable. We validate the methods by artiﬁcially incorporat-
ing simulation-model errors in the output data. Finally, we also study the inﬂuence
of the Design of Computer Experiments (DoCE) on the robustness of Kriging models.
It turns out that space-ﬁlling designs are good designs with respect to the robustness
of a Kriging model.
This chapter is organized as follows. In Section 8.2, we give examples of non-robust
Kriging models, and introduce a robustness criterion. In Section 8.3, we introduce
two new methods to obtain robust Kriging models. In Section 8.4, we study the
121122 Chapter 8. Robustness measure for Kriging models
inﬂuence of diﬀerent Designs of Computer Experiments on the robustness of Kriging
models.
8.2 A robustness criterion
We suppose that the output data are subject to simulation-model errors, i.e., instead
of the exact data y(x1),...,y(xn), we have perturbed data ˜ yi = y(xi) + εi
y, where εi
y
is the perturbation of the i-th data point y(xi). As a consequence, the Kriging model
may deviate from the Kriging model based on the correct data.
In Section 8.2.1, we give an example of a non-robust Kriging model. In Section
8.2.2, we introduce the so-called rc-value which is a measure for the robustness of a
Kriging model.
8.2.1 An example of a non-robust Kriging model
In this subsection we give an example which shows that Kriging models may be
non-robust.
Example 8.2.1
We consider the approximation of the so-called Six-hump camel back function; see













see also Figure 7.6. In Figure 8.1, a Kriging model based on the correct data, and
a Kriging model based on perturbed data are shown, for n = 16 data points. We
used Kriging models without a regression part, i.e., in (6.1) we took f0(x) ≡ 1, and
fj(x) = 0, for j ≥ 1. The locations of the input data points are shown in Figure 8.2.




This vector is sampled from the uniform distribution on a hypersphere around 0 with8.2. A robustness criterion 123
radius 0.2. For this vector it holds that  εy 2 = 0.1893. The nominal output data





































Figure 8.1: A nominal and perturbed Kriging model with  εy 2 = 0.1893 and n = 16
in Example 8.2.1.
Figure 8.1 is shown. It can be seen from this ﬁgure that deviations of about 0.7 are
reached, which is a relatively large number compared to the perturbations of the data
εy. The maximal deviation is almost magniﬁed 6 times with respect to the maximal
value in the vector εy, and almost 4 times with respect to  εy 2.
Next, we consider the Kriging prediction of the point (−0.15,0) based on these 16
data points. In particular, we consider the Kriging weights c(x) of the predictor in
this point. The Kriging weights associated with the input data points are shown in
Figure 8.3. The point (−0.15,0) is indicated by a ’+’. Note that there are two points
that have relatively large weights, namely -2 and 2.6. If the data points associated
with these weights contain errors, these errors also get relatively large weights. This
means that an error in the output data in these points is magniﬁed by these large
Kriging weights. Furthermore, it seems that it is not really necessary for the weights
to have such a size, because these weights cancel each other more or less. This
behavior typically occurs when two or more data points are relatively close to each124 Chapter 8. Robustness measure for Kriging models























































Figure 8.2: Absolute diﬀerence between the nominal and a perturbed Kriging model
in Example 8.2.1.
































Values of weights for the predictor of point (−0.15,0)
Figure 8.3: Kriging weights for the prediction of y(−0.15,0) in Example 8.2.1.8.2. A robustness criterion 125
other.
8.2.2 The rc-value
The example illustrated in Figure 8.3 suggests that the values of the Kriging weights
c(x) play an important role in the robustness of a Kriging model. The Kriging model
based on the perturbed data is given by:
ˆ yε(x) = c
T(x)(ys + εy) = c
T(x)ys + c
T(x)εy. (8.1)
The perturbed Kriging predictor ˆ yε(x) will be least sensitive to simulation-model
errors if the values of c(x) are small. Note that in (8.1), we assume that c(x) is
independent of the output data ys, which is not the case in general. I.e., in standard
Kriging analysis, output data ys would result in a diﬀerent c(x) than output data
ys + εy. Note that this assumption is also made when rewriting (6.2) into (6.5).
In practice, an estimate of the maximal simulation-model error is often available.
Let εy be the vector containing the perturbations εi
y. The errors could be inside a
box: −ν ≤ εi
y ≤ ν,∀i = 1,...,n. The errors could also be inside a hyperellipse:
 Aεy 2, where A is an n × n-matrix, and      2 the Euclidean norm. In particular,
the errors could be inside a hypersphere:  εy 2 ≤ ν.
Lemma 8.2.1. Suppose that the Euclidean norm of the simulation-model error vector
εy of output data is bounded by ν, i.e.,  εy 2 ≤ ν. Then
c
T(x)εy ≤ ν c(x) 2. (8.2)






y εy ≤ ν2.
(8.3)
It is easy to verify that (8.3) has optimal value ν c(x) 2, which implies that cT(x)εy ≤
ν c(x) 2.126 Chapter 8. Robustness measure for Kriging models
We may regard the righthand side of (8.2) as an approximation of the maximal
deviation of the nominal Kriging model. Therefore, we regard  c(x) 2 as a robustness-
criterion value (rc-value) of a Kriging model. The larger the value of  c(x) 2, the less
robust the Kriging model is. Note that in the data points we have that  c(x) 2 = 1.
Furthermore, if
 n
i=1 ci(x) = 1 and ci ≥ 0, then  c(x)  ≤ 1.
Next, we are interested in the deviation of the nominal Kriging model relative to




Note that the maximum of maximization problem (8.3) is attained by the vector εy,






Substituting this into (8.4), we obtain for the maximal deviation of the nominal














Note that the rc-value is a measure that quantiﬁes the magniﬁcation factor by which
the Kriging model may magnify the maximal perturbation  εy ∞. Furthermore, note






In this example, we again consider the approximation of the Six-hump camel back
function as we also did in Example 8.2.1. We take the same n = 16 input data points.
The location of the input data points can be seen in Figure 8.4. We calculate the
corresponding correct output values, from which we ﬁt a Kriging model. Then, we
calculate the rc-value  c(x) 2. The rc-value of this Kriging model is shown in Figure
8.4. Rc-values of more than  c(x) 2 = 3 are reached. In Figure 8.5, the rc-value is8.3. Robust Kriging models 127
shown. From this ﬁgure we can see that rc-values of 6 are reached. This means that
an error of (say) 5% may be magniﬁed to 30%!



























































Figure 8.4: Rc-value of the Kriging prediction of the Six-hump camel back function
based on 16 data points in Example 8.2.2.
The example given in this section motivates the need for Kriging models that are
more robust. In Section 8.3, we shall describe two diﬀerent methods to construct
Robust Kriging models.
8.3 Robust Kriging models
The classical Kriging method minimizes the MSE of the predictor subject to an
unbiasedness constraint; see (6.5). In Section 8.2.2, we introduced the rc-value. We
also want to make this rc-value as small as possible. Hence, besides minimizing the
MSE, we want to minimize the rc-value. More mathematically, we are interested in




E[cT(x)Ys − Y (x)]2, c(x) 2
2
 
s.t. E[cT(x)Ys] = E[Y (x)].
(8.5)128 Chapter 8. Robustness measure for Kriging models






























































Figure 8.5: rc-value of the Kriging prediction of the Six-hump camel back function
based on 16 data points in Example 8.2.2.
In this section, we use two well-known methods to solve this bi-objective optimization
problem:
1. weighted sum method
2. ε-constraint method.
We refer to Miettinen (1999) and Section 5.2 for an elaborate treatment of these
methods.
In Section 8.3.1, we use the weighted sum method to solve (8.5). In Section
8.3.2, we solve (8.5) by using the ε-constraint method. Both methods yield robust
Kriging models. In Section 8.3.4, we discuss the trade-oﬀ between the MSE and
the rc-value. In Section 8.3.5, we validate the new Kriging methods by artiﬁcially
generating perturbations in the output data, and checking the performance of the
robust Kriging methods.8.3. Robust Kriging models 129
8.3.1 Weighted sum method
In the weighted sum method, a linear combination of the two objectives in (8.5) is
optimized, i.e., instead of (6.5), we solve
min
c(x)
σ2[1 + cT(x)Rc(x) − 2cT(x)r(x)] + ρcT(x)c(x)
s.t. F Tc(x) = f(x),
(8.6)
where ρ is the weight we give to minimizing the rc-value. We can solve (8.6) by using

















Solving this system of equations for c(x) and λ(x) gives (cf. (6.7))





c(x) = (R +
ρ
σ2I)−1(r(x) − Fλ(x)),
which yields the robust Kriging predictor (cf. (6.8)):
˜ y(x) = cT(x)ys
= fT(x)ˆ β + rT(x)(R +
ρ
σ2I)−1(ys − F ˆ β),
(8.8)
where










Note that the diﬀerence between the predictor in (8.8) and the predictor in (6.8) is
that in (8.8) instead of R, we have R +
ρ
σ2I, i.e., to the diagonal elements of R,
ρ
σ2
is added. Note that this implies that the resulting robust Kriging models are not
interpolating. The choice of a suitable value for ρ can be made by trial and error.
After one choice for ρ the Kriging model (8.8) can be build and the corresponding
Kriging variance and rc-values can be calculated. Based on these values one may
decide to try a new value for ρ.130 Chapter 8. Robustness measure for Kriging models
Example 8.3.1
In this example, we apply the weighted sum method to the approximation of the
Six-hump camel back function. We use the same dataset as in Examples 8.2.1 and
8.2.2. We select ρ = 0.05, ρ = 0.15, and ρ = 0.3. The resulting rc-values can be seen
in Figures 8.6, 8.7, and 8.8. These examples show that, compared to the rc-value



















































Figure 8.6: rc-value of the robust Kriging model, using the weighted sum method in
Example 8.3.1 with ρ = 0.05.
using classical Kriging, shown in Figure 8.4, the rc-value can be reduced a lot. The
rc-value before applying the weighted sum method reaches values of more than 4.5.
After applying the weighted sum method, it reaches values of at most 1.4 for ρ = 0.05,
1.05 for ρ = 0.15, and 1 for ρ = 0.3.
The Kriging predictor in (8.8) is similar to the predictor that is obtained in the
literature, when measurement errors are taken into account. Kriging models that
consider measurement errors can be found e.g. in Sacks et al. (1989), Santner et al.
(2003), and Sasena et al. (2002). In these papers, an extra term ε(x) is added to the8.3. Robust Kriging models 131









































































Figure 8.7: rc-value of the robust Kriging model, using the weighted sum method in
Example 8.3.1 with ρ = 0.15.



































































Figure 8.8: rc-value of the robust Kriging model, using the weighted sum method in





βjfj(x) + Z(x) + ε(x),
where ε(x) is a zero mean white noise process, and is independent of Z(x). The
variance of ε(x) is denoted by σ2
ε. For the MSE[ˆ y(x)] (cf. the objective in (6.5)) the
following is obtained:




















s.t. F Tc(x) = f(x),
has to be solved. Using Lagrange multipliers, exactly the same linear system of
equations as in (8.7) is obtained, if we use ρ = σ2
ε. In Sasena et al. (2002) the
value of σ2
ε is estimated by using the Maximum likelihood estimator. If we treat
the simulation-model errors of black-box functions as realizations from a white noise
process, we can also estimate ρ = σ2
ε by using the Maximum likelihood estimator.
Numerical properties
Another attractive aspect of our method is that the condition number of R improves.
In Kriging, this matrix R may become very badly conditioned. Since the inverse R−1
appears in the Kriging predictor (6.8), this property may give numerical problems;
see Sacks et al. (1989).
If λ is an eigenvalue of R, then   = λ + ρ is an eigenvalue of R + ρI. Therefore,
since R is positive deﬁnite, R + ρI is also positive deﬁnite. Since both matrices are
positive deﬁnite, its singular values are equal to its eigenvalues. Therefore, the 2-
norm condition number of both matrices are κ2(R) = λmax/λmin and κ2(R + ρI) =
 max/ min, respectively. It is straightforward to derive the following relationship8.3. Robust Kriging models 133
between the condition numbers of R and R + ρI:




Therefore, if ρ is large enough, it will substantially decrease κ2(R + ρI). Since λmin
is usually small, ρ does not need to be very large to improve the condition number.
Therefore, by adding a small number ρ on the diagonal of the correlation matrix
R, numerical problems with R−1 may be avoided. Ababou et al. (1994) study the
condition numbers of covariance matrices based on diﬀerent correlation functions.
8.3.2 ε-constraint method
In the ε-constraint method, one of the objectives in (8.5) is optimized, whereas the
other objective is used as an extra constraint. Minimizing the MSE of the predictor
and using the rc-value as extra constraint, we obtain:
min
c(x)
σ2[1 + cT(x)Rc(x) − 2cT(x)r(x)]
s.t. F Tc(x) = f(x)
cT(x)c(x) ≤ γ2,
(8.10)
where γ is the upper bound for the rc-value. The choice of γ2 can be made by the
user, depending on the amount of robustness he/she wants to reach since the value
of γ is is an upper bound for the rc-value. Clearly, (8.10) is an optimization problem
with a quadratic objective. We cannot solve (8.10) explicitly. We solve (8.10) by
using the Karush-Kuhn-Tucker conditions.
Let  (x) be the Lagrange multiplier associated with the inequality in (8.10). We
distinguish between two cases:  (x) = 0 and  (x) > 0. If  (x) = 0, we get the
same equations as in (6.6), and the Kriging function becomes the same as in (6.8).
If  (x) > 0, we obtain the following system of equations:
Rc(x) +  (x)c(x) + Fλ(x) = r(x) (8.11)
F
Tc(x) = f(x) (8.12)
c
T(x)c(x) = γ
2. (8.13)134 Chapter 8. Robustness measure for Kriging models
We can write c(x) and λ(x) as a function of  (x) using (8.11) and (8.12):
λ( (x),x) = (F
T(R +  (x)I)
−1F)
−1(F
T(R +  (x)I)
−1r(x) − f(x)) (8.14)
c( (x),x) = (R +  (x)I)
−1(r(x) − Fλ( (x),x)), (8.15)
where (8.15) can be obtained by solving (8.11) for c(x) and (8.14) by substituting
(8.15) into (8.12) and solving this for λ(x). Substituting λ(x) into c(x) and c(x) into
(8.13), we obtain an equation with only  (x) as unknown variable. This equation
can be solved numerically. The following lemma helps solving (8.13).
Lemma 8.3.1. The function G : (0,∞) → R deﬁned by
Gx( ) = c
T( ,x)c( ,x), (8.16)
i.e., the left hand side of (8.13), is decreasing in  .
Proof. For the sake of simplicity in notation, we do not explicitly show the dependence
of x in this proof. Since the associate Jacobian is nonsingular, it follows from the
Implicit function theorem that λ( ) and c( ) are diﬀerentiable with respect to  .
Diﬀerentiating (8.11) and (8.12) to   gives
Rc
′( ) +  c
′( ) + c( ) + Fλ
′( ) = 0 (8.17)
F
Tc
′( ) = 0. (8.18)




′( ) +  (c
′)
T( )c
′( ) + (c
′)
T( )c( ) + (c
′)
T( )Fλ
′( ) = 0.
Using (8.18) and the fact that R +  I is positive deﬁnite, we obtain:
(c
′)
T( )c( ) = −(c
′)
T( )(R +  I)c
′( ) ≤ 0.
This implies that (8.16) is decreasing in  .
The result in Lemma 8.3.1 makes it easier to solve (8.13) numerically. We can
solve (8.13) e.g. by using bisection.8.3. Robust Kriging models 135
To solve (8.13) numerically, it is necessary to repeatedly calculate (R+ I)−1, for
various values of  . The following lemma shows that this computation can be done
eﬃciently.
Lemma 8.3.2. Let R ≻ 0 be a correlation matrix, and let   > 0. Then we can write
(R +  I)−1 as:






  = diag(1/(λR
1 +  ),...,1/(λR
n +  )) with λR
1 ,...,λR
n the eigenvalues of R,
and Q is an orthogonal matrix containing the eigenvectors of R.
Proof. Note that since R is positive deﬁnite and   > 0, R+ I is also positive deﬁnite.
This means that we can decompose R +  I as
R +  I = QΛ Q
T,
where Q is an orthogonal matrix containing the eigenvectors of R+ I, and Λ contains
the eigenvalues of R+ I. Note that R+ I and R have the same set of eigenvectors.
Furthermore, the eigenvalues of R +  I are given by λR
1 +  ,...,λR
n +  . Using this
property, (R +  I)−1 is given by






  = diag(1/(λR
1 +  ),...,1/(λR
n +  )).
Using the result of Lemma 8.3.2, the calculation of (R +  I)−1 becomes a lot
easier. Now, the matrix Q has to be calculated only one time, and the matrix Λ−1
 
is very easy to calculate. Note that in (8.14) and (8.15) the matrix (R +  I)−1 is
multiplied on the righthand side by a vector, say v. Then (R +  I)−1v = QΛ−1
  QTv.
The matrix vector multiplication QTv has to be calculated only once. Since Λ−1
  QTv
is a matrix vector multiplication, and QΛ−1
  QTv is also a matrix vector multiplication,
the calculations are much easier than calculating (R+ I)−1v by solving a new linear
system of equations, for every  .
Note that also in the ε-constraint method, adding the number   on the diagonal
of R resulting in R +  I gives a better condition number for R +  I.136 Chapter 8. Robustness measure for Kriging models
Example 8.3.2
In this example we apply the ε-constraint method to the approximation of the Six-
hump camel back function, based on the same data as in Examples 8.2.1, 8.2.2, and
8.3.1. We use the ε-constraint method with γ2 = 2. This choice is also made subjec-
tively. The resulting rc-value can be seen in Figure 8.9. The robustness measured by





































































































Figure 8.9: rc-value of the robust Kriging model, using the ε-constraint method in
Example 8.3.2.
the rc-value is indeed smaller than
√
2 everywhere.
Optimization problem (8.10) is not feasible for all values of γ2. The minimal value






s.t. F Tc(x) = f(x).
For the often used case that f(x) = 1 and F = en we have γ2
min = 1/n.
In using the ε-constraint method we can also reverse the roles of the MSE of the





s.t. F Tc(x) = f(x)
σ2[1 + cT(x)Rc(x) − 2cT(x)r(x)] ≤ τ2.
(8.19)
It is easy to verify that if the constraint on the MSE is not binding, the optimum
of (8.19) will be attained for c(x) = F(F TF)−1f(x). Note that the predictor is then
exactly the same as the regression model.
Weighted sum method versus ε-constraint method
The weighted sum method improves improves the robustness throughout the whole
space and also improves the numerical stability of the Kriging model. In the ε-
constraint method the rc-value is improved only in those places where the rc-value
of the classical Kriging model exceeds the value of γ. Also, the ε-constraint method
improves the numerical stability only in the input data points, where the robustness
is improved. Furthermore, the ε-constraint method yields interpolating Kriging mod-
els. A drawback of the weighted-sum method is that a good value for ρ cannot be
determined a priori. An advantage of the ε-constraint method is that the maximal
rc-value of the Kriging model can be chosen a priori. A drawback of the ε-constraint
method is that no explicit formula for the Kriging predictor is available.
8.3.3 Multiplicative perturbations
Until now we assumed that the perturbations in the output data ys are additive. In
this section we assume that the perturbations in the output data are multiplicative,
i.e., instead of the correct data y(x1),...,y(xn), we have perturbed data (1+εi
y)y(xi).
Then, instead of (8.1), we obtain:
ˆ yε(x) = c
T(x)(1 + εy)ys = c
T(x)ys + c
T(x)¯ Ysεy, (8.20)
where ¯ Ys is a diagonal matrix with the elements of ys on its diagonal. Note that (8.20)
is similar to (8.1), but instead of cT(x), in (8.20), we have cT(x)¯ Ys. All results for
additive perturbations also hold for multiplicative perturbations with ¯ Ysc(x) instead138 Chapter 8. Robustness measure for Kriging models
of c(x). The additive case is a special case of the multiplicative case with ¯ Ys = I. We
summarize the results brieﬂy. First, we can prove a similar result for the maximal
deviation of the nominal Kriging model as in Lemma 8.2.1.
Lemma 8.3.3. Suppose that the Euclidean norm of the vector of the multiplicative
simulation-model errors is bounded by ν, i.e.,  εy 2 ≤ ν. Then
c
T ¯ Ysεy ≤ ν  ¯ Ysc(x) 2
Proof. The proof is similar to the proof of Lemma 8.2.1.
We now apply the weighted sum method and the ε-constraint method with  cT(x) ¯ Ys 2
as rc-value. Applying the weighted sum method, we obtain as Kriging predictor:
˜ y(x) = cT(x)ys
= fT(x)ˆ β + rT(x)(R +
ρ
σ2 ¯ Y 2
s )−1(ys − F ˆ β),
where
















Note that this is the same as (8.8) and (8.9), where I is replaced by ¯ Y 2
s .
If we apply the ε-constraint method, we also obtain similar results as for the
additive case. Instead of (8.11), (8.12), and (8.13), we obtain:
Rc(x) +  (x)¯ Y
2






s c(x) = γ
2. (8.21)
Again, similarly to (8.14) and (8.15), c(x) and λ(x) can be written as a function of
 (x):
λ( (x),x) = (F









c( (x),x) = (R +  (x)¯ Y
2
s )
−1(r(x) − Fλ( (x),x)).
We also have a similar result to Lemma 8.3.1:8.3. Robust Kriging models 139
Lemma 8.3.4. The function G : (0,∞) → R deﬁned by




i.e., the left hand side of (8.21), is decreasing in  .
Proof. The proof is similar to the proof of Lemma 8.3.1.
8.3.4 Trade-oﬀ between MSE and rc-value
In Figure 8.10 a plot of the so-called Pareto curve for the prediction of the point
(0.15,0) is shown. This Pareto curve is constructed by repeatedly solving (8.10) for
diﬀerent values of γ. Obviously, there is a trade-oﬀ between the MSE and the rc-
value. There is much room for improving the rc-value, without giving up a lot in the
MSE, so it is really worthwhile, to improve the robustness.















Pareto curve for the point (−0.15,0)
Figure 8.10: Pareto curve of the MSE against the rc-value for the point (−0.15,0).140 Chapter 8. Robustness measure for Kriging models
8.3.5 Assessing the robustness of a Kriging model by Monte
Carlo simulation
When applying the weighted sum method or the ε-constraint method (to obtain
robust Kriging models), the Kriging weights c(x) are changed. Let us drop the
assumption that the Kriging weights c(x) are independent of the perturbations in
the output εy. Let εc(x) be the perturbation of the Kriging weights c(x) due to
the perturbation in the output data εy. Furthermore, let rc(x) be the change that is
made in these weights by either the weighted sum method or the ε-constraint method.
Then the robust Kriging model ˆ yr(x) becomes (cf. (8.1)):
ˆ yr(x) = (c(x) + εc(x) + rc(x))
T(ys + εy)
= c
T(x)ys + (c(x) + εc(x) + rc(x))
Tεy + (εc(x) + rc(x))
Tys. (8.22)
In the weighted sum method and the ε-constraint method the second term in (8.22),
(c(x) + εc(x) + rc(x))Tεy, is made small by minimizing the rc-value or putting an
upper bound to the rc-value respectively. The third term is also small, since in both
the weighted sum method and the ε-constraint method also the MSE is minimized,
which keeps the robust Kriging models accurate to some extent. However, the more
weight we put on minimizing the rc-value, the bigger rc(x) can become, which shows
the trade-oﬀ between accuracy and robustness mathematically.
The two robust Kriging methods introduced in the previous sections, do not take
the third term of (8.22) into account. To check that our methods still make the
Kriging models more robust, we assess the robustness of a Kriging model in this
section by simulating the perturbations εy, using Monte Carlo simulation.
We simulate the perturbations εy, by sampling εy;j, for j = 1,...,N from a
uniform distribution on a hypersphere around 0 with radius ν. Based on these N






|ˆ y(x) − y
ε
j(x)|,
where ˆ y(x) is the nominal Kriging model, which is based on the correct data, and
ˆ yε
j(x) is the Kriging model based on the j-th perturbed dataset. Dividing by ν makes
the value of the relative deviation rd(x) comparable to the rc-value. This procedure8.3. Robust Kriging models 141
is summarized in Algorithm 8.3.1.
Algorithm 8.3.1 Algorithm to calculate the relative deviation rd(x)
Fit a Kriging model ˆ y(x) based on the correct data ys
FOR j = 1 to N
Sample εy;j from the uniform distribution on hypersphere around 0
with radius ν.
Fit Kriging model ˆ yε
j(x) based on perturbed data ˜ ys = ys + εy;j.












We again consider the Six-hump camel back function, again based on the same dataset
as in the Examples 8.2.1, 8.2.2, 8.3.1, and 8.3.2. We calculate the relative deviation
rd(x) based on the classical Kriging method, based on the weighted sum method with
ρ = 0.15, and based on the ε-constraint method with γ2 = 2. We perturb the data
by randomly sampling perturbations εy;j for which  εy;j 2 ≤ 0.2 with j = 1,...,500.
Applying Algorithm 8.3.1, we obtain the rd(x) shown in Figures 8.11 and 8.12. In
Figure 8.11 it can be seen that in certain regions, the relative deviation rd(x) is
greater than the rc-value of Figure 8.4. This is a consequence of ignoring εc(x) in
the calculation of the rc-value. By using the classical Kriging method, the maximal
relative deviation is 3.5. By applying the weighted sum method, the maximal relative
deviation is reduced to 2. By applying the ε-constraint method, the relative deviation




Example 8.3.4 (Dialectric breakdown strength)
In this example, we consider the analysis of performance degradation data in acceler-
ated tests. The dataset is given in Table 8.1. The output variable y is the dialectric
breakdown strength in kilo-Volts, and the input variables x1 and x2 are the time in
weeks and the temperature in degrees Celcius. See Nelson (1981) for more about
information on this data.
We calculate the relative deviation rd(x) based on the classical Kriging method,
the weighted sum method with ρ = 0.69, and the ε-constraint method with γ2 = 2.
We perturb the data by randomly sampling perturbations εy;j for which  εy;j 2 ≤ 2 for142 Chapter 8. Robustness measure for Kriging models























































Figure 8.11: Relative deviation of classical Kriging model of the Six-hump camel back


































































































Figure 8.12: Relative deviation of the robust Kriging models of the Six-hump camel

















Table 8.1: Performance degradation data.
j = 1,...,500. Applying Algorithm 8.3.1, we obtain the rd(x) shown in Figures 8.13
and 8.14. These plots show that the relative deviation rd(x) decreased after applying
both robust Kriging methods. The classical Kriging method gives a maximal relative
deviation of 3.5. The weighted sum method reduces the maximal relative deviation
to 1.4. The ε-constraint method reduces the maximal relative deviation to 1.8.
Examples 8.3.3 and 8.3.4 show that the robust Kriging methods introduced in
Section 8.3 indeed improve the robustness of Kriging models.
8.4 Inﬂuence of DoCE on robustness
The Design of Computer Experiments (DoCE) also inﬂuences the robustness of a
Kriging model. In Kleijnen et al. (2005), an overview of designing simulation experi-
ments is given. The following example compares the robustness of a Latin Hypercube
Sample (LHS) (see McKay et al. (1979)) with a maximin Latin Hypercube design
(LHD) (see Van Dam et al. (2007)), and a maximin design (see Szab´ o et al. (2007)).
All three designs have 30 input data points.
By deﬁnition, in an LHS, the interval of every dimension is divided into subinter-144 Chapter 8. Robustness measure for Kriging models














































Figure 8.13: Relative deviation of classical Kriging model of the performance degra-




































































































































Figure 8.14: Relative deviation of the robust Kriging models of the performance
degradation data in Example 8.3.4.8.4. Inﬂuence of DoCE on robustness 145
vals of equal length, and for every subinterval, a design point is drawn from a uniform
distribution on that subinterval. The points for each dimension are combined ran-
domly. In a maximin LHD, every dimension is divided into an equal number of levels.
The data points are placed on the levels such that in every dimension, there is a data
point on every level, and such that the minimal distance between the data points is
maximized. In a maximin design the data points are placed such that the minimal
distance between the data points is maximized.
Example 8.4.1
In this example, we compare the rc-values of Kriging models of the six-hump camel
back function based on an LHS, a maximin LHD, and a maximin design. We ﬁx
the number of design points at 30. The designs as well as the resulting rc-values are
shown in Figure 8.15.
These ﬁgures show that the rc-values associated with the LHS are much larger
than the rc-values associated with the maximin LHD and the maximin design. For
the LHS the rc-value reaches 18, however, for the maximin LHD and the maximin
design the rc-value reaches only 2 and 1.3 respectively. We obtained similar results
for other sizes of datasets. Note that for the LHS, the rc-values are very large in
a region where there are relatively few data points. For the maximin LHD, only at
the boundary of the region the rc-values are relatively large. The rc-values are the
smallest for the maximin design.
Example 8.4.1 suggests that to obtain a robust Kriging model, the input data
points should be spread as regularly as possible over the input design space.
In sequential optimization, input data points are added iteratively. This strategy
is expected to converge to the optimum of the computer simulation function; see e.g.
Jones (2001). Hence, data points will be clustered in a region around the optimum.
Therefore we cannot expect the data to be spread regularly over the input design
space. Especially if the Kriging models are ﬁtted globally, i.e., based on all data
points, this may result in non robust Kriging models.
If sequential designs are used for sensitivity analysis, as done in Kleijnen and Van
Beers (2004), the data points may also cluster. However, it is expected that the









































































































































































































Figure 8.15: rc-value for LHS (a), maximin LHD (b), and maximin design (c) for
Six-hump camel back function in Example 8.4.1.Part III





In this chapter, which is based on Siem et al. (2007), we consider property-preserving
polynomials, trigonometric polynomials, and rational functions as meta-models. These
kinds of meta-models are widely used, see e.g. Cuyt and Lenin (2002), Cuyt et al.
(2006), Fassbender (1997), Forsberg and Nilsson (2005), Jansson et al. (2003), and
Yeun et al. (2005).
We are interested in approximating a function y : Rq  → R which is only known
up to an error, in a ﬁnite set of points x1,...,xn ∈ Rq. We denote the known
output values by y(x1),...,y(xn). In practice, it is often known beforehand, that the
function y(x) has certain properties. Thus it may be known, e.g., that the function is
nonnegative, increasing, or convex. However, it could happen that the approximation
does not inherit these properties. This could happen due to having too few function
evaluations or due to overﬁtting. It could even be the case that the data does not
have the properties, due to errors in the data.
Therefore, in this chapter, we construct (trigonometric) polynomial and rational
approximations that preserve nonnegativity. For polynomials, we also discuss how
to construct increasing polynomial approximations, using the same methodology as
for nonnegative approximations. We illustrate the methodology with some examples.
Furthermore we consider the construction of polynomials that preserve convexity. The
149150 Chapter 9. Property-preserving polynomials and rational models
case that q = 1 and the degree is arbitrary, is a trivial extension of the methodology
developed for nonnegative polynomials. The case that q > 1 and d = 1 is linear
and therefore convex. The case that q > 1 and d = 2 is done by Den Hertog et al.
(2002). In Section 9.5 we show how to construct polynomials that preserve convexity
for polynomials of degree d = 3.
This chapter is organized as follows. In Section 9.2 we discuss least-norm approx-
imation by nonnegative and increasing polynomials. Subsequently, in Section 9.3 we
show that we can use the same methodology for least-norm approximation by non-
negative univariate trigonometric polynomials. In Section 9.4, we discuss least-norm
approximation by nonnegative rational functions. In Section 9.5, we discuss methods
to obtain convex polynomials for certain cases. In Section 9.6, we show how to exploit
the structure of the problem to speed up the computation of the solution.
9.2 Approximation by polynomials
We are interested in approximating a function y : Rq  → R by a polynomial p :
Rq  → R of degree d, given input data x1,...,xn ∈ Rq and corresponding output data
y1,...,yn ∈ R (i.e. yi = y(xi)). Here, p(x) is deﬁned in terms of a given basis of





where αj is the coeﬃcient of the j-th monomial pj(x).
9.2.1 General least norm approximation by polynomials
Deﬁne pα = [p(x1),...,p(xn)]
T and y = [y(x1),...,y(xn)]
T. The coeﬃcients αj are
determined by solving the following least-norm optimization problem:
min
α
 pα − y . (9.1)
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If we use the ℓ1-norm or the ℓ∞-norm, problem (9.1) can be reformulated as a linear
program (LP). Note that by solving (9.1), we cannot guarantee that p(x) will be
nonnegative, even if the data y are nonnegative.
9.2.2 Approximation by nonnegative polynomials
If we know that the function y(x) is nonnegative on a certain region U, we would like
p(x) to be nonnegative on U as well. We could force this by solving the following
mathematical program:
min
α  pα − y 
s.t. p(x) ≥ 0 ∀x ∈ U.
(9.2)
Note that using the ℓ2-norm, (9.2) is a nonlinear optimization problem with inﬁnitely
many constraints, which can be rewritten as
min
α,t t
s.t.  pα − y 2 ≤ t
p(x) ≥ 0 ∀x ∈ U,
and gives a semi-inﬁnite LP with an additional second-order cone constraint. By using














i) − ti ≤ y(x





i) − ti ≤ −y(x
i) ∀i = 1,...,n.
(9.3)










i) − t ≤ y(x





i) − t ≤ −y(x
i) ∀i = 1,...,n.
(9.4)
In the rest of this chapter we will treat the ℓ∞-norm only. This kind of approximation
is also called Chebyshev approximation. The methods that we will present in this
chapter, can also be used for the ℓ1 and the ℓ2 case.
We will show that we can obtain an upper bound of the solution of optimization
problem (9.4) by using semideﬁnite programming, and obtain the exact solution in
the univariate case. Before we proceed, we ﬁrst give two theorems. The following
theorem gives a characterization of nonnegative polynomials that can be written as
sums of squares (SoS) of polynomials.
Theorem 9.2.1 (Hilbert (1888)). Any polynomial in q variables with degree d which
is nonnegative on Rq can be decomposed into a sum of squares of polynomials (SoS),
for q = 1, or d = 2, or (q = 2 and d = 4).
We refer to Reznick (2000) for a historical discussion and related results. The
next theorem gives a useful way to represent SoS polynomials in terms of positive9.2. Approximation by polynomials 153
semideﬁnite matrices.
Theorem 9.2.2. Let x ∈ Rq and let p(x), a polynomial of degree d = 2k, be SoS.
Then there exists a matrix P   0 such that p(x) = eT(x)Pe(x), where e(x) is a vector
consisting of all monomials of degree d ≤ k.
Proof. See e.g. Nesterov (2000).
Univariate nonnegative polynomials
We consider the approximation of a univariate nonnegative function y(x) by a non-
negative polynomial for the cases U = R and U = [a0,b0]. In case U = R, Theorem
9.2.1 shows that we can write the polynomial as an SoS. Then, using Theorem 9.2.2
we can write this nonnegative polynomial as p(x) = eT(x)Pe(x). For the ℓ∞-norm,




s.t. eT(xi)Pe(xi) − t ≤ y(xi) ∀i = 1,...,n
−eT(xi)Pe(xi) − t ≤ −y(xi) ∀i = 1,...,n
P   0.
(9.5)
In practice, however, we are only interested in the polynomial to be nonnegative on
a bounded interval; i.e. U = [a0,b0]. Without loss of generality we may consider
the interval U = [−1,1], since we can scale and translate general intervals [a0,b0] to
[−1,1].
To construct a nonnegative approximation, we use the following theorem.
Theorem 9.2.3. A polynomial p(x) is nonnegative on [−1,1] if and only if it can be
written as
p(x) = f(x) + (1 − x
2)g(x), (9.6)
where f(x) and g(x) are SoS of degree at most 2d and 2d − 2 respectively.
Proof. See e.g. Powers and Reznick (2000).154 Chapter 9. Property-preserving polynomials and rational models





1 (xi)Pe1(xi) + (1 − (xi)2)eT
2(xi)QeT
2(xi) − t ≤ y(xi) ∀i = 1,...,n
−eT
1 (xi)Pe1(xi) − (1 − (xi)2)eT
2(xi)QeT
2(xi) − t ≤ −y(xi) ∀i = 1,...,n
P   0
Q   0,
(9.7)
where e1(x) and e2(x) are deﬁned in a similar way as e(x); i.e. e1(x) is a vector
consisting of all monomials of degree up to d, and e2(x) is a vector consisting of all
monomials of degree up to d − 1. Note that (9.7) is an exact reformulation of (9.4)
with U = [−1,1].
Multivariate nonnegative polynomials
If we are interested in approximating a function on Rq, then we can use Hilbert’s
theorem in combination with Theorem 9.2.2, use semideﬁnite programming and solve
a multivariate version of (9.5). In this way, we obtain an exact solution of (9.4), for
q = 1, d = 2 or (q = 2 and d = 4). In the other cases, by assuming the nonnegative
polynomial approximation to be SoS and using Theorem 9.2.2, we will merely get an
upper bound of the optimal solution of (9.4).
However, in practice we are primarily interested in nonnegative polynomials on
compact regions, instead of Rq. The following theorem describes a property of a
polynomial, which is positive on a compact semi-algebraic set.
Theorem 9.2.4 (Putinar). Assume that the semi-algebraic set F = {x ∈ Rq|gℓ(x) ≥
0,ℓ = 1,..., ¯ m}, where g1,g2,...,g ¯ m are polynomials, is compact and that there exists
a polynomial u(x) of the form u(x) = u0(x) +
  ¯ m
ℓ=1 uℓ(x)gℓ(x), where u0,u1,...,u ¯ m
are SoS, and for which the set {x ∈ Rq|u(x) ≥ 0} is compact. Then, every polynomial
p(x) positive on F has a decomposition
p(x) = p0(x) +
¯ m  
ℓ=1
pℓ(x)gℓ(x), (9.8)
where p0,p1,...,p ¯ m are SoS.9.2. Approximation by polynomials 155
Proof. See Putinar (1993). For a more elementary proof, see Schweighofer (2005).
If U = {x ∈ Rq|gℓ(x) ≥ 0,ℓ = 1,..., ¯ m} is compact, and if we know a ball
B(0,R) such that U ⊆ B(0,R), then the condition in Theorem 9.2.4 holds. Indeed




and there exists a u(x) = u0(x)+
  ¯ m+1
ℓ=1 uℓ(x)gℓ(x), where u0,u1,...,u ¯ m+1 are SoS, for
which the set {x ∈ Rq|u(x) ≥ 0} is compact. Take u0(x) = u1(x) = ... = u ¯ m(x) = 0
and u ¯ m+1(x) = 1, to obtain B(0,R) = {x ∈ Rq|u(x) ≥ 0}.
Now, we can obtain an upper bound for the solution of (9.4) by solving SDP:











i) − t < y(x
i) ∀i = 1,...,n
−







i) − t < −y(x
i) ∀i = 1,...,n
Pℓ   0 ℓ = 0,..., ¯ m + 1,
(9.9)
where g0 ≡ 1 and g ¯ m+1(x) = R2 −
 q
i=1 x2
i. Note that ˜ E ≥ E and that in general we
do not have ˜ E = E, since we do not know beforehand which degree the polynomials
p0,p1,...,p ¯ m+1 that satisfy (9.8) have. Before we solve (9.9), we have to choose a ﬁxed
degree for these polynomials. However, the degree of the polynomials p0,p1,...,p ¯ m+1
that satisfy (9.8) may be greater than this ﬁxed degree. Note that in the univariate
case, Theorem 9.2.3 gives upper bounds for the degrees of f(x) and g(x), so for this
case we can solve (9.4) exactly.
Example 9.2.1
We consider a two-dimensional example. Given the data in Table 9.1, we are inter-
ested in ﬁnding a nonnegative polynomial of degree d = 3 on [0,1]2 for which the
maximal error at the data points is minimized. First we exclude the nonnegativity
constraint, i.e., we solve (9.1) for the ℓ∞-norm. This yields a polynomial on [0,1]2
that takes negative values. It turns out that E = 0.025 in (9.4) and the optimal poly-







2 and shown in Figure
9.1. Now we include the nonnegativity constraint by solving semideﬁnite optimiza-
tion problem (9.9), i.e., we take R =
√





























Figure 9.1: Optimal polynomial of Example 9.2.1 without nonnegativity-constraint.





, for ℓ = 0,...,4, and
e5(x1,x2) = 1. To solve the semideﬁnite optimization problem, we use SeDuMi;
see Sturm (1999). This gives E = 0.108. The corresponding optimal polynomial
is p(x1,x2) = 0.8917 − 2.5084x1 − 3.6072x2 + 3.2103x2






2, as shown in Figure 9.2. Note that
the polynomial has real roots as expected.
9.2.3 Approximation by increasing polynomials
We can easily extend the methodology developed in Section 9.2.2 to increasing poly-
nomials by introducing nonnegativity constraints for the (partial) derivatives.
Suppose we know that the function y(x) is increasing on a certain region U and




























Figure 9.2: Nonnegative polynomial of Example 9.2.1 with nonnegativity-constraint.
no. x1 x2 y
1 0 0 1
2 0.5 0.5 0
3 1 0 0.11
4 0 0.9 0
5 1 1 0.1
6 0 0.5 0
7 0.4 0 0.2
8 1 0.5 0
9 0.6 1 0.15
10 0.25 1 0
11 0.478 0.654 0.3
Table 9.1: Dataset of Example 9.2.1.158 Chapter 9. Property-preserving polynomials and rational models








Table 9.2: Dataset of Example 9.2.2 (thermal expansion of copper).










i) − t ≤ y(x





i) − t ≤ −y(x
i) ∀i = 1,...,n.
(9.10)
Since a partial derivative of a polynomial is also a polynomial, we can use similar
techniques as in Section 9.2.2 to solve optimization problem (9.10).
Example 9.2.2
In this example we consider data of the coeﬃcient of thermal expansion of copper.
This data is taken from Croarkin and Tobias (2005). The coeﬃcient of thermal ex-
pansion of copper is an increasing function of the temperature of copper. In this
example we only use a selection of the data, which is given in Table 9.2. A scatter-
plot of this selection of the data is given in Figure 9.3. First, we apply Chebyshev
approximation with a polynomial of degree d = 5 without requiring the approxi-
mation to be increasing. We get E = 0.1486, and obtain the polynomial p(x) =
−3.3051+0.1545x+0.2490 10−4x2−0.2920 10−5x3+0.8014 10−8x4−0.6227 10−11x5.
This is the solid line in Figure 9.3. Note that the approximation is not increasing
everywhere. We observe an oscillating behavior that is one of the well-known draw-
backs of using polynomials for approximations. A method that reduces oscillating
behaviour is ridge regression; see e.g. Montgomery and Peck (1992). Ridge regression,9.3. Approximation by trigonometric polynomials 159





















































Figure 9.3: Example of increasing and non-increasing polynomial approximation.
however, cannot guarantee monotonicity. If we use our method, i.e., if we require the
approximation to be increasing, we get E = 0.2847. We obtain the polynomial p(x) =
−4.2922+0.2054x−0.7234 10−3x2+0.1063 10−5x3−0.4369 10−9x4−0.1578 10−12x5,
which is shown by the dashed line in Figure 9.3. Indeed, the approximation is in-
creasing in the input variable.
9.3 Approximation by trigonometric polynomials
We are interested in approximating a function y : R  → R by a univariate nonnegative
trigonometric polynomial, given input data x1,...,xn ∈ R and corresponding output
data y1,...,yn ∈ R. We can again write a nonnegative trigonometric polynomial as
a sum of squares, in a similar way as done with polynomials.
A trigonometric polynomial of degree d has the form
p(x) = α0 +
d  
k=1
(αk sin(kx) + βk cos(kx)), (9.11)160 Chapter 9. Property-preserving polynomials and rational models
where α0, αk and βk are the coeﬃcients.
9.3.1 General least norm approximation by trigonometric
polynomials
Approximation by trigonometric polynomials is similar to approximation by ordinary
polynomials. We again deﬁne pα,β = [p(x1),...,p(xn)]
T and y = [y(x1),...,y(xn)]
T,
and are interested in ﬁnding α and β that solve
min
α,β
 pα,β − y ,
where     is some norm. In Fassbender (1997) eﬃcient numerical methods for least-
squares approximation by trigonometric polynomials are developed. For the ℓ∞-norm








i) + βk cos(kx
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i) + βk cos(kx
i)) − t ≤ −y(x
i) ∀i = 1,...,n.
(9.12)
We can easily adapt the methods that we will present, to the cases of the ℓ1-norm
and the ℓ2-norm.
9.3.2 Approximation by nonnegative trigonometric polyno-
mials
The following theorem states that nonnegative univariate trigonometric polynomials
can be expressed in terms of a positive deﬁnite matrix.
Theorem 9.3.1. If p(x) is a nonnegative trigonometric polynomial of degree d, then

























otherwise d = 2k, and
e(x) = [1,cos(x),sin(x),...,cos(kx),sin(kx)]
T .
Proof. A sketch of a proof is given in Lofberg and Parrilo (2004).
We can use this theorem to construct nonnegative trigonometric polynomial ap-




s.t. eT(xi)Qe(xi) − t ≤ y(xi) ∀i = 1,...,n
−eT(xi)Qe(xi) − t ≤ −y(xi) ∀i = 1,...,n
Q   0.
(9.13)
Note that (9.11) is a periodic function with period 2π. However, the data is in
general non-periodic. Nevertheless, we can still approximate a non-periodic function
on a compact interval by a trigonometric function by scaling and translating the data
to [0,π].
Example 9.3.1
We consider data on the pyrolysis of oil shale, taken from Bates and Watts (1988).
This data, obtained by Hubbard and Robinson (1950) represents the relative con-
centration of oil versus time during pyrolysis of oil shale. We used a selection of the
data as given in Table 9.3. This data concerns the relative concentration of oil versus
time at a temperature of 673K. A scatterplot of the data is given in Figure 9.4.
Obviously the concentration of oil is nonnegative. However, if we approximate the
concentration as a function of time by a trigonometric polynomial of degree 2, we get
E = 0.7348 in (9.12), and we obtain the trigonometric polynomial
p(x) = 12.6303 + 12.1492sin(−1.7054 + 0.0898x)−
8.0262cos(−1.7054 + 0.0898x) + 6.3258cos2(−1.7054 + 0.0898x)−










Table 9.3: Oil shale dataset (Example 9.3.1).
This trigonometric polynomial is plotted in Figure 9.4 with a solid line. This trigono-
metric polynomial takes negative values. However, if we use the new methodology to
obtain a nonnegative trigonometric polynomial, we obtain the trigonometric polyno-
mial
p(x) = 7.0570 − 9.6844cos(−1.7054 + 0.0898x)+
11.2141sin(−1.7054 + 0.0898x) + 13.5710cos2(−1.7054 + 0.0898x)+
1.0457sin(−1.7054 + 0.0898x)cos(−1.7054 + 0.0898x)+
6.3186sin
2(−1.7054 + 0.0898x),
which is represented by the dashed line in Figure 9.4. In this case, E = 0.8187.
We cannot extend this methodology to construct increasing trigonometric polyno-
mial approximations in a similar way as done for polynomials, because trigonometric
polynomials are periodic functions.
9.4 Approximation by rational functions
Given input data x1,...,xn ∈ Rq and corresponding output data y1,...,yn ∈ R, we
are interested in approximating a function y : Rq  → R. In this section we consider
approximation by rational functions. We ﬁrst show how to approximate a function
y(x) by a rational function, without preserving characteristics. A rational function
is a quotient of two polynomials p(x) =
 m
j=1αjpj(x) and q(x) =






k=0 βkqk(x). Here m and ˆ m are the number of monomials of the polynomials9.4. Approximation by rational functions 163





























Figure 9.4: Example of nonnegative and general trigonometric approximation.
p(x) and q(x) respectively.
9.4.1 General least norm approximation by rational func-
tions
Analogous to pα, we deﬁne rα,β = [r(x1),...,r(xn)]T. We are interested in solving
min
α,β
 rα,β − y ,
where       is some norm. In the following, we will discuss the methodology for the
ℓ∞-norm, as done in Powell (1981), Chapter 10, and then extend this with a method
to prevent the denominator from being zero. A similar methodology can be used for
the ℓ1-norm and the ℓ2-norm.
For the ℓ∞-norm, we obtain the following optimization problem by multiplying164 Chapter 9. Property-preserving polynomials and rational models
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i) i = 1,...,n.
(9.14)
Note that (9.14) is a nonlinear optimization problem. However, we can solve this
problem eﬃciently by using binary search. We choose an upper bound for t, say ¯ t,
and a lower bound t = 0, and consider the interval [t,¯ t]. Then we deﬁne ˆ t =
¯ t+t
2 ,
and check whether the constraints in (9.14) are met for this value of t; i.e. we check
whether there exist α and β, for which

    
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ˆ m  
k=0
βkqk(x







ˆ m  
k=0
βkqk(x
i) ≤ ˆ t
ˆ m  
k=0
βkqk(x
i) i = 1,...,n.
(9.15)
This is a linear feasibility problem. If the answer is ’yes’, then our new interval
becomes [t,
¯ t+t
2 ], and otherwise our new interval becomes [
¯ t+t
2 ,¯ t]. We repeat this until
the interval is suﬃciently small.
Instead of just checking the constraints (9.15), we can also introduce a new variable
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where ζ ∈ Rq is a constant. Let εopt be the optimal ε in (9.16). The last constraint9.4. Approximation by rational functions 165
is added to prevent the optimization problem from being unbounded if εopt < 0. A
common choice is ζ = 0. Now we can distinguish three cases. If εopt < 0, then
ˆ t is greater than the least maximum error, and we can tighten the bounds of our













k are the optimal βk in optimization
problem (9.16). If εopt = 0, then the corresponding
p(x)
q(x) is the optimal approximation,
and ﬁnally if εopt > 0, then our upper bound ˆ t is too small, and we can tighten our
interval to [ˆ t,t].
Note that q(x) =
  ˆ m
k=0 βkqk(x) possibly becomes zero, which is not desirable if we
want to avoid poles. We can easily prevent q(x) from becoming zero on a predeﬁned
compact set U = {x ∈ Rq|gℓ(x) ≥ 0,∀ℓ = 1,..., ¯ m}, where gℓ are polynomials,
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ℓ eℓ(ζ)gℓ(ζ) = 1,
where δ > 0 is a small number, which prevents the denominator q(x) from becoming
too small.
9.4.2 Approximation by nonnegative rational functions
To construct nonnegative rational approximations, we need a characterization of non-
negative rational functions. The following theorem gives a characterization of non-
negative rational functions on open connected sets or the (partial) closure of such a
set. Note that two polynomials p(x) and q(x) are called relatively prime, if they have166 Chapter 9. Property-preserving polynomials and rational models
no common factors.
Theorem 9.4.1. Let p(x) and q(x) be relatively prime polynomials on Rq and let
U ⊆ Rq be an open connected set or the (partial) closure of such a set. Then the
following two statements are equivalent:
1. p(x)/q(x) ≥ 0 ∀ x ∈ U such that q(x)  = 0;
2. p(x) and q(x) are both nonnegative, or both nonpositive, on U.
Proof. See Jibetean and De Klerk (2006).
Therefore, to enforce a rational approximation to be nonnegative on a set U that
meets the conditions of Theorem 9.4.1, without loss of generality, we may assume
that both the numerator p(x) and the denominator q(x) are nonnegative. Note that
requiring q(x) to be positive also prevents the rational function from having poles.
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where δ > 0 is a small number and ζ ∈ Rq is a constant.
Now, we use Theorem 9.2.2 in combination with Theorem 9.2.4, to model opti-9.4. Approximation by rational functions 167
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ℓ eℓ(ζ)gℓ(ζ) = 1.
(9.18)
In the multivariate case (9.18) is just an approximation of (9.17), since we do not
know the degree of the monomials of eℓ(x). However, in the univariate case (9.18) is
an exact reformulation of (9.17), since in the univariate case Theorem 9.2.3 speciﬁes
the degree d of the polynomials f(x) and g(x), we know the degree of the monomials
of eℓ(x) in (9.18).
Example 9.4.1
In this example we use the same data on the pyrolysis of oil shale as used in Example
9.3.1. Note again that the concentration of oil should be nonnegative. However, if
we approximate the concentration as a function of time by a rational function by
quadratic numerator and quadratic denominator, we get E = 0.5962, and obtain the
rational function
r(x) = −7.84
116.2622153 − 35.2141549x + 2.544537885x2
−3.691739529− 7.67285004x − 0.319303558x2;
which is plotted in Figure 9.5. Obviously, the rational function is not nonnegative.
However, if we force the rational function to be nonnegative, we obtain the function
r(x) = 4.883
−101.53754138+ 29.62932361x − 2.161508979x2
−38.59790305 − 1.26652437x − 0.224221696x2168 Chapter 9. Property-preserving polynomials and rational models





























Figure 9.5: Example of nonnegative and general rational approximation.
which is represented by the dashed line in Figure 9.5. Now, E = 0.7178. The increase
in E is only due to forcing the nonnegativity, since this is a univariate example.
We cannot easily extend the methodology to least-norm approximation by in-
creasing rational functions, because the coeﬃcients of polynomials in numerator and
denominator of the derivative of a rational function
p(x)
q(x) are not linear in the coeﬃ-
cients of p(x) and q(x) anymore.
9.5 Convex polynomials
In this section we deal with the problem of constructing convex polynomials. Recall
that a polynomial is convex if and only if its Hessian is positive semideﬁnite. If we
have polynomials of degree d ∈ {0,1}, then the polynomial is known to be convex.9.5. Convex polynomials 169








i) − t ≤ y(x





i) − t ≤ −y(x
i) ∀i = 1,...,n
and we can use the techniques used for nonnegative, and increasing polynomials.
If q > 1 and d = 2, then the problem of getting a convex polynomial is the
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i) − t ≤ −y(x
i) ∀i = 1,...,n,
(9.19)
where Hα is the Hessian of p(x); see also Den Hertog et al. (2002).








i) − t ≤ y(x





i) − t ≤ −y(x
i) ∀i = 1,...,n,
(9.20)
where U ⊂ Rn is a bounded region on which we want to force the polynomial to
be convex. In robust optimization terms U is called the uncertainty region. If d =
3 the elements of the Hessian depend linearly on the variables. In this case the
solution of this robust semideﬁnite program (9.20) can be approximated for box- and
ball uncertainty regions; see Ben-Tal and Nemirovski (2002). In particular, for box170 Chapter 9. Property-preserving polynomials and rational models
uncertainty we have the following theorem.
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is aﬀected by ”box uncertainty”, i.e.,
U =
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Then the semideﬁnite program
min
z,Zℓ cTz
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is an approximate robust counterpart of the uncertain semideﬁnite program (9.21)
with U as in (9.22), and the level of conservativeness Ω of this approximation can be
bounded as follows. Let
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Let us now explain what is meant by the level of conservativeness. Let Q denote
the set of all feasible z of robust semideﬁnite program (9.21) with uncertainty set
U as in (9.22), and let R denote the set of all feasible z of its approximate robust
counterpart (9.23). Then we have R ⊆ Q. Let Qρ denote the set of all feasible x of
robust semideﬁnite program (9.21) with uncertainty set
U =
 











¯ n)| ζ ∞ ≤ ρ
 
,
where ρ ≥ 1. This means that the size of Qρ reduces as ρ increases. Then the level
of conservativeness Ω is deﬁned as
Ω = inf
ρ≥1
{ρ : Qρ ⊆ R}.
The level of conservativeness can be seen as a measure of proximity of R to Q.
By using Theorem 9.5.1, we can approximate the solution of (9.20) if U is a box,
i.e., we can ﬁnd a feasible point of (9.20) which is ’nearly’ optimal.
Example 9.5.1
We consider a two-dimensional example. Suppose, we want to construct a convex















Then, the Hessian of p(x1,x2) is given by
H(x1,x2) =
 
2α3 + 6α6x1 + 2α7x2 α4 + 2α7x1 + 2α8x2
α4 + 2α7x1 + 2α8x2 2α5 + 2α8x1 + 6α9x2
 
. (9.25)





s.t. pα(xi) − t ≤ y(xi) ∀i = 1,...,n
−pα(xi) − t ≤ −y(xi) ∀i = 1,...,n
H(x1,x2)   0 ∀(x1,x2) ∈ [−1,1]2.
(9.26)
The approximate robust counterpart is then given by
min
t,α0,...,α9,Z1,Z2 t
s.t. pα(xi) − t ≤ y(xi) ∀i = 1,...,n




























Suppose that the function y : R2 → R is given by y(x1,x2) = (x1 − 1
2)6 + (x2 + 1
2)6.
Clearly, this function is convex. We are interested in approximating this function on
the box [−1,1]2. Therefore, we sample some input combinations (x1,x2) by using
Latin Hypercube Sampling (LHS) (see McKay et al. (1979)) and calculate the cor-
responding output. The resulting data is given in Table 9.4. First, we construct a
polynomial that does not necessarily preserve convexity. The result is shown in Fig-








this polynomial is not convex. However, it interpolates through the data. Next, we
construct a convexity preserving polynomial by solving the approximate robust coun-
terpart (9.27). The polynomial is given by p2(x) = −1.0864−2.1406x1 +0.2979x2 +9.5. Convex polynomials 173
no. x1 x2 y
1 0.5750 0.7215 3.3218
2 0.8636 -0.2878 0.0024
3 -0.3454 -0.6533 0.3650
4 -0.4647 0.3231 1.1170
5 0.2142 -0.5425 0.0005
6 -0.7607 -0.0003 4.0301
7 -0.0942 0.0002 0.0597
8 -0.9656 0.5198 11.0374
9 0.7740 0.8320 5.5843
10 0.0487 -0.8542 0.0104
Table 9.4: Dataset of Example 9.5.1













































Table 9.5: MSEs of p1 and p2 and their partial derivatives in Example 9.5.1.
6.5631x2






and shown in Figure (9.7). This polynomial clearly is convex. However, it does not
interpolate through the data anymore. The optimal value of the approximate ro-
bust counterpart (9.27) is 0.8851. This is the price paid, for preserving convexity.
However, if we look at the mean squared errors, we obtain:
1
4
   
[−1,1]2
(y(x1,x2) − p1(x1,x2))




   
[−1,1]2
(y(x1,x2) − p2(x1,x2))
2 d(x1,x2) = 8.2,
which shows that in this sense, the convex approximation is better than the nonconvex
approximation. We can also calculate these MSEs for the derivatives of p1 and p2.
The results are shown in Table 9.5. Note that in most cases the convex approximation
p2 performs better than the nonconvex approximation p1.
Similar things can be done in case we have ball uncertainty. For ball uncertainty
we have the following theorem.
Theorem 9.5.2 (Ben-Tal and Nemirovski (2002)). Assume that the uncertain semidef-
inite program (9.21) is aﬀected by ”ball uncertainty”, i.e.,
U =
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. (9.28)9.5. Convex polynomials 175









































Figure 9.7: Optimal convex polynomial of Example 9.5.1.
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j, is an approximate robust counterpart of the uncertain
semideﬁnite program (9.21) with U as in (9.28), and the level of conservativeness Ω








where M is the row size of the matrices Ai in (9.21).176 Chapter 9. Property-preserving polynomials and rational models
By using Theorem 9.5.2, we can approximate the solution of (9.20) if U is a ball.
9.6 Exploiting structure during computation




Tz | trace(AiZ) + a
T
i z = bi (i = 1,...,m)},
where C,A1,...,Am are data matrices and b,c,a1,...,am are data vectors.
The approximation problems we have considered may all be formulated as SDPs
in this form, and with the special property that the matrices Ai are rank one matrices.
For example, in problem (9.7), we have Ai = e(xi)e(xi)T — a rank one matrix.
This structure can be exploited by interior point algorithms to speed up the
computation. In particular, the solver DSDP (see Benson et al. (2000)) has been
designed to do this.
Thus it is possible to solve problem (9.7) within minutes for up to a thousand
data points and with an approximating polynomial of degree up to a hundred. A
similar computation was performed for up to 200 data points in a few seconds by
De Klerk et al. (2006). For the other univariate approximation problems we have
considered, we can solve instances of similar sizes in the order of minutes.
For the multivariate approximation problems, e.g. (9.9), the size of the monomial




, where 2dℓ is the degree of the function pℓ (see
Section 9.2.2) and q is the dimension (number of variables).




is at most a hundred, and the number
of data points at most n = 100, then eﬃcient computation is still possible, i.e.,
computation will take at most one hour.Chapter 10
Conclusions and further research
10.1 Conclusions
The central topic of this thesis is the approximation of black-box functions. Black-box
functions are often time-consuming computer simulations. However, they can also
be optimal value functions in optimization problems, like e.g., the Pareto eﬃcient
frontiers in multiobjective optimization.
Since, by deﬁnition, no explicit formula for black-box functions are available, and
since one function value evaluation is often time-consuming, one may be interested
in approximating this black-box function through an explicit function that can be
evaluated instantaneously. Such an approximation is called a meta-model. Meta-
models give more insight into the relationship between the input and the output
variables, but can also be used for optimization. In this thesis, two main themes in
meta-modeling are considered: property preservation and quality measures.
Property preservation is important for two main reasons. First, the meta-model
is more credible for the user. Second, the quality of the meta-model may be better.
Diﬀerent methods to obtain property-preserving meta-models are presented. The
second main theme is ’quality measures’. Since meta-models are approximations, we
are also interested in the quality of the meta-models. Accuracy and robustness are
treated as quality measures.
177178 Chapter 10. Conclusions and further research
10.1.1 Conclusions of Part I
In Part I, Sandwich models are studied. In Chapter 2, linear upper and lower bounds
preserving convexity, are studied. For the approximation of convex functions we can
construct linear upper and lower bounds, based on function value evaluations only.
In the univariate case, these bounds can be given explicitly. In the multivariate case,
these bounds can be found by solving LP problems. The diﬀerence between the upper
and lower bounds can be seen as a measure of accuracy. In the univariate case we
may use so-called Sandwich algorithms to select new input values to be evaluated, to
obtain good approximations. It can be shown that our Sandwich models that do not
use derivative information are of order O(1/n2) for the 1-norm, the ∞-norm, and the
Hausdorﬀ distance. These results require assumptions on the derivatives of y(x). If
these assumptions do not hold, it can be shown that under other conditions, we have
O(1/n) convergence for these Sandwich models. We applied the Sandwich algorithms
to several examples. It turned out that our algorithms perform better than when we
choose the input data points equidistantly. This is especially the case if the function
to be approximated has much curvature.
In Chapter 3, transformations of the upper and lower bounds are discussed. For
the univariate case, it can be shown that choosing suitable transformations can tighten
these bounds. The same sort of transformations may be used to obtain upper and
lower bounds for nonconvex functions.
Not only the meta-model may not inherit the known properties, but also the data
may not inherit these properties. Therefore, in Chapter 4, techniques to smooth the
data such that it becomes convex, are studied. If only function value information is
available, the output data can be smoothed such that the dataset becomes convex.
This problem can be written as a semi-inﬁnite optimization problem. This particular
semi-inﬁnite optimization problem can be solved by using techniques from robust
optimization (see Ben-Tal and Nemirovski (2002)). If also derivative information
is available, we can consider errors in the gradients and in the input data. In this
case, smoothing the dataset such that it becomes convex is reduced to a nonlinear
programming problem. However, if we assume that there are only errors in the
gradients and in the output data, this problem can be written as a Linear Program
(LP).
This methodology for obtaining upper and lower bounds as convex approximations10.1. Conclusions 179
together with the results on transformations and data-smoothing is relevant in mul-
tiobjective optimization and Intensity Modulated Radiation Therapy (IMRT). This
methodology can be used to approximate convex Pareto eﬃcient frontiers. Examples
are given in Chapter 5.
10.1.2 Conclusions of Part II
Part II deals with Kriging models. Chapter 6 shows that it is not always possible
to obtain decreasing Kriging models by imposing an additional constraint on the
MLE, or to obtain nonnegative Kriging models by imposing an additional constraint
in the optimization problem of the Best Linear Unbiased Predictor (BLUP). This is
a drawback of Kriging models. However, there might be other approaches to obtain
property-preserving Kriging models that require a more fundamental change in the
classical Kriging models.
The Kriging variance, which is discussed in Chapter 7, can be seen as a quality
measure. It can be shown that the classic Kriging variance formula is based on a
wrong assumption and underestimates the true Kriging variance in expectation. The
true Kriging variance can be estimated by using bootstrapping.
In Chapter 8, robustness of Kriging models is studied. Kriging models may be
not so robust against simulation-model errors. An error in the output data may
be magniﬁed a lot by the Kriging model. We introduced a measure of robustness
for Kriging models, the so-called rc-value. This value can also be seen as a quality
measure. Robust Kriging models can be obtained by using the rc-value as a criterion.
Such robust Kriging models can be obtained by using the weighted-sum method and
the ε-constraint method. The choice of Design of Computer Experiments (DoCE)
may have a big impact on the robustness of Kriging models. The more space-ﬁlling
the DoCE is, the smaller the rc-values are.
10.1.3 Conclusions of Part III
In Part III, that consists of Chapter 9, property-preserving (trigonometric) polyno-
mials and rational models are studied. For polynomial meta-models, it is possible
to obtain nonnegative polynomial approximations by using results from algebraic ge-
ometry and by using semideﬁnite programming. The same technique can be used to180 Chapter 10. Conclusions and further research
obtain nonnegative trigonometric polynomials and rational functions. For polynomi-
als, this technique can also be used to obtain increasing polynomial approximations.
It is also possible to obtain convex polynomials for polynomials of low degree. For
d = 2, the problem of getting a convex polynomial approximation can be written as
a semideﬁnite programming problem. For d = 3, this problem can be solved if the
region U on which the meta-model should be convex is a box or a ball, by solving a
robust semideﬁnite programming problem. This robust semideﬁnite program can be
solved by using results from robust optimization; see Ben-Tal and Nemirovski (2002).
10.2 Further research
Interesting further research may be extending the Sandwich algorithms of Chapter 2
to the multivariate case. It may also be possible to extend the theory on transfor-
mations in Chapter 3 to the multivariate case. Moreover, it would be interesting to
apply the multivariate upper and lower bounds to IMRT.
We would propose to use the lower bounds for multivariate convex functions,
introduced in Chapter 4, in convex optimization. For each new candidate proposed
by the nonlinear programming solver, we can calculate the lower bound, and if this
lower bound is larger than the best known objective value up to now, then we reject
the candidate before evaluating its function value. This may reduce computation
time, especially when one function value evaluation is time-consuming. In Den Boef
and Den Hertog (2007), promising results are shown for the univariate case.
In Chapter 5, the Sandwich algorithms of Chapter 2 and the transformations
of Chapter 3 are applied to IMRT. For the application of the Sandwich algorithms,
convex objective functions are necessary. In IMRT, however, many objective functions
are not convex. By using suitable transformations, the objective functions can be
made convex; see Romeijn et al. (2004). For objective functions that are convex, it
is useful to ﬁnd suitable transformations that result in tighter approximations; see
Table 3.1. It would be useful to ﬁnd transformations that either make it possible
to use the Sandwich algorithms, or result in tighter approximations. In our paper,
Hoﬀmann et al. (2007), a start for this is made.
In Chapter 6, we discussed property-preserving Kriging models by imposing addi-
tional constraints in the Maximum Likelihood problem to ﬁnd the optimal correlation10.2. Further research 181
parameters, or by imposing additional constraints on the optimization problem of the
BLUP. However, this did not give attractive results. Imposing additional constraints
in the Maximum likelihood problem often gives an infeasible optimization problem
or unrealistic Kriging models. Imposing additional constraints on the optimization
problem of the BLUP also gives unrealistic Kriging models. However, it might be pos-
sible to ﬁnd other ways to construct property-preserving Kriging models by changing
the classical Kriging models more fundamentally.
In Chapter 7, we showed that the classical Kriging variance formula underesti-
mates the true Kriging variance in expectation. It would be interesting to study the
eﬀect of using the bootstrap Kriging variance instead of the Kriging variance formula
as an accuracy measure for Kriging models, for the selection of new input values to
obtain better Kriging models (see e.g. Kleijnen and Van Beers (2004)), and for global
optimization (see e.g. Jones (2001)).
In Chapter 8, we considered robust Kriging models. It would be interesting to
also consider the robustness of other types of meta-models such as polynomials, ra-
tional models, and radial basis functions. For polynomial interpolation, the so-called
Lebesgue constant is comparable to the rc-value. Furthermore, it would be inter-
esting to do more research on the the inﬂuence of the DoCE on the robustness of
Kriging models. From Chapter 8, it follows that the more space-ﬁlling the design is,
the smaller the rc-values are, and the more robust the Kriging model will be. Data
balancing could be a solution to obtain more robust Kriging models. Data balancing
involves leaving out data points, to obtain better models.
In Chapter 9, property-preserving polynomial models are discussed. It would
be interesting to extend the method to convexity-preserving polynomials of general
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kwaliteitsmaten in metamodellen
Samenvatting
Het centrale onderwerp van dit proefschrift is de benadering van zogeheten black-box
functies door middel van meta-modellen. Een black-box functie is een functie waar-
van geen expliciete uitdrukking bekend is. Vaak zijn black-box functies tijdrovend
om te evalueren en is tevens geen informatie over de afgeleides voor handen. Black-
box functies komen in de praktijk veel voor in de vorm van computer simulaties.
Deze simulaties hebben een aantal input en output variabelen. Iedere output vari-
abele kan gezien worden als een functie van de input variabelen. Vaak zijn deze
simulaties tijdrovend. Black-box functies kunnen ook voorkomen in andere vormen.
Zo kan een optimale-waarde-functie gezien worden als een black-box functie. Een
optimale-waarde-functie is een functie waarbij de optimale waarde van een optimalis-
eringsprobleem gezien wordt als een functie van ´ e´ en of meer parameters van het
optimaliseringsprobleem. Ook in dit geval is er geen expliciete uitdrukking voor deze
functie en kan een functie-evaluatie tijdrovend zijn.
Om twee hoofdredenen is men ge¨ ınteresseerd in het benaderen van deze black-box
functies door middel van meta-modellen, waarvan wel een expliciete uitrdrukking
bestaat. Ten eerste geeft een meta-model meer inzicht in de relatie tussen de output
en de input variabelen. Ten tweede kan het meta-model gebruikt worden voor opti-
malisatie. Optimalisatie door gebruik te maken van de black-box functie is namelijk
vaak ondoenlijk vanwege de tijdrovendheid.
In dit proefschrift spelen twee hoofdthema’s bij het construeren van meta-modellen
een rol: eigenschapbehoud en kwaliteitsmaten. Het kan voorkomen dat er over
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de te benaderen black-box functie meer informatie bekend is dan alleen een aan-
tal input/output-datawaarden. Zo kan het bijvoorbeeld bekend zijn dat de functie
niet-negatief, stijgend/dalend of convex/concaaf is. Vaak worden dit soort eigen-
schappen niet behouden tijdens het construeren van meta-modellen. Daarom behan-
delt dit proefschrift een aantal technieken om meta-modellen te construeren die w` el
eigenschappen kunnen behouden. Verder behandelen we kwaliteitsmaten. Een meta-
model is (slechts) een benadering van een functie. Derhalve is men ook ge¨ ınteresseerd
in de kwaliteit van een benadering. Daarom behandelen we in dit proefschrift ook
een aantal kwaliteitsmaten voor meta-modellen als Kriging modellen en Sandwich
modellen.
In Deel I behandelen we univariate convexiteitsgrenzen. Dit zijn onder- en boven-
grenzen, die convexiteit behouden. In Hoofdstuk 2 presenteren we deze onder- en
bovengrenzen. Hierbij wordt geen gebruik gemaakt van afgeleide informatie. We
laten zien dat in het geval dat er wel afgeleide informatie beschikbaar is, we strakkere
ondergrenzen kunnen construeren. Verder laten we zien hoe we door middel van
zogeheten Sandwich-algoritmes punten kunnen toevoegen zodat de benadering snel
verbetert. We laten zien dat drie varianten van de Sandwich modellen kwadratisch
convergeren indien aan bepaalde condities op de afgeleides wordt voldaan. Indien
niet aan deze condities wordt voldaan, kan onder andere condities aangetoond kan
worden dat deze Sandwich modellen lineair convergeren.
In Hoofdstuk 3 laten we zien hoe we door middel van transformaties de grenzen uit
Hoofdstuk 2 strakker kunnen maken. Deze transformaties kunnen gebruikt worden
voor zowel de onder- en bovengrenzen die zijn gebaseerd op alleen functie-evaluaties,
alsook de onder- en bovengrenzen gebaseerd op functie-evaluaties ` en afgeleide infor-
matie. Deze transformaties kunnen onder bepaalde omstandigheden tevens gebruikt
worden om onder- en bovengrenzen van niet-convexe functies te bepalen.
In Hoofdstuk 4 geven we onder- en bovengrenzen, die convexiteit behouden voor
multivariate convexe functies. In dit geval kunnen de onder- en bovengrenzen niet
meer expliciet bepaald worden, maar moeten hiertoe een aantal Lineaire Program-
meringsproblemen (LPs) opgelost worden. Om de grenzen uit Hoofdstuk 2 en 4 te
kunnen gebruiken dient de data echter wel convex te zijn. Dit is niet altijd het geval
vanwege numerieke fouten in de output data. Daarom laten we zien hoe we de data zo
min mogelijk kunnen aanpassen zodat het convex wordt. Hierbij maken we gebruik
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is, kan dit probleem worden geschreven als een niet-lineair optimaliseringsprobleem
(NLP). Echter, als we aannemen dat de fouten alleen in de afgeleide informatie en de
output data zitten, dan kan het probleem worden geschreven als een LP.
Hoofdstuk 5 behandelt een aantal toepassingen van de methoden uit Hoofdstukken
2, 3 en 4. We laten zien hoe deze methoden kunnen worden toegepast om convexe (en
dalende) Paretokrommen te benaderen. We laten voorbeelden zien van het gebruik
van de methoden in een Strategisch investeringsmodel en in de radiotherapie.
Deel II van dit proefschrift gaat over Kriging modellen. In Hoofdstuk 6 herhalen
we theorie achter Kriging modellen. Vervolgens laten we zien dat het vaak niet mo-
gelijk is om eigenschapbehoudende Kriging modellen te construeren door voorwaar-
den voor de correlatie parameters op te leggen in het Maximum Likelihood probleem.
Tevens laten we zien dat het opleggen van extra voorwaarden bij het construeren van
de ’Best Linear Unbiased Predictor’ om eigenschapbehoudende Kriging modellen te
construeren, vaak onrealistische Kriging modellen geeft.
In Hoofdstuk 7 gaan we wat dieper in op de Kriging variantie. Het blijkt dat de
bekende formule voor de Kriging variantie de werkelijke Kriging variantie in verwacht-
ing onderschat. We laten zien hoe we door middel van Bootstrapping de correcte
Kriging variantie kunnen schatten. Ook uit numerieke voorbeelden, waarbij we deze
Bootstrapping methode toepassen, blijkt dat de formule voor de Kriging variantie de
correcte Kriging variantie onderschat.
In Hoofdstuk 8 gaan we in op de gevoeligheid van Kriging modellen voor fouten
in de output data. We laten zien dat fouten in de output data ’vergroot’ kunnen
worden door een Kriging model. We introduceren een robuustheidscriterium, die we
de rc-waarde noemen. Op basis van dit robuustheidscriterium introduceren we twee
manieren om Kriging modellen te construeren die robuust zijn tegen fouten in de
output data. Het blijkt dat beide methoden ook gunstige gevolgen hebben voor de
numerieke stabiliteit van de Kriging modellen. Verder gaan we kort in op de invloed
van ’Design of Computer Experiments’ op de robuustheid van Kriging modellen. Het
blijkt dat hoe beter de punten verspreid over de ruimte liggen, hoe beter dat is voor
de robuustheid van een Kriging model.
In Deel III gaan we in op eigenschapbehoudende polynomen. In Hoofdstuk 9 laten
we zien hoe we nietnegatieve polynomen, trigonometrische polynomen en rationale
functies kunnen construeren door gebruik te maken voor resultaten uit de re¨ ele alge-
bra¨ ısche geometrie en van semideﬁniete programmering. Het blijkt dat deze methode198 Samenvatting
ook gebruikt kan worden voor het behoud van stijgend-/dalendheid van polynomen.
Tot slot laten we zien hoe we convexiteit kunnen behouden voor polynomen van graad
3 door gebruik te maken van robuuste optimalisering.
Tenslotte geven we in Hoofdstuk 10 de conclusies die kunnen worden getrokken
uit de resultaten in dit proefschrift en geven we aanbevelingen voor het doen van
verder onderzoek.