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Given a sequence of i.i.d. multinomial random vectors, each of the coordinates of 
the sum of the random vectors, multiplied by their respective indices in the 
sequence, is centered and normed by its conditional mean and conditional standard 
deviation, conditioned on the sum of the random vectors. Multivariate normal and 
x2 limit distributions are then obtained. Further, limit distributions are determined 
for sequences of sums of certain diagonal affme transformations of triangular arrays 
of multinomial random vectors. These distributions involve those of the mul- 
tivariate normal and the compound Poisson. Necessary and sufficient conditions 
are obtained for convergence to the multivariate normal distribution. N? 1989 
Academic Press. Inc. 
There are two main results in this short note. The first one, involving 
sequences of i.i.d. multinomial random vectors has practical significance in 
non-parametric statistics. The second one, involving triangular arrays of 
multinomial random vectors, is a natural theoretical outgrowth of the first. 
1. RESULT ONE 
Given a sequence of n independent Bernoulli trials of constant 
probability p, the conditional distribution of the sum of the trial numbers 
at which success occurs, given that k successes occurred, is the same as the 
distribution of the sum of k numbers chosen at random without 
replacement from the integers { 1,2, . . . . n}, which is referred to as the 
Wilcoxon distribution. Upon centering and normalizing this conditional 
Wilcoxon random variable by its conditional mean and conditional stan- 
dard deviation, its limiting distribution was shown by Panganiban [S] to 
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be that of the standard normal. More precisely, we have the following 
theorem: Let X, , X2, . . . be i.i.d. Bernoulli (p) random variables. Let 
T,, = I;=, Xi and S, = C;=, CYj. Then 
Z,= S, - T,,(n + 1)/2 
,/(1/12) T,(n - TJn + 1) 
zCT”fO; T”+nJ -5 NO, 1) 
asn-+03. 
This result has applications in testing for the constancy of the 
probabilities of success among a sequence of Bernoulli trials against 
the alternative that the probabilities are increasing or decreasing 
monotonically. Theorem 1 below extends this result to sequences of Cd. 
multinomial random vectors. 
We shall denote by (X,, X,, . . . . X,)-.Mn(n, pl, . . . . pk) random variables 
(J-1, x*, . . . . X,) that have a joint multinomial distribution, i.e., 
P[X, = x1, ,..) x, = Xk] = 
n! 
x,! ... !x 
p;‘p;’ . . . pjy+f, 
kt I !  
where~,+...+x,~,=nandp,+...+p,,,=l,x~E{O,l,...,n} ford 
i, and min(P,, p2, . . . . Pk + 1) > 0. 
Also, if A and B are matrices, A @B denotes the Kronecker product of A 
and B. 
THEOREM 1. Let X,, X2, . . . . X, be i.i.d. .Hn(l, pl, p2, . . . . pk). Let 
K,= 2 Xi, s,= i rxi, and 
i=l ;= I 
where 
H, = diag 
1 
(l/12) KiJn - Kin)(n + 1) 
, i= 1, 2, . . . . k 1 , K, = (Km Kz,, . . .. &,/. 
Then Z, +z Nk(O, L), as n + 00, where 
C,= 
{ 
1, if i = j, 
-JPiPj/(l-Pp,)(l-Pj), if i#j. 
Proof: Let b, = n2(n + 1)/12, a, = n(n2 - 1)/12, di, = K,(n - Kin) 
(n+ 1)/12b,, and aej= (i- (n+ 1)/2)/A. Note that di”+Pdi=pi(l -pi) 
by the law of large numbers. Let D = diag(&, . . . . A) and D, = 
diag(Jd,, . . . . a). If we define W, = D-’ XI=, aniXni, a combination of 
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Lindeberg-Feller’s theorem and the Cramer-Wold device yields W, --ty 
Jlr(O, z), where J5 is as stated in the theorem. Finally, we see that Z, = 
D,y l C;=, aniXni converges in law to Jlr(O, C), since D, +’ D. I 
Recall that S is said to be Wilcoxon (n, m) distributed if S has the same 
distribution as the sum of m numbers chosen at random without 
replacement from { 1, 2, . . . . n}. 
We can very well extend this definition to the k-variate case: 
DEFINITION. Let m,, m,, . . . . mk be positive integers such that 
m,+m,+ ... + mk < n. Now let the integers { 1, 2, . . . . n} be randomly 
assigned into k + 1, groups such that for 1 <i< k, the ith group has mj 
numbers in it. Let Si be the sum of the integers falling into group i. Then 
(S, 3 s,, .*., Sk) are said to have a joint Wilcoxon distribution which we will 
denote as (S,, S,, . . . . Sk)- W(n, m,, m2, . . . . mk). 
In the setting for Theorem 1, we note that the conditional distribution of 
S,, given K, = (m,, m2, . . . . mk)‘, is that of a W(n, m,, m,, . . . . mk). 
It is worth mentioning that in the case where m,, m,, .,., mk are con- 
stants, the analogous setting in nonparametric statistics is that of Kruskal- 
Wallis, wherein under suitable assumptions on m, , . . . . ??ik, a 1: limit 
law is derived for the case of (k + 1) populations. (See Lehmann 
[4, pp. 202-2103.) Analogously, a xk * limit law is easily derived from 
Theorem 1. 
COROLLARY. Let X,, X,, . . . . X,, . . . be i.i.d. dn(l, pI, . . . . pk). Let K,, S,, 
and Z, be as in Theorem 1. Let $ = (l/n) K, = (a,, fi2, . . . . fik)’ and 
(cJ,= &.,(l -B.)(l -P.) i 
if i = j, 
1 3 J if i # j. 
Then Zi(,??;‘) Z, +y xi as n -+ CO. 
Proof. Since Z, +Y Mk(O, C) and C” ” + a.s. C, we have (2; ‘, Z,) -Pi 
w’, Z), where ZwXk(O, C). (See Tucker [7, p. 911.) And since 
g(x, a) =def x’ex is a continuous function, we conclude that Z$;‘Z, +z 
Z’Z-‘Z N xz as n + co. (See Tucker [7, p. 901.) 1 
In the context of hypothesis testing, this corollary would be useful if we 
were interested in the constancy along the time of p = (pl, pz, . . . . pk)’ in a 
sequence of multinomial trials; e.g., the probability of k (mutually 
exclusive) types of defectives in an assembly line. 
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2. RESULT Two 
The following lemma is from Tucker, Hudson, and Veeh [9]: 
LEMMA 1. (i) Let U, l-Jr, U,, . . . be k-dimensional random vectors such 
that U, +“U and E(U~i)+E(Uf)<~ as n-co, for i=l,2,...,k. Then 
Cov(U,) -+ Cov(U) as n + co. 
(ii) If {L-J,} is an infinite sequence of k-dimensional random vectors 
and if the sequence of ith coordinates is tight for 1< i d k, then (U, > is 
tight. 
Before stating the theorem, let us establish the following notation: 
Let Y, Ur, Uz, . . . be independent random variables where Y-P(n) and 
U1 N Uniform[O, l] for all i. We shall denote the distribution of 
(U1+Uz+ ... +Uy) by Gj.. 
As we have mentioned earlier, the following result is a natural theoretical 
offshoot of the first one. 
THEOREM 2. For each n, let XI”), XT), . . . . X!,“) be i.i.d. Mn(1, pp), p$“), . . . . 
p!,“J “), where npj”)( 1 - pj’“)) + CO for 1 < j < u and npj”) + Aj > 0, u + 1 < 
j<u+vasn+co. Let 
z, = 
C;= 1 i(,.Y!?) - p!“)) I 
np!“)( 1 - p@‘)( (n + 1)(2n + 1)/6) 
for j= 1, 2, . ..) u 
J J 
and 
z =Cl=, ix::) 
nJ forj=u+l,...,u+v. n 
Let Z,= (Znl, . . . . Z,,, . . . . Zn(u+v,)f. Then Z,+“Z as n-r 00, where 
(Z , , . . . . Z,)’ is independent of (Z, + 1, . . . . Z, + .) and where (2, + t, . . . . Z, + ,) 
are independent and each with distribution G,, , u + 1 < j ,< u + v, respectively, 
if and onIy tf for all i # j, 1 d i, j < u, 
p!“‘p!“‘/( 1 - p!“‘)( 1 - p’“‘) 
1 J I J 
converges as n + co, in which case (Z, , . . . . Z,)* is &JO, z), where 
(Z),= l7 
{ 
if i=j, 
- lim p!“)p!“)/( 1 - p!“))( 1 - p?)) I / , if i # j. n-cc J ’ 
Proof: (a) For any j= 1,2, . . . . u, we easily see from the triangular array 
version of the Lindeberg-Feller theorem that Z, j3 N(0, 1) as n --t 00. 
Now, let us denote the first u coordinates of Z, by U,. 
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Claim. U, converges in law to a limit distribution if and only if for all 
i# j, 
p!“‘p’“‘/( 1 - p!“‘)( 1 - p!“‘) 
1 I I 
converges as n + 03, in which case U, -+Y U as n + co, where 
U - Xk(O, Z) and 
(C),= l3 
{ 
if i=j 
-!-mm Jpjn)pjn)/( 1 - pj”))( 1 - $J), if i# j. 
To prove this claim, first we note that since each marginal of U, 
converges in law as n + co, the sequence of random vectors {U,} is tight, 
by Lemma 1. Thus, any convergent subsequence of {U,} converges fo a 
proper limit law. 
To show the necessity part of the claim, we assume that U +Y (some) U 
as n + co. We know this much: Since U, is a sum of random vectors from 
an infinitesimal system, then U is infinitely divisible. (See Theorem 2.2 of 
Rvaceva [6, p. 1901.) And since the marginals of this infinitely divisible 
random vector Z are each N(0, 1) random variables, we know that U is 
multivariate normal. Let dli denote the entries of Cov(U). Now, since 
E( Vij) = 1 for all n and for all j, we see that the second moments of the 
coordinates of U, converge to the corresponding second moments of U. 
Hence, by Lemma 1, we conclude that Cov(U,) + Cov(U) as 12 + co; i.e., 
for all i # j, 
Cov( u,,, Unj) = - Jpjn’py/( 1 - p’“‘)( 1 - pjn)) -+ rrrl as n-cc 
Next, we show the sufficiency part. Suppose Cov( Uni, V,) + (some) uV 
as n + co for all i # j. As in the proof of the necessity part, we know that 
{U,} is tight. Suppose we take { Unk}, a convergent subsequence of {U,}. 
Let U denote the limit law to which {U,,> converges, Then U is infinitely 
divisible. Moreover, it is multivariate normal. And, since the second 
moments of {U,,} converge coordinatewise to 1; we know by Lemma 1 
that Cov(U,,) -+ Cov(U), which we know has diagonal entries 1 and 
which, by hypothesis, has off-diagonal entries IS. Hence, we have shown 
that if we take any subsequence of {U,} that converges, it converges in law 
to the same multivariate normal distribution. Thus, U, +Y U where 
U - Jl/^ k(O, C), where 
my= 2,. { 
if i= j, 
rJ’ if if j. 
(See Billingsley Cl, pp. 16, 351.) 
MULTINOMIAL RANDOM VECTORS 209 
(b) For any j=u+ 1, . . . . u + u, the continuity theorem is used to 
show directly that as n + co, Z, + Y G,,. And if we denote the last v coor- 
dinates of Z, by V,, then by the same theorem V, + Y V, where V, , . . . . V, 
are independent and whose marginal distributions are as stated in the 
preceding statement. 
(c) Next, we show that if the necessary conditions hold, then U and 
V defined in steps (a) and (b) above are independent. As in the proof of the 
claim in (a), since each univariate marginal of Z, converges in law as 
n + co, then Z, is tight and every convergent subsequence of it con- 
vergence to a proper limit law. Now, let us take a particular convergent 
subsequence {Z,,} of Z,. Since this subsequence is a sum of random vec- 
tors from an infinitesimal system, we know that its limit law is infinitely 
divisible. (See Rvaceva [6, p. 1901). Moreover, by the above, the first u 
coordinates are each N(0, l), while the last u coordinates are distributed as 
G,. Since the last u limit laws have no Gaussian component, we know that 
the sets of coordinates are then independent. (See Lemma 2 of Tucker [8]). 
Hence, if {Z,,} is a convergent subsequence of (Z,}, we have shown that 
z,, +IR (3 as n + co, where U and V are independent. Incorporating the 
results from (a) and (b), we see then that given the necessary conditions, 
the distribution of (,“) is independent of the subsequence we chose. Thus, 
the whole sequence {Z,} converges in law to (,“) as n -+ co. (See Billingsley 
[l, pp. 16, 351.) 
(d) Combining the results of (a), (b), and (c) simultaneously gives 
the proof of Theorem 2. 1 
Note that the univariate case with a Gaussian limit law is, in some sense, 
a generalization of the Laplace-DeMoivre theorem and so is the other 
univariate case involving Poisson convergence. Given a sequence of i.i.d. 
multinomial trials, the usefulness of this theorem lies in the fact that the 
distribution involving sums of trial numbers at which the successes occur 
has an approximate Poisson-Gaussian distribution as derived in this 
section. 
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