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Abstract
The Vlasov–Poisson system models a collisionless plasma. When a boundary condition is included in
the problem it is known that singularities can occur but that weak solutions exist globally in time. This
article shows that the weak solution is unique for a problem in one dimension with specular reflection at the
boundary.
© 2007 Elsevier Inc. All rights reserved.
1. Introduction
The Vlasov–Poisson system is given by
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂tfβ + m−1β v · ∇xfβ + eβE · ∇vfβ = 0, β = 1, . . . ,M,
xU = ρ =
M∑
β=1
eβ
∫
fβ dv,
E = ∇xU,
where fβ(t, x, v) is the number density of particles in phase space of the β species which have
mass mβ and charge eβ . Here t  0 is time, x ∈ Ω ⊂ Rn is position, and v ∈ Rn is momentum.
For each β = 1, . . . ,M , fβ(0, ·, ·) is prescribed. In the case Ω = Rn the behavior of U is pre-
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open (proper) subset of Rn. Let N denote the outward unit normal to ∂Ω at x. For β = 1, . . . ,M
we impose
fβ(t, x, v) = aβ(t, x, v)fβ
(
t, x, v − 2(v · N)N)+ gβ(t, x, v)
for t  0, x ∈ ∂Ω , v · N < 0 where aβ and gβ are given. In purely specular reflection
aβ = 1, gβ = 0.
The case
aβ = 0, gβ  0
is absorbing and
0 aβ  constant < 1, gβ  0
is partially absorbing. Boundary conditions for U must also be imposed.
It was shown in [11], and independently in [10], that when Ω =R3 smooth initial data lead to
solutions which remain smooth for all time. See [6] and [14] for refinements of [11] and [2,12]
for a more complete discussion of the literature in the case Ω = Rn. In contrast it was pointed
out in [4] that for a boundary value problem singularities can form even in one space dimension.
To illustrate this, consider the following linear, one-dimensional example:⎧⎨
⎩
∂tf + v∂xf + ∂vf = 0, t > 0, x > 0,
f (t,0,−v) = f (t,0, v),
f (0, x, v) = f0(x, v).
A short computation involving the characteristics reveals that
f (4, x,2) = f0
(
8 − 3x + 4√2(2 − x),−2 − 2√2(2 − x) )
for 0 < x  2, and hence, in general, f can be no smoother than Hölder continuous with exponent
one half, even if f0 is C∞. In this example, the singularity forms at x = 0 and v = 0 and then
propogates into the domain. Note that the field, i.e., the coefficient of ∂vf , was positive in this
example, so it is possible for particles to reach x = 0 with v = 0. The goal of this article is to show
uniqueness of weak solutions of the following one-dimensional version of the Vlasov–Poisson
system:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tf + v∂xf + E∂vf = 0, t > 0, x > 0,
ρ =
∫
f dv,
E = E0 +
x∫
0
ρ dy,
f (t,0, v) = f (t,0,−v),
(1.1)f (0, ·, ·) = f0.
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the singularity formation along paths through x = 0, v = 0 (which will be called grazing reflec-
tion) illustrated in the above example is not ruled out. A precise definition and theorem are stated
later.
In contrast in [5] and [8] the direction of E near the boundary causes particles to accelerate
toward the boundary, thus these works are able to produce solutions which remain smooth for
all time. In [5], Ω = {(x1, x2, x3): x1 > 0, x2, x3 ∈ R} is used and both specular reflection and
partial absorption at the boundary are considered. In [8] Ω is allowed to be convex; again specular
reflection and partial absorption are considered but spherical symmetry is required for specular
reflection. Recently the restriction of spherical symmetry in [8] was completely resolved in [9].
In three dimensions with Ω = R3 the existence of weak solutions was established in [1] and
[7]; uniqueness of weak solutions was established in [13] and [15]. For Ω ⊂ R3 weak solutions
of boundary value problems were shown to exist in [3] for the harder Vlasov–Maxwell system.
To some extent, the method used here follows [15]. The central issue is to estimate the sep-
aration of two characteristics that start at the same point of phase space but are associated with
two (potentially) different solutions. Because E E0 > 0, characteristics can only reflect at the
boundary once. Lemma 3.2 shows that if the velocities are large as x → 0, then a good estimate
of the separation results. Lemma 3.3 produces an estimate of the separation that holds in all cases
(including grazing reflection); this estimate is much poorer. The main element of the proof of the
uniqueness theorem then is to show that nearly grazing reflections comprise a small set.
Before stating the theorem some definitions must be made. Consider f (t, x, v) nonnegative
with
f ∈ L∞((0,∞) × (0,∞) ×R), (1.2)
f ∈ L1((0, T ) × (0,∞) ×R) (1.3)
for every T > 0, and there is P : [0,∞) → (0,∞) such that
μ
({
(x, v): f (t, x, v) = 0 and |v| > P(t)})= 0, (1.4)
where μ denotes Lebesgue measure. Define
E(t, x) = E0 +
x∫
0
∫
f (t, y, v) dv dy
and note that E is Lipschitz continuous in x for a.e. t > 0. Hence we may define the characteris-
tics (X(s, t, x, v),V (s, t, x, v)) for t > 0, x > 0 as follows:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
X(s, t, x, v) = x −
t∫
s
V (τ, t, x, v) dτ,
V (s, t, x, v) = v −
t∫
s
E
(
τ,X(τ, t, x, v)
)
dτ
as long as X > 0. If X → 0 as s → s+ for some s0 ∈ (0, t) define (X,V ) for s ∈ [0, s0) by0
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⎪⎪⎪⎪⎪⎪⎩
X(s, t, x, v) = −
s0∫
s
V (τ, t, x, v) dτ,
V (s, t, x, v) = − lim
τ→s+0
V (τ, t, x, v) −
s0∫
s
E
(
τ,X(τ, t, x, v)
)
dτ.
(1.5)
Note E E0 > 0 so X > 0 on s ∈ [0, s0).
If X → 0 as s → s−0 for some s0 > t , (X,V ) are defined for s > s0 similarly to (1.5). In both
cases let
X(s0, t, x, v) = 0
and
V
(
s±0 , t, x, v
)= lim
s→s±0
V (s, t, x, v)
and note that V (s−0 , t, x, v) = −V (s+0 , t, x, v). Also, the above definitions are extended to the
case x = 0 by taking
X(t, t,0, v) = 0
and
V (t±, t,0, v) = ±|v|.
It is assumed that
0 f0 ∈ L∞ ∩ L1
(
(0,∞) ×R) (1.6)
satisfies
f0(x, v) = 0 if |v| > P0. (1.7)
Define for t > 0, v > 0
f +(t, v) = f0
(
X(0, t,0,−v),V (0, t,0,−v)). (1.8)
Definition. The function f is a weak solution of (1.1) if (1.2)–(1.4) hold and
∞∫
0
∞∫
0
∫
f (∂tφ + v∂xφ + E∂vφ)dv dx dt +
∞∫
0
∫
f0(x, v)φ(0, x, v) dv dx
+
∞∫
0
∞∫
0
f+(t, v)
(
φ(t,0, v) − φ(t,0,−v))v dv dt = 0 (1.9)
for every φ ∈ C∞([0,∞) × [0,∞) ×R).0
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weak solution.
Section 2 contains two preliminary lemmas. The proof of Theorem 1.1 is in Section 3.
2. Preliminaries
It is useful to change from the variables (x, v) to (y,w) = (X(0, t, x, v),V (0, t, x, v)) (and
the reverse). As is the case when Ω =Rn, this transformation is measure preserving.
Lemma 2.1. For a weak solution of (1.1),
(x, v) 
→ (X(s, t, x, v),V (s, t, x, v))
is a measure preserving bijection from (0,∞) ×R to (0,∞) ×R.
Proof. Note that E(t, x) is locally Lipschitz in x. Bijectivity follows from unique solvability of
ordinary differential equations. To show that measure is preserved an approximation argument
will be used. For ε > 0 define
Eε(t, x) =
{
E(t, x) if x  0,
E0 + ε−2|x| if x < 0,
and (Xε(s, t, x, v),V ε(s, t, x, v)) by
⎧⎪⎨
⎪⎩
dXε
ds
= V ε, Xε(t, t, x, v) = x,
dV ε
ds
= Eε(s,Xε), V ε(t, t, x, v) = v.
Note that this system is explicitly solvable when Xε  0. Using this explicit solution and conti-
nuity with respect to initial conditions (for ODEs) it follows that
(
Xε(s, t, x, v),V ε(s, t, x, v)
)→ (X(s, t, x, v),V (s, t, x, v))
as ε → 0+ for x > 0. So for any ψ ∈ C0(R2)
ψ
(
Xε,V ε
)→ ψ(X,V )
and
∞∫
0
∫
ψ
(
Xε(s, t, x, v), V ε(s, t, x, v)
)
dv dx
→
∞∫ ∫
ψ
(
X(s, t, x, v),V (s, t, x, v)
)
dv dx0
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∫ ∫
Sε
ψ(x˜, v˜) dv˜ dx˜ →
∞∫
0
∫
ψ(x˜, v˜) dv˜ dx˜
as ε → 0+ and by Liouville’s theorem
∫ ∫
Sε
ψ(x˜, v˜) dv˜ dx˜ =
∞∫
0
∫
ψ
(
Xε(s, t, x, v),V ε(s, t, x, v)
)
dv dx.
Therefore
∞∫
0
∫
ψ
(
X(s, t, x, v),V (s, t, x, v)
)
dv dx =
∞∫
0
∫
ψ(x˜, v˜) dv˜ dx˜. (2.1)
Let S be any bounded open subset of (0,∞) ×R and let d(x, v) be the distance from (x, v)
to ∂S if (x, v) ∈ S and zero if (x, v) /∈ S. Define
ψε(x, v) = min
(
ε−1d(x, v),1
)
,
then using (2.1) and Lebesgue’s dominated convergence theorem yields
μ
({
(x, v):
(
X(s, t, x, v),V (s, t, x, v)
) ∈ S})
=
∫ ∫
IS
(
X(s, t, x, v),V (s, t, x, v)
)
dv dx
= lim
ε→0+
∫ ∫
ψε
(
X(s, t, x, v),V (s, t, x, v)
)
dv dx
= lim
x→0+
∫ ∫
ψε(x˜, v˜) dv˜ dx˜ =
∫ ∫
IS(x˜, v˜) dv˜ dx˜ = μ(S),
where μ is Lebesgue measure and IS(x˜, v˜) = 1 if (x˜, v˜) ∈ S and 0 otherwise. The lemma now
follows. 
It is well known that strong solutions are constant on characteristics, the next lemma shows
that weak solutions are too.
Lemma 2.2. If f is a weak solution of (1.1) then
f (t, x, v) = f0
(
X(0, t, x, v),V (0, t, x, v)
)
for almost every t, x, v.
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f (t, x, v) = f0
(
X(0, t, x, v),V (0, t, x, v)
)
and claim that Eq. (1.9) holds with f replaced by f (and f0, f +,E unchanged). Define
S0 =
{(
X(0, t,0, v),V (0, t,0, v)
)
: t > 0, v < 0
}
,
Sc0 =
(
(0,∞) ×R) \ S0,
U = {(t,X(t,0, y,w),V (t,0, y,w)): t > 0, (y,w) ∈ Sc0},
R= {(t,X(t,0, y,w),V (t,0, y,w)): t > 0, (y,w) ∈ S0}
and note that for φ ∈ C∞0 ([0,∞) × [0,∞) × R) (and using the notation X(t) = X(t,0, y,w),
V (t) = V (t,0, y,w))
∫ ∫ ∫
U
f (∂tφ + v∂xφ + E∂vφ)dv dx dt +
∫ ∫
Sc0
f0(x, v)φ(0, x, v) dv dx
=
∫ ∫
Sc0
∞∫
0
f
(
t,X(t),V (t)
)(
∂tφ + V (t)∂xφ + E
(
t,X(t)
)
∂vφ
)∣∣
(t,X(t),V (t))
dt dw dy
+
∫ ∫
Sc0
f0(y,w)φ(0, y,w)dw dy
=
∫ ∫
Sc0
f0(y,w)
[ ∞∫
0
∂
∂t
(
φ
(
t,X(t),V (t)
))
dt + φ(0, y,w)
]
dwdy = 0. (2.2)
For the last term of (1.9) a change of variables is needed. The mapping
(t, v) 
→ (y,w) = (X(0, t,0, v),V (0, t,0, v))
is a bijection from (0,∞) × (−∞,0) to S0. Denote the inverse by
(y,w) ∈ S0 
→
(
s0(y,w),V
(
s0(y,w)
−,0, y,w
)) ∈ (0,∞) × (−∞,0),
where
X
(
s0(y,w),0, y,w
)= 0.
The functions s0(y,w), X(t,0, y,w), V (t,0, y,w) are locally Lipschitz and may be differenti-
ated a.e., yielding
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∂y
[
X
(
s0(y,w),0, y,w
)]
= V (s−0 ,0, y,w)∂s0∂y + ∂yX
(
s−0 ,0, y,w
)
and
0 = ∂
∂w
[
X
(
s0(y,w),0, y,w
)]
= V (s−0 ,0, y,w)∂s0∂w + ∂wX
(
s−0 ,0, y,w
)
.
Similarly (writing v = V (s−0 (y,w),0, y,w))
∂v
∂y
= E0 ∂s0
∂y
+ ∂yV
(
s−0 ,0, y,w
)
and
∂v
∂w
= E0 ∂s0
∂w
+ ∂wV
(
s−0 ,0, y,w
)
.
A short computation yields
∂s0
∂y
∂v
∂w
− ∂s0
∂w
∂v
∂y
= −1
v
,
and hence
−v dt dv = dw dy.
Using this and (1.8) yields
∞∫
0
∞∫
0
f+(t, v)φ(t,0,−v)v dv dt
=
∞∫
0
0∫
−∞
f +(t,−v)φ(t,0, v)(−v)dv dt
=
∫ ∫
S0
f +
(
s0(y,w),−V
(
s0(y,w)
−,0, y,w
))
φ
(
s0(y,w),0,V
(
s0(y,w)
−,0, y,w
))
dwdy
=
∫ ∫
S0
f0(y,w)φ
(
s0(y,w),0,V
(
s0(y,w)
−,0, y,w
))
dw dy
and similarly
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0
∞∫
0
f +(t, v)φ(t,0, v)v dv dt
=
∫ ∫
S0
f0(y,w)φ
(
s0(y,w),0,−V
(
s0(y,w)
−,0, y,w
))
dwdy
=
∫ ∫
S0
f0(y,w)φ
(
s0(y,w),0,V
(
s0(y,w)
+,0, y,w
))
dw dy.
Therefore (again writing X(t) = X(t,0, y,w),V (t) = V (t,0, y,w))
∫ ∫ ∫
R
f (∂tφ + v∂xφ + E∂vφ)dv dx dt +
∫ ∫
S0
f0(x, v)φ(0, x, v) dv dx
+
∞∫
0
∞∫
0
f +(t, v)
(
φ(t,0, v) − φ(t,0,−v))v dv dt
=
∫ ∫
S0
∞∫
0
f
(
t,X(t),V (t)
)(
∂tφ + V (t)∂xφ + E
(
t,X(t)
)
∂vφ
)∣∣
(t,X(t),V (t))
dt dw dy
+
∫ ∫
S0
f0(y,w)φ(0, y,w)dw dy +
∫ ∫
S0
f0(y,w)
[
φ
(
s0(y,w),0,V
(
s0(y,w)
+))
− φ(s0(y,w),0,V (s0(y,w)−))]dwdy
=
∫ ∫
S0
f0(y,w)
[ ∞∫
0
∂
∂t
(
φ
(
t,X(t),V (t)
))
dt + φ(0, y,w) + φ(s0(y,w),0,V (s0(y,w)+))
− φ(s0(y,w),0,V (s0(y,w)−))
]
dw dy = 0. (2.3)
The claim now follows from (2.2) and (2.3).
To show that f = f let F = f − f and note that F satisfies (1.2)–(1.4) and
∞∫
0
∞∫
0
∫
F(∂tφ + v∂xφ + E∂vφ)dv dx dt = 0 (2.4)
for every φ ∈ C∞0 ([0,∞) × [0,∞) ×R). By an approximation argument (2.4) still holds for φ
Lipschitz continuous. Let T > 0 and G ∈ C10([0,∞) × [0,∞) ×R) and define
φ(t, x, v) =
{− ∫ T
t
G(s,X(s, t, x, v),V (s, t, x, v)) ds if t < T ,0 if t  T .
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φ
(
t,X(t),V (t)
)= −
T∫
t
G
(
s,X
(
s, t,X(t),V (t)
)
,V
(
s, t,X(t),V (t)
))
ds
= −
T∫
t
G
(
s,X(s),V (s)
)
ds,
so by (2.4)
0 =
T∫
0
∞∫
0
∫
F(t, x, v)(∂tφ + v∂xφ + E∂vφ)dv dx dt
=
T∫
0
∞∫
0
∫
F
(
t,X(t),V (t)
)[
∂tφ + V (t)∂xφ + E
(
t,X(t)
)
∂vφ
]∣∣
(t,X(t),V (t))
dw dy dt
=
T∫
0
∞∫
0
∫
F
(
t,X(t),V (t)
) ∂
∂t
(
φ
(
t,X(t),V (t)
))
dwdy dt
=
T∫
0
∞∫
0
∫
F
(
t,X(t),V (t)
) ∂
∂t
(
−
T∫
t
G
(
s,X(s),V (s)
)
ds
)
dwdy dt
=
T∫
0
∞∫
0
∫
F
(
t,X(t),V (t)
)
G
(
t,X(t),V (t)
)
dwdy dt
=
T∫
0
∞∫
0
∫
F(t, x, v)G(t, x, v) dv dx dt.
Since this holds for all G ∈ C10([0,∞) × [0,∞) × R), it follows that F = 0 and the proof is
complete. 
3. The proof of uniqueness
Let f and f be two weak solutions of (1.1) with the same initial data: f0, and E0. Let
E = E0 +
x∫ ∫
f (t, y, v) dv dy0
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E = E0 +
x∫
0
∫
f (t, y, v) dv dy
and define
ε(t) =
t∫
0
∥∥E(s) − E(s)∥∥
L∞ ds.
It suffices to show there exists T > 0 such that ε(t) = 0 for all t ∈ [0, T ); assume this is not the
case. Since ε is nondecreasing it follows that ε(t) > 0 for every t > 0. A contradiction will be
reached from this.
Consider the time interval [0, T ] for some T ∈ (0,1). T will be further restricted as needed
without changing notation. C will denote a generic constant which changes from line to line
and may depend on f0, T , and E0. A subscript will be used to denote a specific constant, so for
example C1 will always denote the same constant. X(s, t, x, v) and V (s, t, x, v) are as defined
in (1.5) and X(s, t, x, v) and V (s, t, x, v) are defined similarly for f ,E. The following notation
is used throughout:
{
(y,w) = (X(0, t, x, v),V (0, t, x, v)),
(x, v) = (X(t,0, y,w),V (t,0, y,w)) (3.1)
and for brevity
{(
X(s),V (s)
)= (X(s,0, y,w),V (s,0, y,w)),(
X(s),V (s)
)= (X(s,0, y,w),V (s,0, y,w)). (3.2)
Note that by Lemma 2.2 it follows that
∥∥f (t)∥∥
L∞ =
∥∥f (t)∥∥
L∞ = ‖f0‖L∞ = C,∥∥f (t)∥∥
L1 =
∥∥f (t)∥∥
L1 = ‖f0‖L1 = C,∥∥E(t)∥∥
L∞ =
∥∥E(t)∥∥
L∞ =
∥∥f (t)∥∥
L1 + E0 = C1. (3.3)
Also by possibly changing f and f on a set of measure zero,
f (t, x, v) = f (t, x, v) = 0 for |v| > C2, t  T , (3.4)
and hence
∥∥∂xE(t)∥∥ ∞ + ∥∥∂xE(t)∥∥ ∞  C.L L
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C(t) = {(y,w): f0(y,w) = 0 and X(·,0, y,w) and X(·,0, y,w)
are bounded away from 0 on [0, t]}
and
S(t) = sup
0st
sup
{∣∣X(η,0, y,w) − X(η,0, y,w)∣∣
+ ∣∣V (η,0, y,w) − V (η,0, y,w)∣∣: 0 η s and (y,w) ∈ C(s)}.
The following consequence of Gronwall’s inequality will be used frequently:
Lemma 3.1. Assume that 0 s1 < s2  T and
X(s) = 0 and X(s) = 0
for s1 < s < s2. Then for s1  s  s2∣∣X(s) − X(s)∣∣C(∣∣X(s1) − X(s1)∣∣+ ∣∣V (s1) − V (s1)∣∣+ ε(s2)).
Proof. Let
A = ∣∣X(s1) − X(s1)∣∣+ ∣∣V (s+1 )− V (s+1 )∣∣T + ε(s2)T ,
then for s1  s  s2
∣∣X(s) − X(s)∣∣=
∣∣∣∣∣X(s1) − X(s1) + (V (s+1 )− V (s+1 ))(s − s1)
+
s∫
s1
η∫
s1
[(
E
(
η˜,X(η˜)
)− E(η˜,X(η˜)))
+ (E(η˜,X(η˜))− E(η˜,X(η˜)))]dη˜ dη
∣∣∣∣∣
A +
s∫
s1
η∫
s1
∥∥∂xE(η˜)∥∥L∞ ∣∣X(η˜) − X(η˜)∣∣dη˜ dη
A + CT
s∫
s1
∣∣X(η) − X(η)∣∣dη.
The lemma now follows by Gronwall’s inequality. 
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for η ∈ [0, s]. Hence
∣∣V (η) − V (η)∣∣
η∫
0
(∣∣E(η˜,X(η˜))− E(η˜,X(η˜))∣∣+ ∣∣E(η˜,X(η˜))− E(η˜,X(η˜))∣∣)dη˜

η∫
0
C
∣∣X(η˜) − X(η˜)∣∣dη˜ + ε(η) Cε(t).
It follows that
S(t) C3ε(t). (3.5)
The next lemma produces a good estimate of |X(t) − X(t)| in the case of reflection from the
boundary with high speed.
Lemma 3.2. Assume that f0(y,w) = 0,
X(s0) = 0 for some s0 ∈ [0, t],
and
V
(
s+0
)
> 4
(
S(t) +√C1S(t) ). (3.6)
Define
τ = sup({s ∈ [0, t]: X is bounded away from 0 on [0, s]}∪ {0}),
then
|s0 − τ | 4S(t)
(
V
(
s+0
))−1 (3.7)
and
∣∣X(t) − X(t)∣∣ C(S(t)(V (s+0 ))−1 + ε(t)). (3.8)
Note that if τ < t then X(τ) = 0 follows. Also the roles of (f,X,V ) and (f ,X,V ) in the
lemma may be exchanged.
Proof. Suppose first that τ > s0, then∣∣V (s−)− V (s0)∣∣ S(t).0
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V (s0) V
(
s−0
)+ S(t) = −V (s+0 )+ S(t)−12V
(
s+0
)
.
Hence for s0  s min{τ , s0 + 14C−11 V (s+0 )}, (3.3) yields
V (s) V (s0) + C1(s − s0)
−1
2
V
(
s+0
)+ C1 14C−11 V
(
s+0
)= −1
4
V
(
s+0
)
,
and (since X(s0) = 0)
X(s)X(s0) − 14V
(
s+0
)
(s − s0) S(t) − 14V
(
s+0
)
(s − s0).
Note that
4S(t)
V (s+0 )

V (s+0 )
4C1
follows from (3.6) and hence
X(s) S(t) − 1
4
V
(
s+0
)
(s − s0)
holds for s0  s min{τ , s0 + 4S(t)(V (s+0 ))−1}. Note also that
S(t) − 1
4
V
(
s+0
)
(s − s0)
∣∣∣∣
s=s0+4S(t)(V (s+0 ))−1
= 0.
Since X > 0 on [0, τ ), it follows that
τ  s0 + 4S(t)
(
V
(
s+0
))−1
. (3.9)
Next suppose τ < s0. For τ  s  s0
V (s) V
(
s−0
)= −V (s+0 )
and since τ < t, X(τ) = 0 and hence
0 = X(s0)X(τ) − V
(
s+0
)
(s0 − τ) S(t) − V
(
s+0
)
(s0 − τ) (3.10)
follows. Now (3.7) follows from (3.9) and (3.10).
Now consider (3.8). Suppose τ < t and s0 = τ and let τ1 = min(τ , s0) and τ2 = max(τ , s0).
Then by (3.3) and (3.7)
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
∣∣V (τ+1 )+ V (τ+1 )∣∣+ 2C1(τ2 − τ1)
= ∣∣V (τ−1 )− V (τ−1 )∣∣+ 2C1(τ2 − τ1)
 S(t) + 8C1S(t)
(
V
(
s+0
))−1
. (3.11)
Using (3.3), (3.4), and (3.7) yields
∣∣X(τ2) − X(τ2)∣∣=
∣∣∣∣∣X(τ1) − X(τ1) + (V (τ+1 )− V (τ+1 ))(τ2 − τ1)
+
τ2∫
τ1
s∫
τ1
(
E
(
η,X(η)
)− E(η,X(η)))dη ds
∣∣∣∣∣

∣∣X(τ1) − X(τ1)∣∣+ ∣∣V (τ+1 )− V (τ+1 )∣∣(τ2 − τ1) + C1(τ2 − τ1)2
 S(t) + (2C2)4S(t)
(
V
(
s+0
))−1 + C1(4S(t)/V (s+0 ))2,
and hence it follows from (3.6) that
∣∣X(τ2) − X(τ2)∣∣C(1 + (V (s+0 ))−1)S(t). (3.12)
For s ∈ [τ2, t] Lemma 3.1 yields∣∣X(s) − X(s)∣∣C(∣∣X(τ2) − X(τ2)∣∣+ ∣∣V (τ+2 )− V (τ+2 )∣∣+ ε(t)),
so by (3.11) and (3.12) ∣∣X(s) − X(s)∣∣ C(ε(t) + S(t)/V (s+0 )). (3.13)
If τ = s0 < t , then ∣∣V (s+0 )− V (s+0 )∣∣= ∣∣V (s−0 )− V (s−0 )∣∣ S(t)
and ∣∣X(s0) − X(s0)∣∣= 0 S(t)
and (3.13) follows as before.
If τ = t then since |X(s0) − X(s0)| S(t), it follows from (3.4) and (3.7) that∣∣X(t) − X(t)∣∣ ∣∣X(s0) − X(s0)∣∣+ 2C2(t − s0)
 S(t) + 2C2
(
4S(t)/V
(
s+0
))
. (3.14)
Finally, (3.8) follows from (3.13) and (3.14) (also using (3.5)) and the proof is complete. 
The next lemma estimates the separation in the worst case.
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Proof. If X(s0) = 0 for some s0 ∈ [0, t] and
V
(
s+0
)
> 4
(
S(t) +√C1S(t) ),
then (3.15) follows from Lemma 3.2. Similarly (3.15) follows from Lemma 3.2 if X(s0) = 0 for
some s0 ∈ [0, t] and
V
(
s+0
)
> 4
(
S(t) +√C1S(t) ).
Suppose X(s0) = 0 for some s0 ∈ [0, t],
V
(
s+0
)
 4
(
S(t) +√C1S(t) ), (3.16)
and X(s) = 0 for all s ∈ [0, t]. Then for s ∈ [s0, t], Lemma 3.1 and (3.16) yield
∣∣X(s) − X(s)∣∣ C(∣∣X(s0) − X(s0)∣∣+ ∣∣V (s+0 )− V (s0)∣∣+ ε(t))
 C
(
S(t) + ∣∣V (s+0 )∣∣+ ∣∣V (s0)∣∣+ ε(t))
 C
(
S(t) +√S(t) + ∣∣V (s0)∣∣+ ε(t)). (3.17)
But by (3.16) again
∣∣V (s0)∣∣ ∣∣V (s0) − V (s−0 )∣∣+ ∣∣V (s−0 )∣∣
 S(t) + 4(S(t) +√C1S(t) ), (3.18)
so (3.15) follows from (3.17) and (3.5). Similarly (3.15) follows if X(s0) = 0 for some s0 ∈ [0, t],
V
(
s+0
)
 4
(
S(t) +√C1S(t) ),
and X(s) = 0 for all s ∈ [0, t].
Suppose X(s0) = 0 and X(s0) = 0 for some s0, s0 ∈ [0, t] and
max
(
V
(
s+0
)
,V
(
s+0
))
 4
(
S(t) +√C1S(t) ). (3.19)
Consider the case s0  s0 first. Note that (3.18) still holds. For s ∈ [s0, s0] Lemma 3.1 and (3.5)
yield
∣∣X(s) − X(s)∣∣ C(ε(t) +√S(t) ) (3.20)
by the same steps that led to (3.17). Also, by (3.19)
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s∫
s0
∣∣E(η,X(η))− E(η,X(η))∣∣dη

∣∣V (s+0 )∣∣+ ∣∣V (s0)∣∣+
s∫
s0
(∣∣E(η,X) − E(η,X)∣∣+ ∣∣E(η,X) − E(η,X)∣∣)dη
 C
(
S(t) +√S(t) +
s∫
s0
|X − X|dη
)
+ ε(t),
so (3.20) and (3.5) yield ∣∣V (s) − V (s)∣∣ C(ε(t) +√S(t) ). (3.21)
For s ∈ [s0, t] applying Lemma 3.1 and using (3.20) and (3.21) results in∣∣X(s) − X(s)∣∣ C(∣∣X(s0) − X(s0)∣∣+ ∣∣V (s0) − V (s+0 )∣∣+ ε(t))
 C
(
ε(t) +√S(t) ).
Similarly, (3.15) follows when s0  s0.
Finally, if X(s) = 0 and X(s) = 0 for all s ∈ [0, t] then |X(t)−X(t)| S(t) so (3.15) follows.
This completes the proof. 
Recall from (3.4) that
f (t, x, v) = 0 for |v| > C2, t  T .
Since ‖E(t)‖L∞ = ‖f0‖L1 +E0 = C1 in (3.3), we can choose C2 = P0 +C1T , for instance. We
now show the following lemma:
Lemma 3.4. Restrict T so that
2‖f0‖∞C2T 2 exp
([
1 + 2‖f0‖∞C2
]
T
)
 1
2
. (3.22)
For any t ∈ (0, T ] and x > 0 there exist v0(t, x) > 0 and s0(t, x, ·) : [v0(t, x),∞) → [0,∞) such
that
X
(
s0(t, x, v), t, x, v
)= 0
for v  v0(t, x),
V (s, t, x, v) 0
for s ∈ [s0(t, x, v), t], and
V
(
s+0 (t, x, v2), t, x, v2
)− V (s+0 (t, x, v1), t, x, v1) 12 (v2 − v1) (3.23)
for v2  v1  v0(t, x).
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Ee(t, x) =
⎧⎨
⎩
E(t, x) if x  0 and t  0,
E0 if x < 0,
E(0, x) if x  0 and t < 0,
and (Xe(s, t, x, v),V e(s, t, x, v)) by
X˙e = V e, Xe(t, t, x, v) = x,
V˙ e = Ee(s,Xe), V e(t, t, x, v) = v.
Note that if Xe(s, t, x, v)  0 for s ∈ [t1, t] then (Xe(s, t, x, v),V e(s, t, x, v)) =
(X(s, t, x, v),V (s, t, x, v)) for s ∈ [t1, t].
Let v2 > v1 and for t , x fixed, we define
S(s) = Xe(s, t, x, v2) − Xe(s, t, x, v1) − (s − t)(v2 − v1). (3.24)
Then
S(t) = S˙(t) = 0
and for 0 s  t  T
∣∣S¨(S)∣∣= ∣∣Ee(s,Xe(s, t, x, v2))− Ee(s,Xe(s, t, x, v1))∣∣
 2C2‖f0‖∞
∣∣Xe(s, t, x, v2) − Xe(s, t, x, v1)∣∣
 2C2‖f0‖∞
[∣∣S(s)∣∣+ (t − s)(v2 − v1)].
Hence,
∣∣S˙(s)∣∣+ ∣∣S(s)∣∣
t∫
s
(∣∣S¨(η)∣∣+ ∣∣S˙(η)∣∣)dη

t∫
s
(
2C2‖f0‖∞
[S(η) + (t − η)(v2 − v1)]+ ∣∣S˙(η)∣∣)dη
 2C2‖f0‖∞T 2(v2 − v1) +
(
1 + 2C2‖f0‖∞
) t∫
s
(∣∣S(η)∣∣+ ∣∣S˙(η)∣∣)dη.
So by Gronwall’s inequality and using (3.22),
∣∣S˙(s)∣∣+ ∣∣S(s)∣∣ 2C2‖f0‖∞T 2(v2 − v1) exp((1 + 2C2‖f0‖∞)(t − s))
 2C2‖f0‖∞T 2 exp
((
1 + 2C2‖f0‖∞
)
T
)
(v2 − v1) 1 (v2 − v1).2
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V e(s, t, x, v2) − V e(s, t, x, v1) = S˙(s) + v2 − v1,
so
1
2
(v2 − v1) v2 − v1 −
∣∣S˙(s)∣∣ V e(s, t, x, v2) − V e(s, t, x, v1)
 v2 − v1 +
∣∣S˙(s)∣∣ 3
2
(v2 − v1) (3.25)
and
−3
2
(t − s)(v2 − v1) = −
t∫
s
3
2
(v2 − v1) dη
−
t∫
s
(
V e(η, t, x, v2) − V e(η, t, x, v1)
)
dη
= Xe(s, t, x, v2) − Xe(s, t, x, v1)
−
t∫
s
1
2
(v2 − v1) dη = −12 (t − s)(v2 − v1). (3.26)
For t and x fixed, let
V = {v > 0 ∣∣ there exists s0 = s0(t, x, v) ∈ (0, t) such that
Xe(s0, t, x, v) = 0 and V e(s, t, x, v) > 0 for all s ∈ [s0, t]
}
.
By continuity with respect to initial conditions V is open. (See Appendix A.) From (3.25),
v 
→ V e(s, t, x, v) is increasing. Since v2 > v1 and v1 ∈ V , we have v2 ∈ V . Thus V is an open
interval. Define, for t, x fixed
v0(t, x) = infV
and
s0
(
t, x, v0(t, x)
)= lim
v→v+0 (t,x)
s0(t, x, v).
Note that v0(t, x) > 0, s0(t, x, v) 0 and
Xe
(
s0(t, x, v), t, x, v
)= 0
for v  v0(t, x, v), and
V e(s, t, x, v) 0
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X(s, t, x, v) = Xe(s, t, x, v)
and
V (s+, t, x, v) = V e(s, t, x, v)
for s ∈ [s0(t, x, v), t] and v  v0(t, x).
We now prove (3.23). Let v2 > v1  v0(t, x). Then by (3.26)
Xe
(
s0(t, x, v1), t, x, v2
)= Xe(s0(t, x, v1), t, x, v2)− Xe(s0(t, x, v1), t, x, v1)
−1
2
(
t − s0(t, x, v1)
)
(v2 − v1) < 0.
But Xe(s, t, x, v2) 0 for s0(t, x, v2) s  t so s0(t, x, v1) < s0(t, x, v2). By (3.25) we have
V
(
s+0 (t, x, v2), t, x, v2
)− V (s+0 (t, x, v1), t, x, v1)
= V e(s0(t, x, v2), t, x, v2)− V e(s0(t, x, v1), t, x, v1)
=
s0(t,x,v2)∫
s0(t,x,v1)
Ee
(
s,Xe(s, t, x, v2)
)
ds + V e(s0(t, x, v1), t, x, v2)− V e(s0(t, x, v1), t, x, v1)
 1
2
(v2 − v1).
This completes the proof. 
We give the following two corollaries which will be used in the proof of the main theorem.
Corollary 3.1. For t ∈ (0, T ] and x > 0, suppose
v > 8
(
S(t) +√C1S(t) )+ v0(t, x), (3.27)
then we have
∣∣X(t) − X(t)∣∣ C( S(t)
v − v0(t, x) + ε(t)
)
.
Proof. By Lemma 3.4, (3.23), we have
V
(
s+0 (t, x, v), t, x, v
)
 V
(
s+0 (t, x, v0), t, x, v0
)+ 1
2
(v − v0)
 1 (v − v0). (3.28)2
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V
(
s+0 (t, x, v), t, x, v
)
> 4
(
S(t) +√C1S(t) ).
Thus, Lemma 3.2 and (3.28) yield
∣∣X(t) − X(t)∣∣ C( S(t)
V (s+0 (t, x, v), t, x, v)
+ ε(t)
)
 C
(
S(t)
1
2 (v − v0)
+ ε(t)
)
 C
(
S(t)
v − v0 + ε(t)
)
.
This completes the proof. 
Exchanging the roles of X and X yields
Corollary 3.2. For t ∈ (0, T ], x > 0 there exist v0(t, x) > 0 and s0(t, x, ·) : [v0(t, x),∞) →
[0,∞) such that
X
(
s0(t, x, v), t, x, v
)= 0
for v  v0(t, x),
V (s, t, x, v) 0
for s ∈ [s0(t, x, v), t], and
V
(
s+0 (t, x, v2), t, x, v2
)− V (s+0 (t, x, v1), t, x, v1) 12 (v2 − v1)
for v2  v1  v0(t, x). Also if
v > 8
(
S(t) +√C1S(t) )+ v0(t, x),
then
∣∣X(t) − X(t)∣∣C( S(t)
v − v0 + ε(t)
)
.
We now prove the main theorem.
Proof of Theorem 1.1. Consider t ∈ (0, T ] and z > 0. Note that
E(t, z) − E(t, z) =
z∫
0
∫
f (t, x, v) dv dx −
z∫
0
∫
f (t, x, v) dv dx
=
∞∫ ∫
f (t, x, v)(Ix<z − Ix<z) dv dx
0
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∞∫
0
∫
f (t, x, v)(Ix<z<x − Ix<z<x) dv dx, (3.29)
where IA is the characteristic function on a set A, i.e., IA(x) = 1 if x ∈ A and IA(x) = 0 if x /∈ A.
By (3.5) and Corollary 3.1 for v > v0(t, x) + C√ε(t) we have
|x − x| Cε(t)
(
1 + 1
v − v0(t, x)
)
.
Thus, x < z < x implies
x < z < x + Cε(t)(1 + [v − v0(t, x)]−1),
and so
z − Cε(t)(1 + [v − v0(t, x)]−1)< x < z.
Therefore, letting ν = v − v0(t, x), we have
∞∫
0
∫
f (t, x, v)Ix<z<xIv>v0(t,x)+C
√
ε(t) dv dx
 ‖f0‖∞
∞∫
0
P∫
−P
Iz−Cε(t)(1+(v−v0(t,x))−1)<x<zIv>v0(t,x)+C
√
ε(t) dv dx
= ‖f0‖∞
∞∫
0
P−v0(t,x)∫
−P−v0(t,x)
Iz−Cε(t)(1+ν−1)<x<zIν>C√ε(t) dν dx
C
∞∫
0
P∫
C
√
ε(t)
Iz−Cε(t)(1+ν−1)<x<z dν dx
= C
P∫
C
√
ε(t)
z∫
max(0,z−Cε(t)(1+ν−1))
dx dν
 C
P∫
C
√
ε(t)
ε(t)
(
1 + ν−1)dν = Cε(t)(1 + ln C
ε(t)
)
. (3.30)
Similarly, using (3.5) and Corollary 3.2 yield: v > v0(t, x) + C√ε(t) implies
|x − x| < Cε(t)
(
1 + 1
)
,v − v0(t, x)
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x − Cε(t)(1 + [v − v0(t, x)]−1)< z < x,
and thus
z < x < z + Cε(t)(1 + [v − v0(t, x)]−1).
Therefore, letting ν = v − v0(t, x), we have
∞∫
0
∫
f (t, x, v)Ix<z<xIv>v0(t,x)+C
√
ε(t) dv dx
=
∞∫
0
∫
f (t, x, v)Ix<z<xIv>v0(t,x)+C
√
ε(t) dv dx
 C
∞∫
0
P∫
−P
Iz<x<z+Cε(t)(1+(v−v0(t,x))−1)Iv>v0(t,x)+C
√
ε(t) dv dx
 C
∞∫
0
P∫
C
√
ε(t)
Iz<x<z+Cε(t)(1+ν−1) dν dx
 C
P∫
C
√
ε(t)
ε(t)
(
1 + ν−1)dν  Cε(t)(1 + ln C
ε(t)
)
. (3.31)
Next by (3.5) and Lemma 3.3, we have |x − x| < C√ε(t) and so x < z < x implies x < z <
x + C√ε(t) and thus we have
z − C√ε(t) < x < z.
Therefore,
∞∫
0
∫
f (t, x, v)Ix<z<xIv0(t,x)<v<v0(t,x)+C
√
ε(t) dv dx
 C
∞∫
0
∫
Iz−C√ε(t)<x<zIv0(t,x)<v<v0(t,x)+C
√
ε(t) dv dx
 C
√
ε(t)
∞∫
Iz−C√ε(t)<x<z dx  Cε(t). (3.32)0
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∞∫
0
∫
f (t, x, v)Ix<z<xIv0(t,x)<v<v0(t,x)+C
√
ε(t) dv dx
=
∞∫
0
∫
f (t, x, v)Ix<z<xIv0(t,x)<v<v0(t,x)+C
√
ε(t) dv dx
C
∞∫
0
∫
Iz<x<z+C√ε(t) Iv0(t,x)<v<v0(t,x)+C
√
ε(t) dv dx Cε(t). (3.33)
Finally, for the case that v < v0(t, x) and v < v0(t, x), we have |x − x|  S(t). Thus, using
(3.5) yields:
x < z < x implies x < z < x + ε(t) and so z − ε(t) < x < z.
Hence,
∞∫
0
∫
f (t, x, v)Ix<z<xIv<v0(t,x)Iv<v0(t,x) dv dx

∞∫
0
∫
f (t, x, v)Iz−ε(t)<x<z dv dx  2P ‖f0‖∞ε(t). (3.34)
Collecting (3.30) through (3.34) yields
∞∫
0
∫
f (t, x, v)Ix<z<x dv dx  Cε(t)
(
1 + ln C
ε(t)
)
.
Similarly, exchanging the roles of x and x we may show that
∞∫
0
∫
f (t, x, v)Ix<z<x dv dx =
∞∫
0
∫
f (t, x, v)Ix<z<x dv dx  Cε(t)
(
1 + C
ε(t)
)
.
Then (3.29) yields
∥∥E(t) − E(t)∥∥∞  Cε(t)
(
1 + ln C
ε(t)
)
and thus
H.J. Hwang, J. Schaeffer / J. Differential Equations 244 (2008) 2665–2691 2689ε(t) =
t∫
0
∥∥E(s) − E(s)∥∥∞ ds
 C
t∫
0
ε(s)
(
1 + ln C
ε(s)
)
ds.
It follows that ε ≡ 0 and the proof is complete. 
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Appendix A. Proof that V is open
Recall that for t, x fixed
V = {v > 0: ∃s0 ∈ (0, t) such that Xe(s0, t, x, v) = 0 and V e(·, t, x, v) > 0 on [s0, t]}.
Consider v ∈ V and define
η = min{V e(s, t, x, v): s ∈ [s0, t]}= Ve(s0, t, x, v) > 0, (A.1)
A = 1
16
min
(
C−11 η
2, s0η
)
> 0, (A.2)
s = 4η−1A. (A.3)
By continuity with respect to initial conditions there exists δ > 0 such that |v˜ − v| < δ implies
v˜ > 0,∣∣V e(s, t, x, v˜) − V e(s, t, x, v)∣∣ 1
2
η ∀s ∈ [s0, t], (A.4)∣∣Xe(s0, t, x, v˜) − Xe(s0, t, x, v)∣∣A. (A.5)
Note that s0 − s  s0 − 4η−1( 116 s0η) = 34 s0 > 0. We claim that for |v˜ − v| < δ
V e(·, t, x, v˜) 1
4
η on [s0 − s, t] (A.6)
and
Xe(s0 − s, t, x, v˜) 0 (A.7)
hold. From this, v˜ ∈ V follows and hence V is open.
2690 H.J. Hwang, J. Schaeffer / J. Differential Equations 244 (2008) 2665–2691To establish the claim note that for s ∈ [s0, t], (A.1) yields
V e(s, t, x, v˜) V e(s, t, x, v) − 1
2
η η − 1
2
η = 1
2
η, (A.8)
so we need only show (A.6) holds for s ∈ [s0 − s, s0]. Using (A.8), (A.2), and (A.3) yields
V e(s, t, x, v˜) = V e(s0, t, x, v˜) −
s0∫
s
Ee
(
τ,Xe(τ, t, x, v˜)
)
dτ
 1
2
η −
s0∫
s
C1 dτ = 12η − C1s
 1
2
η − C14η−1
(
1
16
C−11 η
2
)
= 1
4
η.
To show (A.7) note that by (A.2), (A.3), and (A.5) we have
η
4
s = A ∣∣Xe(s0, t, x, v˜) − Xe(s0, t, x, v)∣∣= ∣∣Xe(s0, t, x, v˜)∣∣
so using (A.6) yields
Xe(s0 − s, t, x, v˜) = Xe(s0, t, x, v) −
s0∫
s0−s
V e(s, t, x, v˜) ds
 η
4
s −
s0∫
s0−s
1
4
η ds = 0.
This is (A.7) and the proof is complete.
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