Abstract. The generalized periodic boundary value problem
1. Introduction. The present paper is a continuation of the papers [1] and [2] .
In this paper, we study the following generalized periodic boundary value problem for the one-dimensional p-Laplacian:
by using the generalized method of upper and lower solutions. Here ξ, η ≥ 0, a, b, c are given real numbers, g(s) = |s| p−2 s, p > 1, and f (t, u, v) is a Carathéodory function satisfying a Nagumo condition.
We name the problem a generalized periodic boundary value problem since the periodic boundary value problem is its particular case.
We call a function α : I → R a lower solution to problem (
Similarly, a function β : I → R is called an upper solution to (1.1) if β ∈ C 1 (I), g(β ′ ) ∈ AC(I), and
A function u : I → R is said to be a solution to (1.1) if it is both a lower solution and an upper solution to (1.1).
We call a function f : I×R 2 → R a Carathéodory function if the following two conditions are satisfied:
(1) for almost all t ∈ I, the function (u, v) → f (t, u, v) is continuous on R 2 , and (2) for every (u, v) ∈ R 2 , the function t → f (t, u, v) is measurable on I.
The function f is said to satisfy a Nagumo condition on the set
for given α, β ∈ C(I) with α(t) ≤ β(t) on I if there exists a positive measurable function k ∈ L σ (I), 1 ≤ σ ≤ ∞, and a positive continuous function
where G is the function inverse to g,
ess sup{|k(t)| : t ∈ I} if σ = ∞. Here we set B 0 := 1 and |G(s)| 0 := 1. The main result of this paper is as follows. Theorem 1. Assume that f is a Carathéodory function satisfying a Nagumo condition. Then a necessary and sufficient condition for the problem (1.1) to have a solution u is that there exists a lower solution α and an upper solution β with α(t) ≤ β(t) on I. Moreover ,
where N is a constant depending only on α, β, g, H and k.
Obviously, Theorem 1 extends and improves Theorem 1 of [1] and Theorem 2.4 of [2] .
2. Proof of Theorem 1. The necessity part is obvious. We prove the sufficiency. Now assume that α and β are lower and upper solutions to problem (1.1), respectively, and α(t) ≤ β(t) on I. To prove the existence of solutions (1.1), we consider the modified problem (2.1)
where M is a positive number such that e
if v > N . Here we choose N so large that Lemma 1. For any u ∈ E := C 1 (I), the following two statements hold:
P r o o f. The proof can be found in [1, 3] .
Lemma 2. Let u be a solution to (2.1). Then
That is to say, the solution u is also a solution to (1.1).
P r o o f. We first prove that u(t) ≤ β(t) on I. Let y(t) = u(t) − β(t). Then we have
Assume now that y(t) > 0 for some t ∈ (a, b]. Then there exists a point t * ∈ (a, b] such that y(t * ) is the positive maximum value. We can distinguish two cases. C a s e (i): t * < b. In this case, y ′ (t * ) = u ′ (t * ) − β(t * ) = 0 and there exists a point t 1 ∈ [a, t * ) such that y(t 1 ) = 0 and y(t) > 0 in (t 1 , t * ]. Thus, we have
(since q(t, u(t)) = β(t) and |β
This shows that
i.e., y
Consequently, we get a contradiction: 0 = y(t 1 ) ≥ y(t * ) > 0. When
as in Case (i), i.e.,
, which contradicts the assumption y ′ (a) > 0. When there is a point t 4 ∈ (a, b) such that y(t 4 ) ≤ 0, it follows from (2.3) that there exists an interval (t 2 , t 3 ), a ≤ t 2 < t 3 ≤ t 4 , such that y(t) > 0 in (t 2 , t 3 ) and y(t 2 ) = y(t 3 ) = 0. Therefore, there is a point t * * ∈ (t 2 , t 3 ) such that y(t * * ) is the positive maximum value of y(t) on [t 2 , t 3 ]. As in Case (i), we can get a contradiction again. This shows that u(t) ≤ β(t) on I.
In very much the same way, we can prove that α(t) ≤ u(t) on I.
(1) is thus proved.
