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ALMOST SURE EXISTENCE OF NAVIER-STOKES EQUATIONS WITH
RANDOMIZED DATA IN THE WHOLE SPACE *
ROBIN MING CHEN, DEHUA WANG, SONG YAO, AND CHENG YU
Abstract. This short note is concerned with the almost sure existence of weak solutions
to the Navier Stokes equations with randomized data, and provides an outline to extend
the periodic domain case in [3] to the whole space case.
1. Introduction
The goal of this note is to apply the main idea of [3] to the incompressible Navier-Stokes
equations in Rd with randomized initial data. The Navier-Stokes equations with pressure
term being eliminated are given by
(1.1)


∂t~u = ∆~u− P∇ · (~u⊗ ~u), x ∈ Rd, t > 0,
∇ · ~u = 0,
~u(x, 0) = ~f(x),
where ~u is the fluid velocity, ~f is a divergence free vector field, and P is the Leray-Hopf
projection onto the divergence free vector fields defined by
(1.2) P = Id−∇∆−1∇ · .
Here we take the viscosity to be 1.
The local/global well-posedness of the Navier-Stokes equations with weak/smooth initial
data has been studied extensively, in both mild and weak solution settings. In this note, we
consider the global weak solutions to (1.1), with initial data below certain regularity. The
central difficulty of the supercritical case is that the linear part does not provide enough
regularity/integrability required to estimate the nonlinear term. In [1], Burq and Tzvetkov
used the randomization method to proved the local-wellposedness for the supercritical
wave equations in the mild solution setting. In [3], Nahmod, Pavlovic´, and Staffilani also
successfully employed the randomization technique to obtain the first global existence result
on Td in the weak solution setting. In this note, we extend the idea of [3] to Rd.
* This is a research note from an internal working seminar.
1
2 R.M. CHEN, D. WANG, S. YAO, AND C. YU
1.1. Randomization. Now we introduce our randomization setup for the initial data.
First we follow the idea in [5] to construct a partition of the whole Fourier space. Define
the rings
(1.3) An =
{
ξ ∈ Rd : (n− 1)1/d ≤ |ξ| < n1/d}, n ∈ N.
Then we know that
Am ∩ An = ∅ for m 6= n, Rd = ∪
n∈N
An, and |An| . 1.
Definition 1.1. Let {ln(ω)}n∈N be a sequence of real, independent, 0-mean random vari-
ables on a probability space (Ω,M, P ) with associated sequence of distributions {µn}n∈N
satisfying the property
(1.4) ∃ c > 0 : ∀ γ ∈ R, ∀ n ≥ 1,
∣∣∣∣
∫
R
eγx dµn(x)
∣∣∣∣ ≤ ecγ2.
.
For ~f ∈ (Hs(Rd))d, let ∆˜n be the Fourier projection operator given as
(1.5) ∆˜n ~f = F−1
(
~ˆf(ξ)χAn
)
.
Consider the map from (Ω,M) to (Hs(Rd))d equipped with the Borel sigma algebra, defined
by
(1.6) ω 7→ ~fω, ~fω(x) =
∑
n∈N
ln(ω)∆˜n ~f,
and call such a map randomization.
One can check that such a map is measurable and ~fω ∈ L2(Ω; (Hs(Rd))d), and hence
defines an (Hs(Rd))d-valued random variable.
1.2. Main Results. We follow the usual definition for the weak solution to the Navier-
Stokes equations (1.1) (c.f. [3]). Our main results are
Theorem 1.1. For any T > 0. Let 0 < s <


1
2
, for d = 2,
1
4
, for d = 3
. For a fixed ~f ∈
(H−s(Rd))d, ∇ · ~f = 0, and of mean zero. Let ~fω be the randomization of ~f as defined in
Definition 1.1. Then for almost all ω ∈ Ω there is a weak solution ~u to the Cauchy problem
(1.1) with initial data ~fω. Moreover ~u is of the form
(1.7) ~u = et∆ ~fω + ~w
where ~w ∈ L∞([0, T ]; (L2(Rd)d) ∩ L2([0, T ]; (H˙1(Rd))d). When d = 2, such a weak solution
is unique.
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In Section 2 we introduce the difference equation for the fluctuation ~w and build up the
approximation scheme via the Friedrich’s method, and derive a priori energy estimates to
obtain global weak solutions. In Section 3 we give both the deterministic and probabilistic
estimates on the heat flow with the randomized data, and consequently obtain the almost
sure existence.
2. Approximation scheme
2.1. Equations for the fluctuation. Recall from (1.7) that
~u = et∆ ~fω + ~w,
the equation for the fluctuation ~w is
(2.1)


∂t ~w = ∆~w − P∇ · (~w ⊗ ~w)− P∇ · (~w ⊗ ~g)− P∇ · (~g ⊗ ~w)− P∇ · (~g ⊗ ~g),
∇ · ~w = 0,
~w(x, 0) = 0,
where ~g = et∆ ~fω. We hence look for the weak solution to (2.1) which is defined in a similar
way as in [3]. We have the following global existence of weak solutions to system (2.1).
Theorem 2.1. For any T > 0, let λ > 0, γ < 0 and
{
0 < s, if d = 2
0 < s < 1
4
if d = 3
be given. Let
~g be a divergence free vector field and satisfy
‖~g‖L2 . (1 + 1
t
s
2
),
‖∇k~g‖L∞ .
(
max{t−1, t−(k+s+ d2 )}
) 1
2
, for k = 0, , 1
(2.2)
and
(2.3)


‖tγ~g(x, t)‖L4([0,T ];L4x) ≤ λ, if d = 2,∥∥∥tγ [I + (−∆) 14~g]∥∥∥
L2([0,T ];L6x)
+
∥∥∥tγ [I + (−∆) 14]~g∥∥∥
L
8
3 ([0,T ];L
8
3
x )
+ ‖tγ~g‖L8([0,T ];L8x) ≤ λ, if d = 3.
Then there exists a weak solution ~w to the system (2.1).
2.2. Approximation. Since now the problem is posed in the whole space, we will use the
classical Friedrich’s approximation scheme. To this end, we first introduce an operator Jn
as follows
Jnh(x) := F−1(χBn(ξ)hˆ(x)),
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where F−1 denotes the inverse Fourier transform, Bn is the ball of radius n centered at the
origin, and hˆ denotes the Fourier transform in the space variables.
The approximation we use is the following
(2.4)


∂t ~wn = ∆Jn ~wn − JnP∇ · (Jn ~wn ⊗ Jn ~wn)− JnP∇ · (Jn ~wn ⊗ Jn~g)−
JnP∇ · (Jn~g ⊗ Jn ~wn)− JnP∇ · (Jn~g ⊗ Jn~g),
∇ · ~wn = 0,
~wn(x, 0) = Jn(~w(0)) = 0.
Following a standard ODE approach similar to the one in [3] we have
Lemma 2.1. Let λ > 0, γ < 0 and
{
0 < s, if d = 2
0 < s < 1
4
if d = 3
be given. Let ~g be a divergence
free vector field and satisfies (2.2) and (2.3). For any n > 0, there exists some δ > 0 such
that system (2.4) admits a unique solution in Xδ = L
∞([0, δ];L2(Rd)) ∩ L2([0, δ]; H˙1(Rd)).
Remark 2.1. Note that Jn is a bounded operator on L
p for all n ∈ N. Hence conditions
(2.2) and (2.3) hold for all Jng if they hold for ~g. Also we see that Jn commutes with div,
so Jn~g is also divergence free. Such properties have been explored in for instance [2].
Note that J2n = Jn. It is easy to check that Jn ~wn is also a solution to (2.4). This implies
Jn ~wn = ~wn by the uniqueness and hence, one can remove all the operator Jn in front of
~wn, and only keep those in front of nonlinear parts. Thus, we arrive at the following new
system:
(2.5)


∂t ~wn = ∆~wn − JnP∇ · (~wn ⊗ ~wn)− JnP∇ · (~wn ⊗ Jn~g)−
JnP∇ · (Jn~g ⊗ ~wn)− JnP∇ · (Jn~g ⊗ Jn~g),
∇ · ~wn = 0,
~wn(x, 0) = 0.
The key step now is to show that δ can be extended to any time T > 0 and that we have
some local-in-time estimates which are uniform in n. Applying Aubin-Lions Lemma, one
can pass to the limit and recover a solution to the initial system (1.1). In order to arrive
at this goal, we need some a priori energy estimates for the difference equation (2.1).
2.3. Energy estimates. The energy functional associated to (2.1) is
E(~w) =
∫
Rd
|~w|2d x+
∫ t
0
∫
Rd
|∇~w|2d x d τ.
We have
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Lemma 2.2. Under the same assumptions as in Lemma 2.1, let ~w ∈ XT be a solution to
the approximation system (2.5) on [0, T ] for any fixed T > 0. Then
E(~w)(t) ≤ C(T, λ, γ, s), for all t ∈ [0, T ],(2.6) ∥∥∥∥ ddt ~w
∥∥∥∥
L
4
d ([0,T ];H−1x )
≤ C(T, λ, γ, s).(2.7)
Remark 2.2. The goal of the lemma is to give a uniform (in n) a priori energy estimate
of the approximating solutions of (2.5). The standard energy estimate together with the
linear estimates in ~g provides the uniform control on the energy for “large time”. However
the uniform “short time” estimate is much more delicate.
Proof. We follow the idea from [3]. That is, we use two different formulations of system
(2.1) to handle the case when t is near zero and when t is away from zero respectively. For
details, please refer to Theorem 5.1 in [3]. ✷
2.4. Proof of Theorem 2.1. Applying Lemma 2.2 to the approximate system (2.5) im-
plies that the L2 norm of ~wn is uniformly bounded and hence, δ can be taken up to any
time T . With Lemma 2.2, the Aubin-Lions Lemma, and together with the fact that Jng
converges to g in Lp, one allows us to pass to the limit in (2.5). This yields the global
existence of a solution ~w to (2.1).
2.5. Uniqueness in 2D. Furthermore, similar as for the classical Navier-Stokes equations,
we have the following uniqueness result of the difference equation (2.1) when d = 2. The
proof follows quite similarly to Theorem 7.1 in [3] and hence we omit it.
Theorem 2.2. Assume that ~g satisfies the conditions in Theorem 2.1 and d = 2. Then
for any T > 0 system (2.1) admits a unique weak solution in L2([0, T ];V ) ∩ L∞([0, T ];H).
3. Almost Sure Existence
First we follow the same idea as in [1] and [3] to derive estimates on the linear evolution
part of the randomized data, which involve both the deterministic and probabilistic aspects.
3.1. Deterministic heat flow estimates.
Lemma 3.1. Let 0 < s < 1, k ∈ N ∪ {0}, and ~u~fω = et∆ ~fω. If ~fω ∈ (H−s(Rd))d then∥∥∥∇k~u~fω(·, t)∥∥∥
L2x
.
(
1 + t−
s+k
2
)
‖~f‖H−s,(3.1) ∥∥∥∇k~u~fω(·, t)∥∥∥
L∞x
.
(
max{t−1, t−(k+s+ d2 )}
)
‖~f‖H−s.(3.2)
Proof. The proof follows quite similarly to the proof of Lemma 3.1 in [3] and hence we omit
it here. ✷
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3.2. Averaging effects: probabilistic heat flow estimates. Now we give the improved
Lp estimates for the linear evolution.
Proposition 3.2. Let T > 0 and s ≥ 0. Let r ≥ p ≥ q ≥ 2, γ ∈ R, and σ ≥ 0 be such that
(3.3) (σ + s− 2γ)q < 2.
Then there exists CT > 0 such that for every ~f ∈
(
H−s(Rd)
)d
,∥∥tγ(−∆)σ2 et∆ ~fω∥∥
Lr(Ω;Lq([0,T ];Lpx))
≤ CT‖~f‖H−s,(3.4)
where CT = CT (p, q, r, σ, s).
Moreover, thanks to the Bienayme´-Tchebichev inequality, if we set
Eλ,T, ~f,σ,p =
{
ω ∈ Ω : ∥∥tγ(−∆)σ2 et∆ ~fω∥∥
Lq([0,T ];Lpx)
≥ λ},(3.5)
then there exists C1, C2 > 0 such that for every λ > 0 and for every ~f ∈
(
H−s(Rd)
)d
,
P
(
Eλ,T, ~f,σ,p
) ≤ C1 exp
[
−C2 λ
2
CT‖~f‖2H−s
]
.(3.6)
Proof. For t 6= 0, let ~h(x) = 〈√−∆〉− s2 ~f(x). From (1.6) we have
tγ(−∆)σ2 et∆ ~fω(x) = tγ(−∆)σ2 〈√−∆〉 s2 et∆〈√−∆〉− s2 ~fω(x)
=
∑
n∈N
tγ(−∆)σ2 〈√−∆〉 s2 et∆ln(ω)∆˜n~h
=
∑
n∈N
ln(ω)∆˜n
[
tγ(−∆)σ2 〈√−∆〉 s2 et∆~h
]
.
(3.7)
Applying Lemma 3.1 of [1] and Minkowski’s inequality we have
∥∥∥tγ(−∆)σ2 et∆ ~fω∥∥∥
Lr(Ω;Lq([0,T ];Lpx))
.
√
r
∥∥∥∥∥∥
(∑
n∈N
[
∆˜nt
γ(−∆)σ2 〈√−∆〉 s2 et∆~h
]2)1/2∥∥∥∥∥∥
Lq([0,T ];Lpx)
.
√
r
(∑
n∈N
∥∥∥∆˜ntγ(−∆)σ2 〈√−∆〉 s2 et∆~h∥∥∥2
Lq([0,T ];Lpx)
)1/2
.
Recall the Haussdorf-Young inequality
(3.8)
∥∥∥fˆ(ξ)∥∥∥
Lp
′
ξ
. ‖f(x)‖Lpx, for 1 ≤ p ≤ 2, and
1
p
+
1
p′
= 1.
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Note that by assumption, p ≥ 2. So the application of the dual form of (3.8) implies
that
∥∥∥tγ(−∆)σ2 et∆ ~fω∥∥∥
Lr(Ω;Lq([0,T ];Lpx))
.
√
r
(∑
n∈N
∥∥∥tγ |ξ|σ〈ξ〉s/2e−t|ξ|2hˆχAn∥∥∥2
Lq([0,T ];Lp
′
ξ )
)1/2
.
Using Ho¨lder and Minkowski inequalities the above estimate further yields∥∥∥tγ(−∆)σ2 et∆ ~fω∥∥∥
Lr(Ω;Lq([0,T ];Lpx))
.
√
r
∑
n∈N
∥∥∥∆˜nh∥∥∥
L2
(∫ T
0
tqγ
∥∥∥|ξ|σ〈ξ〉s/2e−t|ξ|2∥∥∥q
L
2p/(p−2)
ξ (An)
dt
)1/q
.
It follows that
|ξ|σ〈ξ〉s/2e−t|ξ|2 . t−σ/2 (t|ξ|2)σ/2 e−t|ξ|2 + t−(σ+s)/2 (t|ξ|2)(σ+s)/2 e−t|ξ|2
. t−σ/2 + t−(σ+s)/2.
So ∥∥∥|ξ|σ〈ξ〉s/2e−t|ξ|2∥∥∥
L
2p/(p−2)
ξ (An)
.
(
t−σ/2 + t−(σ+s)/2
) |An| . t−σ/2 + t−(σ+s)/2.
This way we finally obtain∥∥∥tγ(−∆)σ2 et∆ ~fω∥∥∥
Lr(Ω;Lq([0,T ];Lpx))
(3.9)
.
√
r
∑
n∈N
∥∥∥∆˜nh∥∥∥
L2
(∫ T
0
tqγ(t−σ/2 + t−(σ+s)/2)q dt
)1/q
.
√
r
∑
n∈N
∥∥∥∆˜nh∥∥∥
L2
[(∫ T
0
1
t(
σ
2
−γ)q
dt
)1/q
+
(∫ T
0
1
t(
σ+s
2
−γ)q
dt
)1/q]
.
√
r
(
T
1
q
+ 2γ−σ
2 + T
1
q
+
2γ−(σ+s)
2
)
‖h‖L2(3.10)
provided (σ
2
− γ
)
q < 1,
(
σ + s
2
− γ
)
q < 1.
The above condition is satisfied under the assumption in the proposition. Hence the esti-
mate (3.4) follows from (3.10). ✷
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3.3. Proof of Theorem 1.1. Recall that in the construction of the weak solution we
decomposed ~u as ~u = et∆ ~fω + ~w, and hence we only need to seek the weak solution ~w
to the difference equation (2.1). As is stated in Theorem 2.1, this is guaranteed when
condition (2.3) is satisfied for the linear evolution. One can follow the argument in [3] to
obtain the almost sure existence result.
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