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Abstract: Large-scale multiprocessing remains an elusive, yet promising paradigm for achieving
high-performance computation. As machine size scales upward, there are two important aspects
of multiprocessor systems which will generally get worse rather than better: (1) interprocessor
communication latency will increase and (2) the probability that some component in the system
will fail will increase. Both of these problems can prevent us from realizing the potential benefits of
large-scale multiprocessing. In this document we consider the problem of designing networks which
simultaneously minimize communication latency while maximizing fault tolerance for large-scale
multiprocessors. Using a synergy of techniques including connection topologies, routing protocols,
signalling techniques, and packaging technologies we assemble integrated, system-level solutions
to this network design problem. In particular, we recommend the use of multipath, multistage
networks, simple, source-responsible routing protocols, stochastic fault-avoidance, dense three-
dimensional packaging, low-voltage, series-terminated transmission line signalling, and scan based
diagnostic and reconfiguration.
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Introduction and Background
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1. Introduction
The high capabilities and low costs of modern microprocessors have made it attractive from both
economic and performance viewpoints to design and construct large-scale multiprocessors based
on commodity processor technologies. Nonetheless, many challenges remain to effectively realize
the potential performance promised by large-scale multiprocessing on a wide-range of applications.
One key challenge is to provide sufficient inter-processor communication performance to allow
efficient multiprocessor operation – and to provide such performance at a reasonable cost.
In order for processors to work effectively together in a computation, they must be able to
communicate data with each other in a timely fashion. The exact nature and role of communication
varies with the particular programming model, but the need is pervasive. Virtually all paradigms for
parallel processing depend critically on low communication latency to effectively exploit parallel
execution to reduce total execution time. Communication latency is a critical determinant of the
amount of exploitable parallelism and the cost of synchronization. For shared-memory algorithms,
latency affects the speed of cache-replacement and coherency operations. In message-passing
programs, latency affects the delay between message transmission and reception. In dataflow
programs, latency determines the delay between the computation of a data value and the time when
the value can actually be used. Data parallel operations are limited by the rate at which processors
can obtain access to the data on which they need to operate.
Multithreaded ([Smi78] [Jor83] [ALKK90] [SBCvE90] [CSS+91] [NPA92]) and dataflow
([ACM88] [AI87] [PC90]) architectures have been developed to mitigate communication latency
by hiding its effects. These techniques all rely on an abundance of parallelism to provide useful
processing to perform while waiting on slow communications. The limit to the usable parallelism
then, can be determined by the nature of the problem and the algorithm used to solve it, the rate of
computation on each processor, and the communication latency. Our challenge today is to provide
sufficiently low-latency communications to match the computation rate provided by commodity
processors while allowing the most effective use of the parallelism inherent in each problem.
Regardless of the exact network topology used for communications, both the number of switch-
ing components and the amount of wiring inside the network are at least linear in the number of
processors supported by the network. The single component failure rate is also linear in the network
size. If we do not engineer the network to operate properly when faults exist, the acceptable failure
rate for any system will directly fix a ceiling on the maximum machine size. To avoid this ceiling
we consider network designs which can operate properly in the presence of faults.
In this document, we examine a class of processor interconnection networks which are designed
to simultaneously minimize network latency while maximizing fault tolerance. A combination of
organizational techniques, protocols, circuit techniques, and packaging technologies are employed
to realize a class of integrated solutions to these problems.
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1.1 Goals
Our goals in designing a high-performance network for large-scale multiprocessing are to
optimize for:
 Low Latency
 High Bandwidth
 High Reliability
 Testability/Repairability
 Scalability
 Flexibility/Versatility
 Reasonable Cost
 Practical Implementation
As suggested above and developed further in Sections 2.3 and 2.5, latency and reliability are key
properties which must be considered when designing a large-scale, high-performance multipro-
cessor network. Insufficient bandwidth will have a detrimental impact on latency (Section 2.4).
Fault diagnosis and repair are key to limiting the impact of any faults in the network (Section 2.6).
Scalability of the solution is important to maximize the longevity with which the solutions are
effective. Flexibility in the solutions allow the class of networks to remain applicable across a wide
range of specific needs (Section 2.8).
1.2 Scope
This work only attempts to address issues directly related to the network for a large-scale
multiprocessor. Attention is paid to providing efficient and robust interfaces between processing
nodes and the network. Attention is also given to how the node interacts with the network. However,
the fault-tolerance schemes presented here do not guard against failures of the processing nodes or
in the memory system. The scheme detailed here may be suitable for a reliable network substrate
for future work in processor and memory fault recovery.
1.3 Overview
In this section, we provide a quick overview of the network design at several levels. This section
should give the reader a basic picture of the class of networks and technologies being considered.
Part II develops everything introduced here in detail.
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A multibutterfly style interconnection network constructed from 4  2 (inputsradix)
dilation-2 crossbars and 22 dilation-1 crossbars. Each of the 16 endpoints has two inputs
and outputs for fault tolerance. Similarly, the routers each have two outputs in each of
their two logical output directions. As a result, there are many paths between each pair of
network endpoints. Paths between endpoint 6 and endpoint 16 are shown in bold.
Figure 1.1: 16 16 Multibutterfly Network
1.3.1 Topology
A suitable network topology is the first essential ingredient to producing a reliable, high-
performance network. The network topology will ultimately dictate:
 Switching Latency – the number of switches, and to some extent the length of the wires,
which must be traversed between nodes in the network
 Underlying Reliability – the redundancy available to make fault-tolerant operation possible
 Scalability – the characteristic growth of resource requirements with system size
 Versatility – the extent to which the network can be adapted to a wide-range of applications.
To simultaneously optimize these characteristics, we utilize multipath, multistage interconnec-
tion networks based on several key ideas from the theoretical community including multibutterflies
[Upf89] [LM92] and fat trees [Lei85].
Using multibutterfly (See Figure 1.1) and fat-tree networks (See Figure 1.2), we minimize the
number of routing switches which must be traversed in the network between any pair of nodes.
Using bounded degree routing nodes, the least possible number of switches between endpoints
is logarithmic in the size of the network, a lower bound which these networks achieve. For
small machine configurations the multibutterfly networks achieve the logarithmic lower bound
with a multiplicative constant of one (e.g. routing switches traversed = log
r
N ; where N is
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Figure 1.2: Area-Universal Fat-Tree with Constant Size Switches (Greenberg and Leiserson)
the number of processing nodes in the network and r is the radix of the routing component
used for switching). For larger machine configurations, fat trees provide lower latency for local
communication. Applications can take advantage of the locality inherent in the fat-tree topology to
realize lower average communication latencies. To further minimize switching latency, our fat-tree
networks make use of short-cut paths, keeping the worst-case switching latency down to 43 log4 N
when using radix-four routing components.
The multipath nature of these routing networks provides a basis for fault-tolerant operation, as
well as providing high bandwidth operation. The multipath networks provide multiple, redundant
paths between every pair of processing nodes. The alternative paths are also available for min-
imizing congestion within the network, resulting in increased effective bandwidth and decreased
effective latency. When faults occur, the availability of alternative paths between endpoints makes
it possible to route around faulty components in the network.
A high-degree of scalability is achieved by using fat-tree organizations for large networks. The
scalable properties of fat trees allow construction of arbitrarily large machines using the same basic
network architecture. When organized properly, these large fat trees can be shown to minimize
the total length of time that any message spends traversing wires within the routing network as
compared to any other network. The hardware resources required for the fat-tree network grow
linearly in the number of processors supported.
Further, these networks provide considerable versatility allowing them to be adapted to meet
the specific needs of a particular application. By selecting the number of network ports into each
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processing node, we can customize the bandwidth and reliability within the network to meet the
needs of the application. By controlling the width of the basic data channel, we can provide
varying amounts of latency and bandwidth into a node. This flexibility makes it possible to use
the same basic network solutions across a broad range of machines from low-cost workstations to
high-bandwidth supercomputers by selecting the network parameters appropriately.
1.3.2 Routing
While a good network topology is necessary for reliable, high-performance communications,
it is by no means sufficient. We must also have a routing scheme capable of efficiently exploiting
the features of the network. In developing a routing strategy for use with multiprocessor commu-
nications networks, we focussed on achieving a routing framework with the following properties:
1. Low-overhead routing – Low-overhead routing attempts to minimize the fraction of poten-
tial bandwidth consumed by protocol overhead and similarly minimize the latency associated
with protocol processing.
2. Fault identification and localization with minimal overhead – To achieve fault tolerance,
we must be able to detect when faults corrupt data in our system. Further to minimize the
impact of faults on system performance, we must be able to efficiently identify the source of
any faults in the system.
3. Flexible protocol – To be suitable for use in a wide range of applications and environments,
the protocol must be flexible allowing efficient layering of the required data transfer on top
of the underlying communications.
4. Dynamic fault tolerance – For the network to scale robustly to very large implementations,
it is critical that the network and routing components continue to operate properly as new
faults arise in the system.
5. Distributed routing – In order to avoid single-points of failure in the system, routing must
proceed in a distributed fashion, requiring the correct operation of no central resources.
To this end, we have developed the METRO Routing Protocol, MRP, a simple, reliable, source-
responsible router protocol suitable for use with multipath networks. MRP provides half-duplex,
bidirectional data transmission over pipelined, circuit-switched routing channels. The simple pro-
tocol coupled with pipelined routing allows for high-bandwidth, low-latency implementations. The
circuit-switched nature avoids the issues associated with buffering inside the network. Each routing
component makes local routing decisions among equivalent outputs based on channel utilization,
using randomization to choose among equivalent alternatives. Routing components further provide
connection information and checksums back to the source node to allow error localization within
the network. When errors or blocking occurs, the source can retry data transmission. The ran-
domization in path selection guarantees that any existing non-faulty path can eventually be found
without global information.
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Figure 1.3: Cross-Section of Stack Packaging (Diagram courtesy of Fred Drenckhahn)
1.3.3 Technology
Regardless of the advances we make in topology and routing, the ultimate performance of an
implementation is limited by the implementation technology. Packaging density constrains the
minimum lengths for interconnect and hence the minimum latency between routing components
and nodes. Once our interconnection distances are fixed, data transmission latency is limited by
the time taken to traverse the interconnect and to traverse component i/o pads.
Packaging
Our goal in packaging these networks is to minimize the interconnection distances between
components. At the same time, we aim to utilize economical technologies and provide efficient
cooling and repair of densely packaged components. The basic packaging unit is a three-dimensional
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stack of components and printed-circuit boards (See Figure 1.3). Computational, memory, and
routing components are housed in dual-sided land-grid arrays and sandwiched between layers of
conventional PCBs. The land-grid arrays, with pads on both sides of the package, serve to both
house VLSI components and provide vertical interconnect in the stack structure. Button boards
are used to provide reliable, solderless connection between land-grid array packages and adjacent
PCBs. The land-grid array and button board packages provide channels for coolant flow. The
composite stack structure is compatible with both air and liquid cooling. The stack structure
provides the necessary dense interconnection in all three physical dimensions allowing for minimal
wiring distances between components. Using this technology, we can package an entire 64-node
multiprocessor including the network and nodes in roughly 10  10  500.
Signalling
To minimize wire transit and component i/o time, we utilize series-terminated, matched-
impedance, point-to-point transmission line signalling. Further, to reduce power consumption
the i/o structures use low-voltage signal swings. By integrating a series-terminated transmission
line driver into the i/o pads, we avoid the need to wait for reflections to settle on the PCB traces
without requiring additional external components. The low-voltage, series-terminated drivers can
switch much faster than conventional 5V-swing drivers. Initial experience with this technology
indicates we can drive a signal through an output pad, across 30 cm of wire, and into an input pad
in less than 5 ns.
1.3.4 Fault Management
Performance in the presence of faulty components and wires can be further improved by hiding
the effects of faulty components. Using some novel, fault-tolerant additions to baseline IEEE
1149.1-1990 JTAG scan functionality, we can realize an effective scan-based testing strategy. By
configuring components with multiple test-access ports, the architecture is resilient to faults in the
test system itself. With port-by-port deselection and scan capabilities, it is possible to diagnose
potentially faulty network components online; i.e. , while the rest of the system remains fully
operational. Furthermore, these facilities allow faulty wires and components to be configured out
of the system so that they do not degrade system performance. Once localized using boundary
scan, the system can log faulty components for later repair and make an accurate assessment of the
system integrity. For larger systems, these facilities allow online replacement of faulty subsystems.
1.4 Organization
Before developing strategies for addressing these problems, Chapter 2 develops the problems
and issues in further detail. Part II takes a detailed look at the key components of robust, low-latency
networks. Chapter 3 leads off by examining the network topology. Chapter 4 addresses the issue
of low-latency, high-speed, reliable routing on the networks introduced in Chapter‘3. Chapter 5
considers fault identification and system reconfiguration. Chapter 6 develops suitable, high-speed
signalling techniques compatible with the router-to-router communications required by networks the
routing protocol. Finally, Chapter 7 looks at packaging technologies for practical, high-performance
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networks. Part III contains a brief series of case-studies from our experience designing and building
reliable, low-latency networks. Chapter 8 reviews the RN1 routing component. Chapter 9 discusses
RN1’s successor, the METRO router series. Chapter 11 describes METRO-LINK, a network interface
suitable for connecting a processing node into a METRO based network. Finally, Chapters 10 and 12
discuss MBTA, an experimental multiprocessor which puts most of the technology described in
Part II and the components detailed in Part III together in a complete multiprocessor system.
Chapter 13 concludes by reviewing the techniques introduced in Part II and showing how they
come together to achieve low-latency and fault-tolerant operation.
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2. Background
This chapter provides background material to prepare the reader for the development in Parts II
and III. Section 2.1 describes the fault model and multiprocessor model assumed throughout this
document. Section 2.2 provides a brief review of standard scan based testing practices. Section 2.3
and 2.5 point out the importance of low latency and fault tolerance to large-scale multiprocessor
systems. Section 2.4 reviews the composition of network latency. Section 2.6 looks at the
requirements for fault tolerance. Finally, Sections 2.7 and 2.8 introduce several other key issues in
the practical design of interconnection networks.
2.1 Models
2.1.1 Fault Model
Faults occurring in a network may be either static or dynamic and may be transient faults or
permanent faults. While a permanent fault occurs and remains a fault, a transient fault may only
persist for a short period of time. Transient faults which recur with notable frequency are termed
intermittent. [SS92] indicate that transient and intermittent faults account for the vast majority of
faults which occur in computer systems. For the purposes of this presentation, static faults are
permanent or intermittent faults which have occurred at some point in the past and are known to
the system as a whole. Dynamic faults are transient faults or any faults which the system has not
yet detected.
Throughout this work, we assume that faults manifest themselves as:
1. Stuck-Values – a data or control line appears to be held exclusively high or low
2. Random bit flips – a data or control line has some incorrect, but random value
Faults may appear and disappear at any point in time. They may become permanent and remain
in the system, they may be transient and disappear, or they may be intermittent and recurring.
Stuck-value errors may take on an arbitrary, but constant, logic value. Bit flips are assumed to take
on random values. Specifically, we are not assuming an adversarial fault model (e.g. [MR91]) in
which faulty portions of the system are allowed to take on arbitrary erroneous values.
These fault-manifestations are chosen to be consistent with fault expectations in digital hardware
systems. Structural faults in the interconnect between components may give rise to floating or
shorted nodes. With proper electrical design, floating i/o’s can appear as stuck-values to internal
logic. Shorted nodes will depend on the values present on the shorted nodes and may appear as
random bit flips when the values differ. Clocking, timing, and noise problems which cause incorrect
data to be sampled by a component will also appear as random bit errors. Opens and bridging faults
within an IC may also leave nodes shorted or floating. For a good survey of physical faults and
their manifestations see Chapter 2 in [SS92].
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The manner in which we handle dynamic faults in this work relies on end-to-end checksums to
make the likelihood that a corrupted message looks like a good message arbitrarily small. As long
as faults produce random data, we can select a checksum which has the desired property. However,
if we allow arbitrary, malicious intervention as in an adversarial fault model, the adversary could
remove a corrupted message from the network and replace it with one which looks good or remove
a good message from the network and fake an acknowledgment. In order to handle this stronger
fault-model, one would have to replace our practice of guarding data with checksums with an
end-to-end data encryption scheme. A properly chosen encryption scheme could make the chances
that an adversary could fake any message sufficiently remote for any particular application.
For the sake of the presentation here, we limit our concern to faults within the network itself.
The processing nodes are presumed to function correctly, if at all. A processing node may cease to
function, but it may not provide erroneous data to the network. All network transactions requested
by the node are presumed to be intentional. The computational implications of losing access to an
ongoing computation or the memory stored at a failing node are important but beyond the scope of
this work.
Without knowing the reliability design of the computational system as a whole, it is not clear
whether a fault-tolerant network should be designed to optimize for harvest or yield. Yield is the
term used to describe the likelihood that the system can be used to complete a given task. If we
require that all nodes be fully connected to the network, then designing the network is a yield
problem in which the network is only considered good when it provides full connectivity. In this
case, we want to optimize for the highest yield at the fault levels of interest. Harvest Rate is
the term used to refer to the fraction of total functional unit which are usable in a system. If the
computational model can cope with the node loss, then designing the network is a harvest problem
in which we attempt to optimize for the most connectivity at any fault level.
2.1.2 Multiprocessor Model
For the purpose of discussion, we assume a homogenous, distributed memory, multiprocessor
model as shown in Figure 2.1. Each node is composed of a processor, some memory, and a network
interface. In a hardware-supported shared-memory machine, this network interface might be the
cache-controller [LLG+91] [ACD+91]; in a message-passing machine, it would be the network
message interface [Cor91] [Thi91]. Increasingly, the network interface may be tightly-integrated
with the processor [D+92] [NPA91]. We explicitly assume the network interface has multiple
connections both into the network and out of the network. Multiple connections are necessary
to avoid having a potential single point of failure at the connection between each node and the
network.
2.2 IEEE-1149.1-1990 TAP
In Part II, we introduce extensions to standard, scan-based testing practices to make them
suitable for use in large-scale systems. This section reviews the major points of the existing
standard upon which we are building.
The IEEE Standard Test-Access Port (TAP) [Com90] defines a serial test interface requiring
four dedicated I/O pins on each component. The standard allows components to be daisy-chained
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so that a single test path can provide access to many or all components in a system. The standard
provides facilities for external boundary-scan testing, internal component functional testing, and
internal scan testing. Additionally, the TAP provides access to component-specific testing and
configuration facilities. Figure 2.2 shows the basic architecture for an IEEE scan-based TAP.
In a system in which all components comply with the standard, boundary-scan testing allows
complete structural testing. Using the serial scan path, every I/O pin in the system can be configured
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to drive a logic value or act as a receiver. Using the same serial scan path, the value of every receiver
can be sampled and recovered. This mechanism allows the TAP to verify the complete connectivity
of the components in the system. All connectivity faults, shorted wires, stuck drivers or receivers,
or open-circuits can be identified in this manner [GM82] [Wag87].
The scan path allows data to be driven into a component independent of the values present on
the component’s external I/O pins. The resultant values generated by the component in response
to the driven data can similarly be sampled and recovered via the serial scan path. This facility
permits functional, in-circuit verification of any such component.
The standard allows additional instructions which may function in a component-specific manner.
These instructions provide uniform access to internal-component scan-paths. Such internal paths
are commonly used to allow a small number of test-patterns to achieve high-fault coverage in
components with significant internal state. Other common additions are configuration registers and
Built-In-Self-Test (BIST) facilities [KMZ79] [LeB84] [Lak86].
2.3 Effects of Latency1
For the sake of understanding the role of latency in multiprocessor communications, we consider
a very simple model of parallel computation. To solve our problem we need to execute a total
number of operations, c. Let us assume our problem is characterized by a constant amount of
parallelism, p. During each clock cycle, we can perform p operations. Parallelism is limited
because each set of p operations depends on the results of the previous p operations. After a set
of operations complete, they must communicate their results with the processors which need those
results for the next set of p operations. Let us assume that communicating between processors
requires l clock cycles of latency.
If we executed our program on a multiprocessor with more than p nodes, it would take time
T
multiproc
cycles to solve the problem.
T
multiproc
=
c  (l + 1)
p
(2:1)
At clock cycle 1, we can execute p operations on the nodes. We then require l cycles to communicate
the results. The next p operations can then be executed in cycle l + 2. Computation continues
in this manner executing p operations every (l + 1) cycles. Thus p
l+1 operations are executed, on
average, each cycle giving us Equation 2.1.
We see immediately that the exploitable parallelism is limited by the latency of communication.
If our problem allows much more parallelism than we have nodes in our multiprocessor, we
can hide the effects of latency by performing other operations in a set while waiting for the
communication associated with the earlier operations to complete. However, if we wish to use
large-scale multiprocessors to solve big problems, latency directly acts to limit the extent to which
we can exploit parallel execution to solve our problem quickly.
In most parallel programs, the number of operations which can be executed in parallel varies
throughout the program’s execution. Hence p is not a constant. Researchers have characterized
this parallelism for particular programs and computational models using a parallelism profile which
1The basic argument presented here is drawn from an unpublished manuscript by Professor Michael Dertouzos.
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shows the number of operations which may be executed simultaneously at each time-step assuming
an unbounded number of processors (e.g. [AI87]). The available parallelism will be a function of
the compiler and run-time system in addition to being dependent on the problem being solved and
the algorithm used to solve it.
Communication latency is also, generally, not constant. Section 2.4 looks at the factors that
affect latency in a multiprocessor network.
Despite the fact that our model used above is overly simplistic, it does gives us insight into
the role which latency plays in parallel computing. When our algorithm, compiler, and run-time
system can discover much more parallelism than we have processing elements to support, with
good engineering we can hide some or all of the effects of latency. On the other hand, when we are
unable to find such a surplus of parallelism, latency further derates the exploitable parallelism in a
linear fashion.
2.4 Latency Issues
In this section, we consider in further detail many of the issues relevant to achieving low-latency
communications.
2.4.1 Network Latency
Ignoring protocol overhead at the destination or receiving ends of a network, the latency in an
interconnection network comes from four basic factors:
1. Transit Latency (T
t
): The amount of time the message spends traversing the interconnection
media within the network
2. Switching Latency (T
s
): The amount of time the message spends being switched or routed
by switching elements inside the network
3. Transmission Time (T
transmit
): The time required to transmit the entire contents of a message
into or out-of the network
4. Contention Latency (): The degradation in network latency due to resource contention in
the network
Transit latency is generally dictated by physics and geometry. Transit latency is the quotient of
the physical distance and the rate of signal propagation.
T
t
=
d
v
(2:2)
Basic physics limits the amount of time that it takes for a signal to traverse a given distance. Materials
will affect the actual rate of signal propagation, but regardless of the material, the propagation speed
will always be below the speed of light, c  3 1010cm/s. The rate of propagation is given by:
v =
1
p

(2:3)
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For most materials   0, where 0 is the permittivity of free space. Conventional printed-circuit
boards (PCBs) have  = 
r
0, where r  4 and 0 is the dielectric constant of free space; thus,
v 
c
2 . High performance substrates have lower values for r. The physical geometry for the
network determines the physical interconnection distances, d. Physical geometry is partially in the
domain of packaging (Chapter 7), but is also determined by the network topology (Chapter 3). All
networks are limited to exploiting, at most, three-dimensional space. Even in the best case, the
total transit distance between two nodes in a network is at least limited by the physical distance
between them in three-space. Additionally, since physical interconnection channels (e.g. wires,
PCB traces, silicon) occupy physical space, the volume these channels consume within the network
often affects the physical space into which the network and nodes may be packed.
For networks with uniform switching nodes, switching latency is the product of the number of
switching stages between endpoints, s
n
, and the latency of each switching node, t
nl
.
T
s
= s
n
 t
nl
(2:4)
The network topology dictates the number of switching stages. The latency of each switching node
is the sum of the signal i/o latency, t
io
, and the switching node functional latency, t
switch
.
t
nl
= t
io
+ t
switch
(2:5)
The signal i/o latency, or the amount of time required to move signals into and out-of the switching
node, is generally determined by the signalling discipline and the technologies used for the switching
node (Chapter 6). The switch functional latency accounts for the time required to arbitrate for an
appropriate output channel and move message data from the input channel to the output channel. In
addition to technology, the switch functional latency will depend on the complexity of the routing
and arbitration schemes and the complexity of the switching function (Chapter 4). Larger switches
generally require more complicated arbitration and switching, resulting in larger inherent switching
latencies.
The transmission time accounts for the amount of time required to move the entire message
data into or out-of the network. In many networks, the amount of data transmitted in a message is
larger than the width of a data channel. In these case, the data is generally transmitted as a sequence
of data where each piece is limited to the width of the channel. Assuming we have a message of
lengthL to send over a channelw bits wide which can accept new data every t
c
time units, we have
the transmission time, T
transmit
, given by:
T
transmit
=

L
w

 t
c
(2:6)
Here we see one of the places where low bandwidth has a detrimental effect on network latency.
T
transmit
increases as the channel bandwidth decreases.
Contention latency arises when resource conflicts occur and a message must wait until the nec-
essary resources are available before it can be delivered to its designated destination. Such conflicts
result when the network has insufficient bandwidth or the network bandwidth is inefficiently used.
In packet-switched networks, contention latency manifests itself in the form of queuing which must
occur within switches when output channels are blocked. In circuit-switched networks, contention
latency is incurred when multiple messages require the same channel(s) in the network and some
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messages must wait for others to complete. Contention latency is the effect which differentiates
an architecture’s theoretical minimum latency from its realized latency. The amount of contention
latency is highly dependent on the manner in which an application utilizes the network. Contention
latency is also affected by the routing protocol (Chapter 4) and network organization (Chapter 3).
One can think of contention latency as a derating factor on the unloaded network latency.
T
unloaded
= T
s
+ T
t
(2:7)
T
net
= (application; topology)  T
unloaded
+ T
transmit
(2:8)
One of the easiest ways to see this derating effect is when an application requires more bandwidth
between two sets of processors than the network topology provides. In such a case, the effective
latency will be increased by a factor equal to the ratio of the desired application bandwidth to the
available network bandwidth. e.g. if A
bw
is the bandwidth needed by an application, and N
bw
is
the bandwidth provided by the network for the required communication, we have:
 
A
bw
N
bw
In practice, the derating factor is generally larger than a simple ratio due to the fact that the resource
conflicts themselves may consume bandwidth. For example, on most local-area networks, when
contention results in collisions, the time lost during the collision adds to the network latency as
well as the time to finally transmit the message.
The effects of contention latency make it clear why a bus is inefficient for multiprocessor
operation. The bus provides a fixed bandwidth, N
bw
. There is no switching latency and generally
a small transit latency over the bus. However, as we add processors to the bus, the bandwidth
potentially usable by the application, A
bw
, generally increases while the network bandwidth stays
fixed. This translates into a large contention derating factor, , and consequently high network
latency.
Unfortunately, it is hard to quantify the contention latency factor as cleanly as we can quantify
other network latency factors. The bandwidth required between any pair of processors is highly
dependent on the application, the computational model in use, and the run-time system. Further, it
depends not just on the available bandwidth between a pair of processors, but between any sets of
processors which may wish to communicate simultaneously.
2.4.2 Locality
Often physical and logical locality within a network can be exploited to minimize the average
communication latency. In many networks, nodes are not equidistant. The transit latency and
switching latency between a pair of nodes may vary greatly based on the choice of the pair of
nodes. Logical distance is used to refer to the amount of switching required between two nodes
(T
s
), and physical distance is used refer to the transit latency (T
d
) required between two nodes. Thus,
two nodes which are closer, or more local, to each other logically and physically may communicate
with lower latency than two nodes which are further apart. Additionally, when logically close nodes
communicate they use less switching resources and hence contribute less to resource contention in
the network.
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The extent to which locality can be exploited is highly dependent upon the application being run
over the network. The exploitation of network locality to minimize the effective communication
latency in a multiprocessor system is an active area of current research [KLS90] [ACD+91] [Wal92].
Exploiting network locality is of particular interest when designing scalable computer systems since
the latency of the interconnect will necessarily increase with network size. Assuming the physical
and logical composition of the network remains unchanged when the network is grown, for networks
without locality, the physical distance between all nodes grows as the system grows due to spatial
constraints. For networks with locality the physical distance between the farthest separated nodes
grows. Additionally, as long as bounded-degree switches (Section 2.7.1) are used to construct the
network, the logical distance between nodes increases as well. Locality exploitation is one hope
for mitigating the effects of this increase in latency.
It is necessary to keep the benefits due to locality in proper perspective with respect to the entire
system. A small gain due to locality can often be dwarfed by the fixed overheads associated with
communication over a multiprocessor network. Locality optimizations yield negligible rewards
when the transmission latency benefit is small compared to the latency associated with launching and
handling the message. Johnson demonstrated upper bounds on the benefits of locality exploitation
using a simple mathematical model [Joh92]. For a specific system ([ACD+91]), he shows that
even for machines as large as 1000 processors, the upper bound on the performance benefit due to
locality exploitation is a factor of two.
2.4.3 Node Handling Latency
This document concentrates on designing the network for a high-performance multiprocessor.
Nonetheless, it is worthwhile to point out that the effective latency seen by the processors is also
dependent on the latency associated with getting messages from the computation into the network,
out-of the network, and back into the computation. Network input latency, T
p
, is the amount of time
after a processor decides to issue a transaction over the network, before the message can be launched
into the network, assuming network contention does not prevent the transaction from entering the
network. Similarly, network output latency, T
w
, is the amount of time between the arrival of the a
complete message at the destination node and the time the processor may begin actually processing
the message. If not implemented carefully, large network input and output latency can limit the
extent to which low-latency networks can facilitate low-latency communication between nodes.
Combining these effects with our network latency we have the total processor to processor message
latency:
T
message
= T
p
+ T
net
+ T
w
(2:9)
This document will not attempt to directly address how one minimizes node input and output
latency. Node latencies such as these are highly dependent on the programming model, processor,
controller, and memory system in use. [NPA92] and [D+92] describe processors which were
designed to minimize these latencies. [E+92] and [CSS+91] describe a computational model
intended to minimize these latencies. Here, we will devote some attention to assuring that the
network itself does not impose limitations which require large node input and output latencies.
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2.5 Faults in Large-Systems
In this section we review a first-order model of system failure rates. We use this simple model
to underscore the importance of fault tolerance in large-scale systems.
For the sake of simplicity, let us begin by considering a simple discrete model of component
failures. A single component fails with some probability, P
c
in time T . This gives us a failure rate:

p
=
P
c
T
(2:10)
The probability that the component survives a period of time T , is then:
P
cs
= 1  P
c
(2:11)
If we have a system with N components which fails if any of the individual component fail, then
the system survives a period of time T only if all components survive the period of time T . Thus:
P
ss
= P
N
cs
= (1  P
c
)
N
(2:12)
For any reasonable component and a small time period, T , P
c
<< 1. To first order, Equation 2.12
can be reasonably be approximated as:
P
ss
= (1 N  P
c
) (2:13)
Which tells us the probability that the system fails during time T is simple:
P
s
= N  P
c
(2:14)
Which corresponds to a failure rate:

s
=
N  P
c
T
= N  
p
(2:15)
From Equation 2.15 we see that the failure rate increases linearly with the number of components
in the system, to first order.
Example A moderate complexity, modern component has a failure rate of ten failures per million
hours (
c
 10 5hr 1) (See [oD86] for estimating component failure rates). A million component
machine which depended on all million components working correctly, would have:

s
= N  
p
= 106  10 5hr 1 = 10=hr (2:16)
This gives the machine a Mean Time To Failure (MTTF) of 6 minutes.
If we can relax the requirement that all components and interconnect function correctly in order
for the system to be operational, we can improve the MTTF. If we can sustain k faults before the
system is rendered inoperative, the MTTF will be longer. As long as k << N , we can assume a
constant failure rate for components given by Equation 2.15. Assuming the faults are independent,
the rate of occurrence of k failures is:

k
=

s
k
(2:17)
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That is, the MTTF increases linearly with the number of tolerated faults. Revisiting our example,
if we design the system to sustain 1000 faults (k = 1000), or just 0.1% of the total components in
the system, the MTTF increases by a factor of 1000 to 6000 minutes or 100 hours.
For sufficiently large systems, we cannot achieve an adequately low system failure rate by
requiring that every component in the system function properly. Rather, we must design sufficient
redundancy into our system to achieve the reliability desired.
2.6 Fault Tolerance
In order to achieve fault tolerance, we need the ability to detect when faults have occurred and
the ability to handle faults which have occurred. Typically, one uses redundancy in some form to
satisfy both of these needs. Redundant data transmitted along with the message can be used to
identify when portions of a message are damaged. Parity bits and message checksums are common
examples of redundant data used to identify data corruption. Once faults are detected, we rely on
redundant network hardware to avoid faulty portions of the network. That is, there must be different
resources which perform the same function as the faulty portion of the network which can be used
in place of the faulty portion. We also need a mechanism for exploiting the redundancy. The
network organization (Chapter 3) often provides the resource redundancy. The routing protocol
(Chapter 4) provides the redundancy for fault detection and provides mechanisms for exploiting
the redundancy in the network.
Designing networks to perform well in the presence of faults is very similar to designing
networks to perform well in the presence of contention. Faults in the network look much like
contention. Faulty resources are not useful for effectively routing data. In this manner, they have
the same effect as resources which are always in use. Faulty resources also cause additional traffic
in the network since they may corrupt messages and hence require the messages to be retransmitted.
Alternately, we can think of the faulty resources as migrating routing traffic which they would have
handled to other resources in the network. These non-faulty resources now see more traffic as a
result. Appropriate design can yield solutions which improve both the performance of the system
in the face of faults and the performance of the system in the face of heavy traffic.
2.7 Pragmatic Considerations
We must also consider several pragmatic considerations associated with building any systems.
When building a system, such as a network, we are constrained by the economics of currently
available technology, issues of design complexity, and fundamental physical constraints.
2.7.1 Physical Constraints
For instance, we have already observed that the speed of signal propagation is largely fixed by
the speed of light and the dielectric constant of readily available materials. Materials with notably
lower dielectrics do exist, but the cost and reliability of these materials currently relegates their use
to small, high-end systems. As technology improves, we can expect these or other materials with
lower dielectric constants to be available at prices which make their use more worthwhile.
19
One might consider using light, itself to achieve the maximum transmission rate (v = c). In
some situations, this makes the most sense. However, the fact that signals must be converted
from propagating electrons to propagating photons and back again, often defeats any potential
gains. The latency associated with converting from electrons to photons and back is currently
large. Even assuming 100% power effeciency, modern optical modulator/detectors have at least an
order of magnitude more i/o latency, t
io
, than purely electrical i/o pads (e.g. 40 ns versus 3 ns)
at comparable power levels [LHM+89]. Since optical detection latency is inversely proportional
to the incident power level, the optical conversion would require an order of magnitude greater
power than the electrical pads to make the optical i/o latency comparable to electrical i/o latency. It
only makes sense to make this optical conversion when the distance traversed is sufficiently large
that the reduction in physical transit latency due to faster propagation is larger than the conversion
latencies.
Current VLSI technology limits the bonding of i/o pads to the periphery of the integrated circuit
die. This forces the number of i/o channels into an integrated circuit (IC) to be proportional to the
perimeter of the die. Due to external bonding requirements, i/o pads are shrinking more slowly than
other IC features. Consequently, ICs have a fairly fixed, limited number of i/o pads and this number
is not scaling comparable to the rate of scaling of useful silicon area inside the die. Available
technology, thus, limits the number of i/o channels into an IC and hence the size of the primitive
switching elements we can build.
We must always take account of the fact that wires and components consume space. The finite
thickness of wires limits the physical compactness of our multiprocessor. The space between nodes
and routers must be large enough to accommodate the wires necessary to provide interconnect. In
some topologies, the growth rate of the machine is dictated by the growth rate for the interconnect
as much as the number and size of components. Additionally, space must be provided for adequate
component cooling and access for repair.
2.7.2 Design Complexity
Each different component in a system requires separate:
 Engineering effort to design and verify
 Non-recurring engineering (NRE) costs to produce
 Testing to select good components and diagnose potentially faulty components
 Shelf-space to stock the components
Consequently, it is beneficial to minimize the number of different components used in constructing
any system.
2.8 Flexibility Concerns
Just as engineering more types of components is costly in terms of development, NRE, and
testing, designing a new network for each new application or specific machine is also costly.
We look for solutions which provide a wide range of flexibility so they can easily be extended
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or re-parameterized to solve a variety of problems. When building a network for a large-scale
multiprocessor, our desire for flexibility leads us to be concerned about the following:
 How do we provide additional bandwidth for each node at a given level of semiconductor
and packaging technology?
 How do we get more/less fault tolerance for applications which have a higher/lower premium
for faults
 How do we build larger (smaller) machines?
 How can we decrease latency? at what costs?
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Part II
Engineering Reliable, Low-Latency
Networks
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3. Network Organization
In this chapter we survey potential low-latency networks and identify a family of networks which
is most suitable for use in large-scale, fault-tolerant multiprocessors given practical considerations.
After determining the basic network structure, we examine the issues involved in optimizing a
particular network for a given application.
3.1 Low-Latency Networks
3.1.1 Fully Connected Network
From the standpoint of latency, the optimal network is a fully-connected network in which
every processor has a direct connection to every other processor (See Figure 3.1). Here, there is no
switching latency (i.e. T
s
= 0). The problem with this network, of course, is that the processor
node size grows linearly with the size of the system. This is not practical for several reasons. We
cannot build very large networks with bounded pin-out components, and a different component size
is needed for each different network size. Using techniques from [Tho80] and [LR86], we find the
interwiring resources will grow as Θ(N3). Wiring constraints alone require that the best packaging
volume grows as Θ(N 3), making, in the best case, the wiring distances, d, grow as Θ(N). Such an
organization is not very practical.
3.1.2 Full Crossbar
Next, we consider a full crossbar arrangement (See Figure 3.2). If we could build a large enough
crossbar, we only traverse on switching node between any source-destination pair. Unfortunately,
Figure 3.1: Fully Connected Networks
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Figure 3.2: Full 16 16 Crossbar
Figure 3.3: Distributed 16 16 Crossbar
our pin limitations (Section 2.7.1), will not allow us to build a single crossbar of arbitrary size. In
practice, we would have to distribute the function across many different components as shown in
Figure 3.3. This would incur O(n) switching latency and require O(n2) such switches.
3.1.3 Hypercube
We might consider building a hypercube network to exploit locality and distributed routing
control. The switching latency is log2(N) as we need traverse at most one switching link in
each dimension of the hypercube. Unfortunately, to maintain this characteristic, the switching
node degree grows as Θ(log(N)). Node size soon runs into our pin limitations (Section 2.7.1)
and a different size node is needed for each size of the machine constructed. Additionally, when
implemented in three-dimensional space, the interconnection requirements cause the machine
volume to grow as Θ(N 32 ). This result is also derivable from the techinques presented in [Tho80]
and [LR86] by considering the number of wires which must cross through the middle of the machine
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Shown above is a 16 processor hypercube. (Drawing by Frederic Chong)
Figure 3.4: Hypercube
Figure 3.5: Mesh – k-ary-n-cube with k = 2
in any decomposition. If we divide an N -processor machine in half, the number of wires crossing
the bisecting plane will beΘ(N). If we distribute these wires in the two-dimensional plane dividing
the two halves, then the plane isΘ(
p
N) wire widths wide in each dimension. Considering that we
get the same effect if we divide the machine via an orthogonal plane which also bisects the machine,
we see that the machine is Θ(
p
N) long in each dimension and hence the volume is Θ(N 32 ). From
this we can see that the transit distance, d, will generally grow as Θ( 2
p
N).
Making some compromises for practicality on the basic hypercube structure, a number of
derivative networks result. The next two sections cover two major classes, multistage networks
and k-ary-n-cubes.
3.1.4 k-ary-n-cube
For k-ary-n-cubes, we fix the dimension (k) to avoid the switching node size growth problem
associated with the pure hypercube. We still get the locality and distributed routing. The switching
latency grows as O( k
p
N) since there are at most k
p
N routers which must be traversed in each
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Shown above is a 27 processor cube network. (Drawing by Frederic Chong)
Figure 3.6: Cube – k-ary-n-cube with k = 3
Figure 3.7: Torus – k-ary-n-cube with k = 2 and Wrap-Around Torus Connections
dimension. Many popular k-ary-n-cubes networks in use today set k = 2 or k = 3 to build mesh
(See Figure 3.5) or cube (See Figure 3.6) structures [Dal87]. For these networks, the distances
between components can be made uniformly short such that the switching latency dominates the
transit latency. When constrained to three-dimensional space, larger values of k, will tend to have
transit latencies which scale as Ω( 3
p
N). Toroidal k-ary-n-cubes can be used to cut the worst case
switching latency in each dimension in half and avoid hot-spot problems in simple k-ary-n-cubes
(See Figure 3.7) [DS86].
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Figure 3.8: 16 16 Omega Network Constructed from 2 2 Crossbars
3.1.5 Flat Multistage Networks
A multistage network distributes each hypercube routing element spatially so that fixed-degree
switches can be used for routing. Like the hypercube, routing can occur in a distributed manner
requiring only log
r
(N) stages between any pair of nodes in the network. Here r is a constant
known as the radix which denotes the number of distinct directions to which each routing switch
can route. Unlike the hypercube and k-ary-n-cube, the multistage network does not provide any
locality. The number of switches required by a multistage network grows as O(N log(N)). The
best-case packaging volume grows as Θ(N 32 ) and the transit latency grows as Θ(
p
N) like the
hypercube [LR86].
Quite a variety of networks can be classified as multistage networks including: Butterfly net-
works, Banyan networks, Bidelta networks [KS86], Benes networks, and Multibutterfly networks.
Figures 3.8 through 3.11 show some popular multistage networks. Each stage in these networks
routes by successively subdividing the set of possible destinations into a number of equivalence
classes equal to the radix of the routing components. For example, consider a radix-2 network.
When connections enter the network, any input can reach any destination. The first stage of routing
components divides this class into two different equivalence classes based on desired destination.
Each succeeding network stage further subdivides a previous stage’s equivalence classes into two
more equivalence classes. When there is a single destination in each equivalence class, the network
has uniquely determined the desired destination and can connect to the destination endpoints. This
successive subdivision can be easily seen in the network shown in Figure 3.9.
3.1.6 Tree Based Networks
Properly constructed, a tree-based, multistage network avoid the major liabilities associated
with the standard multistage networks. Specifically, we consider fat-tree networks as described
in [Lei85] and [GL85] and shown in Figure 1.2. The switching delay remains O(log(N)) as
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Figure 3.9: 16 16 Bidelta Network
Figure 3.10: Benes Network
with hypercubes and multistage networks. Routing may occur in a distributed fashion. Unlike the
multistage networks described above, the tree-based networks do allow locality exploitation. When
the bandwidth between successive stages of the tree is chosen appropriately, the tree structures can
be arranged efficiently in three-dimensional space; switching and wiring resources grow as Θ(N)
and transit latency will grow as Θ( 3
p
N). While a tree-based network may have less cross-machine
bandwidth than a hypercube with the same number of nodes, the tree-based machine requires
O(log(N)) less interconnect hardware. As a result, if one were to compare machines of the same
size, taking into account three-dimensional space restrictions, the tree machine provides at least as
much bandwidth while supportingO(log(N))more nodes. Leiserson shows that properly sized fat
trees can efficiently perform any communication performed by any other similarly sized network
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Figure 3.11: 16 16 Multibutterfly Network
[Lei85].
3.1.7 Express Cubes
Express cubes [Dal91] are a hybrid between a tree-structure and a k-ary-n-cube (See Fig-
ure 3.12). By placing interchange switches periodically in a k-ary-n-cube, the switching delay can
be reduced from Θ( k
p
N) to Θ(log(N)). Done properly, the transit latency remains Θ( 3
p
N). If
we allow several different kinds of switching elements in the network, the size of each switching
element can be limited to a fixed size.
3.1.8 Summary
Table 3.1 summarizes the major characteristics of the networks reviewed here. Asymptotically,
at least, we see that fat trees and express cubes have the slowest growing transit and switching
latencies while maintaining the slowest resource growth. For a limited range of network sizes,
flat multistage networks and k-ary-n-cubes may offer reasonable, or even superior, performance at
reasonable hardware costs.
3.2 Wire Length
In this chapter, we have introduced many networks which have wires whose length is a function
of the network size. We call a long wire any single run of wire between two switches which has a
transit time in excess of the rate at which we could otherwise clock data between the switches. If
we required the data to traverse any such wires in a single clock cycle, we would have to increase
the clock period to accommodate the longest wire in the system. The longest wires in many of
these network will be Ω( 3
p
N) due to spatial constraints in three-dimensions. Requiring data to
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I
I
Shown above is a portion of an express mesh after [Dal91]. The components labelled with
an I are interchange units which allow connections to be routed along express channels,
thereby bypassing intermediate switching nodes.
Figure 3.12: Express Cube Network – k = 2
Network T
s
T
t
Locality Resources Practical Drawbacks
Fully Connected 0 Θ(N) – Θ(N3) Node size  Θ(N)
Distributed Crossbar Θ(N) Θ(N) some Θ(N 2)
Hypercube Θ(log(N)) Θ( 2
p
N) yes Θ(N 32 ) Node size  Θ(log(N))
k-ary-n-cube Θ( k
p
N) Θ( 3
p
N) yes Θ(N)
Flat Multistage Θ(log(N)) Θ( 2
p
N) no Θ(N 32 )
Fat-Tree Θ(log(N)) Θ( 3
p
N) yes Θ(N)
Express Cube Θ(log(N)) Θ( 3
p
N) yes Θ(N)
Table 3.1: Network Comparison
traverse these wires in a single clock cycle would require our clock period to increase comparably
with network size. However, if we pipeline multiple bits on the long wires, we do not have to adjust
the clock frequency to accommodate long wires. Our notion of transit latency as proportional to
interconnection distance (Equation 2.2), will still hold. Instead of being a continuous equation as
given, it becomes discretized in units of the clock period, t
c
.
T
t
=
X
i
&
d
i
v
t
c
'
 t
c
(3:1)
Equation 3.1 explicitly breaks the total distance into segments (d
i
) between each pair of switching
elements in the path between the source and destination nodes to properly account for the effects of
this discretization. Techniques for ensuring correct operation when bits are pipelined on the wires
are detailed in Section 6.9.
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3.3 Fault Tolerance
In order to achieve fault tolerance in the network, we need multiple, distinct paths between any
pair of nodes. The more distinct paths our network supports, the more robust the network will be
to faults occurring in the network. In this section, we look at the multipath nature of the practical
low-latency networks identified in the previous section.
3.3.1 Indirect Routing
If we allow indirect routing, all of the networks examined in this chapter have multiple paths.
With indirect routing, a message may be routed from a source to a destination node by first routing
the message through one or more intermediate nodes in the network. That is, when the source
cannot reach the destination directly through the network, it is often possible for it to reach another
processing node in the network which can, in turn, reach the desired destination node. If we allow
arbitrary indirect hops through the network, any message can eventually be routed as long as the
transitive closure of the non-faulty direct interconnect covers all the nodes in use in the network.
While indirect routing will allow messages to eventually reach their destination, they do so at
an increase in latency. Latency increases due to several effects. First, since messages must cross
the network multiple times. Additional overhead is generally required to allow indirection and
process messages requiring re-routing. Also, contention latency is increased since each indirected
message consumes network bandwidth on each hop through the network.
3.3.2 k-ary-n-cubes and Express Cubes
Direct, cube-based networks, like the k-ary-n-cube or the express cube, function by indirect
routing. Each node is connected to O(k) neighbors in a regular pattern and all routing is achieved
by sending the message to a neighbor node which, generally, moves the message closer to the
desired destination. At every hop, the message has a choice of paths to take to the destination,
many of which would require the same transit and switching latency. The underlying network thus
provides the requisite multiple paths. It is then up to the routing algorithm to efficiently utilize
them. If our routing algorithm is omniscient about faults in the network, it can always find the
shortest path between points in a faulty network. For many faults, the length of the shortest paths
between close nodes will increase. However nodes which are further apart will see no increase in
transit or switching latency. The more distant two nodes are from each other, the more minimum
length paths there will be between them.
3.3.3 Multiple Networks
A simple technique for adding adding fault tolerance to a network which works for all kinds
of networks is to simply replicate a base network. We give each node a connection to each of the
networks. As long as there is a non-faulty path on some network between any pair of nodes which
must communicate, normal communication may occur with no degradation in switching or transit
latency. The originating node need only choose which network to use for each message it needs to
deliver. Additionally, the existence of multiple networks increases the bandwidth available in the
network and hence can reduce contention latency if utilized efficiently. Unfortunately, the gain in
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Two four-stage networks connecting 16 endpoints are attached together at the endpoints.
Each component is a 2 2, dilation-1 crossbar.
Figure 3.13: Replicated Multistage Network
fault-tolerance is small compared to the costs. Each additional path through the network requires
that we construct a complete copy of the original network. Multiple, multistage style networks are
used in the telecommunications field to minimize contention and increase available bandwidth over
single-path networks [Hui90]. Figure 3.13 shows a 2-replicated bidelta network.
Replicated networks do have one advantage over pure indirect routing schemes including most
cube style networks. With multiple networks, each node does have multiple connections both to and
from the network. As noted in Section 2.1.2 multiple network i/o connections are key to avoiding
a single point of failure which may sever a node completely from the interconnection network.
3.3.4 Extra-Stage, Multistage Networks
When using multistage interconnection networks one can construct extra-stage networks with
more switching stages than are actually required to uniquely specify a destination ([LP83], [CYH84]
et. al.) (See Figures 3.10 and 3.14). The set of routing specifications that reach the same physical
destination defines a class of equivalent paths. So long as one path of each such class remains intact
in a faulty extra-stage network, any endpoint will be able to successfully route to its destination. The
extra stages in these schemes result in larger switching and transit latencies than the corresponding
baseline network, even in the absence of faults.
If extra stages are added, but the single connection into and out-of each node is retained, extra-
stage networks retain a single-point of failure where the nodes connect to the network. To eliminate
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Figure 3.14: Extra Stage Network
this problem, the extra-stage network should be constructed such that multiple network endpoints
can be assigned to each node of the network.
3.3.5 Interwired, Multipath, Multistage Networks
Multibutterfly style, multipath networks are multistage networks which use dilated crossbar
routing components. In addition to being characterized by the radix of the switching element, each
dilated crossbar router is characterized by its dilation, d. The dilation is the number of logically
equivalent outputs in each distinct direction. With a dilation greater than one, redundant routing is
provided in each routing direction. Figure 3.11 shows an example of such a network. Figure 3.15
shows some configurations for the dilated routing elements used in Figure 3.11.
This class of multipath networks has a large number of distinct paths between each pair of
nodes. The number of different switches in a stage which can be used to route between any pair of
routers increases toward the center of the network. Up to the center of the network, the number of
routers in any path grows by a factor of the dilation with each successive stage. Past the center of
the network, the sorting function performed by the network limits the number of routers in the path
to the desired destination. For those later stages, all routers which are in the path to the destination
are candidates for use in routing any connection.
For a given number of node connections, the multibutterfly style networks generally have more
paths than the comparable replicated network. Consider a k-replicated network. A multipath
network can be constructed from the k-replicated network by taking each of the k routers in the
same location in each of the k-replicated network and creating one dilated router out of them with
dilation, d = k. This will give us a multibutterfly style network. Note that in the replicated network,
we were only able to chose which resources to use when the message entered the network. In the
multibutterfly network we have the option of switching between networks at each routing stage.
Thus, there are many more paths through the multibutterfly networks. The fine details of how one
wires these redundant paths are discussed in Section 3.5.
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Dilated Crossbar (no connections)
Logically Equivalent Connection Pairs
Figure 3.15: 4 2 Crossbar with a dilation of 2
By constructing fat-tree networks using dilated crossbar routers, it is possible to build multipath,
fat-tree networks which exhibit the same basic properties. The tree networks will need multiple
connections into and out-of the network to avoid single points of failure. Connections made through
higher tree-levels have more paths between the source and the destination as they traverse more
dilated routers in the network.
3.4 Robust Networks for Low-Latency Communications
Given our need for fault tolerance and low latency, the classes of networks which are most
attractive are express cubes and multipath, fat-tree networks. For smaller networks, k-ary-n-cubes
and flat multipath, multistage networks are also worth considering. Because of the acyclic nature
of multistage routing networks, it is easier to devise robust and efficient routing schemes for this
class of networks. Consequently, we will focus on multistage networks for the remainder of this
document.
3.5 Network Design
This section discusses many of the issues relevant to designing a high-performance, robust,
multipath, multistage routing network. The space of possible multipath networks is quite large, and
some of the decisions made when selecting a particular network can make a significant difference
in the fault tolerance and performance of the network. In addition to the basic parameter selection,
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N total number of nodes on the network
ni input ports from each node to the network
no output ports from each node to the network
i input ports per router
o output ports per router
r router radix
d router dilation
w channel width
Table 3.2: Network Construction Parameters
the detailed network wiring scheme can have a notable affect on the performance of the resulting
network. Many of the wiring issues are easier to describe and understand using small,flat, multipath,
multistage interconnection networks. As a result, the examples and development which follow are
given in terms of this class of networks. Nonetheless, the same design principles apply when
developing multipath, fat-tree networks.
3.5.1 Parameters in Network Construction
Table 3.2 summarizes several parameters which will be used in this section when characterizing
a network. Radix and dilation were introduced in Sections 3.1.5 and 3.3.5. ni and no quantify the
number of connections between each node and the network. i and o are the number of connections
in and out of each router. Generally, i = o = r  d. Since the number of inputs and the number of
outputs on the routing components are the same, we say the routers are square. When we use square
routers, the aggregate bandwidth between stages in flat, multistage networks remains constant.
3.5.2 Endpoints
The network endpoints are the weakest link in the network. If we are designing a network with
a yield model in mind, in the worst case, we can sustain only min(ni; no) faults. If we are designing
a network with a harvest model in mind, in the worst case each min(ni; no) faults will remove an
additional node from the operational set.
Once ni and no are chosen, we must also ensure that these connections are utilized effectively.
Particularly, to maximize robustness, each must link connect to a distinct routing component in the
network. Note, for instance, in the network shown in Figure 3.11, that dilation-1 routers are used in
the final stage of the network. These dilation-1 routers are used to achieve maximal fault tolerance
by ensuring that the maximum number, no = 2, of distinct routers provide output connections from
the network to each node. Figure 3.16 shows another alternative for using dilation-1 routers in the
final stage. Rather than using d times as many routers with dilation-1 and the base radix unchanged,
the network in Figure 3.16 uses routers which increase the radix by a factor equal to the dilation
(i.e. r
final stage
= o = r  d).
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Figure 3.16: 16 16 Multibutterfly Network with Radix-4 Routers in Final Stage
3.5.3 Internal Wiring
Inside a multipath network, we have considerable freedom as to how we wire the multiple
paths between stages. As described in Section 3.1.5, multistage networks operate by successively
subdividing the set of potential destinations at each stage. All inputs to routing components in
the same equivalence class at some intermediate network stage are logically equivalent since the
same set of destinations can be reached by routing through those components. If we exercise this
freedom judiciously, we can maximize the fault-tolerance and minimize the congestion within the
network, and hence minimize the effects of congestion latency.
Path Expansion
A simple heuristic for achieving a high degree of fault tolerance is to wire the network to
maximize the path expansion within the network. That is, we want to select a wiring which allows
the connection between any two endpoints to traverse the maximum number of distinct routing
components in each stage. Maximizing path expansion improves fault-tolerance by maximizing
the redundancy available at each stage of the network.
Let S be the total number of routing stages in the network. The number of paths between a
single source-destination pair expands from the source into the network at the rate of dilation, d.
Thus, we have p
in
(s), the number of paths to stage s given by Equation 3.2.
p
in
(s) = ni d
[s 1]
(3:2)
After a stage in the network, the paths will have to diminish in order to connect to the proper
destination. Looking backward from the destination node, we see that the paths must grow as the
network radix r. This constraint is expressed as follows:
p
out
(s) = no  r
[(S+1) s]
(3:3)
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s 1 2 3 4 5
p(s) 2 4 8 4 2
Table 3.3: Connections into Each Stage
These two expansions must, of course, meet at some point inside the network. This occurs when
p
in
and p
out
are equal. Let us call this turning point stage s0. s0 can be determined as follows:
p
out
(s
0
) = p
in
(s
0
)
ni d
[s
0
 1]
= no r
[(S+1) s0]
s
0
=
(S + 1)  ln(r) + ln(no) + ln(d)  ln(ni)
ln(d) + ln(r)
s
0
=
(S + 1)  ln (r) + ln

nod
ni

ln(d  r) (3.4)
Once Equation 3.4 is solved for s0, we can quantify the number of connections into each stage of
the network by Equation 3.5.
p(s) =
8
>
<
>
:
ni d
[s 1]
s < s
0
min(ni  d[s 1]; no  r[(S+1) s]) s = s0
no r
[(S+1) s]
s > s
0
(3:5)
Note that Equation 3.5 expresses the maximum achievable number of paths between stages for a
single source-destination pair. This is effectively an upper bound on the path expansion in any
dilated multipath network. The total number of distinct paths between each source and destination
simply grows as Equation 3.2 and is thus given by Equation 3.6.
p
total
(s) = ni d
[S 1]
(3:6)
For example, consider the network in Figure 3.11 (ni = no = r = d = 2, S = 4). Solving
Equation 3.4 for s0, we find s0 = 3. The number of connections into each stage can then be
calculated as shown in Table 3.3. The total number of paths is simply 2  23 = 16. Noting
Figure 3.11, we see it does achieve this maximum path expansion for the highlighted path; the
paths between all other source and destination pairs in Figure 3.11 also achieve this path expansion.
- Expansion
Unfortunately, path expansion can be a naive metric when optimizing the aggregate fault-
tolerance and performance of a network. Path expansion looks at a single source-destination pair
and tries to maximize the number of paths between them. If we only considered path expansion in
selecting a network design, many nodes could share the same sets of routers and connections in their
paths through the network. This sharing would lead to a higher-degree of contention. Additionally,
when faults accumulate in the network, a larger number of nodes are generally isolated from the
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Figure 3.17: Left: Non-expansive Wiring of Processors to First Stage Routing Elements
Figure 3.18: Right: Expansive Wiring of Processors to First Stage Routing Elements
rest of the network at once. Consider, for instance, the two first stage network wirings shown
in Figure 3.17 and 3.18. Both wirings are arranged such that each processor connects to two
distinct processors in the first stage of routing. However, the wiring shown in Figure 3.17 has four
processors which share a pair of routers, whereas any group of four processors in the wiring shown
in Figure 3.18 is connected to five routers in the first stage. As a result, there will generally be less
contention for connections through the first stage of routers in the latter wiring than in the former.
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Leighton and Maggs introduced - expansion to formalize the desirable expansion properties
as they pertain to groups of nodes which may wish to communicate simultaneously [LM89].
Informally, - expansion is a metric of the degree to which any subset of components in one stage
will fan out into the next stage. More formally, we say a stage has - expansion (; ) if any
subset of  components from one stage must connect to at least  components in the next stage.
 is thus an expansion factor which is guaranteed for any set of size . Networks with favorable
- expansion are networks for which the - expansion property holds with higher  for each
value of . The more favorable the - expansion, the more messages can be simultaneously
routed between any sets of communicating processors, and hence the lower the contention latency.
Networks Optimized for Yield
If we cannot tolerate node loss, and hence wish to optimize the fault-tolerance of the network
as a yield problem, then it makes sense to focus on achieving the maximal path expansion first,
then achieving as large a degree of - expansion as possible. Unfortunately, there is presently no
known algorithm for achieving a maximum amount of - expansion, so the techniques presented
here are heuristic in nature.
To achieve maximum path expansion, we connect the network with the algorithm listed in
Figure 3.19 [CED92]. The paths from any input to any output may fanout by no more than a factor
of d, the dilation of the routers, at each stage. This fanout may also become no larger than the size of
the routing equivalence classes at that stage. The routine groupsz returns the maximum fanout size
allowed by both of these factors. Each stage is partitioned into fanout classes of this size, which
are then used to calculate network wiring. The maximum path fanout described in Equation 3.5 is
achieved by this algorithm for all pairs of components.
As introduced above, the last stage is composed of dilation-1 routers to increase fault tolerance.
Figure 3.20 shows a deterministically-interwired network composed of radix-2 routers.
Networks Optimized for Harvest
To achieve a high harvest rate and maximize performance, we want to wire networks with a high
degree of - expansion. As introduced above, there are no known deterministic algorithms for
achieving an optimal expansion. In practice, randomized wiring schemes produce higher expansion
than any known deterministic methods. [Kah91] presents some of the most recent work on the
deterministic construction of expansion graphs. [Upf89] and [LM89] show that randomly wired
multibutterflies have good expansion properties. The high expansion generally means there will
be less congestion in the network. Additionally, Leighton and Maggs show that after k faults have
occurred on a N node machine, it is always possible to harvest N  O(k) nodes [LM89].
As introduced in Section 3.1.5, multistage networks operate by successively subdividing the set
of potential destinations at each stage. All the inputs to routing components in the same equivalence
class at some intermediate stage in the network, are logically equivalent. After the routing structure
determines which set of outputs in one stage must be connected to which set of inputs in the
following stage, we randomly assign individual input-output pairs within the corresponding sets.
Figure 3.21 shows the core of an algorithm for randomly wiring a multibutterfly. The algorithm was
first introduced in [CED92] and is based on the wiring scheme described in [LM89]. In practice,
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. Returns the next-stage router to which to wire for maximum path expansion
wire to port(n,d
p
,s)
. n=router number, d
p
=dilated port number, s=router stage
1 outgrpsz  groupsz(s)
2 ingrpsz  groupsz(s + 1)
3 eq start ingrpsz  bn=(r  d outgrpsz)c
. offset to beginning of fanout class
4 eq router  ((n d+ d
p
) mod ingrpsz)
. offset to specific chip within fanout class
5 return(eq start + eq router)
. Calculates size of fan-out class
groupsz(s)
1 expansion ni ds+1 . maximum fanout due to dilation
2 eq class  no rS+1 s . equivalence class size
3 return(min(expansion, eq class))
This algorithm generates a network designed to maximize path expansion. Each endpoint
will have the maximum number of redundant paths possible through this type of network
(boundary cases omitted for clarity).
Figure 3.19: Pseudo-code for Deterministic Interwiring
Figure 3.20: 16 16 Path Expansion Multibutterfly Network
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. in set contains all the input ports of a single equivalence class in the next stage.
. connections is an array matching in ports and out ports, initially empty.
. out ports list lists the output ports of a single equivalence class in the
. current stage.
wire eq class(in set, connections, out ports list)
1 foreach out port
2 in port choose and remove a random input port from in set
3 while(connected(router#(in port), router#(out port), connections))
4 put in port back in in set
5 in port choose and remove a random input port from in set
6 connect(in port, out port, connections)
7 return(connections)
connected(in router, out router, connections array)
1 if in router is already connected to out router
2 return(true)
3 else return(false)
This algorithm randomly interwires an equivalence class. To interwire a whole stage, the
algorithm is repeated for each class (boundary cases omitted for clarity).
Figure 3.21: Pseudo-code for Random Interwiring
one would generate many such networks, compare their performance as described in Sections 3.5.4
and 3.5.5, and pick the best one. Experience indicates that most such networks perform equivalently.
The testing, however, assures that one avoids the unlikely, but possible, case in which a network
with poor expansion was generated. Figure 3.22 shows a network constructed with this algorithm.
Hybrid Network Compromise
Chong observed in [CK92] that one can achieve maximum path expansion while introducing
some randomized expansion to minimize congestion. The result is a network which is a hybrid
between the two described above. The basic strategy used in wiring such, randomized, maximal-
fanout networks is to further subdivide each routing equivalence class into fanout classes. Instead of
randomly wiring from all outputs destined for a given equivalence class to the inputs on all routers
in that equivalence class in the subsequent stage, the dilated outputs from each router are each
sent to different fanout classes within the appropriate routing equivalence class (See Figure 3.23).
Figure 3.24 sketches the algorithm used for wiring up these networks. Figure 3.25 shows an
example of such a network.
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A randomly-interwired, four-stage network connecting 16 endpoints. Each component in
the first three stages is a 4 2, dilation-2 crossbar. To prevent any single component from
being in an endpoint’s critical path, the last stage is composed of 22, dilation-1 crossbars.
Figure 3.22: Randomly-Interwired Network
3.5.4 Network Yield Evaluation
Yield
As a simple metric for evaluating the yield characteristics of these multipath networks, we
consider the probability that a network remains completely connected given a certain number of
randomly chosen router faults. These Monte Carlo experiments model only complete router faults
to show the relative fault-tolerant characteristics of these networks while containing the size of the
fault-space which must be explored.
The experiment proceeds by placing one randomly chosen fault at a time until the network
becomes incomplete. The basic process is repeated on the same network for enough trials to
achieve statistically significant results. Results are tabulated to approximate the probability of
network completeness for each fault level. We also derive the expected number of faults each
network can tolerate.
Because the routing components in the final stage of our multipath networks are half the size
of routers in the previous stages, we assign two such routers to one physical component package
and label both routers faulty if the physical component is chosen to be faulty. Furthermore, the
two routers are assigned so that removing any such pair will not cut off an endpoint. We make
this assignment so that fault increments will be of constant hardware size. This assignment also
simulates how the pair of 4 4, dilation-1 routers in an RN1 routing component (See Chapter 8)
may be assigned.
We generated three-stage and four-stage networks for each of the types of networks described
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Equivalence Classes
Fanout Classes
The above figure shows how to achieve maximal fanout while avoiding regularity. The
routers shown are radix-2 and dilation-2. At stage s, we divide each routing equivalence
class into ni d(s 1) fanout classes until each fanout class contains a single router. Random
wirings are chosen between appropriate fanout classes to form fanout trees. The disjoint
nature of fanout classes ensures that fanout-trees will have physically distinct components.
Figure 3.23: Randomized Maximal-Fanout (diagram from [CK92])
above, each connecting 64 and 256 endpoint nodes respectively. Each endpoint has two connections
to and from the network (ni = no = 2) to provide for the minimal amount of redundancy necessary
to achieve fault tolerance. Every network uses radix-4 routers of dilation-2 and dilation-1 and
hence could be implemented using the RN1 component. All the networks with a given number of
stages contain the same number of components. Network wiring is solely accountable for the fault
tolerance and performance differences of these networks.
For each network, the yield probability of the network is plotted against the number of uni-
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wire stage(s) . s=routing stage
1 prev expansion ni ds+1 . maximum fanout to stage s due to dilation
2 prev eq class no  r((S+1) s) . equivalence class size at stage s
3 prev fanout class prev eq class
prev expansion
. fanout class size at stage s
4 expansion ni d(s+2) . maximum fanout to stage s + 1 due to dilation
5 eq class  no r((S+1) (s+1)) . equivalence class size at stage s + 1
6 fanout class  eq class
expansion
. fanout class size at stage s + 1
7 if (fanout class  1)
8 foreach fanout equivalence class in stage s
9 create (r  d) different output-port lists,
one for each output from a routing switch
. each of these lists will contain prev fanout class ports
10 foreach output-port list identified, identify the fanout class
routers in stage s + 1 to which these ports should be
connected – the inputs on these routers make up the
corresponding in-port list
11 Use wire eq class to randomly interconnect each in-port list
to each corresponsding output-port list
12 else
13 foreach equivalence class in stage s
14 create r different output-port lists,
one for each logically distinct output direction from a router
. each of these lists will contain (prev eq class  d) ports
15 foreach of the output-port lists identified, identify the eq class
routers in stage s + 1 to which the output list should be
connected – the inputs on these routers make up the
corresponding in-port list
16 Use wire eq class to randomly interconnect each in-port list
to each corresponsding output-port list
This algorithm describes how to wire random, maximal-fanout networks using the random
interwiring algorithm, wire eq class shown in Figure 3.21 (boundary cases omitted for
clarity).
Figure 3.24: Pseudo-code for Random, Maximal-Fanout Interwiring
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Figure 3.25: 16 16 Randomized, Maximal-Fanout Network
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The probability that a network with a given number of faults is complete for the randomly-
interwired, path expansion, and random maximal fanout, 3-stage and 4-stage networks. (A)
Each 3-stage network uses 48 radix-4 components to interconnect 64 endpoints. (B) Each
4-stage network uses 256 radix-4 components to interconnect 256 endpoints.
Figure 3.26: Completeness of (A) 3-stage and (B) 4-stage Multipath Networks
formly distributed random faults. Results for the three-stage and four-stage networks are shown
in Figure 3.26. The expected number of faults that each network can tolerate is summarized in
Table 3.4.
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Network Total Test Expected Failure Error
Stages Wiring # Comp. Trials Tolerated Bound
# Faults % Network # Faults
3 Random 48 1000 5.0 10% 0.063
3 Path Expansion 48 1000 8.1 16% 0.079
3 Random Max Fanout 48 1000 5.2 11% 0.060
4 Random 256 5000 11.8 4.6% 0.075
4 Path Expansion 256 5000 22.6 8.8% 0.130
4 Random Max Fanout 256 5000 12.5 4.9% 0.069
The above table shows the expected number of faults each network can tolerate while
remaining complete. Each network was fault tested as described in section 3.5.4 for the
indicated number of trials.
Table 3.4: Fault Tolerance of Multipath Networks
Wiring Extra-Stage Networks for Fault Tolerance
It is worth noting that we can achieve the same fault tolerance as indicated in this section
without using dilated routers. Consider replacing each of the dilated routers used in the networks
above with an equivalently sized (i.e. same number of inputs, i, and same number of outputs o)
dilation-1 router (i.e. r = o, d = 1). The network we end up with is an extra-stage network since
we have increased the radix while leaving the number of stages the same. Form a fault tolerance
perspective, this resulting extra-stage network has the same yield probability as the corresponding
dilated network. As a result, the network wiring issues introduced in Section 3.5.3 apply equally
well to extra-stage, multistage networks as they did to dilated, multistage networks.
Performance Degradation in the Presence Faults
We are also interested in knowing how robust the network performance is when faults accumu-
late. To that end, we consider a simple synthetic benchmark on the complete networks at various
fault levels. This gives us some idea of the effects of congestion in the network, as well as how the
faults affect the overall performance of the network. The routing protocol detailed in Chapter 4 is
used for all of these simulations.
Our synthetic benchmark, FLAT24, was designed to be representative of a shared-memory
application. FLAT24 uses 24-byte messages with a uniform traffic distribution. FLAT24 generates
0.04 new messages per router cycle based on the assumption that the network is running at twice
the clock rate of the processor and a data-cache miss rate of 15%. The application is assumed to
barrier synchronize every 10,000 cycles, or every 400 messages. Modeling barrier synchronization
exposes the effects of localized degradation. If a small number of nodes have significantly fewer
paths through the network than the rest of the nodes, the nodes with less connectivity will fall
behind those with more. In a real application, these nodes will tend to hold up the remainder of the
application since they are not progressing as rapidly as the rest of the nodes in the network. The
periodic barrier synchronization is a simple and pessimistic way of limiting the extent to which
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Comparative I/O bandwidth utilization and latencies for 3-stage and 4-stage random and
path expansion networks on FLAT24. Recall from Table 3.4 that expected percentages of
failure tolerated by random and deterministic networks are, respectively: 10% and 16% for
3-stages; and 4.6% and 8.8% for 4-stages. Note that the performance degradation appears to
level off because only complete networks are measured. Although the surviving networks
suffer less degradation as percentage of failure increases, the number of surviving networks
is becoming substantially smaller.
Figure 3.27: Comparative Performance of 3-Stage and 4-Stage Networks
nodes may get ahead of each other and hence exposing the effects of this localized degradation.
This synthetic application and the simulations in general are described in detail in [Cho92]; most
relevant details are reprinted in Appendix A.
Figure 3.27 shows the performance degradation of FLAT24 on the surviving networks as various
fault levels. Here latency is the average time from when a message is injected into the network until
the time its reply and acknowledgment are received. I/O bandwidth utilization measures the average
fraction of network outputs which are receiving or replying to successful message transmissions at
any point in time. This provides a measure of the useful bandwidth provided by the network.
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1 Begin with all nodes live.
2 Determine the I/O-isolated nodes and remove them from the
set of live nodes.
3 Each faulty chip leading to at least one live node is declared to be blocked.
Propagate blockages from the outputs to the inputs according to
the definition of blocking given below.
4 If all of a node’s connections into the first stage of the network
lead to blocked chips, remove the node from the set of live nodes.
This algorithm harvests the nodes in a networks which retain good connectivity in the
presence of faults. The algorithm will sacrifice nodes which still retain weak connectivity
in order to maximize the performance of the harvested network.
. A router is said to be blocked if it does not have at least one unused, operational output
port in each logical direction which leads to a router which is not blocked.
. An I/O-isolated node is a node which has lost all of its input connections to the first stage
of the network or all of its output connections from the final stage of the network.
Figure 3.28: Chong’s Fault-Propagation Algorithm for Reconfiguration
3.5.5 Network Harvest Evaluation
To evaluate the harvest rate of a network with faults, we use the reconfiguration algorithm
suggested by Chong in [CK92]. This reconfiguration algorithm identifies all nodes with “good”
network connectivity. The algorithm does not necessarily identify all nodes which retain full
connectivity in the network as available in the harvested network. Since it is the overall system
performance that matters, not simply the number of nodes available for computation, Chong ob-
serves that better overall performance is achieved when nodes with low bandwidth into the network
are eliminated from the set of nodes used for computation. Chong’s algorithm is summarized in
Figure 3.28.
Figure 3.29 shows the harvest rate for a 5-stage, radix-4, dilation-2 (1024 node) network. Also
shown is the degradation in application performance assuming that the application can be efficiently
repartitioned to run on the surviving processors.
3.5.6 Trees
Fat-trees have the same basic multipath, multistage structure as the multistage networks de-
scribed so far in this section. It is easiest to think of each fat-tree network as two sub-networks.
One sub-network routes from the root of the tree down to the leaves. This portion looks almost
identical to the routing performed by the multistage networks that have been discussed. Particularly,
this downward routing network performs the same recursive subdivision of possible destinations
at each successive routing stage. The other sub-network allows connections to be routed up to
the appropriate intermediate tree level and then cross over into the down routing sub-network.
In fact, we could think of the flat, multistage networks as a tree which had a degenerate up and
crossover sub-network. In these networks, the up network is simply set of wires which connect all
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Figure (A) shows the percentage of node loss under the criterion of fault-propagation. Fig-
ure (B) compares the performance of the randomly wired multibutterflywith the randomized
maximal fanout network.
Figure 3.29: Fault-Propagation Node Loss and Performance for 1024-Node Systems (from [CK92])
network input connections directly into the root of the tree. It is the upward routing portion of the
tree networks which give them their ability to exploit locality. Two nodes close to each other can
cross over low in the tree structure and avoid traversing a large number of routers or consuming
bandwidth near the root of the tree.
Fat-Trees
Fat-trees are distinguished from arbitrary tree based networks in that the interconnection band-
width increases towards the root of the tree. The internal tree connections closer to the root require
more bandwidth because they service a larger number of nodes below them. For instance, in a
binary fat-tree the root of the tree will see all traffic that is not constrained solely to either half of
the machine. The property that makes fat-tree structures most attractive is their universality prop-
erty. Leiserson shows that, when the rate of bandwidth growth in the fat-tree is chosen properly,
fat-trees can be volume universal. That is, a properly constructed volume Θ(V ) fat-tree network
can simulate any volume Θ(V ) network in polylogarthmic time [Lei85] [Lei89] [GL85].
The key observation in demonstrating the universality of various fat-tree structures, is that the
physical world places constraints on the ratio between the volume of a region and the wire channel
capacity, and hence bandwidth, which can efficiently enter or leave that volume. The channel
capacity into a volume is limited by the surface area surrounding that volume. As we scale up
to larger systems and hence larger volumes, the surface area of a given volume, V , grows only
as Θ(V 23 ). To remain volume efficient, the channel capacity can only grow as Θ(V 23 ). If the
channel capacity grows faster than this, then the size of the system packaging is limited by the
channel capacity between regions rather than the volume of the system being packaged. As the
system becomes large, pieces of the system must be placed further apart due to the interconnection
bandwidth constraints. As a result, the universality property will not hold because the number of
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processors per unit volume is decreasing as the system increases in size. If the channel capacity
grows slower than this, the universality property does not hold due to insufficient channel capacity
to support the potential message traffic. For binary fat-trees Leiserson shows that channel capacity
should increase as 3
p
4 per stage toward the root of the tree in order to achieve volume universality.
Fat-trees also have considerable flexibility. When other pragmatic issues dictate a structure
that allows more channel capacity, and consequently more bandwidth, at higher tree levels than
is appropriate for volume-universality, the basic fat-tree structure can accommodate the increased
interstage capacity. This additional channels will allow additional fault tolerance and lower the
network’s contention latency, .
Building Fat-Trees
We can build fat-tree networks with the same fixed-size, dilated routers which we have used to
construct flat, multistage networks. The use of such routers in the down sub-network is obvious
since the down sub-network performs the same sorting function as in the flat networks. Here,
the router radix defines the arity of the fat-tree. The up routing sub-network needs to expand the
possible destinations so that a given route may make use of a large portion of the bandwidth at
some higher tree stage. The up routing sub-network also needs to provide switching which allows
periodic crossover to the down routing network. At the same time, the bandwidth between tree
levels needs to be controlled to match the application requirements as described in the previous
section. Just as with the flat-multistage networks, the endpoint connections are weak links and one
generally wants to organize networks with multiple network connections per endpoint. Similarly,
the issues of wiring the internal stages for fanout apply equally well here.
As an example, consider building a fat-tree using radix-4, dilation-2 routing components. The
down sub-networks is a quaternary tree. In the up sub-network, we use the routing components to
switch between upward routing and crossover connections into the down sub-network. We can take
advantage of the radix-4 switching provided by the routing component to route to several crossover
connections at a single switching stage. As a result, we effectively create short-cut paths in the up
routing tree. Figure 3.30 shows how a radix-4 up router can switch to three successive tree-stages
and provide upward connection in the tree. Since each up router in the up sub-tree services three
down-tree stages, the route to the root is only 13 log4 N long. Figures 3.31 and 3.32 shows the
logical connectivity for the up and down sub-trees using the short-cut crossover scheme shown in
Figure 3.30.
3.5.7 Hybrid Fat-Tree Networks
Fat-trees allow us to exploit a considerable amount of locality at the expense of lengthening the
paths between some processors. Flat, multistage networks fall at the opposite extreme of the locality
spectrum where all nodes is uniformly close or distant. Another interesting structure to consider is
a hybrid fat-tree. A hybrid fat-tree is a compromise between the close uniform connections in the
flat, multistage network and the locality and scalability of the fat-tree network. In a hybrid fat-tree,
the main tree structure is constructed exactly as described in the previous section. However, the
leaves of the hybrid fat-tree are themselves small multibutterfly style networks instead of individual
processing nodes. With small multibutterfly networks forming the leaves of the hybrid fat-tree,
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Shown above is a cross-sectional view of a fat-tree network showing a switching node in the
up routing sub-tree and a down router in each of the three successive tree stages to which
this up router can crossover. As shown, each router is a radix-4 routing component. Only
a single output is shown in each logical direction for simplicity. With dilated routers, each
dilated connection would be connected to different routers in the corresponding destination
direction for fault tolerance.
Figure 3.30: Cross-Sectional View of Up Routing Tree and Crossover
small to moderate clusters of processors can efficiently work closely together while still retaining
reasonable ability to communicate with the rest of the network.
The flat, leaf portion of the network is composed of several stages of multibutterfly style
switching. Each stage switches among r logical directions. The first stage is unique in that only
(r   1) of the r logical directions through the first stage route to routers in the next stage of the
multibutterfly. The final logical direction through the first routing stage connects to the fat-tree
network. The remaining stages in the leaf network perform routing purely within the leaf cluster.
To allow connections into the leaf cluster from the fat-tree portion of the network, one r-th of the
inputs to the first routing stage come from the fat-tree network rather than from the leaf cluster
processing nodes. Figure 3.33 shows a diagram of such a leaf cluster. This hybrid structure was
introduced in [DeH90] and is developed in more detail there.
3.6 Flexibility
In Section 2.8, we raised some concerns about how well a network topology can be adapted
to solve particular applications. Having reviewed the properties of these networks, we can answer
many of the questions raised.
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Figure 3.31: Connections in Down Routing Stages (left)
Figure 3.32: Up Routing Stage Connections with Lateral Crossovers (right)
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Figure 3.33: Multibutterfly Style Cluster at Leaves of Fat-Tree
 How do we provide additional bandwidth for each node at a given level of semiconductor
and packaging technology?
If we assume that the semiconductor technology limits the interconnect speed, then we are
trying to increase the bandwidth in an architectural way. With both flat multipath networks
and multibutterflies, we can easily increase the bandwidth into a node by increasing the
number of connections to and from the network, (i.e. ni and no). This also has the side
effect of increasing the network fault tolerance.
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 How do we get more/less fault tolerance for applications which have a higher/lower premium
for faults
The simple answer here is to increase the number of connection to and from the network,
since this is the biggest limitation to fault tolerance. Using higher dilation routers will provide
more potential for expansion and hence better fault-tolerance. Hybrid schemes which use
extra-stages in a dilated network will also serve to increase the number of paths and hence
the fault-tolerance of the network.
 How do we build larger (smaller) machines?
The scalability of the schemes presented here, allow the same basic architecture to be used in
the construction of large or small machines. For very large machines, we saw that fat-trees or
hybrid fat-trees are the best choice. For smaller machines, we saw that multistage networks
may provide better performance. In between, the details of the technologies involved as well
as other system requirements will determine where the crossover lies.
 How can we decrease latency? at what costs?
We have control over the latency in several forms. The switching latency (T
s
) is directly
controlled by the router radix, r. Increasing the radix of the router will lower the number
of stages which must be traversed and tend to decrease latency. However, the router radix
is limited by the pin limitations of the routing component. Increasing the radix will either
require an increase in die-size and package pin count (and hence cost), or a decrease in
dilation or data channel width. Decreasing dilation will tend to reduce fault-tolerance and
increase congestion. Decreasing the data channel width decreases the bandwidth and thus
increases both congestion and the message transmission time (T
transmit
). By increasing the
channel width, we can decrease transmission time; again, this will either increase die-size
and cost, or require the decrease in radix or dilation. Finally, we can decrease congestion
by increasing router dilation or increasing the aggregate network bandwidth. Increasing the
dilation, again must be traded off against radix, channel width, and cost. Increasing the
number of inputs and outputs to the network will increase the aggregate bandwidth of the
network at the cost of more network resources.
3.7 Summary
In this section, we have examined network topologies suitable for implementing robust, low-
latency interconnect for large-scale computing. We saw that express-cubes and fat-trees have the
best asymptotic characteristics in terms of latency and growth. We also saw how the multipath
nature of these networks allows the potential for tolerating faults within the networks. For many
networks, we see that architectures which tolerate network fault do not necessarily require additional
network latency. The only increase in network latency results from the lower bandwidth available in
the faulty network. We examined detailed issues relevant to wiring multistage networks. We found
that good performance results from wiring the network to avoid congestion and that randomized
techniques provide the best strategy currently known for achieving such network wirings.
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3.8 Areas to Explore
We have, by no means, explored all the issues associated with selecting the optimal network
for every application. The following is a list of a few interesting areas of pursuit:
1. It is hard to provide a final head-to-head latency comparison between networks without a good
quantification of the effects of congestion in various networks. As mentioned in Section 2.4,
this is particularly difficult because the effects of congestion are highly dependent upon the
network usage pattern needed by the application and the detailed network topology. A good
quantification of congestion applicable across a wide range of networks and loading patterns
would go a long way toward helping engineers design and evaluate routing networks
2. In Section 3.5.4 we demonstrate that a class of extra-stage networks has the same fault-tolerant
properties as dilated networks. These networks will generally have lower performance due
to the necessity to make detailed routing decisions at the node rather than inside the network
where the freedom can be used to minimize blocking. It would be worthwhile to quantify
the magnitude of the performance improvement offered by the dilated routing components.
3. Express-cubes have the same asymptotic network characteristics as fat-trees. We avoid
detailed consideration of these networks at this point due to the difficulties associated with
efficiently routing on such networks in the presence of faults. In the next chapter, we will
show how to route effectively with faults for fat-tree and multistage networks. It would be
interesting to see comparable routing solutions for express-cubes.
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4. Routing Protocol
In the previous chapter, we saw how to construct multipath networks. The organization of these
networks offers considerable potential for low-latency communication and fault-tolerant operation.
To make use of this potential, we need a routing scheme which is capable of exploiting the multiple
paths with low latency. In this chapter, we develop a suitable routing scheme and show how it
meets these needs.
4.1 Problem Statement
As introduced in Chapter 1, we need a routing scheme which provides:
1. Low-overhead routing
2. Protocol Flexibility
3. Distributed routing
4. Dynamic fault tolerance
5. Fault identification and localization with minimal overhead
4.1.1 Low-overhead Routing
Any overhead associated with sending a message will increase end-to-end message latency.
There are two primary forms of overhead which we wish to minimize:
1. Overhead data
2. Overhead processing
Overhead data includes message headers and trailers added to the message. Overhead data will
diminish the available network bandwidth for conveying actual message data. Overhead processing
includes the processing which must be done at each endpoint to interact with the network (e.g. T
p
,
T
w
) and the processing each router must perform to properly process each data stream (e.g. t
switch
).
Endpoint overhead processing includes:
1. processing necessary to prepare data for presentation to the network
2. processing necessary to use data arriving from the network
3. processing necessary to control network operations
We want a protocol that satisfies the various routing requirements with minimal overhead in terms
of both processing time and transmitted data.
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4.1.2 Flexiblity
In the interest of providing general, reusable routing solutions, we seek a minimal protocol for
reliable end-to-end message transport. Specific applications will need to use the network in many
different ways. To allow as large a class of applications as possible the opportunity to use the
network efficiently, the restrictions built into the underlying routing protocol should be minimized.
4.1.3 Distributed Routing
In the interest of fault tolerance, scalability, and high-speed operation, we want a distributed,
self-routing protocol. A centralized arbiter would provide a potential single point of failure
and have poor scalability characteristics. Rather, we need a routing scheme which can allocate
routing resources and make connections efficiently in practice using only localized information. A
distributed routing scheme operating on local information has the following beneficial properties:
 faults only affect a small, localized area
 routing decisions are simple and hence can be made quickly.
4.1.4 Dynamic Fault Tolerance
To provide continuous, reliable operation, the routing scheme must be capable of handling faults
which arise at any point in time during operation. As introduced in Section 2.1.1, transient faults
occur much more frequently than permanent faults. Additionally, for sufficiently long computations
on any large machine, one or more components are likely to become faulty during the computation
(e.g. example presented in Section 2.5).
4.1.5 Fault Identification
Although, a routing protocol which can properly handle dynamic faults can tolerate unidentified
faults in the system, the performance of the routing protocol can be further improved by identifying
the static faults and reconfiguring the network to avoid them. Fault identification also makes it
possible to determine the extent of the faults in the system. This allows us to determine how close
the system is to becoming inoperable. To the extent possible, the routing scheme should facilitate
fault identification with low overhead. The faster that faults can be identified and the system
reconfigured, the less impact the faults will have on network performance.
4.2 Protocol Overview
We have designed the METRO Routing Protocol (MRP) to addresses the issues raised in Sec-
tion 4.1. MRP is a synchronous protocol for circuit-switched, pipelined routing of word-wide data
through multipath, multistage networks constructed from crossbar routing components. MRP uses
circuit switching to minimize the overhead associated with routing connections while facilitating
tight time-bounded, end-to-end, source-responsible message delivery. MRP is composed of two
parts: a router-to-router communication protocol, MRP-ROUTER, and a source-responsible node
protocol, MRP-ENDPOINT.
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In operation, an endpoint will feed a data stream of an arbitrary number of words into the
network at the rate of one word per clock cycle. The first few data words are treated as a
routing specification and are used for path selection. Subsequent words are pipelined through
the connection, if any, opened in response to the leading words. When the data stream ends, the
endpoint may signal a request for the open connection to be reversed or dropped. When each router
receives a reversal request from the sender, the router returns status and checksum information
about the open connection to the source node. Once all routers in the path are reversed, data may
flow back from the destination to the source. The connection may be reversed as many times as the
source and destination desire before being closed. End-to-end checksums and acknowledgments
ensure that data arrives intact at the destination endpoint. When a connection is blocked due to
contention or a data stream is corrupted, the source endpoint retries the connection.
4.3 MRP in the Context of the ISO OSI Reference Model
MRP fits into a layered protocol scheme, such as the ISO OSI Reference Model [DZ83] at the
data-link layer (See Figure 4.1). That is, MRP itself is independent of the underlying physical layer
which takes care of raw bit transmissions. MRP is, thus independent of the electrical and mechanical
aspects of the interconnection. The protocol is applicable both in situations where the transit time
between routers is less than the clock period and in situations where multiple data bits are pipelined
over long wires (See Section 3.2). MRP provides mechanisms for controlling the transmission of
data packets and the direction of transmission over interconnection lines. It also provides sufficient
information back to the source endpoint so the source can determine when a transmission succeeds
and when retransmission is necessary. By leaving the retransmission of corrupted packets to the
source, MRP allows the source endpoint to dictate the retransmission policy. As such, both the
MRP-ROUTER and MRP-ENDPOINT are required to completely fulfill the role of the data-link layer.
Since MRP provides dynamic self-routing, the protocol layer identified as the network layer by the
ISO OSI model is also provided by MRP.
MRP itself is connection oriented, though there is no need for higher-level protocols to be
connection oriented. Together, MRP-ROUTER and MRP-ENDPOINT provide a reliable, byte-stream
connection from end-to-end through the routing network.
4.4 Terminology
Recall from Chapter 3 that a crossbar has a set of inputs and a set of outputs and can connect
any of the inputs to any of the outputs with the restriction that only one input can be connected to
each output at any point in time. A dilated crossbar has groups of outputs which are considered
equivalent. We refer to the number of outputs which are equivalent in a particular logical direction
as the crossbar’s dilation, d. We refer to the number of logically distinct outputs which the crossbar
can switch among as its radix, r.
A circuit-switched routing component establishes connections between its input and output
ports and forwards the data between inputs and outputs in a deterministic amount of time. Notably,
there is no storage of the transmitted data inside the routing component. In a network of circuit-
switched routing components, a path from the source to the destination is locked down during
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MRP fits into the ISO OSI Reference Model at the data-link layer. The routers in a multipath
network use MRP-ROUTER to transfer data through the network. Each endpoint uses MRP-
ENDPOINT to facilitate end-to-end data transfers.
Figure 4.1: METRO Routing Protocol in the context of the ISO OSI Reference Model
the connection; the resources along the established path are not available for other connections
during the time the connection is established. In a pipelined, circuit-switched routing component,
all the routing components in a network run synchronously from a central clock and data takes a
deterministic number of clock cycles to pass through each routing component.
A crossbar is said to be self-routing if it can establish connections through itself based on
signalling on its input channels. That is, rather than some external entity setting the crosspoint
configuration, the router configures itself in response to requests which arrive via the input channels.
A router is said to handle dynamic message traffic when it can open and close connections as
messages arrive independently from one another at the input ports.
When connections are requested through a router, there is no guarantee that the connections
can be made. As long as the dilation of the router is smaller than the number of input channels into
a router (i.e. d < i), it is possible that more connections will want to connect in a given logical
direction than there are logically equivalent outputs. When this happens, some of the connections
must be denied. When a connection request is rejected for this reason, it is said to be blocked. The
data from a blocked connection is discarded and the source is informed that the connection was not
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The basic router has i forward ports and o = r  d backward ports. Any forward port can be
connected through the crosspoint array to any backward port. The arrows indicat the initial
direction of data flow.
Figure 4.2: Basic Router Configuration
established.
Once a connection is established through a crossbar, it can be turned. That is, the direction of
data transmission can be reversed so that data flows from the original destination to the original
source. This capability is useful for providing rapid replies between two nodes and is important
in effecting reliable communications. MRP provides half-duplex, bidirectional data transmission
since it can send data in both directions, but only in one direction at a time. When data is flowing
between two routers, we call the router sending data the upstream router and the router receiving
data the downstream router.
Since connections can be turned around and data may flow in either direction through the
crossbar router, it is confusing to distinguish input and output ports since any port can serve as
either an input or an output. Instead, we will consider a set of forward ports and a set of backward
ports. A forward port initiates a route and is initially an input port while a backward port is initially
an output port. The basic topology for a crossbar router assumed throughout this chapter is shown
in Figure 4.2.
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Signal/Datum Control Bit Control Field
IDLE/DROP 0 all zeros
ROUTE 1 direction specification
TURN 0 all ones
STATUS 1 port specification
CHECKSUM 1 checksum bits
DATA-IDLE 0 distinguished hold pattern
DATA 1 arbitrary
The words sent over the network links can be classified as data words and signalling words.
The use of a single control bit which is separate from the transmitted data bits allows out of
band signalling to control the connection state. This table shows how control signals and
data are encoded. The control field is a designated log2(max(r; d)) bit portion of the data
word.
Table 4.1: Control Word Encodings
4.5 Basic Router Protocol
The behavior of MRP-ROUTER is based on the dialog between each backward port of each router
and its companion forward port in the following stage of routers. In this section, we describe the
core behavior of the router signalling protocol from the point of view of a single pair of routing
components.
4.5.1 Signalling
Routing control signalling is performed over data transmission channels. Using simple state
machines and one control bit, this signalling can occur out of band from the data. That is, the
control signals are encoded outside of the space of data encodings. Out of band signalling allows
the protocol to pass arbitrary data. Table 4.1 shows the encoding of various signals. The control field
is a designated portion of the data word. Due to encoding requirements, it is at least log2(max(r; d))
bits long. The remainder of this section explains how these control signals are used to effect routing
control.
4.5.2 Connection States
The states of a forward-backward port pair can be described by a simple finite state machine.
Figure 4.3 shows a minimal version of this state machine for the purpose of discussion. Each
transition is labeled as: <event>/<result><dir>. Where <event> is a logical expression, usually
including the reception of a particular kind of control word, <result> is an output resulting from the
reception, and <dir> is an arrow indicating the direction which the <result> is sent. For instance,
the arrow from swallow to forward means that when a DATA word is received and the resulting
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output direction specified is not blocked, forward the DATA out the allocated backward port in the
forward direction and change to the forward state.
Backward
Blocked
 Status
Status
Blocked
Idle
Drop
Forward
Swallow
NoTurn
d a t a * b l o c k e d
− − / d r o p < −
t u r n / s t a t u s < −
− − / c h e c k s u m < −
r o u t e * b l o c k e d
t u r n / s t a t u s < −
− − / c h e c k s u m < −
r o u t e * − s w a l l o w / r o u t e − >
d a t a * − b l o c k e d / d a t a − >
r o u t e * s w a l l o w
d a t a / d a t a < −
i d l e / i d l e − >
d a t a
d a t a / d a t a − >
d r o p  +  r e s e t / d r o p − >
d r o p / d r o p − >
−−/ d a t a−i d l e−>
t u r n / d a t a−i d l e−>
As a c o n n e c t i o n i s o p e n e d , r e l e a s e d , r e ve r s e d , a n d u s e d i n t h e n e t w o r k , t h e i n d i vi d u a l l i n k s
w i t h i n t h e n e t w o r k go t h r o u gh a s e r i e s o f c o n n e c t i o n s t a t e s a s s h o w n a b o ve . Tr a n s i t i o n s
a r e i n i t i a t e d b y t h e re c e i p t o f a c o n t r o l w o r d (Se e Ta b l e4.1) a n d m o d i fie d b y t h e l o c a l s t a t e
o f t h e r o u t e r . Ea c h t r a n s i t i o n i s l a b e l e d a s :<event>/<result><dir>. <event> d e s c r i b e s
t h e c o n t r o l w o r d r e c e i ve d a l o n g w i t h s t a t e m o d i fie r s ;<result> i s a n o u t p u t w o r d r e s u l t i n g
fr o m t h e e ve n t ;<dir> i s a n a r r o w i n d i c a t i n g t h e d i r e c t i o n w h i c h t h e<result> i s s e n t .
Fi gu r e 4.3:MRP-ROUTER Co n n e c t i o n St a t e s
4.5.3 Router Behavior
Idle port
Wh e n a c o n n e c t i o n b e t w e e n r o u t e r s i s n o t i n u s e , t h e c o n n e c t i o n i s i n a nidle s t a t . Wh i l e i n t h e
i d l e s t a t e , t h e b a c k w a r d p o r t o n a r o u t e r t r a n s m i t s t h eIDLE w o r d t o i t s c o r r e s p o n d i n g fo r w a r d p o r t
i n t h e n e xt s t a ge o f t h e n e t w o r k . A fo r w a r d p o r t i n t e r p r e t s t h e r e c e p t i o n o f a n i d l e w o r d t o m e a n
t h a t i t s h o u l d r e m a i n i n a n i d l e s t a t e a n d h e n c e s h o u l d n o t a t t e m p t t o o p e n a n e w c o n n e c t i o n .
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Route
To r o u t e a c o n n e c t i o n t h r o u gh a r o u t e r , aROUTE w o r d i s fe d i n t o a r o u t e r fo r w a r d p o r t . Th e
fo r w a r d p o r t r e c o gn i ze s t h e t r a n s i t i o n o f t h e c o n t r o l b i t fr o m t h e ze r o , w h i c h i t w a s re c e i vi n g w h e n
t h e c o n n e c t i o n w a s i d l e , t o a o n e . Th e r o u t e r t h e n u s e s t h e c o n t r o l fie l d t o d e t e r m i n e t h e d e s i r e d
r o u t i n g d i r e c t i o n . Th e r o u t e r fo r w a r d s t h eROUTE w o r d t h r o u gh a b a c k w a r d p o r t i n t h e d e s i r e d
d i r e c t i o n , i f o n e i s a va i l a b l e , a n d l o c k s d o w n t h e c o n n e c t i o n s o s u b s e qu e n tDATA w o r d s c a n b e
p a s s e d i n t h e s a m e d i r e c t i o n . If n o o u t p u t i s a va i l a b l e , t h e c o n n e c t i o n i s b l o c k e d .
Data
Al l w o r d s w i t h c o n t r o l s e t b i t s w h i c h a r e r e c e i ve d fo l l o w i n g aROUTE w o r d a r e f r w a r d e d
t h r o u gh t h e a l l o c a t e d b a c k w a r d p o r t o f t h e r o u t i n g c o m p o n e n t t o t h e fo r w a r d p o r t o f t h e n e xt r o u t e r
i n t h e n e t w o r k .
Data Completion
Wh e n a l l o f t h e d a t a w o r d s i n a m e s s a ge h a ve b e e n p a s s e d i n t o a r o u t e r , t h e s e n d e r h a s t w o
o p t i o n s . Th e s e n d e r c a n e i t h e r d r o p t h e c o n n e c t i o n w i t h o u t get i n g a n y r e sp o n s e , o r t u r n t h e
d i r e c t i o n o f t h e c o n n e c t i o n a r o u n d fo r a r e p l y.
To d r o p t h e c o n n e c t i o n , t h e i n p u t i s gi ve n aDROP w o r d ; t h e r e c e p t i o n o f aDROP w o r d c a u s e s
t h e r o u t e r t o c l o s e d o w n a n o p e n c o n n e c t i o n a n d fr e e u p t h e o u t p u t p o r t fo r r e u s e . Wh e n t h e o u t p u t
p o r t i s fr e e d vi a aDROP w o r d , i t fo r w a r d s aDROP a l o n g t o t h e n e xt r o u t e r t h e n r e t u r n s t o a n i d l e .
To t u r n a c o n n e c t i o n a r o u n d , t h e i n p u t p o r t i s gi ve n aTURN w o r d ; w h e n t h e r o u t e r r e c e i ve s a
TURN w o r d , i t fo r w a r d s t h e t u r n o u t t h e a l l o c a t e d o u t p u t p o r t , i f t h e r e i s o n e , a n d r e t u r n s s e ve r a l
s t a t u s w o r d s . Fi gu r e 4.3 s h o w s a ve r s i o n o f t h e p r o t o c o l w h i c h r e t u r n s t w o s u c h w o r d s . Th e s e w o r d s
fil l t h e p i p e l i n e d e l a y a s s o c i a t e d w i t h i n fo r m i n g t h e s u b s e qu e n t r o u t e r t o t u r n t h e c o n n e c t i o n a r o u n d
a n d ge t t i n g b a c k w a r d d a t a fr o m t h e s u b s e qu e n t r o u t e r . Th e fil l e r w o r d s d i ffe r b a s e d o n w h e t h e r t h e
c o n n e c t i o n i s s e n d i n g d a t a i n t h e fo r w a r d o r r e ve r s e d i r e c t i o n w h e n t h eTURN i s r c e i ve d .
In t h e fo r w a r d d i r e c t i o n , t h e r o u t e r r e t u r n s fir s t aSTATUS w o r d a n d t h e n aCHECKSUM w o r d . If
t h e c o n n e c t i o n w a s n o t b l o c k e d d u r i n g t h e r o u t i n g c yc l e , a ft e r s e n d i n g t h e s e w o r d s , t h e r o u t e r w i l l
b e r e c e i vi n g d a t a i n t h e r e ve r s e d i r e c t i o n a n d w i l l fo r w a r d t h i s d a t a t h r o u gh . If t h e co n n e c t i o n w a s
b l o c k e d , t h e r o u t e r fo r w a r d s aDROP w o r d fo l l o w i n g t h eCHECKSUM a n d r e t u r n s t o t h e i d l e s t a t e .
In t h e b a c k w a r d d i r e c t i o n , t h e r o u t e r s i m p l y s e n d s s e ve r a lDATA-IDLE w o r d s b e fo r s e n d i n g t h e
r e ve r s e d a t a . In o r d e r fo r a p o r t t o b e i n t h e b a c k w a r d d i r e c t i o n , t h e r e m u s t b e a c o n n e c t i o n t h r o u gh
t h e r o u t e r s o t h e r e w i l l a l w a ys b e d a t a t o p r o p a ga t e fo l l o w i n g a b a c k w a r d t u r n .
Checksum and Status Information
Th eSTATUS a n dCHECKSUM w o r d s fo r m a s e r i e s o f w o r d w i d e va l u e s w h i c h s e r ve s t o i n fo r m
t h e s o u r c e n o d e o f t h e i n t e gr i t y o f t h e c o n n e c t i o n m a d e t h r o u ghe a c h r o u t e r i n t h p a t h o b t a i n e d
t h r o u gh t h e n e t w o r k . A p o r t i o n o f t h eSTATUS w r d i n fo r m s t h e s o u r c e a b o u t w h i c h o f t h e l o gi c a l l y
e qu i va l e n t b a c k w a r d p o r t s , i f a n y, t h r o u gh w h i c h t h e c o n n e c t i o n i s r o u t e d . Wh e n t h i s i n fo r m a t i o n
a r r i ve s u n c o r r u p t e d a t t h e s o u r c e e n d p o i n t , i t a l l o w s t h e s o u r c e t o i d e n t i fy t h e r o u t e r s t h r o u gh
w h i c h t h e c o n n e c t i o n w a s a c t u a l l y r o u t e d . Wh e n a c o n n e c t i o n i s b l o c k e d a t s o m e r o u t e r , t h i s
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i n fo r m a t i o n s e r ve s t o p i n p o i n t w h e r e t h e c o n n e c t i o n be c a m e b l o k e d . Th e r e m a i n i n g b i t s o f t h e
STATUS w o r d , t o ge t h e r w i t h t h e b i t s i n t h eCHECKSUM w o r d o r w o r d s , c a n b e u s e d t o t r a n s m i t a
l o n gi t u d i n a l c h e c k s u m b a c k t o t h e s o u r c e . Th i s c h e c k s u m i s ge n e r a t e d o n a l l t h e d a t a s e n t t h r o u gh
t h e c o n n e c t i o n s i n c e t h e l a s tROUTE, i n c l u d i n g t h eROUTE w o r d i t s e l f. Wh e n d a t a i s c o r r u p t e d d u e
t o fa u l t s i n t h e n e t w o r k , t h e c h e c k s u m p r o vi d e s t h e s o u r c e e n d p o i n t w i t h s u ffic i e n t i n fo r m a t i o n t o
i d e n t i fy t h e m o s t l i k e l y c o r r u p t i o n s o u r c e .
4.5.4 Making Connections
Wh e n a c o n n e c t i o n i s o p e n e d t h r o u gh a r o u t e r , t h e r e m a y o r m a y n o t b e o u t p u t s a va i l a b l e i n t h e
d e s i r e d l o gi c a l o u t p u t d i r e c t i o n . If t h e r e i s n o a va i l a b l e o u t p u t , t h e r o u t e r d i s c a r d s t h e r e m a i n i n g
b i t s a s s o c i a t e d w i t h t h e d a t a s t r e a m . Wh e n t h e c o n n e c t i o n i s l a t e r t u r n e d a r o u n d , t h e r o u t e rSTATUS
w o r d r e t u r n e d b y t h e r o u t i n g n o d e i n fo r m s t h e s o u r c e t h a t t h e m e s s a ge w a s b l o c k e d a t t h e r o u t e r .
Wh e n e xa c t l y o n e o u t p u t i n t h e d e s i r e d d i r e c t i o n i s a va i l a b l e , t h e r o u t e r s w i t c h e s t h e c o n n e c t i o n
t h r o u gh t h a t o u t p u t . Wh e n m u l t i p l e p a t h s a r e a va i l a b l e , t h e r o u t e r s w i t c h e s t h e d a t a t o a l o gi c a l l y
a p p r o p r i a t e b a c k w a r d p o r t s e l e c t e drandomly fr o m t h o s e a va i l a b l e .
Th i s r a n d o m p a t h s e l e c t i o n i s t h e k e y t o m a k i n g t h e p r o t o c o l r o b u s t a ga i n s t d yn a m i c fa u l t s
w h i l e a vo i d i n g t h e n e e d fo r c e n t r a l i ze d i n fo r m a t i o n a b o u t t h e n e t w o r k s t a t e a n d k e e p i n g t h e r o u t i n g
p r o t o c o l s i m p l e . Wh e n fa u l t s d e ve l o p i n t h e n e t w o r k , t h e s o u r c e d e t e c t s t h e o c c u r r e n c e o f a fa i l e d
o r d a m a ge d c o n n e c t i o n b y t h e a c k n o w l e d gm e n t fr o m t h e d e s t i n a t i o n . Th e s o u r c e t h e n k n o w s t o
r e s e n d t h e d a t a . Si n c e t h e r o u t i n g c o m p o n e n t s s e l e c t r a n d o m l y a m o n g e qu i va l e n t o u t p u t s a te a c h
s t a ge , i t i s h i gh l y l i k e l y t h a t t h e r e t r y c o n n e c t i o n w i l l t a k e a n a l t e r n a t e p a t h t h r o u gh t h e n e t w o r k ,
a vo i d i n g t h e n e w l y e xp o s e d fa u l t . So u r c e -r e s p o n s i b l e r e t r y c o u p l e d w i t h r a n d o m i za t i o n i n p a t h
s e l e c t i o n gu a r a n t e e s t h a t t h e s o u r c e c a n e ve n t u a l l y fin d a fa u l t -fr e e p a t h t h r o u gh t h e n e t w o r k ,
p r o vi d e d o n e e xi s t s . Th e r a n d o m s e l e c t i o n a l s o fr e e s t h e s o u r c e fr o m k n o w i n g t h e a c t u a l d e t a i l s
o f t h e r e d u n d a n t p a t h s p r o vi d e d b y d i l a t e d c o m p o n e n t s i n t h e n e t w o r k . Ra n d o m s e l e c t i o n a m o n g
e qu i va l e n t a va i l a b l e o u t p u t s i s a n e xt r e m e l y s i m p l e s e l e c t i o n c r i t e r i o n t o i m p l e m e n t i n s i l i c o n a n d
c a n b e i m p l e m e n t e d w i t h l i t t l e a r e a a n d c o n s i d e r a b l e s p e e d . Ran d o m s e l e c t i o n a l o r qu i r e s n o
s t a t e i n fo r m a t i o n n o t a l r e a d y c o n t a i n e d o n t h e i n d i vi d u a l r o u t i n g c o m p o n e n t .
4.6 Network Routing
Ea c h r o u t e r i n a p a t h t h r o u gh t h e n e t w o r k n e e d s t o s e e a d i ffe r e n t r o u t i n g s p e c i fic a t i o n . Si n c e
w e r e qu i r e t h e r o u t i n g s p e c i fic a t i o n t o b e i n a fixe d p o s i t i o n i n t h eROUTE w o r d t o a l l o w e ffic i e n t
i m p l e m e n t a t i o n o f t h e p r o t o c o l , t h e d a t a s e e n i n t h i s p o s i t i o n b ye a c h r o u t e r m u s t b e d i ffe r e n t .
Be t w e e n r o u t i n g s t a ge s , t h e b i t s o f t h e d a t a p a t h c a n b e p e r m u t e d s o t h a t r o u t e r s i n d i ffe r e n t s t a ge s
s e e d i s t i n c t c o n t r o l fie l d s . Th i s b i t r e o r d e r i n g a l l o w s a s i n gl e r o u t i n g w o r d t o s p e c i fy t h e p a t h
t h r o u gh s e ve r a l r o u t e r s . Ho w e ve r , i f t h e n e t w o r k i s s u ffic i e n t l y l a r ge , a l l o f t h e b i t s i n a s i n gl e
r o u t i n g w o r d w i l l e ve n t u a l l y b e e xh a u s t e d b e fo r e t h e fu l l r o u t e t h r o u gh t h e n e t w o r k c a n b e s p e c i fie d .
To d e a l w i t h t h i s c a s e ,MRP a l l o w s r o u t i n g s w i t c h e s t o b e c o n figu r e d t o i gn o r e t h e fir s t d a t a w o r d
i n a n i n c o m i n g m e s s a ge b y s e t t i n g aSWALLOW c o n figu r a t i o n b i t . Th i s o p t i o n a l l o w s n e t w o r k s t o
b e a r b i t r a r i l y l a r ge . Eve r y t i m e a l l o f t h e r o u t i n g b i t s i n t h eROUTE w o r d a r e e xh a u s t e d , t h eROUTE
w o r d c a n b e d i s c a r d e d a l l o w i n g r o u t i n g t o c o n t i n u e w i t h t h e fr e s h r o u t i n g b i t s i n t h e s u b s e qu e n t
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w o r d . In t h i s m a n n e r , t h e fir s tDATA w o r d i n t h e m e s s a ge fo l l o w i n g t h e o r i gi n a lROUTE w o r d i s
p r o m o t e d t o b e t h eROUTE w o r d a ft e r t h e o r i gi n a l i s e xh a u s t e d .
4.7 Basic Endpoint Protocol
Ne t w o r k e n d p o i n t s u s eMRP-ENDPOINT t o gu a r a n t e e t h e d e l i ve r y o f a t l e a s t o n e u n c o r r u p t e d
c o p y o f e a c h m e s s a ge s t r e a m t o t h e d e s i r e d d e s t i n a t i o n . An en d p o i n t c h a n n e l o n t h e s o u r c e e n d
o f a c o n n e c t i o n i s c a l l e d anetwork input, w h i l e a r e c e i vi n g en d p o i n t c h a n n e l i s c a l l e d anetwork
output. At t h e m o s t p r i m i t i ve l e ve l ,e a c h n e t w o r k in p u t b e h a ve s l i k e a r o u t e r b a c k w a r d p o r t a n d
e a c h n e t w o r k o u t p u t b e h a ve s l i k e a r o u t e r fo r w a r d p o r t . Th e c o n t r o l o f e a c h n e t w o r k in u t a n d
o u t p u t , h o w e ve r , i s m o r e i n vo l ve d t h a n t h e s i m p l e d a t a s t r e a m h a n d l i n g p e r fo r m e d b y fo r w a r d a n d
b a c k w a r d p o r t s a s d e s c r i b e d i n t h e Se c t i o n 4.5.
4.7.1 Initiating a Connection
Wh e n a n o d e w a n t s t o i ni t i a t e a co n n e c t i o n o ve r t h e n e t w o r k , t h e n e t w o r k i n p u t a d d s a r o u t i n g
h e a d e r a n d m e s s a ge c h e c k s u m t o t h e d a t a a n d s e n d i t i n t o t h e n e t w o r k . Th e d a t a s t r e a m i s
t h e n fo l l o w e d w i t h e i t h e r aDROP o rTURN t o i n d i c a t e t h e d i s p o s i t i o n o f t h e l i n k fo l l o w i n g d a t a
t r a n s m i s s i o n . Th e i n i t i a l m e s s a ge t h u s lo o k s l i k e :
(ROUTE)*  (DATA)*  (DATA
checksum
)*  TURN
<OR>
(ROUTE)*  (DATA)*  (DATA
checksum
)*  DROP
Th eROUTE w o r d o r w o r d s s p e c i fie s a p a t h t o t h e d e s i r e d d e s t i n a t i o n . Se c t i o n 4.6 d e s c r i b e d
h o w t h e d a t a p a t h a n d r o u t e r s c a n b e c o n figu r e d s o t h a t u n i qu e r o u t i n g b i t s a r e a va i l a b l e t o e a c h
r o u t i n g c o m p o n e n t i n t h e p a t h b e t w e e n t h e s o u r c e a n d t h e d e s t i n a t i o n . Th e r o u t e w o r d s s h o u l d b e
c o n s t r u c t e d a c c o r d i n gl y.
In ge n e r a l , a n o d e h a s m ul t i p l e n e t w o r k in p u t s . In t h e s a m e w a y t h a t r o u t e r s c h o o s e r a n d o m l y
a m o n g t h e a va i l a b l e l o gi c a l l y e qu i va l e n t o u t p u t s , t h e n o d e s h o u l d c h o o s e r a n d o m l y a m o n g t h e
a va i l a b l e n e t w o r k i n p u t s . Th e b e n e fit s i n t e r m s o f d yn a m i c fa u l t a vo i d a n c e a r e t h e s a m e a s fo r
t h e r o u t e r s a s d i s c u s s e d i n Se c t i o n 4.5.4. Wh e n t h e n e t w o r k i n u s e h a s m ul t i p l e , d i ffe r e n t p a t h
s p e c i fic a t i o n w h i c h r e a c h t h e s a m e d e s t i n a t i o nn o d e , a s w o u l d b e t h e c a s e i n a n e xt r a -s t a ge s t yl e
n e t w o r k (Se c t i o n 3.3.4), t h e s o u r c e sh o u l d c h o o s e r a n d o m l y a m o n g t h e a va i l a b l e p a t h s t h r o u gh
t h e n e t w o r k . Th i s r a n d o m s e l e c t i o n a vo i d s w o r s t -c a s e c o n ge s t i o n o f a n y p a r t i c u l a r p a t h t h r o u gh
t h e n e t w o r k a n d gi ve s t h e r o u t i n g a l go r i t h m t h e p r o p e r t y t h a t i t c a n a vo i d d yn a m i c fa u l t s i n t h e
n e t w o r k . In t h e s e e xt r a -s t a ge c a s e s , w e a r e s i m p l y m o vi n g t h e r a n d o m i za t i o n i n p a t h s e l e c t i o n
fr o m i n s i d e t h e n e t w o r k t o t h e o r i gi n a t i n g e n d p o i n t .
Ea c h m e s s a ge s h o u l d b e gu a r d e d w i t h a c h e c k s u m o n t h e m e s s a ge d a t a s o t h a t t h e re c e i vi n g
e n d p o i n t c a n i d e n t i fy w h e n a m e s s a ge h a s b e e n c o r r u p t e d . Th e l e n gt h o f t h e c h e c k s u m s h o u l d b e
c h o s e n s o t h a t t h e p r o b a b i l i t y o f a c o r r u p t e d m e s s a ge h a vi n g a go o d c h e c k s u m i s s u ffic i e n t l y s m a l l
fo r t h e i n t e n d e d a p p l i c a t i o n . Th e c h e c k s u m s h o u l d b e c o n s t r u c t e d i n s u c h a w a y t h a t a m e s s a ge
m i s t a k e n l y d e l i ve r e d t o a n i n c o r r e c t n o d e w i l l n o t b ea c c e p t e d a s a va l i d m e s s a ge a t t h a tn o d e . On e
w a y t o e n s u r e t h i s i s t o i n c l u d e t h e d e s t i n a t i o n n o d e n u m b e r i n t h e d a t a p o r t i o n o f t h e m e s s a ge ;
a n o t h e r w o u l d b e t o s e e d t h e c h e c k s u m a s i f t h e fir s t p o r t i o n o f t h e d a t a i n c l u d e d t h e n o d e n u m b e r ,
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b u t n o t a c t u a l l y t r a n s m i t t h e n o d e n u m b e r . It i s n o t , i n ge n e r a l , p o s s i b l e t o i n c l u d e t h e r o u t i n g w o r d s
i n t h e c h e c k s u m a n d u s e t h e m i n p l a c e o f t h e n o d e -n u m b e r fo r a s s u r i n g t h a t t h e m e s s a ge a r r i ve s a t
t h e c o r r e c t d e s t i n a t i o n . Wi t h e xt r a -s t a ge n e t w o r k s o r t r e e n e t w o r k s , i t i s p o s s i b l e t o r e a c h a gi ve n
d e s t i n a t i o n w i t h m a n y d i ffe r e n t r o u t e -p a t h s p e c i fic a t i o n s . In s u c h c a s e s , t h e s e t o f r o u t i n g w o r d s a r e
n o t u n i qu e t o e a c h d e s t i n a t i o nn o d e a n d s o m e o f t h o s e r o u t i n g w o r d s w i l l h a ve b e e n s t r i p p e d fr o m
t h e m e s s a ge i n t h e n e t w o r k (Se e Se c t i o n 4.6) b e fo r e t h e co n n e c t i o n r e a c h e s t h e d e s t i n a t i o nn o d e .
If t h e s t r i p p e d r o u t i n g w o r d s w e r e u s e d i n c a l c u l a t i n g t h e c h e c k s u m , t h e d e s t i n a t i o n w o u l d h a ve
n o w a y o f k n o w i n g w h a t t h e s t r i p p e d r o u t i n g w o r d s w e r e a n d h e n c e t h e i r e ffe c t o n t h e c h e c k s u m
c o m p u t a t i o n .
If t h e s e n d i n g n o d e n e e d s t o gu a r a n t e e t h a t t h e m e s s a ge w a s a c t u a l l y re c e i ve d b y t h e d e s t i n a t i o n
n o d e , i t m u s t t u r n t h e n e t w o r k a r o u n d a ft e r s e n d i n g t h e d a t a r a t h e r t h a n d r o p p i n g t h e c o n n e c t i o n .
Un l e s s t h e n o d e t u r n s t h e n e t w o r k a n d ge t s a r e p l y fr o m t h e d e s t i n a t i o n e n d p o i n t , t h e o r i gi n a t i n g
e n d p o i n t w i l l n o t k n o w w h a t h a p p e n e d t o t h e m e s s a ge i n s i d e t h e n e t w o r k . Si n c e t h e s o u r c e n o d e i s
r e s p o n s i b l e fo r m e s s a ge r e t r a n s m i s s i o n i n t h e c a s e o f n e t w o r k c o r r u p t i o n , t h e s o u r c e n o d e m u s t s t o r e
t h e m e s s a ge fo r r e t r a n s m i s s i o n u n t i l a s u i t a b l e a c k n o w l e d gm e n t i s re c e i ve d fr o m t h e d s t i n a t i o n .
4.7.2 Return Data from Network
Aft e r s e n d i n g t h eTURN i n t o t h e n e t w o r k , t h e s o u r c e e n d p o i n t w i l l re c e i ve s t a t u s a n d c h e c k s u m
i n fo r m a t i o n fr o m e a c h r o u t e r i n t h e p a t h o p e n e d b y t h e co n n e c t i o n . Fo r t h e s i m p l i fie d r o u t e r
p r o t o c o l s h o w n i n Fi gu r e 4.3 t h e r e p l i e s w i l l l o o k l i k e :
(STATUS  CHECKSUM)s  DROP
<OR>
(STATUS  CHECKSUM)N  (DATA)*  (DATA
checksum
)*  DROP
<OR>
(STATUS  CHECKSUM)N  (DATA)*  (DATA
checksum
)*  TURN
He r eN i s t h e n u m b e r o f s t a ge s i n t h e n e t w o r k , a n ds i s t h n u m b e r o f s t a ge s i n t o t h e n e t w o r k a
c o n n e c t i o n w a s r o u t e d b e fo r e i t w a s b l o c k e d (s  N ). In t h e c a s e w h e r e a c o n n e c t i o n i s b l o c k e d ,
t h e s o u r c e w i l l o n l y r e c e i ve t h i s s t a t u s i n fo r m a t i o n u p t o a n d i n c l u d i n g t h e r o u t e r i n w h i c h t h e
b l o c k i n g o c c u r r e d . As n o t e d i n Se c t i o n 4.5.3, t h e c h e c k s u m a n d s t a t u s i n fo r m a t i o n p r o vi d e s t h e
s o u r c e e n d p o i n t w i t h i n fo r m a t i o n w h i c h a l l o w i t t o l o c a l i ze t h e s o u r c e o f fa u l t s i n t h e n e t w o r k .
It i s i m p o r t a n t t o n o t e t h a t t h e c h e c k s u m s c o m i n g b a c k fr o m t h e n e t w o r k c a n n o t b e u s e d t o
d e t e r m i n e w h e t h e r o r n o t t h e d e s t i n a t i o n e n d p o i n t h a s s uc c e s s fu l l y r e c e i ve d t e d a t a . Si n c e a
d yn a m i c fa u l t m a y a r i s e a t a n y p o i n t i n t i m e , a fa u l t m a y, fo r e xa m p l e , o c c u r i n a r o u t e r o r l i n k a ft e r
t h e m e s s a ge d a t a w a s s e n t p a s s e d t h e r o u t e r b u t b e fo r e t h e r o u t e r p a s s e s b a c k a c h e c k s u m . In w h i c h
c a s e , a c o r r u p t e d c h e c k s u m c o u l d s e e m t o a p p e a r fr o m a r o u t e r w h i c h p a s s e d t h a t d a t a w i t h o u t
c o r r u p t i o n . Fo r t h i s r e a s o n , t h e c h e c k s u m s fr o m t h e r o u t e r s s e r ve o n l y d i a gn o s t i c p u r p o s e s . Th e
s o u r c e e n d p o i n t m u s t u s e i n fo r m a t i o n fr o m t h e d e s t i n a t i o n e n d p o i n t ’s r e p l y t o d e t e r m i n e w h e t h e r
o r n o t t h e d e s t i n a t i o n r e c e i ve d t h e d a t a u n c o r r u p t e d .
Wh e n a c o n n e c t i o n i s c o m p l e t e d t h r o u gh t h e n e t w o r k , a ft e r t h eTURN r e a c h e s t h e d e s t i n a t i o n
n o d e , t h e d e s t i n a t i o n h a s t h e o p p o r t u n i t y t o r e p l y. At t h e ve r y l e a s t , t h i s r e p l y s h o u l d i n d i c a t e i f t h e
d a t a s t r e a m a r r i ve d u n c o r r u p t e d . De p e n d i n g o n t h e a p p l i c a t i o n , t h e d e s t i n a t i o n n o d e m a y w i s h t o
s e n d r e p l y d a t a a l o n g w i t h t h i s a c k n o w l e d gm e n t . Wh e n t h e d e s t i n a t i o n e n d p o i n t r e p l i e s , i t s r e p l y
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d a t a s h o u l d a l s o b e gu a r d e d w i t h a c h e c k s u m t o p r o t e c t a ga i n s t d yn a m i c fa i l u r e s i n t h e n e t w o r k .
Wh e n t h e d e s t i n a t i o n s i m p l y a c k n o w l e d ge s t h e re c e i p t o f a m e s a ge , t h e a ck n o w l d gm e n t e n c o d i n g
s h o u l d b e c h o s e n s o t h a t t h e r e i s s u ffic i e n t l y s m a l l p r o b a bi l i t y t h a t a n e ga t i ve a ck n o w l e d gm e n t c a n
b e c o r r u p t e d i n t o a p o s i t i ve a ck n o w l e d gm e n t . Aft e r i t s r e p l y, t h e d e s t i n a t i o n m a y c h o o s e t o c l o s e
d o w n t h e n e t w o r k c o n n e c t i o n o r t u r n t h e c o n n e c t i o n a r o u n d fo r fu r t h e r c o m m u n i c a t i o n .
4.7.3 Retransmission
We m a y s u r m i s e t h a t a c o n n e c t i o n h a s fa i l e d t o t r a n s fe r d a t a s u c c e s s fu l l y w h e n a n y o f t h e
fo l l o w i n g o c c u r :
1. Th e p a t h i s b l o c k e d d u e t o r e s o u r c e c o n t e n t i o n i n t h e n e t w o r k
2. Th e d e s t i n a t i o n n o d e i n d i c a t e s t h a t d a t a w a s c o r r u p t e d u p o n a r r i va l
3. Th e r e t u r n d a t a s t r e a m d o e s n o t a d h e r e t o p r o t o c o l e xp e c t a t i o n s
In a n y o f t h e s e e ve n t s , t h e s o u r c e m u s t r e t r a n s m i t t h e d a t a i f i t w i s h e s t o gu a r a n t e e t h e r e c e i p t
o f u n c o r r u p t e d d a t a . Th e fir s t e ve n t m a y o c c u r w h e n t h e n e t w o r k i s c o n ge s t e d , w h e r e a s t h e l a t e r
o p t i o n s i n d i c a t e t h a t t h e r e i s a fa u l t i n t h e n e t w o r k . Bl o c k i n g c a n a l s o b e i n d i c a t i ve o f c e r t a i n
k i n d s o f n e t w o r k fa i l u r e . Th e fa u l t i n t h e n e t w o r k c o u l d b e t r a n s i e n t o r a d yn a m i c a l l y o c c u r r i n g
p e r m a n e n t fa u l t . Si n c e t h e e n d p o i n t d o e s n o t k n o w w h i c h k i n d o f fa u l t c a u s e d t h e fa i l u r e , a
s i n gl e fa u l t o c c u r r e n c e i s n o t c o n c l u s i ve e vi d e n c e t h a t a p a r t i c u l a r fa u l t p e r s i s t s i n t h e n e t w o r k .
Co n s e qu e n t l y, t h e n o d e e n d p o i n t m a y w i s h t o s a ve a w a y t h e r e p l y d a t a i n a n y o f t h e s e c a s e s fo r
fa u l t a n a l ys i s .
Wh e n r e t r yi n g t h e t r a n s m i s s i o n , t h e s o u r c e n o d e h a s s o m e fr e e d o m i n t h e r e t r a n s m i s s i o n t i m i n g.
Th e s o u r c e m a y c h o o s e t o r e t r y t h e s a m e m e s s a ge o r a m e s s a ge t o a d i ffe r e n t d e s t i n a t i o n , a n d i t
m a y c h o o s e t o r e t r y i m m e d i a t e l y o r a ft e r a w a i t p e r i o d . Wh i c h t e c h n i qu e a n o d e u s e s d e p e n d o n
t h e r e qu i r e m e n t s o f t h e a p p l i c a t i o n . If t h e a p p l i c a t i o n e xp e c t s t h e m e s s a ge s fr o m o n e n o d e t o b e
d e l i ve r e d t o t h e i r d e s t i n a t i o n s i n t h e o r d e r t h e y w e r e ge n e r a t e d , t h e n o d e w i l l n o t h a ve t h e o p t i o n t o
c h o o s e a d i ffe r e n t m e s s a ge . Si n c e t h e p a t h o n a r e t r a n s m i s s i o n m a y b e ve r y d i ffe r e n t fr o m t h e p a t h
ju s t t a k e n , i t m a y b e b e n e fic i a l t o i m m e d i a t e l y r e t r y t h e fa i l e d c o n n e c t i o n e ve n w h e n t h e fa i l u r e
w a s d u e t o b l o c k i n g. Wh i l e m u c h w o r k h a s b e e n d o n e o n b a c k o ff a n d r e t r y s t r a t e gi e s fo r b u s b a s e d
s ys t e m s (e.g. [HLw n ]), r e t r a n s m i s s i o n p o l i c i e s fo r t h i s c l a s s o f n e t w o r k s r e m a i n a n o p e n a r e a o f
r e s e a r c h .
If t h e n e t w o r k c o n t i n u e s t o r e t a i n c o m p l e t e c o n n e c t i vi t y b e t w e e n a l l c o m m u n i c a t i n g e n d p o i n t s ,
t h e s o u r c e w i l l e ve n t u a l l y b e a b l e t o d e l i ve r i t s m e s s a ge t o i t s d e s t i n a t i o n . No t e t h a t w h e n e ve r
b l o c k i n g o c c u r s a t s o m e s t a ge i n t h e n e t w o r k , s o m e m e s s a ge h a s b e e n a b l e t o r e a c h a fu r t h e r s t a ge
i n t h e n e t w o r k . Th u s , i n o r d e r fo r a c o n n e c t i o n t o b e b l o c k e d a t s t a ges, a c o n n e c t i o n m u s t h a ve
p r o gr e s s e d t o s t a ges+1. Fo l l o w i n g t h i s r e a s o n i n g, a s l o n g a s c o m p l e t e c o n n e c t i vi t y r e m a i n s i n t h e
n e t w o r k , s o m e c o n n e c t i o n m u s t b e r e a c h i n g i t s en d p o i n t , a n d , t h e r e fo r e , fo r w a r d r o u t i n g p r o gr e s s
i s a l w a ys b e i n g m a d e . If a l l c o n n e c t i o n s a r e t r e a t e d e qu a l l y w i t h i n t h e n e t w o r k , e a c h h a s a n e qu a l
c h a n c e o f b e i n g r o u t e d t h r o u gh t h e n e t w o r k . Th u s , w e c a n e xp e c t t h a t a n y p a r t i c u l a r c o n n e c t i o n
w i l l e ve n t u a l l y c o m p l e t e a s l o n g a s a p a t h e xi s t s t o t h e d e s i r e d e n d p o i n t .
Ho w e ve r , i f t h e n e t w o r k h a s l o s t fu l l c o n n e c t i vi t y d u e t o n e w l y a r i s i n g fa u l t s , s o m e d e s t i n a t i o n s
m a y n o l o n ge r b e r e a c h a b l e . Ad di t i o n a l l y, i f t h e r e i s a l a r ge a m o u n t o f c o n t e n t i o n fo r a fe w
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d e s t i n a t i o n s , t h e n u m b e r o f a t t e m p t s n e c e s s a r y t o d e l i ve r a m e s s a ge m a y b e c o m e ve r y l a r ge . As a
p r a gm a t i c m a t t e r , w e o ft e n l i m i t t h e n u m b e r o f r e t r i e s a l l o w e d . If a c o n n e c t i o n c a n n o t b e d e l i ve r e d
i n a fixe d n u m b e r o f t r i a l s , t h e c o n n e c t i o n fa i l s a n dMRP-ENDPOINT r e p o r t s t h i s i n fo r m a t i o n b a c k
t o t h e n o d e . At t h i s p o i n t , t h e n o d e m a y w i s h t o c o m m u n i c a t e w i t h o t h e r n o d e s t o d e t e r m i n e
t h e s o u r c e a n d n a t u r e o f i t s p r o b l e m . Th e n o d e m a y a l s o w i s h t o i ni t i a t e n e t w o r k d i a gn o s t i c s t o
ve r i fy i f n o d e s h a ve a c t u a l l y b e e n n e w l y d i s c o n n e c t e d fr o m t h e n e t w o r k . If t h e fa i l u r e a r o s e p u r e l y
fr o m c o n t e n t i o n , t h e n t h e n o d e c a n t a k e t h i s o p p o r t u n i t y t o i n fo r m h i gh e r -l e ve l d a t a a n d p r o c e s s
m a n a ge m e n t p r o t o c o l s o f e xc e s s i ve c o n t e n t i o n .
4.7.4 Receiving Data from Network
To m i n i m i ze e n d -t o -e n d n e t w o r k l a t e n c y, a s ys t e m m a y b e gi n p r o c e s s i n g t h e h e a d o f a d a t a
s t r e a m i n p a r a l l e l w i t h t h e r e c e p t i o n o f t h e r e m a i n d e r o f t h e d a t a s t r e a m . Th e n e t w o r k o u t p u t
r e c e i vi n g d a t a fr o m t h e n e t w o r k , h o w e ve r , h a s n o gu a r a n t e e o f t h e i n t e gr i t y o f t h e d a t a s t r e a m i t i s
r e c e i vi n g u n t i l i t s e e s a c h e c k s u m gu a r d . Th e r e c e i vi n gn o d e m a y b e gi n p r o c e s s i n g t h e d a t a a s s o o n
a s i t a r r i ve s o n l y a s l o n g a s i t c a n gu a r a n t e e t h a t t h e p r o c e s s i n g i t d o e s p r i o r t o s e e i n g t h e c h e c k s u m
w i l l h a ve n o a d ve r s e a ffe c t s i f t h e d a t a i s c o r r u p t e d .
Fo r e xa m p l e , c o n s i d e r a n e t w o r k o p e r a t i o n w h i c h i s i n t e n d e d t o c a u s e d a t a t o b e r e m o t e l y
w r i t t e n i n t o t h e d e s t i n a t i o nn o d e ’s m e m o r y. If t h e o n l y c h e c k s u m w a s a t t h e e n d o f t h e d a t a s t r e a m ,
t h e d e s t i n a t i o n n o d e c o u l d n o t b e gi n w ri t i n g d a t a i n t o m e m o r y a s t h e d a t a i s b e i n g re c e i ve d b e c a u s e
t h e a d d r e s s c o u l d b e c o r r u p t e d . In s u c h a c a s e , a c o r r u p t a d d r e s s c o u l d c a u s e t h e d e s t i n a t i o n
t o w r i t e d a t a o ve r s o m e a r b i t r a r y p l a c e i n t h e n o d e ’s m e m o r y. Si m i l a r l y, t h e d e s t i n a t i o n h a s n o
gu a r a n t e e a b o u t t h e l e n gt h o f t h e d a t a i t w i l l b e re c e i vi n g. A n e t w o r k fa u l t c o u l d c a u s e t h e n e t w o r k
t o s e n d w h a t a p p e a r s a s m o r e d a t a t h a n t h e o r i gi n a l , u n c o r r u p t e d m e s s a ge w a s t r a n s m i t t i n g. Th i s
w o u l d c a u s e d a t a i n m e m o r y fo l l o w i n g t h e i n t e n d e d d e s t i n a t i o n b l o c k t o b e o ve r w r i t t e n . To a vo i d
t h e s e p r o b l e m s , t h e m e s s a ge d a t a c o u l d s t a r t w i t h t h e d e s t i n a t i o n a d d r e s s a n d d a t a l e n gt h w h i c h
a r e gu a r d e d w i t h t h e i r o w n c h e c k s u m p r e c e d i n g t h e a c t u a l d a t a t r a n s m i s s i o n . In t h i s c a s e , o n c e
t h e a d d r e s s a n d l e n gt h a r e c o r r e c t l y r e c e i ve d , t h e d a t a m a y b e s t o r e d d i r e c t l y t o m e m o r y. If t h e
c o r r u p t i o n o c c u r s i n t h e d a t a i t s e l f, t h e s o u r c e w i l l r e t r a n s m i t t h e d a t a . De p e n d i n g o n t h e w a y i n
w h i c h t h e m e m o r y i s b e i n g m a i n t a i n e d , i t m a y b e n e c e s s a r y fo r t h e n o d e t o p r e ve n ta c c e s t o t h e
m e m o r y b e i n g o ve r w r i t t e n u n t i l t h e fin a l ve r i fic a t i o n o f t h e i n t e gr i t y o f t h e d a t a i s re c e i ve d .
A n o d e m a y re c e i ve a b a d d a t a s t r e a m fo r e i t h e r o f t h e fo l l o w i n g r e a s o n s :
1. Ch e c k s u m (s ) i n d i c a t e m e s s a ge m a y b e c o r r u p t e d
2. Da t a s t r e a m d o e s n o t a d h e r e t o p r o t o c o l e xp e c t a t i o n s
Wh e n t h i s h a p p e n s , t h e r e c e i vi n gn o d e i s o n l y e xp e c t e d t o i n d i c a t e i t s r e je c t i o n o f t h e d a t a s t r e a m .
If t h e r e c e i vi n gn o d e c a n gi ve s o m e i n d i c a t i o n o f w h y t h e d a t a s t r e a m w a s r e je c t e d , t h e s o u r c e n o d e
m a y b e a b l e t o u s e t h a t i n fo r m a t i o n w h e n fa i l u r e d i a gn o s i s i s n e c e s s a r y. No n e t h e l e s s , t h e o n l y
p i e c e o f i n fo r m a t i o n t h e s o u r c e n o d e r e qu i r e s i s t h e fa c t t h e c o n n e c t i o n fa i l e d a n d m u s t b e r e t r i e d .
4.7.5 Idempotence
In t h e i n t r o d u c t i o n t o t h i s s e c t i o n w e s a i d t h a tMRP-ENDPOINT gu a r a n t e e s t h e u n c o r r u p t e d
d e l i ve r y o f a t l e a s t o n e c o p y o f t h e m e s s a ge t o t h e d e s t i n a t i o n . We m i gh t p r e fe r t h a t i t gu a r a n t e e d
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t h e d e l i ve r y o f e xa c t l y o n e c o p y o f t h e m e s s a ge . Ho w e ve r , s o u r c e -r e s p o n s i b l e r e t r y c o u p l e d w i t h
t h e p o t e n t i a l fo r d yn a m i c fa u l t o c c u r r e n c e s a l l o w s fo r m u l t i p l e d e l i ve r y o f a m e s s a ge .
Co n s i d e r w h a t h a p p e n s w h e n t h e s o u r c e r e c e i ve s a c o r r u p t e d c h e c k s u m , c o r r u p t e d d a t a s t r e a m ,
o r o t h e r i n d i c a t i o n s t h a t s o m e t h i n g i s w r o n g. It i s s a fe t o a s s u m e s o m e fa u l t o c c u r r e d , b u t i t m a y
n o t b e c l e a r w h e r e t h e p r o b l e m o c c u r r e d . Pa r t i c u l a r l y, i f t h e fa u l t o n l y a ffe c t e d t h e r e t u r n d a t a fr o m
t h e d e s t i n a t i o n , t h e s o u r c e c a n b e l i e ve t h a t a n o p e r a t i o n fa i l e d w h i c h t h e d e s t i n a t i o n c o m p l e t e d
s u c c e s s fu l l y. Wh e n t h e s o u r c e t h i n k s t h e o p e r a t i o n h a s b e e n c o r r u p t e d , t h e s o u r c e -r e s p o n s i b l e
n a t u r e o f t h e p r o t o c o l h a s t h e s o u r c e r e t r y t h e o p e r a t i o n s i n c e t h e r e i s s o m e h i gh l i k e l i h o o d t h e
o p e r a t i o n h a s n o t b e e n a c c e p t e d b y t h e d e s t i n a t i o n . Ho w e ve r , w h e n t h i s r e t r y o c c u r s i n t h e c a s e
i n w h i c h o n l y t h e r e t u r n d a t a o r a c k n o w l e d gm e n t w a s c o r r u p t e d , t h e d e s t i n a t i o n n o d e w i l l s e e t h e
d a t a s t r e a m a s e c o n d t i m e .
Th e c o n s e qu e n c e i s t h a t a l l o p e r a t i o n s p e r fo r m e d u s i n gMRP m u s t b eidempotent. Th a t i s , p e r -
fo r m i n g a n o p e r a t i o n m u l t i p l e t i m e s c an n o t r o d u c e d i ffe r e n t r e s u l t s fr o m p e r fo r m i n g t h e o p e r a t i o n
o n c e . Ou r p r e vi o u s e xa m p l e (Se c t i o n 4.7.4) o f a c r o s s n e t w o r k w r i t e o p e r a t i o n w a s i d e m p o t e n t
s i n c e w r i t i n g t h e s a m e d a t a t w i c e w i l l n o t c h a n ge t h e d a t a w h i c h i s w r i t t e n i n m e m o r y. Ho w -
e ve r , a n e t w o r k o p e r a t i o n w h i c h c a u s e d a r e m o t e c o u n t e r t o b e i n c r e m e n t e d d i r e c t l y w o u l d n o t b e
i d e m p o t e n t s i n c e i n c r e m e n t i n g t h e c o u n t e r m o r e t h a n o n c e w o u l d gi ve a d i ffe r e n t r e s u l t .
Th e r e a r e a fe w c h o i c e s fo r d e a l i n g w i t h t h e i d e m p o t e n c e r e qu i r e m e n t . Ei t h e r , w e c a n d e s i gn
a l l o p e r a t i o n s w h i c h u s eMRP d i r e c t l y t o b e i d e m p o t e n t o r w e c a n i m p l e m e n t a l a ye r o f p r o t o c o l
b e t w e e n a p p l i c a t i o n s a n dMRP w h i c h gu a r a n t e e s i d e m p o t e n t m e s s a ge d e l i ve r y.
Th e Tr a n s m i s s i o n Co n t r o l Pr o t o c o l (TCP), i n u s e o n m a n y l o c a l -a r e a n e t w o r k s , p r o vi d e s
“r e l i a b l e ” d a t a s t r e a m s b y u s i n g s e qu e n c e n u m b e r s [Po s 81] t o gu a r a n t e e i d e m p o t e n t m e s s a ge
d e l i ve r y. Wh e n a s o u r c e n e e d s t o c o m m u n i c a t e w i t h a d e s t i n a t i o n , t h e s o u r c e a r b i t r a t e s w i t h t h e
d e s t i n a t i o n fo r a va l i d s e t o f s e qu e n c e n u m b e r s . Th e s o u r c e a n n o t a t e se a c h u n i qu e p a c k e t o f d a t a
t r a n s m i t t e d t o t h e d e s t i n a t i o n w i t h a d i ffe r e n t s e qu e n c e n u m b e r . Th e d e s t i n a t i o nn o d e k e e p s t r a c k
o f a l l t h e s e qu e n c e n u m b e r s i t h a s s e e n s o t h a t e xa c t l y o n e c o p y o f e a c h p a c k e t a r r i vi n g a t t h e
d e s t i n a t i o n i s p a s s e d a l o n g t o h i gh e r -l e ve l p r o t o c o l s . In t h i s m a n n e r , a l l d u p l i c a t e s a r i s i n g d u e t o
s o u r c e -r e s p o n s i b l e r e t r a n s m i s s i o n a r e fil t e r e d o u t , m a k i n ge a c h m e s s a ge e ffe c t i ve l y i d e m p o t e n t a t
t h e p r o t o c o l l e ve l a b o ve TCP.
Wh i l e o n e c o u l d i m p l e m e n t a TCP-s t yl e u n i qu e s e qu e n c e n u m b e r p r o t o c o l o n t o p o fMRP, s u c h
a s o l u t i o n i s i n e ffic i e n t fo r h i gh -s p e e d c o m m u n i c a t i o n s i n a l a r ge -s c a l e m u l t i p r o c e s s o r c o n t e xt . Th e
o ve r h e a d i n t e r m s o f t h e s p a c e a n d p r o c e s s i n g t i m e r e qu i r e d t o t r a c k s e qu e n c e n u m b e r s a n d fil t e r
m e s s a ge s b a s e d o n s e qu e n c e n u m b e r s c o u l d e a s i l y b e c o m e m a n y t i m e s gr e a t e r t h a n t h e t i m e a n d
s p a c e r e qu i r e d fo r b a s i c m e s s a ge t r a n s m i s s i o n a n d h e n c e i n c r e a s eT
p
a n dT
w
gr e a t l y. Al t e r n a t i ve l y,
d e s i gn i n g t h e l o w e s t l e ve l c o m m u n i c a t i o n s p r i m i t i ve s t o b e i d e m p o t e n t s e e m s a n a t t r a c t i ve w a y o f
a vo i d i n g t h i s c o s t .
4.8 Composite Behavior and Examples
Ha vi n g d e t a i l e d t h e b a s i c s o fMRP i n t h e p r e vi o u s s e c t i o n s , t h i s s e c t i o n r e vi e w s t h e c o m p o s i t e
b e h a vi o r a n d s h o w s s e ve r a l r e p r e s e n t a t i ve e xa m p l e s o f p r o t o c o l o p e r a t i o n .
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Fi gu r e 4.4: 16 16 Mu l t i b u t t e r fly Ne t w o r k
4.8.1 Composite Protocol Review
Th e s o u r c e e n d p o i n t fe e d s m e s s a ge s i n t o a r o u t e r i n t h e fir s t s t a ge o f t h e n e t w o r k . Th e l e a d i n g
w o r d i s t r e a t e d a s t h eROUTE w o r d . At e a c h s t a ge , t h eROUTE i s e i t h e r p i p e l i n e d t h r o u gh t h e n e t w o r k
o r b l o c k e d b y e xi s t i n g c o n n e c t i o n s . Be t w e e n r o u t e r s t a ge s , t h e b i t s a r e p e r m u t e d t o p r e s e n t fr e s h
r o u t i n g b i t s t o e a c h r o u t e r . Wh e n t h e b i t s a r e e xh a u s t e d t h e s u b s e qu e n t r o u t e r w i l l b e c o n figu r e d
t o s w a l l o w t h eROUTE w o r d a n d p r o m o t e t h e fir s tDATA w o r d t o b e t h e n e wROUTE w o r d . Wh e n
t h e e n t i r e m e s s a ge i s fe d i n t o t h e n e t w o r k , t h e s o u r c e w i l l ge n e r a l l y s e n d aTURN w o d t o r e ve r s e
t h e c o n n e c t i o n . Th e fir s t r o u t e r i n t h e n e t w o r k r e t u r n sSTATUS a n dCHECKSUM w o r d s a n d fo r w a r d s
t h e d a t a r e c e i ve d fr o m t h e s e c o n d r o u t e r i n t h e n e t w o r k . Th e fir s t r e ve r s e d a t a fr o m t h e s e c o n d
r o u t e r i n t h e n e t w o r k w i l l b e t h e s e c o n d r o u t e r ’sSTATUS a n dCHECKSUM w o r d s . Th e s o u r c e w i l l ,
t h u s s u c c e s s i ve l y r e c e i veSTATUS-CHECKSUM w o r d p a i r s fr o m e a c h r o u t e r i n t h e co n n e c t i o . If t h e
c o n n e c t i o n i s b l o c k e d a t s o m e p o i n t , t h e b l o c k e d r o u t e r w i l l s e n d aDROP fo l l o w i n g i t sSTATUS-
CHECKSUM p a i r ; t h i sDROP w i l l c l o s e d o w n t h e c o n n e c t i o n a s i t p r o p a ga t e s b a c k t o t h e s o u r c e . If
t h e c o n n e c t i o n w a s n o t b l o c k e d , t h e s o u r c e w i l l r e c e i ve d a t a fr o m t h e d e s t i n a t i o n fo l l o w i n g t h e
fin a lSTATUS-CHECKSUM p a i r . Th e c o n n e c t i o n m a y b e r e ve r s e d o r c l o s e d b y t h e d e s t i n a t i o n o n c e i t
h a s c o m p l e t e d i t s r e p l y.
4.8.2 Examples
Co n s i d e r t h e n e t w o r k s h o w n i n Fi gu r e 4.4. Th e p o s s i b l e p a t h s fr o m in p u t 6 t o o u t p u t 16 a r e
h i gh l i gh t e d . Fo r t h e s a k e o f s i m p l i c i t y i n e xa m p l e s , l e t u s c o n s i d e r t h e r o u t e r s i n vo l ve d i n o n e o f
t h e p a t h s b e t w e e n i n p u t 6 a n d o u t p u t 16. Th e s a m e p r o t o c o l i s o b e ye d b e t w e e n a l l r o u t e r s s o t h e
e xa m p l e s e a s i l y ge n e r a l i ze t o t h e c o m p l e t e n e t w o r k .
Ea c h o f t h e fo l l o w i n g e xa m p l e s (Fi gu r e s 4.5 t h r o u gh 4.10), s h o w s s e ve r a l c yc l e s o f c o m m u n i -
c a t i o n s o ve r o n e o f t h e p a t h s i n d i c a t e d i n Fi gu r e 4.4. Ea c h co n n e c t i o n b e t w e e n r o u t e r s i s l a b e l e d
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w i t h t h e c o n t r o l / d a t a w o r d t r a n s m i t t e d d u r i n g t h e c yc l e a n d an n o t a t e d w i t t h e d i r e c t i o n o f d a t a
flo w . Oft e n w o r d s o f t h e s a m e t yp e a r e s u b s c r i p t e d s o t h e p r o gr e s s i o n o f i n d i vi d u a l w o r d s c a n b e
t r a c k e d fr o m c yc l e t o c yc l e .
Opening a Connection
Fi gu r e s 4.5 a n d 4.6 s h o w h o w a c o n n e c t i o n i s o p e n e d t h r o u gh t h e n e t w o r k . Th e c o n n e c t i o n i n
Fi gu r e 4.5 s u c c e e d s i n o p e n i n g a co n n e c t i o n t h r o u gh t h e n e t w o r k , w h e r e a s t h e o n e i n Fi gu r e 4.6 i s
b l o c k e d a t t h e r o u t e r i n t h e t h i r d s t a ge .
T i me
S R C
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
D S T
S R C
R OUT E16
R o u t e r
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
D S T
S R C
D A T A0
R o u t e r
R OUT E16
R o u t e r
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
D S T
S R C
D A T A1
R o u t e r
D A T A0
R o u t e r
R OUT E16
R o u t e r
ID L E
R o u t e r
ID L E
D S T
S R C
D A T A2
R o u t e r
D A T A1
R o u t e r
D A T A0
R o u t e r
R OUT E16
R o u t e r
ID L E
D S T
S R C
D A T A3
R o u t e r
D A T A2
R o u t e r
D A T A1
R o u t e r
D A T A0
R o u t e r
R OUT E16
D S T
S R C
D A T A4
R o u t e r
D A T A3
R o u t e r
D A T A2
R o u t e r
D A T A1
R o u t e r
D A T A0
D S T
Sh o w n a b o ve i s a c yc l e -b y-c yc l e p r o gr e s s i o n o f c o n t r o l a n d d a t a t h r o u gh t h e n e t w o r k a s
a c o n n e c t i o n i s s u c c e s s fu l l y o p e n e d fr o m o n e e n d p o i n t t o a n o t h e r . Th e m e s s a ge s n a k e s
t h r o u gh t h e n e t w o r k a d va n c i n g o n e r o u t i n g s t a ge o n e a c h c l o c k c yc l e . Th e fir s t w o r d i n t h e
m e s s a ge i s t h e r o u t i n g w o r d .
Fi gu r e 4.5: Suc c e s s fu l Ro u t e t h r o u gh Ne t w o r k
Dropping a Connection
Fi gu r e 4.7 s h o w s a n o p e n c o n n e c t i o n b e i n g d r o p p e d i n t h e fo r w a r d d i r e c t i o n . Dr o p p i n g
a c o n n e c t i o n fr o m t h e r e ve r s e d i r e c t i o n p r o c e e d s i d e n t i c a l l y w i t h t h e r o l e s o f t h e s o u r c e a n d
d e s t i n a t i o n r e ve r s e d . If t h e c o n n e c t i o n i s b l o c k e d , t h eDROP i s p r o p a ga t e d u p t o t h e r o u t e r a t w h i c h
t h e c o n n e c t i o n i s b l o c k e d .
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T i me
S R C
ID L E
R o u t e r
ID L E
R o u t e r
ID L E B u s y
R o u t e r
S R C
R OUT E16
R o u t e r
ID L E
R o u t e r
ID L E B u s y
R o u t e r
S R C
D A T A0
R o u t e r
R OUT E16
R o u t e r
ID L E B u s y
R o u t e r
S R C
D A T A1
R o u t e r
D A T A0
R o u t e r
R OUT E16 B u s y
R o u t e r
S R C
D A T A2
R o u t e r
D A T A1
R o u t e r
D A T A0 B u s y
R o u t e r
S R C
D A T A3
R o u t e r
D A T A2
R o u t e r
D A T A1 B u s y
R o u t e r
In t h e e ve n t t h a t a c o n n e c t i o n c a n n o t b e s uc c e s s fu l l y o p e n e d t h r o u gh s o m e r o u t i n g c o m p o -
n e n t i n t h e n e t w o r k , t h e m e s s a ge i s d i s c a r d e d w o r d -b y-w o r d a t t h a t r o u t e r . Th e e xa m p l e
s h o w n a b o ve d e p i c t s s u c h b l o c k i n g a r o u t e r i n t h e t h i r d s t a ge o f t h e n e t w o r k .
Fi gu r e 4.6: Co n n e c t i o n Bl o c k e d i n Ne t w o r k
T i me
S R C
D A T A14
R o u t e r
D A T A13
R o u t e r
D A T A12
R o u t e r
D A T A11
R o u t e r
D A T A10
D S T
S R C
D R OP
R o u t e r
D A T A14
R o u t e r
D A T A13
R o u t e r
D A T A12
R o u t e r
D A T A11
D S T
S R C
ID L E
R o u t e r
D R OP
R o u t e r
D A T A14
R o u t e r
D A T A13
R o u t e r
D A T A12
D S T
S R C
ID L E
R o u t e r
ID L E
R o u t e r
D R OP
R o u t e r
D A T A14
R o u t e r
D A T A13
D S T
S R C
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
R o u t e r
D R OP
R o u t e r
D A T A14
D S T
S R C
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
R o u t e r
D R OP
D S T
S R C
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
D S T
Wh e n t h e t r a n s m i t t i n gn e t w o r k en d p o i n t d e c i d e s t o t e r m i n a t e a m e s s a ge , i t e n d s t h e m e s s a ge
w i t h aDROP c o n t r o l w o r d . Th eDROP fo l l o w s t h e m e s s a ge t h r o u gh t h e n e t w o r k r e s e t t i n g
e a c h l i n k i n t h e co n n e c t i o n t o i d l e a ft e r t r a ve r s i n g t h e l i n k .
Fi gu r e 4.7: Dro p p i n g a Ne t w o r k Co n n e c t i o n
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Turning a Connection (Forward)
Fi gu r e 4.8 s h o w s a s u c c e s s fu l c o n n e c t i o n b e i n g t u r n e d a n d b a c k w a r d d a t a p r o p a ga t i n g t h r o u gh
t h e n e t w o r k . Fi gu r e 4.9 s h o w s h o w a b l o c k e d c o n n e c t i o n i s c o l l a p s e d w h e n r e ve r s e d .
T i me
S R C
D A T Aq
R o u t e r
D A T Ap
R o u t e r
D A T Ao
R o u t e r
D A T An
R o u t e r
D A T Am
D S T
S R C
T UR N
R o u t e r
D A T Aq
R o u t e r
D A T Ap
R o u t e r
D A T Ao
R o u t e r
D A T An
D S T
S R C
S T A T US1
R o u t e r
T UR N
R o u t e r
D A T Aq
R o u t e r
D A T Ap
R o u t e r
D A T Ao
D S T
S R C
CHE CK1
R o u t e r
S T A T US2
R o u t e r
T UR N
R o u t e r
D A T Aq
R o u t e r
D A T Ap
D S T
S R C
S T A T US2
R o u t e r
CHE CK2
R o u t e r
S T A T US3
R o u t e r
T UR N
R o u t e r
D A T Aq
D S T
S R C
CHE CK2
R o u t e r
S T A T US3
R o u t e r
CHE CK3
R o u t e r
S T A T US4
R o u t e r
T UR N
D S T
S R C
S T A T US3
R o u t e r
CHE CK3
R o u t e r
S T A T US4
R o u t e r
CHE CK4
R o u t e r
D A T A0
D S T
S R C
CHE CK3
R o u t e r
S T A T US4
R o u t e r
CHE CK4
R o u t e r
D A T A0
R o u t e r
D A T A1
D S T
Wh e n t h e s o u r c e w i s h e s t o k n o w t h e s t a t e o f i t s c o n n e c t i o n a n d ge t a r e p l y fr o m t h e
d e s t i n a t i o n , i t fe e d s aTURN i n t o t h e n e t w o r k fo l l o w i n g t h e e n d o f i t s fo r w a r d t r a n s m i t t e d
d a t a . As t h eTURN w o r k s i t s w a y t h r o u gh t h e n e t w o r k , t h e l i n k s i t t r a ve r s e s a r e r e ve r s e d .
In t h e p i p e l i n e d e l a y r e qu i r e d fo r t h e l i n k t o b e gi n r e c e i vi n g d a t a i n t h e r e ve r s e d i r e c t i o n ,
e a c h r o u t i n g c o mp o n e n t s e n d s s t a t u s a n d c h e c k s u m i n fo r m a t i o n t o i n fo r m t h e s o u r c e o f t h e
c o n n e c t i o n s t a t e . Aft e r t h eTURN h a s p r o p a ga t e d a l l t h e w a y t h r o u gh t h e n e t w o r k a n d a l l
r o u t e r s a l o n g t h e c o n n e c t i o n h a ve s e n t s t a t u s a n d c h e c k s u m w o r d s , d a t a flo w s b a c k w a r d
a l o n g t h e c o n n e c t i o n .
Fi gu r e 4.8: Re ve r s i n g a n Op e n Ne t w o r k Co n n e c t i o n
Turning a Connection (Reverse)
Tu r n s fr o m t h e r e ve r s e d i r e c t i o n p r o c e e d b a s i c a l l y a s fo r w a r d t u r n s . In s t e a d o f s e n d i n gSTATUS
a n dCHECKSUM w o r d s , r o u t e r s s e n dDATA-IDLE w o r d s w h e n t u r n e d fr o m t h e r e ve r s e d i r e c t i o n .
Fi gu r e 4.10 s h o w s a t u r n fr o m t h e r e ve r s e d i r e c t i o n .
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T i me
S R C
D A T A12
R o u t e r
D A T A11
R o u t e r
D A T A10 B u s y
R o u t e r
S R C
T UR N
R o u t e r
D A T A12
R o u t e r
D A T A11 B u s y
R o u t e r
S R C
S T A T US1
R o u t e r
T UR N
R o u t e r
D A T A12 B u s y
R o u t e r
S R C
CHE CK1
R o u t e r
S T A T US2
R o u t e r
T UR N B u s y
R o u t e r
S R C
S T A T US2
R o u t e r
CHE CK2
R o u t e r
S T A T US3 B u s y
R o u t e r
S R C
CHE CK2
R o u t e r
S T A T US3
R o u t e r
CHE CK3 B u s y
R o u t e r
S R C
S T A T US3
R o u t e r
CHE CK3
R o u t e r
D R OP B u s y
R o u t e r
S R C
CHE CK3
R o u t e r
D R OP
R o u t e r
ID L E B u s y
R o u t e r
S R C
D R OP
R o u t e r
ID L E
R o u t e r
ID L E B u s y
R o u t e r
S R C
ID L E
R o u t e r
ID L E
R o u t e r
ID L E B u s y
R o u t e r
In t h e e ve n t t h a t t h e c o n n e c t i o n w a s b l o c k e d a t s o m e r o u t e r i n t h e n e t w o r k , t h e b l o c k e d
r o u t e r w i l l b e u n a b l e t o p r o vi d e a r e ve r s e c o n n e c t i o n t h r o u gh t h e n e t w o r k . In s t e a d , a ft e r
s e n d i n g i t s o w n c h e c k s u m a n d s t a t u s w o r d , t h e b l o c k e d r o u t e r w i l l s e n d aDROP b a c k t o t h e
s o u r c e . As t h eDROP p r o p a ga t e s b a c k t o t h e s o u r c e , i t r e s e t s t h e i n t e r ve n i n g n e t w o r k l i n k s .
Fi gu r e 4.9: Re ve r s i n g a Bl o c k e d Ne t w o r k Co n n e c t i o n
4.9 Architectural Enhancements
Be yo n d t h e b a s i c r o u t i n g s t r a t e gy, t h e r e a r e s e ve r a l p r o t o c o l e n h a n c e m e n t s w h i c h o ffe r h i gh e r
p e r fo r m a n c e u n d e r c e r t a i n c o n di t i o n s .
4.9.1 Avoiding Known Faults
As d e s c r i b e d s o fa r , a l l r o u t e r d e c i s i o n s a r e m a d e p u r e l y b y r a n d o m s e l e c t i o n . Ho w e ve r , w h e n
fa u l t s h a ve o c c u r r e d i n t h e n e t w o r k a n d a r e k n o w n t o e xi s t , i t w o u l d b e b e t t e r , fr o m a p e r fo r m a n c e
vi e w p o i n t , t o d e t e r m i n i s t i c a l l y a vo i d t h e m . In e xt r a -s t a ge s t yl e n e t w o r k s , w e o n l y n e e d t o r e m o ve
t h e fa u l t y p a t h (s ) fr o m o u r l i s t o f p o t e n t i a l p a t h s . Wh e n r a n d o m l y s e l e c t i n g a p a t h , t h e c h o i c e i s
o n l y m a d e fr o m a m o n g t h e s e t o f p a t h s b e l i e ve d t o b e n o n -fa u l t y. In d i l a t e d n e t w o r k s , t h e r o u t e r s
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T i me
S R C
D A T A0
R o u t e r
D A T A1
R o u t e r
D A T A2
R o u t e r
D A T A3
R o u t e r
D A T A4
D S T
S R C
D A T A1
R o u t e r
D A T A2
R o u t e r
D A T A3
R o u t e r
D A T A4
R o u t e r
T UR N
D S T
S R C
D A T A2
R o u t e r
D A T A3
R o u t e r
D A T A4
R o u t e r
T UR N
R o u t e r
D A T A -ID L E0
D S T
S R C
D A T A3
R o u t e r
D A T A4
R o u t e r
T UR N
R o u t e r
D A T A -ID L E2
R o u t e r
D A T A -ID L E1
D S T
S R C
D A T A4
R o u t e r
T UR N
R o u t e r
D A T A -ID L E4
R o u t e r
D A T A -ID L E3
R o u t e r
D A T A -ID L E2
D S T
S R C
T UR N
R o u t e r
D A T A -ID L E6
R o u t e r
D A T A -ID L E5
R o u t e r
D A T A -ID L E4
R o u t e r
D A T A -ID L E3
D S T
S R C
D A T A10
R o u t e r
D A T A -ID L E7
R o u t e r
D A T A -ID L E6
R o u t e r
D A T A -ID L E5
R o u t e r
D A T A -ID L E4
D S T
S R C
D A T A11
R o u t e r
D A T A10
R o u t e r
D A T A -ID L E7
R o u t e r
D A T A -ID L E6
R o u t e r
D A T A -ID L E5
D S T
A c o n n e c t i o n flo w i n g d a t a i n t h ebackward d i r e c t i o n c a n b e r e ve r s e d a ga i n s o t h a t d a t a
m a y flo w , o n c e a ga i n , fr o m t h e o r i gi n a l s o u r c e t o t h e o r i gi n a l d e s t i n a t i o n . Th i s r e ve r s a l i s
s i m i l a r t o t h e o r i gi n a l r e ve r s a l , e xc e p t t h a tDATA-IDLE d a t a i s r e t u r n e d d u r i n g t h e r e ve r s a l
p i p e l i n e d e l a y r a t h e r t h a n c h e c k s u m a n d s t a t u s i n fo r m a t i o n .
Fi gu r e 4.10: Re ve r s e Co n n e c t i o n Tu r n
t h e m s e l ve s a r e m a k i n g t h e d e t a i l e d p a t h d e c i s i o n s . Fo r d i l a t e d r o u t e r s w e n e e d a w a y t o c a u s e a
r o u t e r t o a vo i d fa u l t y l i n k s o r r o u t e r s .
Port deselection i s o n e w a y t o a c h i e ve t h i s d e t e r m i n i s t i c fa u l t -a vo i d a n c e i n d i l a t e d r o u t i n g
c o m p o n e n t s . Th a t i s , i f w e h a ve a w a y t o d e s e l e c t , o r t u r n o ff,e a c h b a c k w a r d p o r t , w e c a n
d e t e r m i n i s t i c a l l y a vo i d e ve r t r a ve r s i n g a k n o w n fa u l t y l i n k o r a t t e m p t i n g t o u s e a k n o w n fa u l t y
r o u t e r . Th e s e m a n t i c s o f t h i s d e s e l e c t i o n a r e s u c h t h a t t h e d e s l e c t e d b a c k w a r d p o r t i s t r e a t e d a s i f
i t i s a l w a ys b u s y a n d h e n c e r e m o ve d fr o m t h e s e t o f p o t e n t i a l b a c k w a r d p o r t s i n a gi ve n l o gi c a l
d i r e c t i o n . Wh e n c o n n e c t i o n s a r e r o u t e d t h r o u gh t h e r o u t e r , t h e d e s e l e c t e d b a c k w a r d p o r t i s s i m p l y
n e ve r u s e d .
Fo r t h e s a m e r e a s o n s , i t i s u s e fu l t o b e a b l e t o d e s e l e c t fo r w a r d p o r t s . A fo r w a r d p o r t a t t a c h e d
t o a fa u l t y r o u t e r o r fa u l t y i n t e r c o n n e c t i o n l i n k m a y s e e s p u r i o u s d a t a . To p r e ve n t t h a t d a t a fr o m
i n t e r fe r i n g w i t h t h e n o r m a l o p e r a t i o n o f t h e r e s t o f t h e r o u t i n g c o m p o n e n t , d e s e l e c t i n g t h e fo r w a r d
p o r t c a u s e s t h e fo r w a r d p o r t t o i gn o r e a n y c o n n e c t i o n r e qu e s t s i t r e c e i ve s .
A fa u l t y l i n k b e t w e e n r o u t e r s i s t h u s e xc i s e d fr o m t h e n e t w o r k b y d e s e l e c t i n g t h e fo r w a r d a n d
b a c k w a r d p o r t p a i r a t t a c h e d t o t h e l i n k . A fa u l t y r o u t i n g c o m p o n e n t c a n b e e ffe c t i ve l y r e m o ve d
fr o m t h e n e t w o r k b y d e s e l e c t i n g a l l t h e b a c k w a r d a n d fo r w a r d p o r t s c o n n e c t e d t o t h e fa u l t y r o u t e r .
Ch a p t e r 5 a d d r e s s e s t h e i s s u e o f i d e n t i fyi n g fa u l t s o u r c e s . Ch a p t e r 5 a l s o s u gge s t s m e c h a n i s m s
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Sh o w n a b o ve i s a c o n n e c t i o n b l o c k i n g s c e n a r i o w h e r e t h e s u c c e s s fu l c o n n e c t i o n s a r e
s h o w n i n b o l d a n d t h e b l o c k e d c o n n e c t i o n s a r e s h o w n i n t h i c k gr a y. Co n n e c t i o n s h a ve b e e n
s u c c e s s fu l l y m a d e b e t w e e n n o d e s 16 a n d 15 a n d b e t w e e n n o d e s 10 a n d 16. An a t t e m p t e d
c o n n e c t i o n b e t w e e n n o d e s 7 a n d 15 w a s b l o c k e d i n t h e t h i r d s t a ge s i n c e t h e r o u t e r h a d
n o fr e e o u t p u t p o r t s i n t h e i n t e n d e d d i r e c t i o n . Si m i l a r l y, a c o n n e c t i o n a t t e m p t e d b e t w e e n
n o d e s 1 a n d 15 fa i l e d d u e t o b l o c k i n g i n t h e fo u r t h s t a ge . Ea c h o f t h e s e b l o c k e d c o n n e c t i o n s
c o n s u m e s r o u t i n g r e s o u r c e s u p t o t h e s t a ge i n w h i c h b l o c k i n g o c c u r s i n t h e s a m e w a y t h a t
n o n -b l o c k e d c o n n e c t i o n s c o n s u m e r e s o u r c e s . Ne w c o n n e c t i o n s w h i c h a r e a t t e m p t e d w h i l e
t h e s e b l o c k e d c o n n e c t i o n s c o n t i n u e t o u t i l i ze n e t w o r k l i n k s c a n , i n t u r n , b e b l o c k e d b y t h e
fa i l e d c o n n e c t i o n s .
Fi gu r e 4.11: Bl o c k e d Pa t h s i n a Mul t i b u t t e r fly Ne t w o r k
fo r r e c o n figu r a t i o n a n d c o n s i d e r s n e t w o r k r e c o n figu r a t i o n i n m o r e d e t a i l .
4.9.2 Back Drop
As d e s c r i b e d s o fa r , w h e n a c o n n e c t i o n b e c o m e s b l o c k e d a t s o m e s t a ge ,s, i n t h e n e t w o r k , t h e
p a t h fr o m t h e s o u r c e t o s t a ges r e m a i n s o p e n . Th e r o u t e r l i n k s w h i c h t h e c o n n e c t i o n e s t a b l i s h e d
u p t o s t a ges r e m a i n a l l o c a t e d t o t h e b l o c k e d c o n n e c t i o n u n t i l t h eTURN o rDROP a t t h e t a i l o f t
m e s s a ge w o r k s i t w a y u p t o t h e b l o c k e d r o u t e r . If t h e n e t w o r k i s ve r y l a r ge , b l o c k i n g o c c u r r i n g
i n l a t e r n e t w o r k s t a ge s w i l l h o l d r e s o u r c e s i n m a n y r o u t i n g s t a ge s a n d a ggr a va t e c o n ge s t i o n (Se e
Fi gu r e 4.11). Fu r t h e r , t h e l e n gt h o f t i m e t h e co n n e c t i o n i s h e l d o p e n w i l l d e p e n d o n t h e l e n gt h
o f t h e i n i t i a l co n n e c t i o n d a t a . Lo n ge r d a t a t r a n s m i s s i o n s w i l l e xa c e r b a t e t h e e ffe c t s o f a b l o c k e d
c o n n e c t i o n o n t h e r e s t o f t h e n e t w o r k . Si n c e t h e b l o c k e d c o n n e c t i o n s c o n s u m e r o u t e r l i n k s u p t o
s t a ges, t h e y m a y i n t u r n b l o c k c o n n e c t i o n s a t e a r l i e r s t a ge s .
To m i n i m i ze t h e d e t r i m e n t a l e ffe c t s o f a b l o c k e d c o n n e c t i o n o n s u b s e qu e n t t r a ffic , e a c h r o u t e r
c a n b e gi ve n t h e a b i l i t y t o s h u t d o w n a n o p e n co n n e c t i o n fr o m t h e h e a d o f t h e d a t a s t r e a m . Th i s
r e qu i r e s s o m e w a y t o p r o p a ga t e t h e i n fo r m a t i o n t h a t t h e c o n n e c t i o n i s b l o c k e d b a c k w a r d a l o n g t h e
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Wi t h fa s t p a t h c o l l a p s i n g, a b l o c k e d c o n n e c t i o n i s c o l l a p s e d i n a p i p e l i n e d m a n n e r fr o m
t h e p o i n t i n t h e n e t w o r k w h e r e b l o c k i n g o c c u r s . Th e e xa m p l e s h o w n a b o ve d e p i c t s h o w
a c o n n e c t i o n e n c o u n t e r s b l o c k i n g a n d i s c o l l a p s e d u s i n g a b a c k d r o p r e qu e s t . No t e t h a t
r o u t e r s i n t h e c o n n e c t i o n c l o s e s t t o t h e b l o c k e d r o u t e r a r e fr e e d e a r l i e r t h a n r o u t e r s c l o s e r
t o t h e s o u r c e e n d o f t h e c o n n e c t i o n .
Fi gu r e 4.12: Exa m p l e o f Fa s t Pa t h Re c l a m a t i o n
o p e n c o n n e c t i o n t o t h e s o u r c e . On e s i m p l e w a y t o a c h i e ve t h i s i s t o a d d a s i n gl e e xt r a c o n t r o l l i n e
b e t w e e n e a c h p a i r o f b a c k w a r d a n d fo r w a r d p o r t s i n s i d e t h e n e t w o r k a n d b e t w e e n e a c h n e t w o r k
i n p u t a n de a c h n e t w o r k o u t p u t a n d t h e i r a s s o c i a t e d b a c k w a r d a n d fo r w a r d p o r t s . Wh e n a co n n e c t i o
b e c o m e s b l o c k e d , t h e r o u t e r w h i c h n o t e s t h e b l o c k i n g u s e s t h i s b a c k w a r d c o n t r o l l i n e , t h eback-
drop line, t o i n fo r m t h e u p s t r e a m r o u t e r t h a t t h e c o n n e c t i o n i s b l o c k e d a n d h e n c e t h e d a t a i s go i n g
n o w h e r e . Th e u p s t r e a m r o u t e r m a y t h e n d e a l l o c a t e t h e b a c k w a r d p o r t c a r r yi n g t h e d a t a , t h u s fr e e i n g
i t fo r r e u s e , a n d p a s s a l o n g t h e b l o c k i n g i n fo r m a t i o n t o i t s o w n u p s t r e a m r o u t e r . Co n t i n u i n g i n t h i s
m a n n e r , t h e c o n n e c t i o n m a y b e c o l l a p s e d i n a p i p e l i n e d fa s h i o n s t a r t i n g a t t h e h e a d o f t h e m e s s a ge
a n d p r o p a ga t i n g b a c k t o t h e s o u r c e . If t h e s o u r c e e n d p o i n t i s s i gn a l l e d o f b l o c k i n g vi a t h e b a c k -d r o p
l i n e b e fo r e i t h a s fin i s h e d s e n d i n g t h e m e s s a ge , i t t o o , c a n a b o r t t h e m e s s a ge t r a n s m i s s i o n . Th e
s o u r c e m a y t h e n b e gi n t o r e t r y t h e c o n n e c t i o n . Fi gu r e 4.12 d e p i c t s h o w a b l o c k e d co n n e c t i o n s
c o l l a p s e d u s i n g t h e fa s t p a t h r e c l a m a t i o n .
Fa s t p a t h c o l l a p s i n g h a s a n u m b e r o f p o s i t i ve e ffe c t s o n p e r fo r m a n c e . It qu i c k l y fr e e s u p
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r e s o u r c e s w h i c h a r e n o t b e i n g u s e d t o t r a n s m i t s u c c e s s fu l d a t a . Si n c e t h e p a t h c o l l a p s i n g i s i n i t i a t e d
a t t h e h e a d o f t h e m e s s a ge w h e r e b l o c k i n g o c c u r s , t h e r o u t i n g r e s o u r c e s i n l a t e r n e t w o r k s t a ge s
a r e fr e e d m o r e qu i c k l y t h a n t h o s e i n e a r l i e r n e t w o r k s t a ge s . Th i s i s fo r t u i t o u s s i n c e c o n n e c t i o n s
w h i c h b l o c k i n l a t e r n e t w o r k s t a ge s t i e u p m o r e r e s o u r c e s i n t h e n e t w o r k a n d h e n c e h a ve a l a r ge r
d e t r i m e n t a l e ffe c t o n t h e n e t w o r k t h a n t h o s e w h i c h b l o c k i n e a r l i e r s t a ge s o f t h e n e t w o r k . In
Fi gu r e 4.12 w e s e e b l o c k i n g o c c u r r i n g i n t h e t h i r d s t a ge . Th e r o u t e r i n t h e s e c o n d s t a ge i s fr e e d
fr o m t r a n s p o r t i n g d a t a i n a fe w c yc l e s . As a r e s u l t , t h e t o t a l t i m e t h i s r o u t e r ’s b a c k w a r d p o r t
i s o c c u p i e d w i t h t h e b l o c k e d c o n n e c t i o n i s s m a l l . Th e r o u t e r i n t h e fir s t s t a ge , i n t u r n , u s e d i t s
b a c k w a r d p o r t c a r r yi n g t h e b l o c k e d c o n n e c t i o n fo r o n l y a c o u p l e o f c yc l e s l o n ge r .
Fa s t p a t h c o l l a p s i n g a l s o b e n e fit s fa u l t t o l e r a n c e . Wi t h o u t s o m e fo r m o f b a c k w a r d p a t h r e c l a -
m a t i o n , o n l y t h e s e n d i n g e n d p o i n t h a s t h e o p p o r t u n i t y t o s h u t d o w n a c o n n e c t i o n . Th e re c e i vi n g
e n d p o i n t m u s t w a i t fo r t h e c o n n e c t i o n t o b e t u r n e d o r d r o p p e d b e fo r e i t c a n r e c l a i m t h e n e t w o r k
o u t p u t o r n e t w o r k i n p u t c a r r yi n g t h e d a t a s t r e a m . If a fa u l t o c c u r s d u r i n g a t r a n s m i s s i o n t h a t c a u s e s
a r o u t e r t o c o n t i n u a l l y s e n d d a t a , t h e r e c e i vi n gn o d e h a s n o w a y o f s h ut t i n g d o w n t h e co n n c t i o n .
Th e r o u t i n g r e s o u r c e s c o n s u m e d fr o m fa u l t y r o u t e r u p t o a n d i n c l u d i n g t h e a ffli c t e d r e c e i vi n g
n e t w o r k i n p u t o r o u t p u t r e m a i n u n u s a b l e a s l o n g a s t h e fa u l t p e r s i s t s . Th e a d di t i o n o f fa s t p a t h
c o l l a p s i n g a d d r e s s e s t h i s p r o b l e m . If a c o n n e c t i o n c o n t i n u e s t o p r o vi d e d a t a b e yo n d t h e t i m e w h e n
t h e n e t w o r k e n d p o i n t e xp e c t s t h e c o n n e c t i o n t o t u r n o r c o m p l e t e , o r i f t h e d a t a s t r e a m d o e s n o t
c o n fo r m t o t h e e xp e c t e d p r o t o c o l , t h e r e c e i vi n g en d p o i n t m a y u s e t h b a c k -d r o p l i n e t o i ni t i a t e a
c o l l a p s e o f t h e p a t h fr o m t h e d o w n s t r e a m e n d o f t h e c o n n e c t i o n . On c e t h e p a t h i s c o l l a p s e d , t h e
fa u l t y r o u t e r , w h i c h i s c o n t i n u a l l y s e n d i n g d a t a , w i l l n o t a ffe c t t h e n e t w o r k a n y fu r t h e r . Th e fa u l t y
r o u t e r m a y c o n t i n u e t o s e n d d a t a t o i t s i m m e d i a t e n e i gh b o r . Ho w e ve r , t h e n e i gh b o r h a s d e a l l o c a t e d
t h e a s s o c i a t e d b a c k w a r d p o r t a n d w i l l n o t fo r w a r d t h e d a t a a n yw h e r e e l s e . Fi gu r e 4.13 s h o w s h o w
a n e t w o r k e n d p o i n t c a n s h u t d o w n a fa u l t y c o n n e c t i o n s t u c k i n t h e o p e n s t a t e .
Th e d i s a d va n t a ge o f fa s t p a t h c o l l a p s i n g i s t h a t t h e s o u r c e n o l o n ge r ge t s s t a t u s a n d c h e c k s u m
i n fo r m a t i o n b a c k fr o m e ve r y r o u t e r i n a b l o c k e d p a t h . Th e s o u r c e w i l l c o n t i n u e t o ge t t h i s c o n n e c t i o n
i n fo r m a t i o n b a c k fr o m e ve r y r o u t e r fo r c o n n e c t i o n s w h i c h a r e n o t b l o c k e d i n t h e n e t w o r k , h o w e ve r ,
w h e n c o n n e c t i o n s a r e b l o c k e d , t h e fa s t c o l l a p s e d o e s n o t a l l o w t h e s o u r c e t h e o p p o r t u n i t y t o o b t a i n
t h i s d e t a i l e d c o n n e c t i o n s t a t u s . Si n c e t h i s i n fo r m a t i o n i s o f i n t e r e s t fo r d i a gn o s t i c s r a t h e r t h a n
b a s i c fu n c t i o n a l i t y, fa s t p a t h c o l l a p s i n g sh o u l d b e s u p p o r t e d a s a c o n figu r a t i o n o p t i o n w h i c h c a n
b e d i s a b l e d a n d e n a b l e d b y t h e t e s t i n g s ys t e m . Fa s t p a t h c o l l a p s i n g w o u l d b e e n a b l e d fo r n o r m a l
o p e r a t i o n a n d d i s a b l e d a s n e c e s s a r y fo r fa u l t d i a gn o s i s .
4.10 Performance
Th e p e r fo r m a n c e d a t a p r e s e n t e d i n t h e p r e vi o u s c h a p t e r (.e. Fi gu r e s 3.27 a n d 3.29), w e r e
ga t h e r e d o n d i l a t e d n e t w o r k s u s i n gMRP i t h fa s t p a t h c o l l a p s i n g a n d fa u l t m a s k i n g. We s e e t h a t
MRP a l l o w s t h e p e r fo r m a n c e t o d e gr a d e gr a c e fu l l y w i t h t h e n e t w o r k a s fa u l t s a c c u m u l a t e i n t h e
n e t w o r k .
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A r o u t e r (o r i n t e r c o n n e c t ) m a y d e ve l o p a fa u l t s u c h t h a t i t a p p e a r s t o a l w a ys b e s e n d i n g d a t a .
Th e e xa m p l e s h o w n a b o ve d e p i c t s h o w b a c k w a r d p a t h r e c l a m a t i o n a l l o w s t h e n o n -fa u l t y
r o u t e r s i n t h e p a t h t o b e r e c l a i m e d a t t h e r e qu e s t o f t h e r e c e i vi n g en d p o i n t .
Fi gu r e 4.13: Ba c k w a r d Re c l a m a t i o n o f Co n n e c t i o n St u c k Op e n
4.11 Pragmatic Variants
Th e r e a r e a n u m b e r o f va r i a n t s o n t h e b a s i c p r o t o c o l t h a t a r i s e fr o m i m p l e m e n t a t i o n c o n s i d -
e r a t i o n s . On e p r i m a r y c o n s i d e r a t i o n i s t h e d i ffe r e n c e b e t w e e n t h e l a t e n c y i n vo l ve d i n p e r fo r m i n g
a n o p e r a t i o n a n d t h e fr e qu e n c y w i t h w h i c h w e c a n b e gi n n e w o p e r a t i o n s . In t h i s s e c t i o n , w e
l o o k a t s e ve r a l p o i n t s i n t h e p r o t o c o l w h e r e p i p e l i n g t h e t r a n s m i s s i o n o f d a t a m a y i m p r o ve t h e
c o n n e c t i o n b a n d w i d t h s i n c e t h e l a t e n c y i n vo l ve d m a y b e gr e a t e r t h a n t h e r a t e a t w h i c h n e w d a t a
c a n b e a c c e p t e d .
4.11.1 Pipelining Data Through Routers
If w e c a n c l o c k d a t a b e t w e e n r o u t i n g c o m p o n e n t s fa s t e r t h a n w e c a n r o u t e d a t a t h r o u gh a
r o u t i n g c o m p o n e n t , w e m a y b e a b l e t o a c h i e ve h i gh e r b a n d w i d t h b y a l l o w i n g t h e d a t a t o t a k e
m u l t i p l e c l o c k c yc l e s t o t r a ve r s e t h e r o u t i n g c o mp o n e n t . Th i s p a r t i c u l a r l y m a k e s s e n s e w h e n t h e
d a t a c a n b e c l o c k e d a t a m u l t i p l e o f t h e s w i t c h i n g l a t e n c y t h r o u gh t h e r o u t i n g c o mp o n e n t . Pi p e l i n i n g
d a t a t h r o u gh t h e r o u t i n g s w i t c h e s h a s l i t t l e i m p a c t o n t h eMRP-ROUTER p r o t o c o l . Th e o n e p l a c e
w h e r e i t d o e s s h o w u p i s w h e n c o n n e c t i o n s a r e r e ve r s e d . In s t e a d o f t w o c l o c k c yc l e s o f p i p e l i n e
d e l a y b e fo r e r e t u r n d a t a i s a va i l a b l e (Se e Fi gu r e 4.3), t h e r e w i l l b e a n a d di t i o n a l t w o c yc l e s fo r e ve r y
a d d i t i o n a l p i p e l i n e s t a ge t h r o u gh t h e r o u t i n g s w i t c h . Th e s e a d d i t i o n a l d e l a y c yc l e s a r e d u e t o t h e
fa c t t h a t i t i s n e c e s s a r y t o flu s h t h e r o u t e r ’s p i p e l i n e i n t h e fo r w a r d d i r e c t i o n , t h e n fil l i t i n t h e r e ve r s e
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R o u t e r
D A T A1
R o u t e r
R OUT E16
D S T
S R C
D A T A8
R o u t e r
D A T A6
R o u t e r
D A T A4
R o u t e r
D A T A2
R o u t e r
D A T A0
D S T
To i n c r e a s e t h e n e t w o r k b a n d w i d t h , s o m e t i m e s i t m a k e s s e n s e t o p i p e l i n e t h e r o u t i n g
c o m p o n e n t s u c h t h a t m ul t i p l e c l o c k c yc l e s t r a n s p i r e b e t w e e n t h e t i m e d a t a e n t e r s a n d t h e
t i m e d a t a e xi t s t h e r o u t i n g c o m p o n e n t . Sh o w n a b o ve i s a c o n n e c t i o n e s t a b l i s h m e n t i n t h e
c a s e w h e r e a s i n gl e a d d i t i o n a l s t a ge o f p i p e l i n i n g i s a d d e d t o e a c h r o u t i n g c o mp o n e n t .
Fi gu r e 4.14: Exa m p l e Co n n e c t i o n Op e n w i t h Pi p e l i n e d Ro u t e r s
d i r e c t i o n b e fo r e r e ve r s e d a t a c a n b e fo r w a r d e d a l o n g. Th e a d d i t i o n a l c yc l e s a r e n o t c o m p l e t e l y
w a s t e d s i n c e t h e y c a n b e u s e d t o s e n d a d d i t i o n a l c o n n e c t i o n a n d r o u t e r s t a t u s i n fo r m a t i o n b a c k t o
t h e s o u r c e e n d p o i n t . Ad di t i o n a l l y, fil l e r d a t a , s u c h a s t h eDATA-IDLE w o r d , c a n b e u s e d t o h o l d t h e
c o n n e c t i o n o p e n d u r i n g t h e p i p e l i n e d e l a ys . Fi gu r e s 4.14 a n d 4.15 s h o w e xa m p l e p i p e l i n e r o u t i n g
s c e n a r i o s . Th e s e a d d i t i o n a l p i p e l i n e d e l a y c yc l e s o c c u r w h e n t h e c o n n e c t i o n i s t u r n e d i n e i t h e r
d i r e c t i o n .
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T i me
S R C
D A T Au
R o u t e r
D A T As
R o u t e r
D A T Aq
R o u t e r
D A T Ao
R o u t e r
D A T Am
D S T
S R C
T UR N
R o u t e r
D A T At
R o u t e r
D A T Ar
R o u t e r
D A T Ap
R o u t e r
D A T An
D S T
S R C
S T A T US1
R o u t e r
D A T Au
R o u t e r
D A T As
R o u t e r
D A T Aq
R o u t e r
D A T Ao
D S T
S R C
CHE CK1
R o u t e r
T UR N
R o u t e r
D A T At
R o u t e r
D A T Ar
R o u t e r
D A T Ap
D S T
S R C
D A T A -ID L E
R o u t e r
S T A T US2
R o u t e r
D A T Au
R o u t e r
D A T As
R o u t e r
D A T Aq
D S T
S R C
D A T A -ID L E
R o u t e r
CHE CK2
R o u t e r
T UR N
R o u t e r
D A T At
R o u t e r
D A T Ar
D S T
S R C
S T A T US2
R o u t e r
D A T A -ID L E
R o u t e r
S T A T US3
R o u t e r
D A T Au
R o u t e r
D A T As
D S T
S R C
CHE CK2
R o u t e r
D A T A -ID L E
R o u t e r
CHE CK3
R o u t e r
T UR N
R o u t e r
D A T At
D S T
S R C
D A T A -ID L E
R o u t e r
S T A T US3
R o u t e r
D A T A -ID L E
R o u t e r
S T A T US4
R o u t e r
D A T Au
D S T
S R C
D A T A -ID L E
R o u t e r
CHE CK3
R o u t e r
D A T A -ID L E
R o u t e r
CHE CK4
R o u t e r
T UR N
D S T
S R C
S T A T US3
R o u t e r
D A T A -ID L E
R o u t e r
S T A T US4
R o u t e r
D A T A -ID L E
R o u t e r
D A T A0
D S T
S R C
CHE CK3
R o u t e r
D A T A -ID L E
R o u t e r
CHE CK4
R o u t e r
D A T A -ID L E
R o u t e r
D A T A1
D S T
S R C
D A T A -ID L E
R o u t e r
S T A T US4
R o u t e r
D A T A -ID L E
R o u t e r
D A T A0
R o u t e r
D A T A2
D S T
Wh e n p i p e l i n i n g t h e d a t a t r a n s fe r t h r o u gh r o u t i n g c o m p o n e n t s , t h e r e w i l l b e a d di t i o n a l
d e l a y c yc l e s w h e n t h e d i r e c t i o n o f d a t a t r a n s m i s s i o n i s r e ve r s e d . Th e s e c yc l e s a r i s e d u e
t o t h e n e e d t o flu s h t h e r o u t e r p i p e l i n e i n t h e fo r w a r d d i r e c t i o n a n d r e fil l i t i n t h e r e ve r s e
d i r e c t i o n . Sh o w n a b o ve i s a c o n n e c t i o n t u r n w h e n a s i n gl e a d d i t i o n a l s t a ge o f p i p e l i n i n g i s
a d d e d t o e a c h r o u t i n g c o mp o n e n t .
Fi gu r e 4.15: Exa m p l e Tu r n w i t h Pi p e l i n e d Ro u t e r s
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4.11.2 Pipelined Connection Setup
Th e l o n ge s t l a t e n c y o p e r a t i o n i n s i d e a r o u t i n g c o m p o n e n t i s o ft e n c o n n e c t i o n e s t a b l i s h m e n t
w h e n a r b i t r a t i o n m u s t o c c u r fo r a b a c k w a r d p o r t . If w e r e qu i r e t h a t t h e c o n n e c t i o n s e t u p o c c u r i n
t h e s a m e a m o u n t o f t i m e , o r t h e s a m e n u m b e r o f p i p e l i n e c yc l e s , a s t h e fo l l o w i n g d a t a i s r o u t e d
t h r o u gh t h e c o m p o n e n t , t h e l a t e n c y a s s o c i a t e d w i t h c o n n e c t i o n s e t u p w i l l b e p a s s e d a l o n g t o b e c o m e
t h e l a t e n c y a s s o c i a t e d w i t h d a t a t r a n s fe r t h r o u gh t h e r o u t e r . Al t e r n a t e l y, w e c a n a l l o w m o r e t i m e ,
ge n e r a l l y m o r e p i p e l i n e c yc l e s , fo r c o n n e c t i o n s e t u p t h a n fo r d a t a t r a n s m i s s i o n . Wh e n w e a l l o w
t h i s , e a c h r o u t e r w i l l c o n s u m e a n u m b e r o f w o r d s e qu a l t o t h e d i ffe r e n c e b e t w e e n t h e s e t u p p i p e l i n e
l a t e n c y a n d t h e t r a n s m i s s i o n p i p e l i n e l a t e n c y fr o m t h e h e a d o f e a c h d a t a s t r e a m .
Co n s i d e r , a r o u t e r w h i c h c a n r o u t e d a t a a l o n g a n e s t a b l i s h e d p a t h i n a s i n gl e c yc l e , b u t r e qu i r e s
t h r e e c yc l e s t o e s t a b l i s h a n e w c o n n e c t i o n . Th e r o u t e r w o u l d c o n s u m e t h e fir s t t w o w o r d s fr o m t h e
h e a d o f e a c h r o u t i n g s t r e a m b e fo r e i t w a s a b l e t o e s t a b l i s h a co n n e c t i o n a n d fo r w a r d t h e r e m a i n d e r
o f t h e d a t a o u t t h e a l l o c a t e d b a c k w a r d p o r t . Fi gu r e 4.16 s h o w s t h e d a t a flo w d u r i n g co n n e c t i o n
e s t a b l i s h m e n t i n t h i s s c e n a r i o .
Wh e n p i p e l i n e d c o n n e c t i o n s e t u p i s u s e d , t h e r e i s n o n e e d fo r a n e xp l i c i t s w a l l o w c a p a b i l i t y
o n e a c h r o u t e r s i n c e e a c h r o u t e r a l w a ys c o n s u m e s o n e o r m o r e w o r d s fr o m t h e h e a d o f e a c h d a t a
s t r e a m i t r o u t e s . Th e o n l y o t h e r a c c o m m o d a t i o n n e e d e d fo r t h i s k i n d o f s e t u p , i s t h a t t h e en p o i n t
c o n s t r u c t t h e h e a d e r w i t h t h e a p p r o p r i a t e p a d d i n g b e t w e e n r o u t i n g w o r d s s u c h t h a t e a c h r o u t e r i n
t h e s e e s t h e p r o p e r r o u t i n g s p e c i fic a t i o n .
4.11.3 Pipelining Bits on Wires
In Se c t i o n 3.2, w e n o t e d t h a t i n m a n y o f t h e n e t w o r k su d e r c o n s i d e r a t i o n , t h e t r a n s i t t i m e o n
t h e w i r e s b e t w e e n r o u t i n g s w i t c h e s o ft e n e xc e e d s t h e r a t e a t w h i c h n e w d a t a c a n b e c l o c k e d . In t h a t
s e c t i o n , w e s u gge s t e d t h a t w e c o u l d p i p e l i n e m u l t i p l e b i t s o n t h e w i r e s t o p r e ve n t t h e b a n d w i d t h
fr o m b e i n g l i m i t e d b y t h e l e n gt h o f l o n g w i r e s . In m a n y w a ys , t h i s t e c h n i qu e i s a n a l o go u s t o
p i p e l i n i n g d a t a t h r o u gh a r o u t i n g c o m p o n e n t a s d i s c u s s e d i n Se c t i o n4.11.1. Wi t h p i p e l i n i n g, w e
c a n s u p p o r t a d a t a r a t e w h i c h i s h i gh e r t h a n t h e t r a n s m i s s i o n l a t e n c y t h r o u gh t h e r o u t i n g c o m p o n e n t
o r a c r o s s t h e w i r e . Th e e ffe c t s o f w i r e p i p e l i n i n g o n t h e r o u t i n g p r o t o c o l a r e vi r t u a l l y i d e n t i c a l t o t h e
e ffe c t s o f p i p e l i n i n g o n t h e r o u t i n g p r o t o c o l . Li k e t h e r o u t e r p i p e l i n e , w h e n a c o n n e c t i o n i s t u r n e d ,
e a c h w i r e p i p e l i n e m u s t b e flu s h e d i n t h e i ni t i a l d i r e c t i o n , t h e n fil l e d i n t h e r e ve r s e d i r e c t i o n b e fo r e
b a c k w a r d d a t a i s r e t u r n e d . Aga i n , fil l e r d a t a , s u c h a s t h eDATA-IDLE w o r d , m u s t b e i n s e r t e d i n t o t h e
r e t u r n s t r e a m t o h o l d t h e c o n n e c t i o n o p e n w h i l e t h e w i r e p i p e l i n e i s b e i n g r e ve r s e d . Fi gu r e 4.17
s h o w s a t u r n s c e n a r i o w h e n b i t s a r e b e i n g p i p e l i n e d o n t h e w i r e s b e t w e e n c o m p o n e n t s .
On e i m p o r t a n t a s s u m p t i o n i s t h a t t h e w i r e b e t w e e n t w o c o m p o n e n t s c a n b e m o d e l e d a s a
n u m b e r o f p i p e l i n e r e gi s t e r s . Ho w o n e e n s u r e s t h a t t h i s a s s u m p t i o n i s s a t i s fie d i s , o f c o u r s e ,
a n i m p o r t a n t i m p l e m e n t a t i o n d e t a i l . Wi t h a p r o p e r l y s e r i e s t e r m i n a t e d p o i n t -t o -p o i n t c o n n e c t i o n
b e t w e e n r o u t e r s , w e d o n o t h a ve t o w o r r y a b o u t r e fle c t i o n s a n d s et t l i n g t i m e o n t h e w i r e . Th e
w i r e w i l l l o o k , fo r t h e m o s t p a r t , l i k e a t i m e -d e l a y. Th e ne c e s s a r y t r i c k i s t o m a k e t h e t i m e -d e l a y
a p p r o xi m a t e a n i n t e gr a l n u m b e r o f c l o c k c yc l e s s o t h a t i t d o e s b e h a ve l i k e a n u m b e r o f p i p e l i n e
r e gi s t e r s . A b r u t e -fo r c e m e t h o d i s t o c a r e fu l l y c o n t r o l t h e l e n gt h a n d e l e c t r i c a l c h a r a c t e r i s t i c s o f
t h e w i r e s b e t w e e n c o m p o n e n t s . A m o r e s o p h i s t i c a t e d m e t h o d i s t o u s e a d ju s t a b l e d e l a ys i n t h e p a d
d r i ve r s t h e m s e l ve s t o a d ju s t t h e c h i p -t o -c h i p d e l a y s u ffic i e n t l y t o m e e t t h e p i p e l i n e a s s u m p t i o n .
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T i me
S R C
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
D S T
S R C
R OUT E0
R o u t e r
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
D S T
S R C
D UM M Y0
R o u t e r
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
D S T
S R C
R OUT E1
R o u t e r
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
D S T
S R C
D UM M Y1
R o u t e r
R OUT E1
R o u t e r
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
D S T
S R C
R OUT E2
R o u t e r
D UM M Y1
R o u t e r
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
D S T
S R C
D UM M Y22
R o u t e r
R OUT E2
R o u t e r
ID L E
R o u t e r
ID L E
R o u t e r
ID L E
D S T
S R C
R OUT E3
R o u t e r
D UM M Y2
R o u t e r
R OUT E2
R o u t e r
ID L E
R o u t e r
ID L E
D S T
S R C
D UM M Y3
R o u t e r
R OUT E3
R o u t e r
D UM M Y2
R o u t e r
ID L E
R o u t e r
ID L E
D S T
S R C
D A T A0
R o u t e r
D UM M Y3
R o u t e r
R OUT E3
R o u t e r
ID L E
R o u t e r
ID L E
D S T
S R C
D A T A1
R o u t e r
D A T A0
R o u t e r
D UM M Y3
R o u t e r
R OUT E3
R o u t e r
ID L E
D S T
S R C
D A T A2
R o u t e r
D A T A1
R o u t e r
D A T A0
R o u t e r
D UM M Y3
R o u t e r
ID L E
D S T
S R C
D A T A3
R o u t e r
D A T A2
R o u t e r
D A T A1
R o u t e r
D A T A0
R o u t e r
ID L E
D S T
S R C
D A T A4
R o u t e r
D A T A3
R o u t e r
D A T A2
R o u t e r
D A T A1
R o u t e r
D A T A0
D S T
In s i t u a t i o n s w h e r e d a t a t r a n s fe r c a n o c c u r w i t h s i gn i fic a n t l y l e s s l a t e n c y t h a n c o n n e c t i o n
s e t u p , i t m a y m a k e s e n s e t o p i p e l i n e t h e o p e n i n g o f t h e c o n n e c t i o n . Th e e xa m p l e a b o ve
s h o w s t h e c a s e w h e r e a c o n n e c t i o n c a n n o t b e e s t a b l i s h e d t o fo r w a r d d a t a fr o m t h e fo r w a r d
p o r t t o t h e b a c k w a r d p o r t u n t i l t w o c yc l e s a ft e r t h e i n i t i a l r o u t e r e qu e s t a r r i ve d . As a r e s u l t ,
t h e r o u t i n g w o r d a n d t h e w o r d i m m e d i a t e l y fo l l o w i n g i t a r e n o t fo r w a r d e d o n t o t h e n e xt
r o u t e r . On c e t h e r o u t e i s s e t u p , d a t a flo w s t h r o u gh t h e r o u t e r s i n t h e n o r m a l p i p e l i n e d
fa s h i o n w i t h n o a d d i t i o n a l d e l a y.
Fi gu r e 4.16: Exa m p l e o f Pi p e l i n e d Co n n e c t i o n Se t u p
82
T i me
S R C
D A T Aq
R o u t e r
D A T Ap
R o u t e r
D A T Ao D A T An
R o u t e r
D A T Am
D S T
S R C
T UR N
R o u t e r
D A T Aq
R o u t e r
D A T Ap D A T Ao
R o u t e r
D A T An
D S T
S R C
S T A T US1
R o u t e r
T UR N
R o u t e r
D A T Aq D A T Ap
R o u t e r
D A T Ao
D S T
S R C
CHE CK1
R o u t e r
S T A T US2
R o u t e r
T UR N D A T Aq
R o u t e r
D A T Ap
D S T
S R C
S T A T US2
R o u t e r
CHE CK2
R o u t e r
T UR N
R o u t e r
D A T Aq
D S T
S R C
CHE CK2
R o u t e r
D A T A -ID L E
R o u t e r
S T A T US3
R o u t e r
T UR N
D S T
S R C
D A T A -ID L E
R o u t e r
D A T A -ID L E
R o u t e r
S T A T US3 CHE CK3
R o u t e r
D A T A0
D S T
S R C
D A T A -ID L E
R o u t e r
S T A T US3
R o u t e r
CHE CK3 D A T A0
R o u t e r
D A T A1
D S T
De p i c t e d a b o ve i s a t u r n o c c u r r i n g i n a 3-s t a ge n e t w o r k w h e r e t h e r e i s a t w o c l o c k c yc l e
l o n g w i r e b e t w e e n s t a ge s t w o a n d t h r e e . Si n c e i t t a k e s t w o c l o c k c yc l e s t o t r a ve r s e t h e l o n g
w i r e i n e a c h d i r e c t i o n , d u r i n g a t u r n t h e s e c o n d s t a ge r o u t e r m u s t fil l i n t h e d e l a y c yc l e s
w i t hDATA-IDLE w o r d s w h i l e w a i t i n g fo r r e t u r n d a t a fr o m t h e t h i r d s t a ge r o u t e r a t t h e fa r
e n d o f t h e l o n g w i r e .
Fi gu r e 4.17: Exa m p l e Tu r n w i t h Wi r e Pi p e l i n i n g
Ch a p t e r 6 l o o k s a t s i gn al l i n g t e c h n i qu e s t o su p p o r t t h i s a s s u m p t i o n i n fu r t h e r d e t a i l .
4.12 Width Cascading
In Se c t i o n 2.7.1 w e n o t e d t h a t t h e n u m b e r o f i / o p i n s o n a n IC i s l i m i t e d b y p e r i m e t e r c o n s t r a i n t s .
We a l s o n o t e d t h a t t h e n u m b e r o f a va i l a b l e i / o p i n s i s gr o w i n g s l o w l y, c o m p a r e d t o d i e a r e a . In
Se c t i o n 3.6 w e p o i n t e d o u t t h a t t h i s l i m i t a t i o n r e qu i r e s a t r a d e -o ff b e t w e e n t h e w i d t h o f t h e d a t a
c h a n n e l s i n t h e n e t w o r k , t h e r a d i x o f e a c h r o u t i n g c o mp o n e n t , a n d t h e d i l a t i o n o fe a h r o u t i n g
c o m p o n e n t . To fir s t o r d e r , t h e n u m b e r o f i / o p i n s r e qu i r e d fo r a s qu a r e r o u t e r w i t h r a d i xr, d i l a t i n
d, a n d d a t a c h a n n e l s o f w i d t hw i s(2  r  w  d). Si n c e t h e t o t a l n u m b e r o f IC p i n s a t a gi ve n
t e c h n o l o gy a n d c o s t i s a fixe d c o n s t a n t ,k
pins
, w e m u s t c h o s er, w, a n d a s :
k
pins
= 2  r w  d (4:1)
Al t e r n a t i ve l y, w e c a n c o n s i d e r h o w t o b r e a k t h e fu n c t i o n o f a s i n gl e l o gi c a l r o u t i n g c o m p o n e n t
i n t o m u l t i p l e ICs . If w e c a n s p l i t t h e fu n c t i o n o f a r o u t e r a c r o s s s e ve r a l ICs , w e b e n e fit e i t h e r b y
83
b e i n g a b l e t o b u i l d l a r ge r p r i m i t i ve r o u t i n g c o mp o n e n t s o r b y b e i n g a b l e t o u s e s m a l l e r a n d h e n c e
c h e a p e r ICs i n b u i l d i n g o u r r o u t i n g c o m p o n e n t s . Of c o u r s e , t h i s s e gr e ga t i o n w i l l o n l y b e a n e t
b e n e fit i f w e c a n d o i t w i t h o u t i n c u r r i n g t h e c o s t o f a l a r ge n u m b e r o f i / o p i n s i n t e r c o n n e c t i n g t h e
c o n s t i t u e n t ICs .
Width cascading i s a t e c h n i qu e fo r b u i l d i n g r o u t i n g c o m p o n e n t s w i t h w i d e r d a t a c h a n n e l s fr o m
c o m p o n e n t s w i t h n a r r o w d a t a c h a n n e l s . Th i s a l l o w s u s t o b u i l d a l o gi c a l r o u t i n g c o m p o n e n t w i t h
a l a r ge w i d t h , w i t h o u t d i r e c t l y s a c r i fic i n g r a d i x a n d d i l a t i o na c c o r d i n g t o Equ a t i o n4.1. Ra t h e r , w e
c a n c a s c a d em r o u t i n g c o m p o n e n t s t o a c h i e ve a w i d t hw
cascade
w h i c h go ve r n e d b y t h e fo l l o w i n g
e qu a t i o n s :
k
pins
= 2  r  w
router
 d (4.2)
w
cascade
= m  w
router
(4.3)
Of c o u r s e , e qu a t i o n 4.1 w a s ju s t a n a p p r o xi m a t i o n o f t h e p i n r e qu i r e m e n t s a n d Equ a t i o n 4.2 h o l d s
o n l y t o t h e e xt e n t t h a t t h e o ve r h e a d , i n t e r m s o f p i n s i n t e r c o n n e c t i n g c a s c a d e d r o u t e r s , i s s m a l l
c o m p a r e d t o t h e t o t a l n u m b e r o f p i n s o n t h e r o u t e r .
4.12.1 Width Cascading Problem
Wi d t h c a s c a d i n g e xp l o i t s t h e b a s i c i d e a t h a t w e c a n r e p l i c a t e t h e n e t w o r k a n d c o m b i n e c o r r e -
s p o n d i n g d a t a c h a n n e l s t o a c h i e ve a w i d e r d a t a p a t h . Th i s r e p l i c a t i o n a n d c h a n n e l gr o u p i n g w i l l
o n l y h a ve t h e d e s i r e d e ffe c t o f b e h a vi n g l i k e a w i d e r d a t a n e t w o r k i f t h e r o u t i n g p e r fo r m e d i n t h e
t w o n e t w o r k s i s i d e n t i c a l . Th a t i s , t h e d a t a l a u n c h e d a t t h e s a m e t i m e a l o n g t h e s a m e p a t h s h o u l d
a r r i ve a t t h e d e s t i n a t i o n s i m u l t a n e o u s l y o r b l o c k a t t h e s a m e s t a ge i n t h e n e t w o r k . Th i s p r o b l e m i s
c o m p l i c a t e d b y t h e fo l l o w i n g a s p e c t s :
1. Fa u l t s m a y o c c u r a ffe c t i n g o n e c o p y o f t h e n e t w o r k d i ffe r e n t l y fr o m t h e o t h e r
2. Th e t e c h n i qu e s i n u s e fo r s e l e c t i o n a m o n g a va i l a b l e , e qu i va l e n t o u t p u t s r e l y o n r a n d o m i za t i o n
On a m o r e b a s i c l e ve l , t h e n , t h e p r o b l e m b e c o m e s t h a t o f e n s u r i n g t h a t t h e gr o u p o f r o u t e r s
c o m p r i s i n g a s i n gl e , l o gi c a l r o u t e r h a n d l e d a t a i d e n t i c a l l y.
Ou r b a s i c p r o b l e m i s t o k e e p a s e t o fcascad d routers i n m u t u a l l y c o n s i s t e n t s t a t e s . Th a t i s , t h e
s e t o f p r i m i t i ve r o u t i n g e l e m e n t s w h i c h a c t a s a s i n gl e l o gi c a l r o u t i n g c o mp o n e n t s h o u l d c o n n e c t
t h e i r c r o s s b a r s s u c h t h a t t h e s a m e fo r w a r d p o r t s a r e t r a n s fe r r i n g d a t a w i t h t h e s a m e b a c k w a r d p o r t s .
Ea c h c r o s s b a r r o u t e r m u s t , t h e r e fo r e , a l l o c a t e c o n n e c t i o n r e qu e s t s i n t h e s a m e w a y. As l o n g a s t h e
fo l l o w i n g c o n d i t i o n s h o l d , t h e r o u t e r s b e i n m u t u a l l y c o n s i s t e n t s t a t e s :
1. e a c h r o u t e r s e e s t h e s a m e co n n e c t i o n r e qu e s t s
2. e a c h r o u t e r s e r vi c e s t h e co n n e c t i o n r e qu e s t s i n t h e s a m e w a y
3. e a c h r o u t e r t u r n s o r d r o p s e a c h co n n e c t i o n a t t h e s a m e t i m e
Th e r o u t e r s m a y s e e d i ffe r e n t c o n n e c t i o n r e qu e s t s i f t h e r o u t i n g s p e c i fic a t i o n i s d a m a ge d d u e
t o s o m e fa u l t . On c e t h e r o u t e r s i n t h e c a s c a d e s e e d i ffe r e n t c o n n e c t i o n r e qu e s t s fo r a l o gi c a l d a t a
c h a n n e l , t h e r o u t e r s m a y h a n d l e t h e r o u t e d i ffe r e n t l y. If a n y o f t h e r o u t e r s t h e n d i ffe r i n t h e i r
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a s s i gn m e n t o f a b a c k w a r d p o r t , t h e s u b s e qu e n t r o u t e r s t a ge w i l l n o t s e e u n i fo r m i n c o m i n g t r a ffic ;
t h a t i s , t h e l o gi c a l d a t a c h a n n e l w i l l b e s p l i t a n d p a r t s o f t h e d a t a s t r e a m w i l l go t o d i ffe r e n t l o gi c a l
r o u t e r s c a u s i n g t h e s e r o u t e r s , i n t u r n , n o t t o s e e i d e n t i c a l c o n n e c t i o n r e qu e s t s .
No n -d i l a t e d r o u t e r s i n t h e a b s e n c e o f fa u l t s w i l l r o u t e i d e n t i c a l c o n n e c t i o n r e qu e s t i n i d e n t i c a l
d i r e c t i o n s , a s l o n g a s t h e r o u t e r s w e r e a l r e a d y i n a c o n s i s t e n t s t a t e p r i o r t o t h e a r r i va l o f n e w
c o n n e c t i o n r e qu e s t s . Ho w e ve r , a fa u l t i n s i d e t h e r o u t e r IC m a y c a u s e a r o u t e r t o b e h a ve i m p r o p e r l y
a n d m i s r o u t e d a t a o r o p e n o r c l o s e c o n n e c t i o n s i n a m a n n e r i n c o n s i s t e n t w i t h t h e i n c o m i n g d a t a
s t r e a m . Al s o , w i t h fa u l t s t h e c a s c a d e d r o u t e r s m a y s e e d i ffe r e n t c o n n e c t i o n r e qu e s t s . Wi t h d i l a t i o n ,
i f t h e r o u t e r s u t i l i ze t h e i r fr e e d o m t o r o u t e co n n e c t i o n o u t d i ffe r e n t c h a n n e l s i n t h e s a m e l o gi c a l
d i r e c t i o n , t h e s u b s e qu e n t s t a ge w i l l s e e s p l i t t r a ffic .
Wi t h fa u l t s , i t i s p o s s i b l e t h a t o n e p o r t i o n o f t h e d a t a s t r e a m a p p e a r s t o d r o p o r t u r n t h e
c o n n e c t i o n w h e n a n o t h e r d o e s n o t . Th i s c a n l e a d t o s o m e o f t h e r o u t e r s i n t h e c a s c a d e fr e e i n g
a n d r e c l a i m i n g b a c k w a r d p o r t s w h i l e o t h e r s d o n o t . Th e r o u t e r s w i l l t h e n b e i n i n c o n s i s t e n t s t a t e s
s i n c e t h e y d o n o t a l l h a ve t h e s a m e s e t o f b a c k w a r d p o r t s a va i l a b l e t o s e r vi c e i n c o m i n g c o n n e c t i o n
r e qu e s t s
4.12.2 Techniques
We c a n a d d r e s s t h e d i ffic u l t i e s a s s o c i a t e d w i t h w i d t h c a s c a d i n g b y u s i n g fo u r s i m p l e t e c h n i qu e s :
1. Id e n t i c a l c o n t r o l fie l d s
2. Sh a r e d r a n d o m n e s s
3. Wi r e d -AND i n -u s e i n d i c a t i o n o n b a c k w a r d p o r t s
4. En d -t o -e n d c h e c k s u m s a c r o s s l o gi c a l d a t a c h a n n e l s
Th e fir s t t h i n g w e n e e d t o e n s u r e i s t h a t e a c h r o u t e r i n a c a s c a d e w i l l s e e t h e s a m e s e qu e n c e o f
c o n t r o l fie l d s i n t h e a b s e n c e o f fa u l t s . Th i s i s e a s y t o gu a r a n t e e b y s i m p l y c o n s t r u c t i n g t h eROUTE,
TURN, DROP, a n dDATA-IDLE va l u e s p r o vi d e d t o t h e w i d e , l o gi c a l c o n n e c t i o n i n t o t h e n e t w o r k
fr o m c o p i e s o f t h e c o r r e s p o n d i n g c o n t r o l w o r d s fo r t h e p r i mi t i ve r o u t i n g e l e m e n t s . We m u s t a l s o
c o n s t r u c t t h e w i d e d a t a s u c h t h a t e a c h r o u t i n g c o mp o n e n t s e e s t h e s a m e va l u e s i n i t s c o n t r o l fie l d s .
In t h e a b s e n c e o f fa u l t s a n d d i l a t i o n , t h i s w i l l e n s u r e e a c h r o u t e r s e e s t h e s a m e co n n e c t i o n r e qu e s t s
a n d t h e s a m e t u r n a n d d r o p i n d i c a t i o n s .
We w a n t a s e t o f c a s c a d e d r o u t e r s t o m a k e t h e s a m e r a n d o m d e c i s i o n i n r e s p o n s e t o a n y i n c o m i n g
c o n n e c t i o n r e qu e s t . To s a t i s fy t h i s r e qu i r e m e n t , w e p r o vi d e o n e o r m o r e i n p u t p i n s t oe a c h r o u t i g
c o m p o n e n t fo r “r a n d o m ” d a t a . Th i s e xt e r n a l i ze s t h e r a n d o m n e s s s o t h a t i t c a n b e s h a r e d a m o n g t h e
r o u t e r s i n t h e c a s c a d e . We c a n t h e n m a k e s u r e t h a t e a c h r o u t e r m a k e s a d e t e r m i n i s t i c a s s i gn m e n t
o f c o n n e c t i o n s t o a va i l a b l e b a c k w a r d p o r t s b a s e d o n t h e c o n n e c t i o n r e qu e s t s a n d t h e r a n d o m i n p u t
va l u e s . We c a l l t h i s t e c h n i qu e o f u s i n g s h a r e d , e xt e r n a l r a n d o m i za t i o nshared randomness. To
a vo i d t h e n e e d fo r e xt r a c o m p o n e n t s t o p r o vi d e r a n d o m b i t s t r e a m s t o fe e d t h e r a n d o m i n p u t s ,
w e c a n a l l o w e a c h r o u t i n g c o mp o n e n t t o ge n e r a t e o n e p s e u d o -r a n d o m b i t s t r e a m . Th e r a n d o m
b i t s t r e a m s c a n t h e n b e w i r e d t o r a n d o m i n p u t s a s a p p r o p r i a t e w h e n t h e c h i p s a r e c o m p o s e d i n a
n e t w o r k .
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Fi gu r e 4.18: Ca s c a d e d Ro u t e r Co n figu r a t i o n u s i n g Fo u r Ro u t i n g El e m e n t s
Th e c r i t i c a l p i e c e o f s t a t e i n fo r m a t i o n w h i c h n e e d s t o b e m a i n t a i n e d i n a c o n s i s t e n t m a n n e r
a m o n g r o u t e r s i s w h i c h b a c k w a r d p o r t s a r e b e i n g u s e d b y w h i c h fo r w a r d p o r t s . Un fo r t u n a t e l y,
d i r e c t l y c o m p a r i n g t h i s s t a t e a m o n g r o u t e r s o n e ve r y c l o c k c yc l e w o u l d r e qu i r e c o m m u n i c a t i n g
(i  o) b i t s a m o n g r o u t e r s e a c h c l o c k c yc l e . No t i n g t h a t m o s t co n n e c t i o n s a r e m a n y w o r d s l o n g
a n d h e n c e c o n n e c t i o n r e qu e s t s t e n d t o o c c u r i n fr e qu e n t l y, w e c a n a p p r o xi m a t e t h i s i n fo r m a t i o n b y
s i m p l y c o m p a r i n g w h i c h o u t p u t p o r t s a r e a c t u a l l y i n u s e o n e a c h c yc l e . Th i s a p p r o xi m a t i o n m a y b e
i m p e r fe c t i n d e t e r m i n i n g a l l p o s s i b l e fa u l t y c o n n e c t i o n s , b u t i t w i l l d e t e c t m o s t fa u l t y c o n n e c t i o n s
i m m e d i a t e l y. We c a n a r r a n ge fo r t h e r o u t e r t o r e c o ve r fr o m a l m o s t a l l fa u l t y c o n n e c t i o n s qu i c k l y.
To m a k e t h e c o m p a r i s o n , w e a d d a s i n gl e e xt r a p i n p e r b a c k w a r d p o r t . Th i s p i n i s u s e d b y
t h e r o u t e r t o i n d i c a t e w h e n t h e b a c k w a r d p o r t i s b e i n g u s e d . We t h e n e xt e r n a l l y c o n n e c t t h e
c o r r e s p o n d i n g b a c k w a r d -p o r t i n -u s e p i n s o f c a s c a d e d r o u t e r s i n a w i r e d -AND c o n figu r a t i o n . Wh e n
a r o u t e r b e gi n s t o u s e a c o n n e c t i o n , i t s i gn a l s t h a t t h e p o r t i s i n u s e . Th e r o u t e r t h e n s e n d s t h e
d a t a a n d m o n i t o r s i t s i n -u s e p i n . Th e i n -u s e p i n w i l l o n l y b e a s s e r t e d i f a l l o f t h e r o u t e r s i n t h e
c a s c a d e a gr e e t h a t t h e p o r t s h o u l d b e a l l o c a t e d . If, a ft e r a n a p p r o p r i a t e s et t l i n g t i m e , t h e i n -u s e
s i gn a l a p p e a r s u n a s s e r t e d w h e n a r o u t e r h a s t r i e d t o a l l o c a t e a b a c k w a r d p o r t , t h e r o u t e r k n o w s t h a t
i t i s i n a n i n c o n s i s t e n t s t a t e fr o m i t s p e e r s , d e a l l o c a t e s t h e b a c k w a r d p o r t , a n d a b o r t s t h e c o n n e c t i o n .
In t h i s m a n n e r , t h e c a s c a d e w i l l o n l y d i ffe r i n t e r m s o f b a c k w a r d p o r t a l l o c a t i o n fo r a t m o s t a
t r a n s i e n t a m o u n t o f t i m e w h e n a fa u l t o c c u r s . In m o s t c a s e s , i f t h e fa u l t c a u s e s t h e c o n n e c t i o n t o
b e m i s r o u t e d , d i ffe r e n t b a c k w a r d p o r t s a r e s e l e c t e d a n d t h i s w i r e d -AND w i l l d e t e c t t h e fa u l t a n d
c l e a r i t s e ffe c t s . Fi gu r e 4.18 s h o w s h o w fo u r r o u t i n g c o mp o n e n t s u s i n g t h i s w i r e d -AND a n d s h a r e d
r a n d o m n e s s s c h e m e m i gh t b e c o n n e c t e d t o fo r m a c a s c a d e d r o u t e r .
Th e o n l y t i m e a fa u l t w i l l fo o l t h i s a p p r o xi m a t i o n i s w h e n m u l t i p l e co n n e c t i o n s a r e b e i n g
o p e n e d s i m u l t a n e o u s l y t h r o u gh t h e r o u t e r . In t h i s c a s e i t i s p o s s i b l e t h a t m u l t i p l e b a c k w a r d p o r t s
w i l l b e a s s i gn e d d u r i n g t h a t s a m e c yc l e . If t h e fa u l t c a u s e s a s e t o f m u l t i p l e d a t a s t r e a m s t o b e
c o n n e c t e d t o t h e s a m e s e t o f b a c k w a r d p o r t s , b u t i n a d i ffe r e n t c o n figu r a t i o n o n e a c h r o u t e r , t h e
w i r e d -AND w i l l b e m i s t a k e n l y i n d i c a t e t h a t t h e c o n n e c t i o n s a r e va l i d . As i d e fr o m t h e fa c t t h a t b o t h
fa u l t s a n d c o n n e c t i o n r e qu e s t s o c c u r i n fr e qu e n t l y, w e d o h a ve s o m e r e p r i e ve i n t h i s c a s e . If t h i s
o c c u r s i n s o m e s t a ge o t h e r t h a n t h e fin a l s t a ge o f t h e n e t w o r k , i t i s ge n e r a l l y l i k e l y t h a t t h e s p l i c e d
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c o n n e c t i o n s w i l l b e go i n g t o d i ffe r e n t d e s t i n a t i o n s . As a c o n s e qu e n c e , t h e c o n n e c t i o n s a r e l i k e l y t o
d i ve r ge i n a s u b s e qu e n t n e t w o r k s t a ge . Wh e n t h e y d o d i ve r ge , t h e w i r e d -AND w i l l s h u t d o w n t h e
c o n n e c t i o n s . If w e a r e u s i n g t h e fa s t p a t h c o l l a p s i n g d e s c r i b e d i n Se c t i o n 4.9.2, o n c e d ro p p e d t h
c o n n e c t i o n c a n b e c o l l a p s e d qu i c k l y fr o m t h e p o i n t o f d i ve r ge n c e . Co n s e qu e n t l y, t h e r o u t e r s w i l l
qu i c k l y r e c o ve r fr o m t h i s i n c o n s i s t e n t s t a t e .
Ho w e ve r , i f t h e fa u l t o c c u r s l a t e i n t h e n e t w o r k o r t h e s p l i c e d c o n n e c t i o n s h a p p e n t o b e go i n g
t o t h e s a m e d e s t i n a t i o n , i t i s p o s s i b l e t h a t a n e t w o r k o u t p u t w i l l s e e t h e s p l i c e d c o n n e c t i o n . At
t h e e n d p o i n t w e c a n m a k e u s e o f t h e fo r w a r d c h e c k s u m t o d e t e r m i n e t h a t t h e d a t a s t r e a m a r r i vi n g
a t t h e e n d p o i n t i s i n va l i d . Fo r t h i s r e a s o n , t h e fo r w a r d c h e c k s u m i n a c a s c a d e d n e t w o r k s h o u l d
b e c o m p u t e d a c r o s s t h e e n t i r e w i d t h o f t h e l o gi c a l d a t a c h a n n e l r a t h e r t h a n o n t h e i n d i vi d u a l d a t a
s t r e a m s .
4.12.3 Costs and Implementation Issues
Th e fir s t o r d e r c o s t fo r s u p p o r t i n g t h i s w i d t h c a s c a d i n g i s :
1. o a d d i t i o n a l i / o p i n s o n t h e r o u t e r (o n e fo r e a c h b a c k w a r d p o r t )
2. Se ve r a l r a n d o m i n p u t a n d , p e r h a p s , o n e r a n d o m o u t p u t p i n s
Ext e r n a l l y, w e w i l l h a ve t o p l a c e a p u l l -u p o n e a c h o f t h e w i r e d -AND p i n s , a n d w e w i l l h a ve t o r o u t e
t h e s h a r e d r a n d o m b i t s a n d t h e i n -u s e c o n t r o l l i n e s . In o r d e r fo r t h e s et t l i n g t i m e o n t h e i n -u s e w i r e d -
AND t o b e s u ffic i e n t l y s m a l l , t h e p r i m i t i ve r o u t i n g e l e m e n t s i n a c a s c a d e m u s t b e p h ys i c a l l y n e a r t o
e a c h o t h e r . Si n c e t h e s t a t e s h a r i n g b e t w e e n c o mp o n e n t s i s d o n e w i t h t h e w i r e d -AND s t r u c t u , t h e
n u m b e r o f c o m p o n e n t s s u p p o r t e d b y a c a s c a d e i s l i m i t e d b y t h e p h ys i c a l l o c al i t y r a t h e r t h a n a n y
a r c h i t e c t u r a l fe a t u r e s . On e r e a s o n a b l e o p t i o n fo r l a r ge , h i gh -p e r fo r m a n c e c a s c a d e s i s t o p a c k a ge a
c a s c a d e t o ge t h e r a s b a r e d i e o n a m u l t i -c h i p mo d u l e (Se e Se c t i o n7.6). Th e ul t i -c h i p mo d u l e w i l l
a l l o w t h e s h a r e d i n t e r c o n n e c t t o b e ve r y s h o r t . Of c o u r s e , i f o n e i s w i l l i n g t o fix a m a xi m u m s i ze
t o t h e c a s c a d e a n d d e d i c a t e i n p u t p i n s o ne a c h r o u t e r fo r i t s n e i gh b r ’s i n -u s e s i gn a l s , i t i s p o s s i b l e
t o a vo i d t h e e l e c t r i c a l i s s u e s a s s o c i a t e d w i t h t h e e xt e r n a l w i r e d -AND.
4.12.4 Flexibility Benefits
Wi d t h c a s c a d i n g a l l o w s u s t o i m p r o ve t h e b a n d w i d t h w i t h o u t i n c r e a s i n g t h e s i ze o f t h e r o u t i n g
c o m p o n e n t . Wi d t h c a s c a d i n g a l s o i m p r o ve s t r a n s m i s s i o n l a t e n c y,T
transmit
, b y a l l o w i n g a m e s s a ge
t o b e t r a n s fe r r e d t o a n d fr o m t h e n e t w o r k i n fe w e r c l o c k c yc l e s . Ad d i t i o n a l l y, i t o p e n s t h e o p t i o n t o
m a k e n a r r o w c h a n n e l p r i m i t i ve r o u t i n g c o mp o n e n t s a l l o w i n g u s t o t a k e a d va n t a ge o f t h e l i m i t e d p i n
r e s o u r c e s fo r i n c r e a s i n g t h e r a d i x o r d i l a t i o n . In c r e a s i n g t h e r a d i x w i l l d e c r e a s e s w i t c h i n g l a t e n c y,
T
s
, w h i l e i n c r e a s i n g t h e d i l a t i o n w i l l d e c r e a s e c o n t e n t i o n a n d i n c r e a s e fa u l t -t o l e r a n c e .
4.13 Protocol Features
In Se c t i o n 4.1 w e i d e n t i fie d five k e y fe a t u r e s w e h o p e d t o d e s i gn i n t o a go o d r o u t i n g p r o t o c o l .
In t h i s s e c t i o n , w e b r i e fly r e vi e w h o w t h eMETRO Ro u t i n g Pr o t o c o l a d d r e s s e s t h e s e i s s u e s .
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4.13.1 Overhead
MRP k e e p s o ve r h e a d l o w b y b e i n g m i n i m a l . Th e o n l y o ve r h e a d d a t a w h i c h m u s t a c c o m p a n y
d a t a t h r o u gh t h e n e t w o r k a r e :
1. Ro u t i n g w o r d s w h i c h d e t e r m i n e t h e d e s t i n a t i o n
2. Fo r w a r d c h e c k s u m (s ) u s e d t o i n s u r e d a t a i n t e gr i t y
Th e fo r w a r d c h e c k s u m s a r e u n t o u c h e d b y t h e r o u t e r s i n t h e n e t w o r k , l e a vi n g fr e e d o m fo r t h e
e n d p o i n t s t o u s e c h e c k s u m s o f t h e a p p r o p r i a t e l e n gt h t o gu a r a n t e e s u ffic i e n t l y l o w l i k e l i h o o d o f
c o r r u p t m e s s a ge a c c e p t a n c e fo r t h e a p p l i c a t i o n . Th e r o u t i n g w o r d s n e e d o n l y c o n st i t u t e s u ffic i e n t
b i t s t o fu l l y s p e c i fy t h e d e s i r e d d e s t i n a t i o n .
Ro u t i n g w o r d s d i r e c t l y s p e c i fy a d e s i r e d o u t p u t d i r e c t i o n s o t h a t m i n i m a l p r o c e s s i n g i s r e qu i r e d
t o h a n d l e e a c h i n c o m i n g co n e c t o n r e qu e s t . Ea c h r o u t i n g d e c i s i o n i s s i m p l e , a l l o w i n g s w i t c h i n g t o
o c c u r w i t h l o w o ve r h e a d . En d -t o -e n d a c k n o w l e d gm e n t s a l l o w r o u t e r s t o s i m p l y d i s c a r d u n r o u t a b l e
c o n n e c t i o n s .
4.13.2 Flexibility
By b e i n g m i n i m a l a n d u n c o m m i t t e d ,MRP c a n b e e a s i l y a d a p t e d t o a w i d e r a n ge o f h i gh e r -
l e ve l p r o t o c o l r e qu i r e m e n t s e ffic i e n t l y. Th e b a s i c p r o t o c o l i s l i gh t w e i gh t a n d u n e n c u m b e r e d w i t h
d e t a i l e d p a c k e t s e m a n t i c s . Th i s a l l o w s a p p l i c a t i o n s o r c u s t o m n e t w o r k i n t e r fa c e s t h ep p r t u n i y
t o i m p o s e t h e p a c k e t s t r u c t u r e w h i c h b e s t s u i t s t h e m . Tr a n s m i s s i o n l e n gt h i s u n l i m i t e d b y t h e b a s i c
r o u t e r p r o t o c o l a n d a s i n gl e c o n n e c t i o n m a y b e r e ve r s e d a n y n u m b e r o f t i m e s a s i s a p p r o p r i a t e fo r
e ffic i e n t d a t a t r a n s fe r s .
4.13.3 Distributed Routing
MRP h a s t h e d e s i r e d d i s t r i b u t e d r o u t i n g p r o p e r t y. No gl o b a l k n o w l e d ge i s r e qu i r e d t o r o u t e
t h r o u gh t h e n e t w o r k . Th e i n c o r p o r a t e d r a n d o m i za t i o n e ve n o b vi a t e s a n y r e qu i r e m e n t fo r gl o b a l
k n o w l e d ge o f fa u l t s . At t h e s a m e t i m e , l o c a l r e c o n figu r a t i o n c a n b e u s e d t o m a s k t h e e ffe c t s o f
fa u l t s w i t h o u t r e qu i r i n g a n y s i n gl e e nt i t y t o m a i n t a i n a n o t i o n o f t h e gl o b a l s t a t e o f t h e n e t w o r k .
Di l a t e d r o u t e r s a l l o w t h e n e t w o r k t o m a k e m o r e e ffic i e n t d e t a i l e d r o u t i n g d e c i s i o n s b a s e d o n l o c a l
i n fo r m a t i o n .
4.13.4 Fault Tolerance
En d -t o -e n d c h e c k s u m s a l l o w c o r r u p t e d c o n n e c t i o n s t o b e d e t e c t e d . So u r c e -r e s p o n s i b l e r e t r y
c o u p l e d w i t h e n d -t o -e n d a c k n o w l e d gm e n t s m a k e s c e r t a i n t h a te a c h d a t a s t r e a m i s s u c c e s s fu l l y
t r a n s m i t t e d t o t h e d e s i r e d d e s t i n a t i o n a t l e a s t o n c e . Th e c o m b i n a t i o n o f r an d o m i za t i o n i n p a t h
s e l e c t i o n a l o n g w i t h m u l t i p a t h n e t w o r k s a l l o w s t h e p r o t o c o l t o e ve n t u a l l y fin d a n y fa u l t fr e e p a t h
w h i c h e xi s t s b e t w e e n a s o u r c e a n d d e s t i n a t i o n p a i r . Th e a b i l i t y t o s h u t d o w n co n n e c t i o n s fr o m b o t h
e n d s o f a c o n n e c t i o n a l l o w s fa u l t y c o n n e c t i o n s t o b e c o l l a p s e d b y e i t h e r e n d p o i n t . To ge t h e r , t h e s e
fe a t u r e s c o m b i n e t o gu a r a n t e e t h a t :
1. An y d a t a c o r r u p t i o n i s d e t e c t e d
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2. An y fa i l e d o r c o r r u p t e d c o n n e c t i o n w i l l b e r e t r i e d u n t i l p o s i t i ve l ya c c p t e d b y d e s t i n a t i o n
3. As l o n g a s t h e n e t w o r k c o n t i n u e s t o c o m p l e t e l y c o n n e c t a l l c o m m u n i c a t i n g n o d e s , t h e p r o t o c o l
c a n d e t e r m i n e a fa u l t -fr e e p a t h w h i c h a l l o w s a n y c o n n e c t i o n t o b e m a d e
Th e s e fe a t u r e s a r e gu a r a n t e e d r e ga r d l e s s o f w h e t h e r t h e fa u l t i s d yn a m i c , s t a t i c , o r t r a n s i e n t a n d
e ve n w h e n fa u l t s o c c u r d u r i n g a n o n go i n g t r a n s m i s s i o n . Fu r t h e r , s i m p l e r e c o n figu r a t i o n o p t i o n s
c a n b e i n t e gr a t e d i n t o t h e p r o t o c o l t o m a k e i t p o s s i b l e t o m i n i m i ze t h e d e t r i m e n t a l e ffe c t s o f a n y
i d e n t i fie d , s t a t i c fa u l t s o n n e t w o r k p e r fo r m a n c e .
4.13.5 Fault Identification and Localization
A c o m b i n a t i o n o f fo r w a r d a n d b a c k w a r d c h e c k s u m s a l o n g w i t h c o n n e c t i o n s t a t u s i n fo r m a t i o n
p r o vi d eMRP w i t h t h e a b i l i t y t o l o c a t e a n d d e t e c t fa u l t s . Fo r w a r d c h e c k s u m s gu a r d a l l d a t a s t r e a m s
t h r o u gh t h e n e t w o r k t o m a k e s u r e t h a t n o fa u l t w h i c h a ffe c t s d a t a t r a n s m i s s i o n go e s u n d e t e c t e d .
Ba c k w a r d c h e c k s u m s p r o vi d e a n e s t i m a t e o f w h e r e fa u l t s m a y h a ve o c c u r r e d . Th e b a c k w a r d
c h e c k s u m s p r o vi d e a n a t -s p e e d i n d i c a t i o n o f t h e d a t a i n t e gr i t y b e t w e e n a s o u r c e a n d s o m e p o i n t
i n s i d e t h e n e t w o r k . St a t u s i n d i c a t i o n s h e l p l o c a l i ze fa u l t y r o u t i n g c o m p o n e n t s b y d e t ai l i n g t h e
a c t u a l p a t h t a k e n b y a n y r o u t e i n t h e n e t w o r k . St a t u s i n fo r m a t i o n a n d b a c k w a r d c h e c k s u m s fil l
p i p e l i n e r e ve r s a l s l o t s w h i c h h a ve n o d a t a t o t r a n s m i t o t h e r w i s e . As s u c h , t r a n s m i s s i o n o f t h i s
d a t a a d d s n o o ve r h e a d t o t h e r o u t i n g p r o t o c o l . Ad d i t i o n a l l y, s i n c e e n d -t o -e n d a c k n o w l e d gm e n t s
a c t u a l l y ve r i fy t h e i n t e gr i t y o f t h e r e c e i ve d d a t a , t h i s b a c k w a r d s t a t u s d a t a c a n b e i gn o r e d d u r i n g
n o r m a l o p e r a t i o n .
4.14 Summary
In t h i s c h a p t e r , w e h a ve d e s c r i b e d a s o u r c e -r e s p o n s i b l e , p i p e l i n e d c i r c u i t -s w i t c h e d r o u t i n g
p r o t o c o l s u i t a b l e fo r u s e w i t h m u l t i p a t h n e t w o r k s . We s a w t h a t r an d o m i za t i o n , c o u p l e d w i h e n d -
t o -e n d m e s s a ge c h e c k s u m s a n d s o u r c e -r e s p o n s i b l e r e t r y l e d t o a p r o t o c o l t h a t h a n d l e s d yn a m i c a l l y
o c c u r r i n g fa u l t s . We a l s o s a w t h a t s u c h a p r o t o c o l c o u l d b e r e a l i ze d w i t h l o w o ve r h e a d a n d s i m p l e ,
d e c e n t r a l i ze d c o n t r o l . Wi t h s o m e s i m p l e o p t i m i za t i o n t o t h e b a s i c p r o t o c o l , w e s a w h o w go o d
p e r fo r m a n c e c a n b e a c h i e ve d e ve n w h e n fa u l t s e xi s t i n t h e n e t w o r k . Fi n a l l y, w e s a w h o w t h e
p r o t o c o l w a s e a s i l y a d a p t e d t o a c c o m m o d a t e s e ve r a l p r a gm a t i c o p t i o n s w h i c h a r i s e b a s e d o n t h e
r e l a t i ve p e r fo r m a n c e w e c a n e xt r a c t fr o m o u r i m p l e m e n t a t i o n t e c h n o l o gy.
4.15 Areas to Explore
Th i s c h a p t e r h a s d e m o n s t r a t e d t h e e xi s t e n c e a n d d e t a i l s o f a p r o t o c o l s u i t a b l e fo r a c h i e vi n g go o d
p e r fo r m a n c e a n d d yn a m i c fa u l t -t o l e r a n c e w i t h l o w o ve r h e a d . Th e r e a r e s e ve r a l a r e a s w h i c h m e r i t
fu r t h e r e xp l o r a t i o n r e l a t i ve t o o p t i m i zi n g s u c h a p r o t o c o l . Ad d i t i o n a l l y, t h e r e a r e m a n y fe a t u r e s
s u gge s t e d i n t h i s c h a p t e r w h i c h c o u l d b e fu r t h e r qu a n t i fie d .
1. In Se c t i o n 4.7.3, w e n o t e d t h a t t h e r e a r e s e ve r a l o p t i o n s fo r w h e n a n d h o w t o r e t r a n s m i t fa i l e d
d a t a . Th e r e i s m u c h r o o m fo r u n d e r s t a n d i n g t h e b e s t s t r a t e gy fo r r e t r a n s m i s s i o n i n m ul t i p a t h
n e t w o r k s .
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2. Th e r o u t i n g s c h e m e d e s c r i b e d i n t h i s c h a p t e r i soblivious, i n t h a t n o i n fo r m a t i o n a b o u t d o w n -
s t r e a m n e t w o r k t r a ffic i s u s e d w h e n s e l e c t i n g a m o n g a va i l a b l e p a t h s . Th e qu a l i t y o f t h e r o u t e s
s e l e c t e d c o u l d b e i m p r o ve d i f r o u t e r s h a d s o m e i n fo r m a t i o n a b o u t t h e r e l a t i ve l i k e l i h o o d o f
s u c c e e d i n g i n r o u t i n g a co n n e c t i o n t h r o u gh a p a r t i c u l a r b a c k w a r d p o r t . Fi n d i n g a r e a s o n a b l y
s i m p l e a n d c h e a p w a y t o ge t t i m e l y c o n ge s t i o n i n fo r m a t i o n b a c k t o a r o u t i n g c o m p o n e n t
r e m a i n s a n i n t e r e s t i n g p r o b l e m . Fu r t h e r , u t i l i zi n g t h a t i n fo r m a t i o n i n a w a y t h a t d o e s n o t
d e s t r o y t h e fa u l t -t o l e r a n t p r o p e r t i e s o f t h e p r o t o c o l o r a d ve r s e l y a ffe c t t h e s p e e d w i t h w h i c h
r o u t i n g d e c i s i o n s c a n b e m a d e a l s o r e m a i n s a d i ffic u l t p r o b l e m .
3. In Ch a p t e r 3 w e p r e s e n t e d a ggr e ga t e d a t a fo r t h e p e r fo r m a n c e o f t h i s p r o t o c o l o n d i l a t e d
m u l t i p a t h n e t w o r k s . It w o u l d b e w o r t h w h i l e t o qu a n t i fy t h e r e l a t i ve b e n e fit s a s s o c i a t e d w i t h
e a c h o f t h e k e y fe a t u r e s . Pa r t i c u l a r l y, i t w o u l d b e d e s i r a b l e t o qu a n t i fy t h e fo l l o w i n g:
(a ) Th e b e n e fit ga i n e d b y u s i n g d i l a t e d r o u t e r s i n a n e t w o r k r a t h e r t h a n u s i n g a n e qu i va l e n t l y
s i ze d n o n -d i l a t e d r o u t e r s i n a n e xt r a -s t a ge n e t w o r k w i t h c o m p a r a b l e fa u l t -t o l e r a n c e
(b ) Th e b e n e fit o ffe r e d b y fa s t p a t h c o l l a p s i n g fo r va r i o u s n e t w o r k s a n d u s a ge p a t t e r n s
(c ) Th e b e n e fit o ffe r e d b y m a s k i n g fa u l t s a s o p p o s e d t o l e a vi n g t h e m e xp o s e d i n t h e n e t w o r k
(d ) Th e i m p a c t o f va r i o u s p i p e l i n i n g s t r a t e gi e s o n n e t w o r k p e r fo r m a n c e
(e ) Ho w w e l l t h i s h e u r i s t i c r o u t i n g s t r a t e gy s t a c k s u p a ga i n s t a c e n t r a l i ze d r o u t e r w h i c h
d o e s h a ve gl o b a l k n o w l e d ge o f a l l c o n n e c t i o n a t t e m p t s i n t h e n e t w o r k
4. Th e s t r a t e gy p r e s e n t e d h e r e i s b a s e d e n t i r e l y o n c i r c u i t s w i t c h i n g. It d e r i ve s m a n y o f i t s e n d -
t o -e n d b e n e fit s a n d t i m e l y r e t r i e s fo r l o w -l a t e n c y d a t a t r a n s m i s s i o n fr o m t h e c i r c u i t -s w i t c h e d
n a t u r e o f t h e p r o t o c o l . Ho w e ve r , w h e n t h e n e t w o r k b e c o m e s l a r ge , i n t e r m s o f t h e n u m b e r
o f p i p e l i n e s t a ge s r e qu i r e d t o ge t fr o m s o u r c e t o d e s t i n a t i o n , c o m p a r e d t o t h e l e n gt h o f t h e
t yp i c a l d a t a -s t r e a m , i t w i l l b e c o m e l e s s e ffic i e n t . In s u c h s c e n a r i o s , a c o n n e c t i o n i s h e l d o p e n
l o n ge r t o h o l d t h e c o n n e c t i o n fo r t h e r e p l y t h a n t o a c t u a l l y t r a n s m i t d a t a . We c a n c o n je c t u r e
t h a t i n s u c h a s i t u a t i o n p a c k e t s w i t c h i n g w o u l d u t i l i ze t h e i n t e r co n n e c t m o r e e ffic i e n t l y, b y
a l l o w i n g t h e r o u t e r r e s o u r c e s t o b e u s e d b y o t h e r c o n n e c t i o n s w h i l e w a i t i n g fo r t h e n e t w o r k
p i p e l i n e t o flu s h a n d r e fil l i n t h e r e ve r s e d i r e c t i o n . It w o u l d t h u s b e i n t e r e s t i n g t o fin d a p a c k e t
s w i t c h i n g s c h e m e w h i c h o ffe r s c o m p a r a b l e fa u l t t o l e r a n c e a n d l o w -l a t e n c y c o m m u n i c a t i o n
b e n e fit s a s t h i s p r o t o c o l w h i l e a l l o w i n g m o r e e ffic i e n t u s e o f r o u t i n g r e s o u r c e s .
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5. Testing and Reconfiguration1
In t h i s c h a p t e r w e c o n s i d e r h o w t o d e a l w i t h fa i l u r e s i n t h e n e t w o r k . In t h e p r e vi o u s c h a p t e r s ,
w e n o t e d t h a t t h e n e t w o r k a n d r o u t i n g p r o t o c o l a l l o w u s t o c o n t i n u e p r o p e r o p e r a t i o n o b l i vi o u s o f
a n y k n o w l e d ge a b o u t w h y c o n n e c t i o n s fa i l . Ho w e ve r , w e a l s o n o t e d t h a t t h e r e i s a p e r fo r m a n c e
b e n e fit a s s o c i a t e d w i t h m a s k i n g t h e e ffe c t s o f fa u l t s . Fu r t h e r , i t i s u s e fu l t o a s s e s s t h e i n t e gr i t y o f
t h e n e t w o r k . In t h i s c h a p t e r , w e d e ve l o p r e l i a b l e m e c h a n i s m s fo r i d e n t i fyi n g a n d m a s k i n g fa u l t s
a n d d i s c u s s t h e i r u t i l i t y.
5.1 Dealing with Faults
Th e p r i m a r y qu e s t i o n t o a d d r e s s i s : “Wh a t d o w e d o a b o u t fa u l t s i n t h e n e t w o r k ?” As n o t e d i n
t h e p r e vi o u s c h a p t e r , w e c o u l d d o n o t h i n g. As l o n g a s t h e n e t w o r k c o n t i n u e s t o c o m p l e t e l y c o n n e c t
a l l c o m m u n i c a t i n g p r o c e s s o r s vi a s o m e p a t h , c o r r e c t o p e r a t i o n w i l l c o n t i n u e . Un fo r t u n a t e l y, i f w e
d o n o t h i n g, t h e r e a r e a n u m b e r o f i m p o r t a n t t h i n gs w h i c h w e d o n o t k n o w . We d o n o t k n o w :
1. Ho w m a n y fa u l t s h a ve o c c u r r e d i n t h e n e t w o r k .
2. If t h e c o m p l e t e c o n n e c t i vi t y r e qu i r e m e n t h a s b e e n vi o l a t e d
3. Ho w c l o s e t h e a c c u m u l a t e d fa u l t s c o m e t o vi o l a t i n g a n y co n n e c t i vi t y r e qu i r e m e n t s
4. Wh i c h c o m p o n e n t s a r e fa u l t y s o t h a t t h e y c a n b e r e p a i r e d
We e s t a b l i s h e d i n Se c t i o n 4.9.1 t h a t m a s k i n gk n o w n fa u l t s d o e s h a ve a p e r fo r m a n c e b e n e fit . As
i n t r o d u c e d i n Se c t i o n 2.1.1 s o m e c o m p u t i n g m o d e l s m a y a l l o wn o d e s t b e i s o l a t e d fr o m t h e
n e t w o r k . In s u c h c a s e s i t i s i m p o r t a n t t o d e t e r m i n e w h e n i s o l a t i o n h a s o c c u r r e d a n d , p e r h a p s ,
gu a r a n t e e t h a t o n c e i s o l a t i o n h a s o c c u r r e d t h e i s o l a t e d p r o c e s s o r (s ) d o n o t r e jo i n c o m p u t a t i o n i n a n
u n c o n t r o l l e d w a y.
Eve n t h o u gh w e c a n o p e r a t e o b l i vi o u s o f t h e d e t a i l e d n a t u r e o f fa u l t s i n t h e n e t w o r k , w e st i l l
h a ve r e a s o n t o b e c o n c e r n e d a b o u t w h e r e fa u l t s h a ve o c c u r r e d a n d h o w w e c a n l e s s e n t h e i r i m p a c t
o n s ys t e m p e r fo r m a n c e . We w a n t t h e a b i l i t y t o :
1. Id e n t i fy fa u l t y c o m p o n e n t a n d i n t e r c o n n e c t
2. Re c o n figu r e t h e n e t w o r k t o m a s k k n o w n fa u l t s
Id e n t i fyi n g fa u l t y c o m p o n e n t s a n d i n t e r c o n n e c t i s u s e fu l i n s e ve r a l w a ys . Th i s i n fo r m a t i o n i s
n e c e s s a r y fo r t h e s ys t e m t o r e c o n figu r e i t s e l f t o a vo i d t h e fa u l t y c o m p o n e n t s . It i s a l s o ne c e s s r y t o
d e t e r m i n e w h i c h u n i t s n e e d p h ys i c a l r e p l a c e m e n t w h e n t h e s ys t e m i s s c h e d u l e d fo r m a n u a l r e p a i r .
Ha vi n g a n e s t i m a t e o f t h e fa u l t s i n t h e n e t w o r k i s a l s o n e c e s s a r y t o i d e n t i fy w h e n i s o l a t i o n o c c u r s o r
1Po r t i o n s o f t h i s d i s c u s s i o n w e r e fir s t p r e s e n t e d a s [De H92]
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h o w l i k e l y i s o l a t i o n w i l l o c c u r w h e n n e w fa u l t s a r i s e . We h a ve a l r e a d y a r gu e d t h a t r e c o n figu r a t i o n
a l l o w s i m p r o ve d p e r fo r m a n c e i n t h e p r e s e n c e o f fa u l t s . Re c o n figu r a t i o n i s a l s o a k e y m e c h a n i s m
fo r fa c i l i t a t i n g o n -l i n e r e p a i r .
In o r d e r fo r t h i s i d e n t i fic a t i o n a n d r e c o n figu r a t i o n t o w o r k r e l i a b l y a n d e ffic i e n t l y fo r o u r
l a r ge -s c a l e m u l t i p r o c e s s o r , i t m u s t fu n c t i o n :
1. Wi t h o u t h u m a n i n t e r ve n t i o n
2. Wi t h o u t t a k i n g t h e e n t i r e m a c h i n e o u t o f s e r vi c e
In n o r m a l o p e r a t i o n , w e e xp e c t t h e s ys t e m c o m p r i s i n g o u r m u l t i p r o c e s s o r t o i d e n t i fye a c h fa u l t
s o m e t i m e a ft e r i t o c c u r s a n d r e c o n figu r e a r o u n d i t . We e xp e c t t h i s t o h a p p e n a u t o m a t i c a l l y a n d
c o n t i n u o u s l y w h i l e t h e s ys t e m r u n s . Fo r l a r ge -s c a l e m ul t i p r o c e s s o r s w h i c h m a y h a ve fr e qu e n t fa u l t
o c c u r r e n c e s (e.g. MTTF o f 6 m i n u t e s a s i n Se c t i o n 2.5), i t i s i n e ffic i e n t a n d o ft e n i m p o s s i b l e
t o b r i n g t h e e n t i r e m a c h i n e o u t o f n o r m a l o p e r a t i o n i n o r d e r t o p e r fo r m fa u l t d i a gn o s t i c s a n d
r e c o n figu r a t i o n . Fu r t h e r , w i t h n e t w o r k s o f t h i s s i ze a n d p o t e n t i a l fa u l t fr e qu e n c y, a p e r s o n c a n n o t
m a n a ge t h e r e c o n figu r a t i o n r e l i a b l y, m u c h l e s s e c o n o m i c a l l y.
Fi n a l l y, w e e xp e c t o u r fa u l t i d e n t i fic a t i o n a n d r e c o n figu r a t i o n t o b e r e l i a b l e . If t h e s e fu n c t i o n s
a r e n o t r o b u s t a ga i n s t fa u l t s , t h e y m a y w e l l b e u s e l e s s w h e n a c t u a l l y n e e d e d a n d c o u l d p r e s e n t a
l i a b i l i t y t o s ys t e m i n t e gr i t y.
5.2 Scan-Based Testing and Reconfiguration
As i n t r o d u c e d i n Se c t i o n 2.2, t h e IEEE s t a n d a r d t e s t -a c c e s s p o r t a n db o u a r y s c a n a r c h i t e c t u r e
[Co m 90] i s e m e r gi n g a s a n i n d u s t r y s t a n d a r d fo r c o m p o n e n t a n d b o a r d t e s t i n g. Us i n g m o d e r a t e
o ve r h e a d , t h e s t a n d a r d a l l o w s fu n c t i o n a l t e s t i n g o f c o m p o n e n t s a n d s t r u c t u r a l t e s t i n g o f i n t e r c o n n e c t .
Ad d i t i o n a l l y, t h e s t a n d a r d a l l o w s c o m p o n e n t s p e c i fic r e gi s t e r s w h i c h c a n b e a d a p t e d fo r u s e i n
c o m p o n e n t c o n figu r a t i o n .
Ho w e ve r , t h e IEEE s t a n d a r d TAP a r c h i t e c t u r e h a s d r a w b a c k s w h i c h m a k e i t u n s u i t a b l e fo r u s e
i n l a r ge -s c a l e , fa u l t -t o l e r a n t s ys t e m s . Th e s i n gu l a r a n d s e r i a l n a t u r e o f t h e s c a n p a t h e xp o s e s a
c r i t i c a l , s i n gl e p o i n t o f fa i l u r e i n t h e t e s t s ys t e m . Ar c h i t e c t s a r e fo r c e d e i t h e r t o u s e a fe w l o n g
s e r i a l s c a n c h a i n s o r t o u s e m a n y s h o r t s c a n c h a i n s . Th e fo r m e r a l l o w s a fa u l t i n a s c a n p a t h t o
a ffe c t a l a r ge n u m b e r o f c o m p o n e n t s w h i l e t h e l a t t e r r e qu i r e s s i gn i fic a n t w i r i n g fo r t h e c o n t r o l o f
m a n y s c a n p a t h s . Fu r t h e r m o r e , t h e s t a n d a r d TAP a r c h i t e c t u r e i n t e gr a t e s n o fa c i l i t i e s fo r b r i n gi n g
s m a l l p o r t i o n s o f t h e s ys t e m i n t o d i a gn o s t i c m o d e w h i l e l e a vi n g t h e r e m a i n d e r o f t h e s ys t e m i n
n o r m a l o p e r a t i o n . As n o t e d i n t h e p r e vi o u s s e c t i o n , i t i s i n e ffic i e n t t o r e m o ve t h e e n t i r e s ys t e m
fr o m n o r m a l o p e r a t i o n fo r fa u l t d i a gn o s i s .
5.3 Robust and Fine-Grained Scan Techniques
In t h i s s e c t i o n , w e p r e s e n t t h r e e s i m p l e a d d i t i o n s t o s t a n d a r d s c a n p r a c t i c e s w h i c h a l l o w s c a n
t e c h n i qu e s t o b e u t i l i ze d e ffe c t i ve l y i n a fa u l t -t o l e r a n t s e t t i n g. Th e b a s i c t e c h n i qu e s i n t ro d u c e d a r e :
1. Mu l t i -TAP s c a n a r c h i t e c t u r e –e a c h c o mp o n e n t i s gi ve n m ul t i p l e t e s t -a c c e s s p o r t s a l l o w i n g
t h e c o m p o n e n t t o b ea c c e s s e d fr o m a n y o f s e ve r a l s c a n p a t h s .
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2. Po r t -b y-p o r t s e l e c t i o n – e a c hp rt o n a c o m p o n e n t c a n b e i n d e p e n d e n t l y d i s a b l e d (Se e
Se c t i o n 4.9.1).
3. Pa r t i a l -e xt e r n a l s c a n – e a c hport c a n b e s c a n n e d i n b o u n d a r y-t e s t m o d e i n d e p e n d e n t l y o f t h e
o p e r a t i o n o f o t h e r p o r t s o n t h e s a m e c o m p o n e n t .
Wi t h t h e s e a d d i t i o n s , a s c a n -b a s e d d i a gn o s t i c a n d r e c o n figu r a t i o n s c h e m e w i l l s a t i s fy o u r n e e d s fo r
r o b u s t , m i n i m a l l y i n t r u s i ve fa u l t l o c a l i za t i o n a n d r e p a i r .
5.3.1 Multi-TAP
Su p p o r t i n g m ul t i p l e t e s t -a c c e s s p o r t s o n a s i n gl e c o mp o n e n t i s a s i m p l e e xt e n s i o n o f t h e
r e d u n d a n t r e s o u r c e a n d i n t e r c o n n e c t i d e a s . Wi t h m ul t i p l e t e s t -a c c e s s p o r t s , a c o mp o n e n t ’s s c a n
c a p a b i l i t i e s c a n b ea c c e s s e d t h r o u gh a n y o f m ul t i p l e , s e r i a l s c a n p a t h s . Th i s a l l o w s t h e c o mp o n e n t
t o b e t e s t e d a n d r e c o n figu r e d e ve n w h e n t h e r e a r e fa u l t s a l o n g s o m e o f i t s s c a n p a t h s . Fu r t h e r , w i t h
m u l t i p l e TAPs o n a s i n gl e c o mp o n e n t , s c a n p a t h s c a n b e a r r a n ge d s o t h a t a m i n i m u m n u m b e r o f
c o m p o n e n t s a r e s e ve r e d fr o m t h e s c a n t e s t s ys t e m b y m ul t i p l e s c a n -p a t h fa u l t s . Fo r i n s t a n c e , w e
c a n a r r a n ge t h e s c a n p a t h s i n a s ys t e m w i t h d u a l -TAP c o m p o n e n t s s u c h t h a t n o t w o c o m p o n e n t s
a r e o n t h e s a m e p a i r o f s c a n p a t h s . Th i s gu a r a n t e e s t h a t t w o fa u l t y s c a n p a t h s w i l l m a k e a t m o s t
o n e c o m p o n e n t i na c c e s s i b l e . Fi gu r e 5.1 s h o w s a gr i d d e d to p o l o gy w h i c h h a s t h i s p r o p e r t y.
Wh e n a d d i n g r e d u n d a n t s c a na c c e s s t o a c o mp o n e n t , t h e r e a r e s e ve r a l i s s u e s w h i c h m u s t b e
a d d r e s s e d t o a s s u r e u s t h a t w e c a n r e a l i ze t h e p o t e n t i a l b e n e fit s o f h a vi n g m u l t i p l e TAPs . We m u s t
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a d d r e s s t h e i s s u e o f r e s o u r c e c o n t e n t i o n b e t w e e n t h e s c a n p a t h s . Fo r e xa m p l e , t w o s c a n p a t h s
c a n n o t b o t h p e r fo r m a b o u n d a r y s c a n t h r o u gh t h e s a m e c o m p o n e n t a t t h e s a m e t i m e . We m u s t
a l w a ys h a ve t h e a b i l i t y t o c o n t r o l a c o mp o n e n t ’s s c a n p a t h s fr o m a n o n -fa u l t y p a t h . Th i s m e a n s w e
m u s t b e a b l e t o m i n i m i ze o r e l i m i n a t e a n y p o t e n t i a l fo r i n t e r fe r e n c e fr o m a n y fa u l t y p a t h (s ). We
c a n a c h i e ve t h e s e go a l s u s i n g t w o s i m p l e t e c h n i qu e s :
1. Re s o u r c e c o n fli c t r e s o l u t i o n i n fa vo r o f t h e m o s t r e c e n t r e qu e s t e r
2. Sp a r s e e n c o d i n g o f s c a n i n s t r u c t i o n s
Conflict Resolution
Pr e s u m a b l y, a c c e s s t o t h e s c a n p a t h s i s b e i n g c o o r d i n a t e d a t s o m e l e ve l i n t h e s ys t e m . If
e ve r yt h i n g i s w o r k i n g p r o p e r l y, t h e r e s h o u l d n e ve r b e a r e s o u r c e c o n fli c t w i t h i n a c o m p o n e n t .
Ho w e ve r , w e a r e c o n c e r n e d w i t h a s s u r i n g t h a t r e a s o n a b l e b e h a vi o r w i l l r e s u l t e ve n w h e n p a r t s o f
t h e s ys t e m a r e n o t b e h a vi n g p r o p e r l y. We gi ve e a c h TAP i t s o w n i n s t r u c t i o n r e gi s t e r a n d b yp a s s
r e gi s t e r . Th e s e r e gi s t e r s b e h a ve e xa c t l y a s i n a s t a n d a r d TAP [Co m 90]. Di ffe r e n c e s i n TAP b e h a vi o r
a r i s e w h e n m u l t i p l e TAPs a t t e m p t t oa c c e s s t h e s a m e s c a n r e gi s t e r s . Th i s w o u l d o c c u r w h e n e ve r
t h e d i ffe r e n t TAPs a t t e m p t e d t o l o a d i n s t r u c t i o n s t h a t r e fe r e n c e d t h e s a m e s c a n p a t h s o n c h i p . Th e
s i m p l e c o n fli c t r e s o l u t i o n s c h e m e i s t o gi ve t h e TAP l o a d i n g a n i n s t r u c t i o n m o s t r e c e n t l y a c c e s s t o
t h e p a t h . Wh e n t h e n e w i n s t r u c t i o n i s l o a d e d , t h e i n s t r u c t i o n i n a n y c o n fli c t i n g TAP i s r e s e t t o t h e
b yp a s s i n s t r u c t i o n . Si n c e e a c h TAP h a s i t s o w n b yp a s s r e gi s t e r , t h e r e w i l l b e n o c o n fli c t fo r a c c e s s
t o t h e b yp a s s r e gi s t e r . As s u m i n g w e c a n s u ffic i e n t l y m i n i m i ze t h e c h a n c e s t h a t a fa u l t y s c a n p a t h
c a n s u c c e s s fu l l y l o a d a n o n -b yp a s s i n s t r u c t i o n i n t o i t s i n s t r u c t i o n r e gi s t e r , t h i s s c h e m e s a t i s fie s o u r
fa u l t -t o l e r a n c e c r i t e r i o n . Th e s c h e m e a l l o w s a n o n -fa u l t y s c a n p a t h t o w r e s t a c o m p o n e n t ’s s c a n
r e s o u r c e s a w a y fr o m a fa u l t y s c a n p a t h . Fi gu r e 5.2 s h o w s a p o s s i b l e a r c h i t e c t u r e fo r a c o m p o n e n t
w i t h t w o t e s t -a c c e s s p o r t s .
Sparse Scan Instruction Encoding
Th e IEEE TAP p r o t o c o l fo r l o a d i n g i n s t r u c t i o n s i s s u ffic i e n t l y i n vo l ve d a s t o p r e ve n t a fa u l t y
s c a n p a t h fr o m s u c c e s s fu l l y l o a d i n g a n i n s t r u c t i o n i n m o s t c a s e s . Ho w e ve r , w e w o u l d l i k e a s t r o n ge r
gu a r a n t e e t h a t fa u l t y b e h a vi o r w i l l n o t i n t e r fe r e w i t h n o n -fa u l t y a c c e s s t o a c o mp o n e n t . Si m p l e
fa u l t s , s u c h a s s t u c k -a t fa u l t s o n t h e c l o c k (TCK) o r m o d e (TMS) l i n e s w i l l p r e ve n t a p a t h fr o m b e i n g
a b l e t o l o a d a n i n s t r u c t i o n . A s t u c k -a t fa u l t i n t h e d a t a l i n e s o r d a t a -p a t h o f a c o m p o n e n t (TDI, TDO)
w i l l fo r c e t h e d o w n s t r e a m c o m p o n e n t TAPs t o s e e a l l ze r o s o r o n e s , m a k i n g i t p o s s i b l e fo r fa u l t s i n
t h e d a t a l i n e s t o c a u s e i n s t r u c t i o n s w i t h a l l ze r o s o r o n e s t o b e l o a d e d . Of c o u r s e , s t u c k -a t fa u l t s a r e
n o t t h e o n l y k i n d o f fa u l t o u r s ys t e m m u s t c o n t e n d w i t h . Sp a r s e i n s t r u c t i o n e n c o d i n g i s a s i m p l e
w a y t o m a k e t h e l i k e l i h o o d t h a t a fa u l t y p a t h c a n l o a d a va l i d i n s t r u c t i o n a r b i t r a r i l y s m a l l .
Th e b a s i c i d e a i n s p a r s e e n c o d i n g i s t o m a k e t h e n u m b e r o f l e ga l e n c o d i n gs s m a l l i n c o m p a r i s o n
t o t h e n u m b e r o f p o s s i b l e e n c o d i n gs . Th e n o n -l e ga l i n s t r u c t i o n e n c o d i n gs a l l ge t t r e a t e d a s b yp a s s
i n s t r u c t i o n s s o t h a t t h e y c a n n o t i n t e r fe r e w i t h t h e n o r m a l o p e r a t i o n o f t h e c o m p o n e n t . Er r o r
c o r r e c t i n g a n d d e t e c t i n g c o d e s i n c o m m o n u s e fo r d a t a s t o r a ge a n d t r a n s m i s s i o n [GC82] [PW72]
a r e c o m m o n e xa m p l e s o f s p a r s e e n c o d i n gs . In t h i s a p p l i c a t i o n , w e a r e c o n c e r n e d w i t h d e t e c t i n g
e r r o r s a n d p r e ve n t i n g t h e m fr o m c o r r u p t i n g n o n -fa u l t y o p e r a t i o n , n o t c o r r e c t i n g e r r o r s . If, fo r
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Ea c h s c a n p a t h h a s i t s o w n i n s t r u c t i o n r e gi s t e r , b yp a s s r e gi s t e r , a n d TAP c o n t r o l l e r .
Ea c h o f t h e s e i s i d e n t i c a l t o t h e t h e i r c o u n t e r p a r t s i n a s i n gl e -TAP c o m p o n e n t .
Th e p r i m a r y d i ffe r e n c e i n t h e s c a n a r c h i t e c t u r e a s a r e s u l t o f t h e m u l t i p l e TAPs i s
t h e i n s t r u c t i o n d e c o d e a n d c o n fli c t r e s o l u t i o n u n i t w h i c h r e p l a c e s t h e i n s t r u c t i o n
d e c o d e u n i t i n a s i n gl e -TAP c o m p o n e n t .
Fi gu r e 5.2: Sc a n Ar c h i t e c t u r e fo r Du a l -TAP Co mp o n e n t
e xa m p l e , w e u s e d a s i m p l e i n s t r u c t i o n e n c o d i n g s c h e m e w h i c h c o m p u t e s a nm-b i t c h e c k s u m o n
a nn-b i t d a t a w o r d , t h e s p a c e o f p o s s i b l e i n s t r u c t i o n w o r d s i s 2(n+m) w h e r e a s t h e s p a c e o f l e ga l
i n s t r u c t i o n c o d e s i s 2n. If w e a s s u m e t h a t t h e c l o c k a n d m o d e b i t s b e h a ve i n e xa c t l y t h e c o r r e c t
m a n n e r t o l o a d i n a n i n s t r u c t i o n , b u t t h a t t h e d a t a l i n e s h o l d r a n d o m d a t a , t h e c h a n c e s o f a l e ga l
c o d e w o r d ge t t i n g l o a d e d a r e :
P
random load
=
n u m b e r o f l e ga l c o d e s
n u m b e r o f p o s s i b l e c o d e s=
2n
2n+m
= 2 m
Of c o u r s e , w h e n c h o o s i n g a c h e c k s u m , o n e s h o u l d m a k e s u r e t h a t t h e a l l ze r o a n d a l l o n e c o d e
w o r d s a r e n o t l e ga l , c h e c k s u m m e d i n s t r u c t i o n e n c o d i n gs .
Mc Hu gh a n d Wh e t s e l p r o p o s e a d d i n g p a r i t y t o i n s t r u c t i o n e n c o d i n gs[MT90] t o i d e n t i fy c o r -
r u p t e d i n s t r u c t i o n w o r d s . Sp a r s e e n c o d i n g i s a m o r e ge n e r a l e n c o d i n g s c h e m e w h i c h a l l o w s s t r o n ge r
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p r o t e c t i o n a ga i n s t d a t a c o r r u p t i o n .
Costs
Re vi e w i n g t h e d u a l -TAP e xa m p l e s h o w n i n Fi gu r e 5.2, w e s e e t h a t t h e a d di t i o n a l c o s t s a s s o c i a t e d
w i t h a m u l t i -TAP c o mp o n e n t a r e :
 Fo u r a d d i t i o n a l i / o p i n s p e r a d d i t i o n a l TAP
 On e a d d i t i o n a l i n s t r u c t i o n a n d b yp a s s r e gi s t e r p e r a d d i t i o n a l TAP
 On e a d d i t i o n a l o u t p u tMUX p e r a d d i t i o n a l TAP
 On e c o n fli c t r e s o l u t i o n u n i t
 Ad d i t i o n a l i n p u tMUXe s fo r e a c h s h a r e d r e gi s t e r p a t h
Fo r m o s t m o d e r n c o m p o n e n t s , t h e l i m i t e d r e s o u r c e i s i / o p i n s (Se e Se c t i o n2.7.1) r a t h e r t h a n si l i c o n
a r e a . As s u c h , t h e a d d i t i o n a l i / o p i n s w i l l ge n e r a l l y b e t h e fir s t o r d e r c o s t a s s o c i a t e d w i t h a Mu l t i -
TAP c o n t r o l l e r . No t e t h a t t h e s i ze o f t h e c o n fli c t r e s o l u t i o n u n i t i s p r o p o r t i o n a l t o t h e p r o d u c t o f
t h e n u m b e r o f p o t e n t i a l l y s h a r e d r e s o u r c e s a n d t h e n u m b e r o f TAPs .
Compatibility
As n o t e d a b o ve , i n t h e fa u l t -fr e e c a s e , i f b o t h s c a n p a t h s t h r o u gh a c o m p o n e n t d o n o t a t t e m p t t o
a c c e s s t h e s a m e c o mp o n e n t r e gi s t e r , t h e m ul t i -TAP c o mp o n e n t w i l l b e h a ve i d e n t i c a l l y t o a s t a n d a r d
s i n gl e -TAP c o m p o n e n t . Mul t i -TAP c o mp o n e n t s p l a c e a n a d di t i o n a l b u r d e n o n t h e s o ft w a r e t o
a s s u r e t h a t t h e s c a n p a t h s t h r o u gh a gi ve n c o m p o n e n t n e ve r a t t e m p t t o l o a d c o n fli c t i n g i n s t r u c t i o n s .
In t h e fa u l t y c a s e , a s l o n g a s t h e r e i s a n o n -fa u l t y p a t h t h r o u gh a c o m p o n e n t , t h e fa u l t -fr e e p a t h
c a n b e u s e d a s a s t a n d a r d TAP a s l o n g a s t h e fa u l t y p a t h d o e s n o t m a n a ge t o l o a d a c o n fli c t i n g
i n s t r u c t i o n . A s t a n d a r d s i n gl e -TAP c o m p o n e n t m a y b e u s e d i n a s ys t e m o r s c a n p a t h w i t h m ul t i -TAP
c o m p o n e n t s , b u t t h e s i n gl e -TAP c o m p o n e n t i s s u s c e p t i b l e t o a n y fa u l t s i n i t s s i n gl e TAP o r TAP
c o n t r o l l i n e s .
5.3.2 Port-by-Port Selection
Se c t i o n 4.9.1 i n t ro d u c e d t h e i d e a o f p o r t d e s e l e c t i o n fo r fa u l t -m a s k i n g. Th e s e m a n t i c s o f
d i s a b l i n g a p o r t i n t h i s m a n n e r i m p l y t h a t t h e c o m p o n e n t w i l l i gn o r e t h e p o r t t h r o u gh o u t t h e t i m e
i n w h i c h t h e p o r t i s d i s a b l e d . Th i s m e a n s t h e c o m p o n e n t w i l l n o t a c k n o w l e d ge a n y a c t i vi t y o n
t h e d i s a b l e d p o r t , a n d t h e c o m p o n e n t w i l l a l w a ys c h o o s e t o a vo i d t h e d i s a b l e d p o r t w h e n s e e k i n g
s e r vi c e . Fr o m t h e s c a n p a t h , p o r t s e l e c t i o n / d e s e l e c t i o n i s s i m p l y a c c e s s e d a s a n i n t e r n a l c o mp o n e n t
c o n figu r a t i o n r e gi s t e r .
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5.3.3 Partial-External Scan
On c e w e h a ve a w a y t o s e l e c t i ve l y r e m o ve s o m e p o r t s o n a c o m p o n e n t fr o m n o r m a l o p e r a t i o n ,
i t m a k e s s e n s e t o b e a b l e t o p e r fo r m s c a n t e s t i n g o n e a c h c o mp o n e n o n a p r t -b y-p o r t b a s i s . Th i s
c a p a b i l i t y gi ve s u s fin e r gr a n u l a r i t y c o n t r o l o ve r t h e s c a n p a t h s a l l o w i n g u s t o p e r fo r m s c a n t e s t s
o n s u b s e t s o f t h e s ys t e m w h i l e t h e r e s t o f t h e s ys t e m r e m a i n s i n o p e r a t i o n .
To s u p p o r t p a r t i a l -e xt e r n a l s c a n , t h e c o m p o n e n t n e e d s t o h a n d l e a d di t i o n a l i n s t r u c t i o n s a i m d
a t s e l e c t i n g t h e a p p r o p r i a t e s u b s e t o f t h e n o r m a l b o u n d a r y-s c a n p a t h . Ad di t i o n a lMUXe s i t h e
b o u n d a r y-s c a n p a t h w i l l b e ne c e s s a r y t o b yp a s s t h e p o r t i o n s o f t h e n o r m a l b o u n d a r y p a t h w h i c h a r e
n o t b e i n g s c a n n e d d u r i n g a p a r t i c u l a r p a r t i a l -s c a n o p e r a t i o n .
5.4 Fault Identification
Wh i l e d e s c r i b i n gMRP i n Se c t i o n 4.7.3, w e n o t e d t h a t co n n e c t i o n s c o u l d fa i l w h e n t h e p r o t o c o l
a p p e a r e d t o b e vi o l a t e d , w h e n t h e d e s t i n a t i o n r e je c t e d t h e i n c o m i n g d a t a s t r e a m , o r w h e n a c o n n e c -
t i o n w a s b l o c k e d . An y o f t h e s e c a s e s c o u l d b e i n d i c a t i ve o f fa u l t s i n t h e n e t w o r k . Bl o c k i n g o c c u r s
e ve n i n t h e a b s e n c e o f fa u l t s a n d i s t h e o n l y c a s e w h i c h d o e s n o t n e c e s s a r i l y i m p l y a fa u l t o f s o m e
s o r t h a s o c c u r r e d . No n e t h e l e s s , s o m e fa u l t s m a y m a n i fe s t t h e m s e l ve s a s b l o c k i n g. Ad d i t i o n a l l y,
t h e r o u t e r c h e c k s u m s , i f c h e c k e d , p r o vi d e a n o t h e r i n d i c a t i o n o f w h e n a n d w h e r e fa u l t s m a y h a ve
o c c u r r e d .
Th e fa u l t i d e n t i fic a t i o n p r o vi d e d b yMRP i n t h i s w a w i l l gi ve u s a n i n d i c a t i o n o f w h e n fa u l t s
h a ve o c c u r r e d a n d m a y p r o vi d e e n o u gh c l u e s t o n a r r o w t h e s e a r c h s p a c e fo r p i n p o i n t i n g t h e fa u l t s .
Ho w e ve r ,MRP’s fa u l t i d e n t i fic a t i o n ge n e r a l l y d o e s n o t t e l l u s e xa c t l y w h a t i s fa u l t y. Exc e s s i ve
b l o c k i n g m a y b e d u e t o fa u l t s o r d u e t o h i gh c o n ge s t i o n . Co r r u p t e d p a c k e t s c o u l d b e d u e t o
i n fr e qu e n t , t r a n s i e n t fa u l t s o r d u e t o s t a t i c fa u l t s . It i s o ft e n u s e fu l t o d i s t i n gu i s h t h e t w o , a s
i t m a k e s s e n s e t o r e c o n figu r e t o m a s k o u t s t a t i c fa u l t s b u t i t m a y n o t m a k e s e n s e t o m a s k o u t
i n fr e qu e n t , t r a n s i e n t fa u l t s . Si n c e t h e c h e c k s u m d a t a t r a ve l s b a c k a l o n g t h e p a t h o f r o u t e r s , i t i s
a l w a ys p o s s i b l e t h a t a n y c o r r u p t i o n i s i n s e r t e d b y a r o u t e r b e t w e e n t h e n e t w o r k i n p u t a n d t h e a c t u a l
s o u r c e o f t h e d a t a . A r o u t e r c l o s e r t o t h e n e t w o r k i n p u t c o u l d c o r r u p t t h e c h e c k s u m a n d s t a t u s d a t a
o f a r o u t e r fu r t h e r a w a y. Si m i l a r l y, a n y r o u t e r c o u l d b e r e s p o n s i b l e fo r c o r r u p t i n g d a t a r e t u r n e d
fr o m t h e d e s t i n a t i o n . Fo r t h e s e r e a s o n s , w e n e e d a s e p a r a t e m e c h a n i s m fo r ve r i fyi n g t h e i n t e gr i t y
o f e a c h s u s p e c t e l e m e n t i n t h e n e t w o r k .
In t h e m o s t n a i ve c a s e , w e c o u l d m o ve t h e e n t i r e s ys t e m i n t o t e s t m o d e a n d u s e t h e s t a n d a r d
b o u n d a r y a n d i n t e r n a l s c a n fa ci l i t i e s t o t e s t t h e i n t e gr i t y o f e ve r y co n n e c t i o n a n d e ve r y c o m p o n e n t .
In t h i s m a n n e r , a l l s t r u c t u r a l fa u l t s i n t h e i n t e r c o n n e c t i o n c a n b e i d e n t i fie d a n d a l l fu n c t i o n a l
c o m p o n e n t fa u l t s m a t c h i n g o u r m o d e l (Se c t i o n2.1.1) c a n b d e t e r m i n e d . Re a l fa u l t y w i r e s a n d
c o m p o n e n t s c a n b e d i ffe r e n t i a t e d fr o m t r a n s i e n t fa u l t s a n d c o n ge s t e d o p e r a t i o n w h i c h m a y t r i gge r
fa l s e fa u l t t h e o r i e s .
Ho w e ve r , i f t h e s ys t e m i s l a r ge , t h e i m p a c t o f r e m o vi n g t h e e n t i r e s ys t e m fr o m n o r m a l o p e r a t i o n
fo r t e s t i n g c a n b e s i gn i fic a n t . Th e l a r ge r t h e s ys t e m , t h e h i gh e r t h e r a t e o f s i n gl e c o m p o n e n t fa u l t s
a n d t h e l a r ge r t h e a m o u n t o f h a r d w a r e t h a t m u s t b e r e m o ve d fr o m s e r vi c e fo r d i a gn o s i s . Fo r
s u ffic i e n t l y l a r ge s ys t e m s , i t i s o ft e n n e i t h e r e c o n o m i c a l n o r p r a c t i c a l t o r e m o ve t h e e n t i r e s ys t e m
fr o m s e r vi c e .
Wi t h t h e a d d i t i o n a l s u p p o r t d e s c r i b e d i n Se c t i o n5.3, w e c a n m a k e h e t e s t i n g s i gn i fic a n t l y l e s s
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i n t r u s i ve . Th e a d d i t i o n o f p o r t -b y-p o r t s e l e c t i o n a n d p a r t i a l -e xt e r n a l s c a n p r o vi d e s fin e -gr a i n c o n t r o l
o f s c a n t e s t i n g. At a gi ve n t i m e , w e c a n i s o l a t e a m i n i m a l s u b s e t o f t h e s ys t e m t h a t i s s u s p e c t e d
fa u l t y a n d p e r fo r m fu n c t i o n a l a n d s c a n t e s t i n g. By d i s a b l i n g t h e p o r t s o f a l l c o m p o n e n t s c o n n e c t e d
t o a p h ys i c a l s e t o f w i r e s a n d p e r fo r m i n g s c a n t e s t s o n ju s t t h o s e p o r t s o n t h o s e c o m p o n e n t s , w e
c a n qu i c k l y d e t e r m i n e t h e i n t e gr i t y o f t h e i n t e r c o n n e c t i n qu e s t i o n . Si m i l a r l y, b y d i s a b l i n g a l l p o r t s
o n c o m p o n e n t s c o n n e c t e d t o a gi ve n c o m p o n e n t , w e c a n i s o l a t e t h e s i n gl e c o m p o n e n t i n qu e s t i o n
fr o m t h e n e t w o r k t o p e r fo r m fu n c t i o n a l t e s t i n g o n t h a t s i n gl e c o m p o n e n t . In b o t h c a s e s , t h e r e s t o f
t h e s ys t e m m a y c o n t i n u e n o r m a l o p e r a t i o n w h i l e t e s t i n g o c c u r s .
Th i s s c h e m e p r o vi d e s a c a p a b i l i t y fo r fa u l t -i d e n t i fic a t i o n a n d l o c a l i za t i o n w h i c h i s m i n i m a l l y
i n t r u s i ve . Th e i n fo r m a t i o n ga i n e d fr o m t h i s s c a n t e s t i n g p r o vi d e s d e t a i l e d i n fo r m a t i o n a b o u t t h e
n a t u r e a n d e xt e n t o f s u s p e c t e d fa u l t s . Wi t h t h i s i n fo r m a t i o n , t h e s ys t e m i s i n a m u c h b e t t e r
p o s i t i o n t o d i a gn o s e t h e e xt e n t o f fa u l t s , p e r fo r m r e c o n figu r a t i o n t o a vo i d fa u l t s , a n d a s s e s s t h e
r i s k s a s s o c i a t e d w i t h c o n t i n u e d o p e r a t i o n .
5.5 Reconfiguration
5.5.1 Fault Masking
Wh e n fa u l t y c o m p o n e n t s o r i n t e r c o n n e c t i o n s a r e i d e n t i fie d , t h e fa u l t c a n b e m a s k e d b y r e c o n -
figu r i n g t h e s ys t e m t o a vo i d t h e fa u l t y c o m p o n e n t . Aga i n , t h e s c a n -b a s e d TAP p r o vi d e s a n e ffe c t i ve
i n t e r fa c e t o t h i s r e c o n figu r a t i o n . Th e a b i l i t y t o d i s a b l e a c o mp o n e n t ’s u s a ge o f a p o r t , i n t r o d u c e d i n
Se c t i o n s 4.9.1 a n d 5.3.2, p r o vi d e s o n e e ffe c t i ve m e a n s o f fa u l t a vo i d a n c e . If a n e n t i r e u n i t i s fa u l t y,
l e a vi n g e ve r y p o r t o n e ve r y c o m p o n e n t c o n n e c t e d t o t h e fa u l t y c o m p o n e n t i n a d i s a b l e d s t a t e w i l l
r e m o ve t h e u n i t fr o m t h e fu n c t i o n a l p o r t i o n o f t h e s ys t e m s o t h a t i t c a n n o t i n t e r fe r e w i t h c o r r e c t
o p e r a t i o n . Si m i l a r l y, i f fa u l t s o c c u r i n t h e w i r e s , d r i ve r s , o r r e c e i ve r s o f a n i n t e r co n n e c t i o n c h a n n l ,
d i s a b l i n g t h e p o r t o n a l l a ffe c t e d c o m p o n e n t s w i l l e ffe c t i ve l y e xc i s e t h e fa u l t y c o n n e c t i o n fr o m t h e
s ys t e m .
Th i s m e c h a n i s m o f d i s a b l i n g i n d i vi d u a l p o r t s w o r k s e ffe c t i ve l y fo r r e c o n figu r a t i o n fo r e xa c t l y
t h e s a m e r e a s o n s i t w a s n e c e s s a r y fo r fin e -gr a i n e d d i a gn o s i s . Ou r m u l t i p a t h n e t w o r k w i l l c o n t i n u e
t o fu n c t i o n c o r r e c t l y a s l o n g a s t h e r e i s a t l e a s t o n e e n a b l e d , n o n -fa u l t y, p a t h b e t w e e n e ve r y p a i r o f
n o d e s i n t h e n e t w o r k w h i c h n e e d t o c o m m u n i c a t e . Th e s e m a n t i c s o f d i s a b l i n g a p o r t i m p l y t h a t t h e
c o m p o n e n t w i l l i gn o r e t h e p o r t t h r o u gh o u t t h e t i m e i n w h i c h t h e p o r t i s d i s a b l e d .
5.5.2 Propagating Reconfiguration
We s h o u l d n o t e t h a t r e c o n figu r a t i o n , b o t h w h e n e xc i s i n g fa u l t s a n d w h e n i s o l a t i n g a r e gi o n
fo r t e s t i n g, i s b e s t p e r fo r m e d a c c o u n t i n g fo r t h e n e t w o r k s t r u c t u r e . If, d u e t o fa u l t s o r t e s t i n g,
w e e n d u p r e m o vi n g a l l o f t h e b a c k w a r d p o r t s i n t h e s a m e l o gi c a l d i r e c t i o n o u t o f a r o u t e r , t h i s
r o u t e r b e c o m e s adead-end fo r a n y c o n n e c t i o n s w h i c h a r e r o u t e d t h r o u gh i t d e s t i n e d t o t h e l o gi c a l
d i r e c t i o n w h i c h h a s n o e n a b l e d b a c k w a r d p o r t s . We m a y w i s h t o e xc i s e r o u t e r s w i t h d e a d -e n d
c o n n e c t i o n s fr o m t h e n e t w o r k , a s w e l l . Th a t i s , w e u s e t h e s a m e b a s i c p r o p a ga t i o n a l go r i t h m u s e d
i n Fi gu r e 3.28 t o d e t e r m i n e w h i c hn o -fa u l t y r o u t e r s s h o u l d b e e xc i s e d a l o n g w i t h t h e fa u l t y r o u t e r s
t o m a i n t a i n go o d c o n n e c t i vi t y i n t h e n e t w o r k . If w e d o n o t r e c o n figu r e t h e n e t w o r k t h i s w a y, t h e
i m p a c t fa l l s e n t i r e l y o n p e r fo r m a n c e . As l o n g a s p a t h s s t i l l e xi s t b e t w e e n c o m m u n i c a t i n gn o d e s ,
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t h e r o u t i n g p r o t o c o l w i l l c o n t i n u e t o fin d t h e p a t h s t h r o u gh t h e n e t w o r k . Wi t h o u t t h i s p r o p a ga t i n g
r e c o n figu r a t i o n , i t i s p o s s i b l e fo r a r o u t e r t o s e l e c t a b a c k w a r d p o r t w h i c h l e a d s t o a r o u t e r w h i c h
c a n n o t r o u t e t h e d a t a s t r e a m a n y fu r t h e r t o w a r d s i t s d e s t i n a t i o n . Pr o p a ga t i n g t h e r e c o n figu r a t i o n i n
t h i s m a n n e r , p r e ve n t s a r o u t e r fr o m e ve r r o u t i n g a d a t a s t r e a m i n t o s u c h a d e a d -e n d s i t u a t i o n . It i s
a l s o w o r t h w h i l e t o n o t e t h a t t h e i m p a c t o f n o t r e c o n figu r i n g i n t h i s m a n n e r i s l e s s e n e d w h e n fa s t
p a t h r e c l a m a t i o n (Se c t i o n 4.9.2) i s su p p o r t e d . Fi gu r e 5.3 s h o w s a n e xa m p l e w h e r e i t m a y m a k e
s e n s e t o p r o p a ga t e t h e r e c o n figu r a t i o n a n d m a s k a d d i t i o n a l r o u t i n g c o m p o n e n t s fr o m t h e n e t w o r k .
We c a n a l s o n o t e t h a t i t i s n o t a l w a ys p o s s i b l e t o p r o p a ga t e b a c k a n d m a s k a d d i t i o n a l c o m p o n e n t s
i n t h e c o n s e r va t i ve m a n n e r s u gge s t e d a b o ve w i t h o u t i s o l a t i n g a d di t i n a l n o d e s fr o m t h e n e t w o r k .
Wh e n t h e r e c o n figu r a t i o n a l go r i t h m s h o w n i n Fi gu r e 3.28 w a s i n t ro d u c e d i n Se c t i o n 3.5.5, i t
w a s n o t e d t h a t t h i s r e c o n figu r a t i o n w a s i n t e n d e d fo r t h e h a r ve s t c a s e w h e r e i t w a s p e r m i s s i b l e t o
c o n figu r e s o m e n o d e s o u t o f t h e n e t w o r k . In t h e i n t e r e s t o f p r o vi d i n g go o d c o n n e c t i vi t y fo r a l l
r e m a i n i n g n o d e s , t h e a l go r i t h m m a y e n d u p i s o l a t i n g s o m e n o d e s fo r w h i c h p a t h s d o e xi s t i n t h e
n e t w o r k . If w e d o n o t w i s h t o i s o l a t e n o d e s fr o m t h e n e t w o r k , w e m u s t ve r i fy t h a t t h e p r o p a ga t i o n
d o e s n o t l e a ve s o m e n o d e s d i s c o n n e c t e d fr o m t h e n e t w o r k b e fo r e m a s k i n g o u t a n y a d di t i o n a l
r o u t e r s s u gge s t e d b y t h e r e c o n figu r a t i o n p r o p a ga t i o n . Fi gu r e 5.4 s h o w s a n e xa m p l e w h e r e p a t h s
s t i l l e xi s t b e t w e e n a l l en d p o i n t s i n t h e n e t w o r k a n d t h e a l go r i t h m s h o w n i n Fi gu r e3.28 w o u l d
s u gge s t m a s k i n g c o m p o n e n t s i n a m a n n e r w h i c h i s o l a t e s n o d e s fr o m t h e n e t w o r k .
5.5.3 Internal Router Sparing
If a r o u t i n g c o m p o n e n t p r o vi d e s s p a r i n g w i t h i n i t s e l f, t h e s c a n m e c h a n i s m c a n b e u s e d t o
r e c o n figu r e t h e u n i t t o s w a p s p a r e s w i t h i n t h e r o u t e r . Fo r s o m e i / o l i m i t e d c o m p o n e n t s , s u c h a s
c r o s s b a r r o u t e r s , t h e r e m a y b e p l e n t y o f a d d i t i o n a l r o o m fo r fu n c t i o n i n s i d e a c o m p o n e n t w h o s e
s i ze i s d i c t a t e d b y t h e p i n -l i m i t e d i / o . In t h e s e c a s e s , i t m a y m a k e s e n s e t o p r o vi d e r e d u n d a n t
s t r u c t u r e s o n t h e c o m p o n e n t . Fa u l t s i n s i d e s o m e p a r t o f t h e r o u t i n g c o m p o n e n t c a n t h e n b e m a s k e d
b y r e c o n figu r i n g t h e c o m p o n e n t t o u s e a n a l t e r n a t e p o r t i o n o f t h e r o u t i n g c o m p o n e n t .
5.6 On-Line Repair
Th e c o m b i n a t i o n o f a c c u r a t e fa u l t l o c a l i za t i o n co u p l e d w i t h t h e a bi l i y t o p e r fo r m r e c o n figu -
r a t i o n , a l l o w s u s t o r e a l i ze s ys t e m s w h e r e t h e fa u l t -r e p a i r l o o p c a n b e c l o s e d w i t h o u t h u m a n o r
m e c h a n i c a l i n t e r ve n t i o n , a t l e a s t u p t o t h e fa u l t l e ve l p r o vi d e d b y t h e s p a r i n g a r c h i t e c t u r e . Pr o -
gr a m s m o n i t o r i n g t h e s ys t e m i n t e gr i t y a r e e m p o w e r e d t o t e s t t h e o r i e s a b o u t fa u l t s a n d r e c o n figu r e
t h e s ys t e m t o b e s t m a s k t h e e ffe c t s o f fa i l u r e s . Fu r t h e r , w i t h a k n o w l e d ge o f t h e m i n i m a l r e qu i r e -
m e n t s n e c e s s a r y fo r c o m p l e t e s ys t e m o p e r a t i o n a l o n g w i t h a n a c c u r a t e i d e a o f t h e fa u l t s t a t u s o f
t h e m a c h i n e , p r o gr a m s c a n a s s e s s o ve r a l l s ys t e m i n t e gr i t y.
Wh e n o u t s i d e i n t e r ve n t i o n i s n e c e s s a r y t o r e p a i r t h e s ys t e m , t h e s e s a m e fa c i l i t i e s o f p o r t
d i s a b l i n g a n d p o r t -b a s e d s c a n a l l o w fo r i n -o p e r a t i o n r e p l a c e m e n t . If a l l t h e p o r t s o n a l l c o mp o n e n t s
i n t o a p h ys i c a l l y r e p l a c e a b l e s u b s ys t e m a r e d i s a b l e d , i t i s p o s s i b l e t o r e p l a c e t h e p h ys i c a l s u b s ys t e m
w i t h o u t a n y fu r t h e r i n t e r r u p t i o n o f s ys t e m o p e r a t i o n . Of c o u r s e , t h e e l e c t r i c a l a n d m e c h a n i c a l d e s i gn
o f t h e s ys t e m m u s t a l s o b e s u i t a b l e fo r l i ve r e p l a c e m e n t (e.g. Ta n d e m No n -St o p c o m p u t e r s ys t e m s
[An d 85], St r a t u s fa u l t -t o l e r a n t c o m p u t e r s ys t e m s [We b 90], Th i n k i n g Ma c h i n e s CM5 [Th i 91]).
On c e r e p l a c e d , s c a n t e s t i n g c a n d e t e r m i n e t h e i n t e r co n n e c t i o a n d fu n c t i o n a l i n t e gr i t y o f t h e
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Sh o w n a b o ve i s a c o n figu r a t i o n o f a m u l t i p a t h n e t w o r k w h e r e i t m a y m a k e s e n s e t o c o n figu r e
o u t a d d i t i o n a l r o u t e r s (Th e n e t w o r k w i t h o u t r e c o n figu r a t i o n i s s h o w n i n Fi gu r e3.22). Wi t h
t h e l o s s o f t h e t w o r o u t e r s i n t h e s e c o n d s t a ge o f t h e n e t w o r k , r o u t e r 3 i n t h e fir s t s t a ge o f
r o u t e r s h a s n o o u t p u t s i n o n e l o gi c a l d i r e c t i o n . As a r e s u l t , a l l c o n n e c t i o n s w h i c h n e e d t o
c o n n e c t t o d e s t i n a t i o n s 8 t h r o u gh 16 w h i c h ge t r o u t e d t h r o u gh t h i s r o u t e r w i l l a l w a ys b l o c k .
Sh o w n a b o ve i s t h e s a m e n e t w o r k w i t h fir s t s t a ge r o u t e r 3 a l s o c o n figu r e d o u t o f t h e n e t w o r k .
By p r o p a ga t i n g t h e r e c o n figu r a t i o n , i t i s p o s s i b l e t o a vo i d t h e d e a d -e n d c o n n e c t i o n s w h i c h
a p p e a r e d i n t h e p r e vi o u s c o n figu r a t i o n .
Fi gu r e 5.3: Pr o p a ga t i n g Re c o n figu r a t i o n Exa m p l e
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Sh o w n a b o ve i s a n o t h e r r e c o n figu r a t i o n o f t h e n e t w o r k fir s t s h o w n i n Fi gu r e 3.22. Th i s
n e t w o r k h a s s i m i l a r d e a d -e n d p a t h p r o b l e m t o t h e o n e s h o w n i n Fi gu r e 5.3. Ho w e ve r , w e
c a n n o t r e c o n figu r e t h i s n e t w o r k t o a vo i d t h e d e a d -e n d p a t h s w i t h o u t i s o l a t i n g a n o d e fr o m
t h e n e t w o r k .
Sh o w n a b o ve i s t h e r e s u l t o f p r o p a ga t i n g r e c o n figu r a t i o n t o a vo i d h a vi n g d e a d -e n d p a t h s .
As s u gge s t e d , t h i s p r o p a ga t i o n r e s u l t s i n t h e i s o l a t i o n o f n o d e 6 fr o m t h e n e t w o r k .
Fi gu r e 5.4: Pr o p a ga t i n g Re c o n figu r a t i o n Exa m p l e
101
r e p l a c e d c o mp o n e n t . Wh e n t h e r e p la c e m n t i s p r o p e r l y i n s t a l l e d a n d i d e n t i fie d a s fu n c t i o n a l , t h e
d i s a b l e d p o r t s i n t o t h e r e p l a c e d s u b s ys t e m c a n b e r e -e n a b l e d a l l o w i n g t h e s u b s ys t e m t o r e t u r n t o
fu l l s e r vi c e .
5.7 High-Level Fault and Repair Management
Fo r s e ve r a l r e a s o n s , i t i s d e s i r a b l e t o c o o r d i n a t e t e s t i n g a n d r e c o n figu r a t i o n a t a h i gh -l e ve l .
Pa r t i c u l a r l y, s o m e c e n t r a l c o o r d i n a t i o n i s r e qu i r e d fo r :
 Ne t w o r k In t e gr i t y As s e s s m e n t
 Re c o n figu r a t i o n Pl a n n i n g
 Co o r d i n a t i n g s c a n p a t h s
 Co l l e c t i n g fa u l t d a t a fr o m m u l t i p l e s o u r c e s
Wi t h i n t e gr i t y a s s e s s m e n t , w e w a n t t o d e t e r m i n e h o w s a fe i t i s t o c o n t i n u e o p e r a t i o n . Th a t i s ,
w e w a n t t o k n o w t h e l i k e l i h o o d t h a t w e w i l l s u s t a i n a fa u l t i n t h e n e a r fu t u r e w h i c h w i l l r e n d e r t h e
m a c h i n e i n o p e r a t i o n a l o r r e qu i r e s e r i o u s r e c o n figu r a t i o n . In a yi e l d b a s e d fa u l t -t o l e r a n c e s i t u a t i o n ,
w e s i m p l y w a n t t o k n o w t h e l i k e l i h o o d w e w i l l r e t a i n c o m p l e t e c o n n e c t i vi t y fo r a p e r i o d o f t i m e . In
a h a r ve s t fa u l t -t o l e r a n c e e n vi r o n m e n t , w e m a y w a n t t o k n o w t h e l i k e l i h o o d o f i s o l a t i n g a n y n o d e s
i n a p e r i o d o f t i m e . If w e c o m b i n e t h e k n o w l e d ge o f t h e n e t w o r k t o p o l o gy, a n e s t i m a t e o f t h e
k n o w n fa u l t s , a n d a m o d e l o f fa u l t -o c c u r r e n c e s , w e c a n m a k e t h e s e s a fe t y a s s e s s m e n t s .
In t e gr i t y a s s e s s m e n t s c a n b e u s e d fo r s e ve r a l p u r p o s e s . In t h e s i m p l e s t fo r m , t h i s i n fo r m a t i o n
a l l o w s h u m a n o p e r a t o r s t o a s s e s s t h e d a n ge r l e ve l a s s o c i a t e d w i t h c o n t i n u e d o p e r a t i o n . In s u c h a
c a s e , i t c o u l d b e u s e d t o s c h e d u l e d o w n -t i m e fo r p h ys i c a l r e p a i r . Th e i n t e gr i t y i n fo r m a t i o n c o u l d
fe e d b a c k i n t o t h e r u n -t i m e s ys t e m a n d t u n e o p e r a t i o n a c c o r d i n gl y. Fo r i n s t a n c e , a s t h e l i k e l ih o o d
o f c o m p l e t e n e t w o r k fa i l u r e i n c r e a s e s , a s ys t e m m a y w a n t t o c h e c k p o i n t t h e c o m p u t a t i o n m o r e
fr e qu e n t l y t o m i n i m i ze t h e i m p a c t o f t h e fa i l u r e . In a h a r ve s t s i t u a t i o n , t h e s o ft w a r e m a y c h o o s e a
c e r t a i n d a n ge r l e ve l a t w h i c h i t b e gi n s t o e va c u a t e t h e c o m p u t a t i o n a n d d a t a a s s o c i a t e d w i t h a gi ve n
n o d e . If a n o d e c a n b e e va c u a t e d b e fo r e i t b e c o m e s i s o l a t e d , t h e c o s t o f r e c o ve r i n g fr o m a n i s o l a t e d
n o d e s i t u a t i o n c a n b e a vo i d e d . If a d a n ge r l e ve l c a n b e c h o s e n s u c h t h a t n o d e s c a n ge n e r a l l y b e
e va c u a t e d b e fo r e i s o l a t i o n , w e m a y b e a b l e t o ge t a w a y w i t h s i m p l e r s t r a t e gi e s fo r h a n d l i n g n o d e
i s o l a t i o n . Si m p l e r s t r a t e gi e s ge n e r a l l y r e qu i r e l e s s h a r d w a r e s u p p o r t o r h a ve l e s s i m p a c t o n n o r m a l
o p e r a t i o n .
Ac t u a l r e c o n figu r a t i o n b a s e d o n t h e r e s u l t s o f i n t e gr i t y a s s e s s m e n t a l s o r e qu i r e s s o m e h i gh -
l e ve l c o o r d i n a t i o n . As n o t e d , a c e n t r a l n o t i o n o f fa u l t s i s n e c e s s a r y t o a s s e s s t h e i r i m p a c t a n d p l a n
r e c o n figu r a t i o n a s d e s c r i b e d i n Se c t i o n 5.5.
As n o t e d i n Se c t i o n 5.3.1, m ul t i -TAP s c a n p a t h s w i l l r e qu i r e c e n t r a l c o n t r o l t o a vo i d p o t e n t i a l
r e s o u r c e c o n fli c t s . Hi gh -l e ve l c e n t r a l c o n t r o l i s n e c e s s a r y t o u t i l i ze t h e s c a n p a t h s fo r t e s t i n g a n d
r e c o n figu r a t i o n . Fo r l a r ge -s ys t e m s , w e w o u l d l i k e t o a vo i d a s i n gl e -p o i n t o f fa i l u r e a s s o c i a t e d w i t h
h a vi n g a s i n gl e e n t i t y r e sp o n s i b l e fo r a l l s c a n p a t h s . Th e fa c t t h a t w e h a ve r e d u n d a n ta c c e s s vi a s c a n
p a t h s t o a n y c o m p o n e n t i n t h e n e t w o r k , a l l o w s u s t o d i s t r i b u t e t h e c o n t r o l o f t h e s e s c a n p a t h s a n d
t o l e r a t e t h e fa i l u r e o f s c a n c o n t r o l l e r s i n t h e s a m e w a y w e t o l e r a t e t h e fa i l u r e o f a s c a n p a t h . On c e
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w e a l l o w t h e s c a n p a t h c o n t r o l s t o b e d i s t r i b u t e d , t h e i r a c t i o n w i l l n e e d h i gh -l e ve l c o o r d i n a t i o n , a s
w e l l .
Wh e n d e c i d i n g w h a t fa u l t s a r e w o r t h p u r s u i n g, i t c a n b e u s e fu l t o c o l l e c t i n fo r m a t i o n fr o m
m u l t i p l en o d e s . Fo r i n s t a n c e , w h e n p u r s u i n g t h e o r i e s a b o u t a fa u l t y n e t w o r k c o m p o n e n t o r i n t e r -
c o n n e c t , i t m a y b e i n s i gh t fu l t o i n t e gr a t e fa u l t d a t a fr o m s e ve r a l n o d e s w h i c h m a y u s e t h e c o m p o n e n t
o r i n t e r c o n n e c t i n qu e s t i o n .
Fr o m a fa u l t t o l e r a n c e p e r s p e c t i ve , w e w a n t t o d i s t r i b u t e t h e h i gh -l e ve l c o o r d i n a t i o n fu n c t i o n .
Th e e a s i e s t w a y t o m a n a ge t h i s i s t o c h o o s e s o m e s u b s e t o f t h e p r o c e s s i n g n o d e s i n o u r n e t w o r k ,
p e r h a p s a l l o f t h e m , a n d a s s i gn t h e s e n o d e s t h e t a s k o f c o n t r ol l i n g h i gh -l e ve l t e s t i n g a n d r e c o n fig-
u r a t i o n . Th e c o n t r o l o f s c a n p a t h s c o u l d b e d i s t r i b u t e d e ve n l y a m o n g a l l s u c h n o d e s . De p e n d i n g
o n t h e a p p l i c a t i o n , w e c o u l d e i t h e r d e d i c a t e a s e t o f n o d e s t o p e r fo r m i n g t h i s fu n c t i o n , o r w e c a n
s i m p l y m a k e t h i s p a r t o f t h e w o r k p e r fo r m e d b y e ve r y p r o c e s s o r i n t h e s ys t e m . Th e n e t w o r k s e r ve s
t o i n t e r c o n n e c t t h e s e c o o r d i n a t o r s a s w e l l a s c o n n e c t i n g t h e m t o t h e r e s t o f t h e n o d e s i n t h e m a c h i n e .
Th e c o o r d i n a t i n g n o d e s w i l l w a n t t o m a i n t a i n a r e p l i c a t e d , d i s t r i b u t e d d a t a b a s e o f fa u l t m a n i -
fe s t a t i o n s , s ys t e m i n t e gr i t y, a n d c u r r e n t s ys t e m c o n figu r a t i o n . Re p l i c a t i o n i s n e c e s s a r y s i n c e a n y
o f t h e c o o r d i n a t i n g n o d e s m a y fa i l o r b e i s o l a t e d fr o m t h e n e t w o r k . Th e a m o u n t o f r e p l i c a t i o n w i l l
d e p e n d o n t h e fa u l t -t o l e r a n c e r e qu i r e m e n t s fo r e a c h p a r t i c u l a r s ys t e m . Wh e n fa u l t s a r e r e p o r t e d o r
i d e n t i fie d , t h i s i n fo r m a t i o n n e e d s t o b e s h a r e d a m o n g t h e c o o r d i n a t i n g n o d e s i n a r o b u s t m a n n e r .
5.8 Summary
In t h i s c h a p t e r , w e e xa m i n e d t h e i n t e gr a t i o n o f t e s t a n d r e c o n figu r a t i o n fa c i l i t i e s w i t h fa u l t -
t o l e r a n t n e t w o r k s . We b e ga n b y r e vi e w i n g t h e m o t i va t i o n fo r fa u l t l o c a l i zi n g a n d m a s k i n g. Wi t h t h e
a d d i t i o n o f m u l t i p l e TAP su p p o r t , p o r t d e s e l e c t i o n , a n d p a r t i a l -e xt e r n a l s c a n t o s t a n d a r d s c a n -b a s e d
t e s t i n g a p p r o a c h e s , w e d e ve l o p e d r o b u s t m e c h a n i s m s t o s u p p o r t fa u l t i d e n t i fic a t i o n a n d s ys t e m
r e c o n figu r a t i o n . We d e s c r i b e h o w t h e s e m e c h a n i s m s a l l o w s c a n -b a s e d t e s t i n g a n d r e c o n figu r a t i o n
t o p r o c e e d i n a m i n i m a l l y i n t r u s i ve m a n n e r , a l l o w i n g t h e p o r t i o n o f t h e s ys t e m n o t b e i n g t e s t e d
o r r e c o n figu r e d t o c o n t i n u e n o r m a l o p e r a t i o n . We a l s o s u m m a r i ze d h o w s u c h a t e s t s ys t e m
fa c i l i t a t e s d e t a i l e d fa u l t i d e n t i fic a t i o n , s ys t e m r e c o n figu r a t i o n , i n t e gr i t y a s s e s s m e n t , a n d o n -l i n e
r e p a i r . Fi n a l l y, w e s k e t c h e d h o w t h e c o n t r o l a n d d a t a m a n a ge m e n t a s s o c i a t e d w i t h fa u l t h a n d l i n g
c a n b e i n t e gr a t e d w i t h t h e m u l t i p r o c e s s i n g s ys t e m , i t s e l f.
5.9 Areas To Explore
In Se c t i o n 5.3.1, w e i n t ro d u c e t h e a bi l i t y fo re a c h c o mp o n e n t t o e xi s t o n m ul t i p l e s c a n p a t h s .
Th e m u l t i p a t h s c a n a b i l i t y gi ve s u s t h eo p p o r t u n i t y t o w i r e t h e s c a n p a t h s i n a w a y w h i c h m i n i m i ze s
t h e e ffe c t s o f a n y fa u l t s . Th a t i s , fo r a gi ve n n u m b e r o f s c a n p a t h s , w e c a n l o o k fo r t h e a s s i gn m e n t
o f c o m p o n e n t s t o s c a n p a t h s w h i c h i s o l a t e s t h e fe w e s t c o m p o n e n t s a te a c h fa u l t l e ve l . Of c o u r s e ,
t h e s c a n p a t h s a r e u s e fu l t o u s o n l y b e c a u s e t h e y a l l o w s u s t e s t a n d r e c o n figu r a t i o n a c c e s s t o t h e
u n d e r l yi n g n e t w o r k . Th e r e d u n d a n c y s t r u c t u r e o f t h e n e t w o r k s h o u l d a l s o b e t a k e n i n t oa c c o u n t
w h e n s e l e c t i n g a n a s s i gn m e n t o f c o m p o n e n t s t o s c a n p a t h s . Fo r i n s t a n c e , i t w o u l d p r o b a b l y n o t
b e w i s e t o a s s i gn a l l t h e c o m p o n e n t s i n a s i n gl e s t a ge o f t h e n e t w o r k t o t h e s a m e s c a n p a t h .
Co n s e qu e n t l y, w e a l s o w a n t t o o p t i m i ze t h e a s s i gn m e n t o f c o m p o n e n t s t o s c a n p a t h s i n a m a n n e r
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w h i c h m i n i m i ze s t h e e ffe c t s w h i c h s c a n -p a t h fa u l t s m a y h a ve o n n e t w o r k c o n n e c t i vi t y. Th a t i s , i f
w e a s s u m e a c o m p o n e n t w h i c h i s n o ta c c e s s i b l e vi a s c a n p a t h s i s fa u l t y, w e w a n t t o m i n i m i ze t h e
e ffe c t s o f s c a n -p a t h i n t r o d u c e d fa u l t s o n n e t w o r k c o n n e c t i vi t y. Co n s i d e r i n g t h e p h ys i c a l a t t r i b u t e s
o f o u r s c a n p a t h s , w e k n o w t h a t e xp l oi t i n g p h ys i c a l l o c a l i t y w h e n w i r i n g s c a n p a t h s i s b e n e fic i a l .
By k e e p i n g s c a n p a t h c o n n e c t i o n s p h ys i c a l l y l o c a l , w e k e e p t h e c o s t o f t h e s c a n p a t h i n t e r c o n n e c t
d o w n a n d k e e p t h e r e l i a b i l i t y o f t h e i n t e r co n n e c t h i gh . Wh e n l o o k i n g fo r go o d a s s i gn m e n t s
o f c o m p o n e n t s t o s c a n p a t h s , w e w o u l d a l s o l i k e t o e xp l o i t a l a r ge d e gr e e o f p h ys i c a l l o c al i t y.
De t e r m i n i n g r e l i a b l e a n d p r a c t i c a l a s s i gn m e n t s o f s c a n p a t h s o n t o p o f n e t w o r k s w i t h p a r t i c u l a r
r e d u n d a n c y c h a r a c t e r i s t i c s r e m a i n s a n i n t e r e s t i n g p r o b l e m t o s t u d y.
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6. Signalling Technology
In t h e p r e vi o u s c h a p t e r s w e fo c u s s e d o n t h e a r c h i t e c t u r a l a n d o r ga n i za t i o n a l a s p e c t s o f a c h i e vi n g
r o b u s t , l o w -l a t e n c y c o m m u n i c a t i o n s . In t h i s c h a p t e r a n d t h e n e xt w e a d d r e s s s o m e o f t h e k e y
p h ys i c a l a s p e c t s o f h i gh -p e r fo r m a n c e n e t w o r k d e s i gn . In Ch a p t e r 4 w h e r e w e d e s c r i b e d t h e r o u t i n g
p r o t o c o l a t t h e d a t a l i n k a n d n e t w o r k l e ve l s (Se e Fi gu r e 4.1), w e p o i n t e d o u t t h a tMRP c o u l d e xi s t
o n t o p o f a n y n u m b e r o f p h ys i c a l t r a n s p o r t l a ye r s . He r e , w e a d d r e s s t h e i s s u e o f s e l e c t i n g a
p r a c t i c a l a n d e c o n o m i c a l s i gn al l i n g d i s c i p l i n e t o su p p o r t s u c h r o u t i n g p r o t o c o l s w i t h m i n i m u m
t r a n s i t l a t e n c y.
6.1 Signalling Problem
Ou r p r i m a r y go a l i n s e l e c t i n g a s i gn a l l i n g d i s c i p l i n e i s t o t r a n s m i t d a t a b e t w e e n c o mp o n e n s
w i t h m i n i m u m l a t e n c y w h i l e a ffo r d i n g h i gh b a n d w i d t h . Th e t r a n s i t l a t e n c y,T
t
, a n d t o s o m e xt e n t
t h e c o m p o n e n t i n p u t / o u t p u t l a t e n c y,
io
, w i l l d e p e n d o n t h e d e s i gn o f o u r s i gn a l l i n g d i s c i p l i n e a s
w e l l a s t h e b a s i c t e c h n o l o gi e s a va i l a b l e fo r i m p l e m e n t a t i o n . Si n c e w e a r e i n t e r e s t e d i n l a r ge -s c a l e
c o m p u t e r n e t w o r k s w i t h i n t e r -r o u t e r d e l a ys w h i c h gr o w a s t h e s ys t e m gr o w s , w e a r e c o n c e r n e d
w i t h s i gn a l l i n g o ve r p o t e n t i a l l y l o n g i n t e r co n n e c t l i n e s . As a c o n s e qu e n c e , o u r i n t e r c o n n e c t i o n
m e d i u m w i l l b e h a ve l i k e a t r a n s m i s s i o n l i n e , a n d o u r s i gn a l l i n g p r o b l e m b e c o m e s a t r a n s m i s s i o n
l i n e d e s i gn p r o b l e m .
6.2 Transmission Line Review
In t h i s s e c t i o n , w e r e vi e w t h e s a l i e n t fe a t u r e s o f t r a n s m i s s i o n l i n e s i gn a l l i n g. Se e [RWD84] fo r
a t h o r o u gh t r e a t m e n t o f t r a n s m i s s i o n l i n e s .
Fo r m o s t p h ys i c a l i n t e r c o n n e c t i o n m e d i a i n u s e i n d i gi t a l s ys t e m s , t h e e ffe c t s o f s i gn a l a t t e n u -
a t i o n a n d p h a s e d i s t o r t i o n c a n b e i gn o r e d . If w e fu r t h e r i gn o r e t h e b a n d w i d t h l i m i t s o f t h e m e d i a ,
t h e r e a r e t w o p r i m a r y c h a r a c t e r i s t i c s w h i c h d e s c r i b e a t r a n s m i s s i o n l i n e i n t e r c o n n e c t ,impedance
a n dpropagation velocity.
Th e p r o p a ga t i o n ve l o c i t y,v, c h a r a c t e r i ze s t h e s p e e d a t w h i c h e l e c t r i c a l w a ve s t r a ve r s e t h e
i n t e r c o n n e c t . Wh e n t h e vo l t a ge a c r o s s a t r a n s m i s s i o n l i n e c h a n ge s a t s o m e p o i n t , a vo l t a ge w a ve
p r o p a ga t e s d o w n t h e t r a n s m i s s i o n l i n e a t t h e r a t ev. Th e p r o p a ga t i o n ve l o c i t y i s d e t e r m i n e d b y t h e
m a t e r i a l s i n t h e i n t e r c o n n e c t a n d i s gi ve n b y Equ a t i o n 6.1.
v =
1
p

(6:1)
Fo r m o s t m a t e r i a l s  0, w h e r e0 i s t h e p e r m i t t i vi t y o f fr e e s pa c e . Co n ve n t i o n a l p r i n t e d -c i r c u i t
b o a r d s (PCBs ) h a ve = 
r
0, w h e r er  4 a n d0 i s t h e d i e l e c t r i c c o n s t a n t o f fr e e s p a c e . Wek n o w
c =
1
p
00
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w h e r ec i s t h e s p e e d o f l i gh t i n a va c u u m . St a n d a r d PCBs , t h u s , h a ve a p r o p a ga t i o n r a t e ab o u t h a l f
t h e s p e e d o f l i gh t .
Th e c h a r a c t e r i s t i c t r a n s m i s s i o n l i n e i m p e d a n c e a r i s e s fr o m t h e d i s t r i b u t e d i n d u c t a n c e a n d c a -
p a c i t a n c e b e t w e e n t h e s i gn a l c o n d u c t o r a n d i t s a s s o c i a t e d gr o u n d p a t h . As l o n g a s t h e ge o m e t r y
o f t h e i n t e r c o n n e c t i s fa i r l y c o n s t a n t , t h e d i s t r i b u t e d i n d u c t a n c e a n d c a p a c i t a n c e r e m a i n c o n s t a n t
a s w e l l . Th e d i s t r i b u t e d i n d u c t a n c e a n d c a p a c i t a n c e gi ve r i s e t o a c h a r a c t e r i s t i c t r a n s m i s s i o n l i n e
i m p e d a n c e ,Z0. Wh i l e t r a n s i e n t vo l t a ge w a ve s a r e p r o p a ga t i n g d o w n t h e s e gm e n t o f t r a n s m i s s i o n
l i n e ,Z0 d e fin e s t h e t r a n s i e n t vo l t a ge t o t r a n s i e n t c u r r e n t r a t i o .Z0 i s a fu n c t i o n o f t h e c o n d u c t o r
ge o m e t r y a n d t h e d i e l e c t r i c m a t e r i a l s i n vo l ve d . Fo r m o s t c o n ve n t i o n a l PCB t e c h n o l o gi e s a n d i n t e r -
c o n n e c t ge o m e t r i e s ,Z0  50 15Ω. Z0 = 50Ω i s a c o n ve n t i o n a l s t a n d a r d fo r PCB i n t e r c o n n e c t
a n d h i gh -p e r fo r m a n c e c a b l i n g.
As l o n g a s t h e i n t e r c o n n e c t p r e s e n t s a u n i fo r m c h a r a c t e r i s t i c i m p e d a n c e , t h e d r i ve n vo l t a ge
w a ve p r o p a ga t e s a l o n g t h e i n t e r c o n n e c t a t ve l o c i t y,v. Re a l i n t e r c o n n e c , h o w e ve r , i s n o t i n fin i t e l y
l o n g, s o w e m u s t c o n s i d e r w h a t h a p p e n s t o t h e s i gn a l w h e n i t r e a c h e s t h e e n d o f t h e t r a n s m i s s i o n
l i n e . To u n d e r s t a n d w h a t h a p p e n s , l e t u s c o n s i d e r t h e m o r e ge n e r a l p r o b l e m o f w h a t h a p p e n s w h e n
o u r p r o p a ga t i n g w a ve e n c o u n t e r s a n i m p e d a n c e d i s c o n t i n u i t y. Wh e n a p r o p a ga t i n g vo l t a ge w a ve s
e n c o u n t e r s a n i m p e d a n c e d i s c o n t i n u i t y, t h e d i s c o n t i n u i t y gi ve s r i s e t o a r e fle c t i o n . At t h e p o i n t
o f d i s c o n t i n u i t y, p a r t o f t h e vo l t a ge w a ve m a y p r o p a ga t e t h r o u gh t h e d i s c o n t i n u i t y w h i l e p a r t o f i t
m a y r e fle c t b a c k t o t h e s o u r c e . In ge n e r a l w h e n w e h a ve a n i n c i d e n t vo l t a ge w a ve o f m a gn i t u d eV
I
fr o m a r e gi o n o f i n t e r c o n n e c t w i t h i m p e d a n c eZ0 o a r e gi o n w i t h i m p e d a n c eZ1, t h r e fle c t e d a n d
t r a n s m i t t e d vo l t a ge w a ve s ,V
R
a n dV
T
, a r e go ve r n e d b y Equ a t i o n s 6.2 a n d 6.3.
V
R
=

Z1   Z0
Z1 + Z0

V
I
(6:2)
V
T
= V
R
+ V
I
=
 2Z1
Z1 + Z0

V
I
(6:3)
We c a n s e e fr o m t h e s e e qu a t i o n s t h a t , i f w e w a n t o u r s i gn a l s t o b e t r a n s m i t t e d c l e a n l y b e t w e e n t w o
p o i n t s , w e n e e d t o k e e p t h e c h a r a c t e r i s t i c i m p e d a n c e o f t h e i n t e r c o n n e c t c o n s t a n t .
If t r a n s m i t a s i gn a l fr o m a d r i ve r a t o n e e n d o f a w i r e t o a r e c e i ve r a t t h eo p p o s i t e e n d , t h
s i gn a l l i n g i s c a l l e dpoint-to-point. Po i n t -t o -p o i n t s i gn a l l i n g c a n b e c o n t r a s t e d t o b u s o r i e n t e d
s i gn a l l i n g w h e r e t h e r e a r e s e ve r a l rc e i ve r s a n d s e ve r a l p o t e n t i a l d r i ve r s . Th e p o i n t -t o -p o i n t
s i gn a l l i n g c a s e i s s i m p l e r t ou n d e r s t a n d . Si n c e t h e s i gn al l i n g b e t w e e n r o u t e r s i s b e t w e e n a s i n gl e
fo r w a r d a n d b a c k w a r d p o r t p a i r , w e w i l l fo c u s t h e r e m a i n d e r o f o u r d i s c u s s i o n o n p o i n t -t o -p o i n t
s i gn a l l i n g.
In a p o i n t -t o -p o i n t s i gn a l l i n g s i t u a t i o n , w e ge n e r a l l y e n gi n e e r t h e w i r e t o h a ve a s i n gl e c h a r -
a c t e r i s t i c i m p e d a n c e fo r i t s e n t i r e l e n gt h . Th e e n d p o i n t s o f t h e t r a n s m i s s i o n l i n e , t h e n , b e c o m e
o u r p r i m a r y c o n c e r n . Fi gu r e s 6.1 t h r o u gh 6.6 s h o w a n i n c i d e n t vo l t a ge w a ve a n d s e ve r a l p o s s i b l e
r e fle c t i o n s c e n a r i o s d e p e n d i n g o n t h e r a t i o o f t h e t e r m i n a t i o n r e s i s t a n c e t o t h e c h a r a c t e r i s t i c l i n e
i m p e d a n c e . If t h e e n d o f t h e t r a n s m i s s i o n l i n e i s o p e n -c i r c u i t e d (i.e. (Z
term
>> Z0), Fi gu r e 6.2),
t h e r e fle c t e d vo l t a ge w a ve ,V
R
, i s t h e s a m e a s t h e i n c i d e n t w a ve . Th e r e c e i ve r a t t h e en d p o i n t
t h u s s e e s a vo l t a ge 2V
I
fo l l o w i n g t h e a r r i va l o f t h e vo l t a ge w a ve . Wh e n t h e t r a n s m i s s i o n l i n e
i s s h o r t -c i r c u i t e d (i.e. (Z
term
<< Z0), Fi gu r e 6.6), t h e r e fle c t e d vo l t a ge w a veVR, i s t h e s a m e
m a gn i t u d e a s t h e i n c i d e n t w a ve b u t o p p o s i t e i n p o l a r i t y. Th e re c e i ve r s e s n i n c i d e n t w a ve . Wh e n
106
0
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At t i m et = 0 t h e r e i s a vo l t a ge t r a n s i t i o n fr o m 0 t oV
I
a t t h e s o u r c e e n d o f t h e t r a n s m i s s i o n
l i n e . Sh o w n a b o ve i s t h e vo l t a ge p r o fil e a l o n g a t r a n s m i s s i o n l i n e i n t e r c o n n e c t d u r i n g t h e
fir s t t r a n s i t t i m e (i.e. 0 < t < L
v
).
Fi gu r e 6.1: Ini t i a l Tr a n s m i s s i o n Li n e Vo l t a ge Pr o fil e
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Sh o w n a b o ve i s t h e vo l t a ge p r o fil e a l o n g a t r a n s m i s s i o n l i n e i n t e r c o n n e c t w h e n t h e i n c i d e n t
w a ve s h o w n i n Fi gu r e 6.1 e n c o u n t e r s a n o p e n c i r c u i t (Z
term
>> Z0) a t t h e fa r e n d o f t h e
t r a n s m i s s i o n l i n e . Th e vo l t a ge p r o fil e s h o w n i s c h a r a c t e r i s t i c o f t h e l i n e d u r i n g t h e s e c o n d
t r a n s i t t i m e a c r o s s t h e i n t e r c o n n e c t (i. . L
v
< t <
2L
v
).
Fi gu r e 6.2: Tr a n s m i s s i o n Li n e Vo l t a ge : Op e n Ci r c u i t Re fle c t i o n
t h e t e r m i n a t i o n r e s i s t a n c e e xa c t l y m a t c h e s t h e t r a n s m i s s i o n l i n e i m p e d a n c e (i.e. (Z
term
= Z0),
Fi gu r e 6.4), t h e r e i s n o r e fle c t e d w a ve . If t h e t e r m i n a t i o n r e s i s t a n c e i s s l i gh t l y h i gh e r o r l o w e r t h a n
t h e t r a n s m i s s i o n l i n e i m p e d a n c e , t h e r e fle c t i o n w i l l t e n d b e t w e e n t h e t w o e xt r e m e s (Se e Fi gu r e s 6.3
a n d 6.5). It i s i m p o r t a n t t o n o t e t h a t t h e r e fle c t e d vo l t a ge w a ve w i l l r e t u r n t o t h e d r i vi n g e n d o f
t h e t r a n s m i s s i o n l i n e a n d e n c o u n t e r t h e s a m e r e fle c t i o n s c e n a r i o w i t h t h e t e r m i n a t i o n i m p e d a n c e
d e fin e d b y t h e i m p e d a n c e s e e n a t t h e s o u r c e e n d o f t h e t r a n s m i s s i o n l i n e . Re fle c t e d w a ve s w i l l
c o n t i n u e t o p r o p a ga t e a l o n g t h e t r a n s m i s s i o n l i n e u n t i l t h e l i n e r e a c h e s t h e s t e a d y-s t a t e vo l t a ge l e ve l
d e fin e d b y t h e e n d p o i n t s –i.e. i n t h e s t e a d y s t a t e , t h e vo l t a ge l e ve l a l o n g t h e w i r e w i l l s e t t l e t o t h e
vo l t a ge w h i c h t h e w i r e w o u l d p o s s e s s i f t h e t r a n s m i s s i o n l i n e w e r e r e p l a c e d b y a n i d e a l w i r e .
Fo r h i gh -s p e e d s i gn a l l i n g, w e w a n t t o e n gi n e e r t h e t e r m i n a t i o n t o a vo i d a n y u n w a n t e d r e fle c -
t i o n s . Th a t i s , w e w a n t t h e d e s t i n a t i o n e n d p o i n t t o s et t l e o t h c o r r e c t vo l t a ge a s qu i c k l y a s p o s s i b l e
a n d r e m a i n t h e r e . Tw o c o m m o n m e t h o d s fo r a c h i e vi n g t h i s go a l fo r p o i n t -t o -p o i n t s i gn al l i n g a r e
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Sh o w n a b o ve i s t h e vo l t a ge p r o fil e a l o n g a t r a n s m i s s i o n l i n e i n t e r c o n n e c t w h e n t h e i n c i d e n t
w a ve s h o w n i n Fi gu r e 6.1 e n c o u n t e r s a n h i gh e r i m p e d a n c e t e r m i n a t i o n (Z
term
> Z0) a t
t h e fa r e n d o f t h e t r a n s m i s s i o n l i n e . Th e vo l t a ge p r o fil e s h o w n i s c h a r a c t e r i s t i c o f t h e l i n e
d u r i n g t h e s e c o n d t r a n s i t t i m e a c r o s s t h e i n t e r c o n n e c t (i.e. L
v
< t <
2L
v
).
Fi gu r e 6.3: Tr a n s m i s s i o n Li n e Vo l t a ge :Z
term
> Z0 Re fl c t i o n
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Sh o w n a b o ve i s t h e vo l t a ge p r o fil e a l o n g a t r a n s m i s s i o n l i n e i n t e r c o n n e c t w h e n t h e i n c i d e n t
w a ve s h o w n i n Fi gu r e 6.1 e n c o u n t e r s a m a t c h e d i m p e d a n c e t e r m i n a t i o n (Z
term
= Z0) a t
t h e fa r e n d o f t h e t r a n s m i s s i o n l i n e . Th e vo l t a ge p r o fil e s h o w n i s c h a r a c t e r i s t i c o f t h e l i n e
a ft e r t h e fir s t t r a n s i t t i m e a c r o s s t h e i n t e r c o n n e c t (i.e. t > L
v
).
Fi gu r e 6.4: Tr a n s m i s s i o n Li n e Vo l t a ge : Ma t c h e d Te r m i n a t i o n
series termination a n dparallel termination. Fi gu r e 6.7 s h o w s a p a r a l l e l t e r m i n a t i o n a r r a n ge m e n t
a n d vo l t a ge p r o fil e s a t b o t h e n d s o f t h e t r a n s m i s s i o n l i n e w h e n t h e d r i ve n vo l t a ge c h a n ge s . Wi t h
p a r a l l e l t e r m i n a t i o n , w e s e l e c t t h e d r i ve r s o t h a t i t c a n d r i ve t h e t r a n s m i s s i o n l i n e t o t h e d e s i r e d vo l t -
a ge a n d s e l e c t t h e t e r m i n a t i o n r e s i s t a n c e m a t c h e d t o t h e t r a n s m i s s i o n l i n e c h a r a c t e r i s t i c i m p e d a n c e
(Z
term
= Z0). A vo l t a ge w a ve o r i gi n a t e s a t t h e d r i ve r a n d t a k e s o n e t r a n s m i s s i o n l i n e t r a n s i t t i m e
t o a r r i ve a t t h e r e c e i ve r . On c e t h e r e c e i ve r s e e s t h e vo l t a ge w a ve , t h e l i n e r e m a i n s a t t h e d r i ve n
vo l t a ge u n t i l t h e n e xt t r a n s i t i o n o c c u r s . Fi gu r e 6.8 s h o w s a s e r i e s t e r m i n a t i o n c a s e . Th e d r i ve r
i s s e l e c t e d t o d r i ve t h e l i n e vo l t a ge t o o n e -h a l f o f t h e d e s i r e d vo l t a ge t h r o u gh a d r i ve r i m p e d a n c e
e qu a l t o t h e l i n e i m p e d a n c e (Z
drive
= Z0), a n d t h e r e c e i ve r i s l e ft o p e n -c i r c u i t e d (Zterm >> Z0).
He r e t h e o n e -h a l f vo l t a ge w a ve a r r i ve s a t t h e d e s t i n a t i o n a n d r e fle c t s c o m p l e t e l y. Th e r e c e i ve r
t h u s s e e s a fu l l -s w i n g t r a n s i t i o n w h e n t h e o n e -h a l f vo l t a ge w a ve a r r i ve s a n d r e fle c t s o n e t r a n s i t
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Sh o w n a b o ve i s t h e vo l t a ge p r o fil e a l o n g a t r a n s m i s s i o n l i n e i n t e r c o n n e c t w h e n t h e i n c i d e n t
w a ve s h o w n i n Fi gu r e 6.1 e n c o u n t e r s a l o w e r i m p e d a n c e t e r m i n a t i o n (Z
term
< Z0) a t t h e
fa r e n d o f t h e t r a n s m i s s i o n l i n e . Th e vo l t a ge p r o fil e s h o w n i s c h a r a c t e r i s t i c o f t h e l i n e
d u r i n g t h e s e c o n d t r a n s i t t i m e a c r o s s t h e i n t e r c o n n e c t (i.e. L
v
< t <
2L
v
).
Fi gu r e 6.5: Tr a n s m i s s i o n Li n e Vo l t a ge :Z
term
< Z0 Re fl c t i o n
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Sh o w n a b o ve i s t h e vo l t a ge p r o fil e a l o n g a t r a n s m i s s i o n l i n e i n t e r c o n n e c t w h e n t h e i n c i d e n t
w a ve s h o w n i n Fi gu r e 6.1 e n c o u n t e r s a s h o r t c i r c u i t (Z
term
<< Z0) a t h e fa r e n d o f t h e
t r a n s m i s s i o n l i n e . Th e vo l t a ge p r o fil e s h o w n i s c h a r a c t e r i s t i c o f t h e l i n e d u r i n g t h e s e c o n d
t r a n s i t t i m e a c r o s s t h e i n t e r c o n n e c t (i. . L
v
< t <
2L
v
).
Fi gu r e 6.6: Tr a n s m i s s i o n Li n e Vo l t a ge : Sh o r t Ci r c u i t Re fle c t i o n
t i m e a ft e r t h e s o u r c e d r i ve s t h e t r a n s m i s s i o n l i n e . Th e r e fle c t e d w a ve a r r i ve s a t t h e s o u r c e e n d o f
t h e t r a n s m i s s i o n l i n e o n e t r a n s i t t i m e l a t e r o r o n e r o u n d -t r i p t r a n s i t t i m e a ft e r t h e s o u r c e d r o ve t h e
o r i gi n a l o n e -h a l f vo l t a ge w a ve . Wh e n t h e r e fle c t e d w a ve a r r i ve s a t t h e s o u r c e , i t i s t e r m i n a t e d b y
Z
drive
a n d n o fu r t h e r r e fle c t i o n s r e s u l t .
6.3 Issues in Transmission Line Signalling
No w t h a t w e h a ve r e vi e w e d t h e k e y fe a t u r e s a s s o c i a t e d w i t h t r a n s m i s s i o n l i n e s i gn a l l i n g, w e c a n
c o n s i d e r t h e i s s u e s a s s o c i a t e d w i t h h i gh -s p e e d , p o i n t -t o -p o i n t s i gn a l l i n g i n t e r m s o f t r a n s m i s s i o n
l i n e d e s i gn . By u s i n g s e r i e s o r p a r a l l e l t e r m i n a t i o n , w e c a n c o n t r o l t h e vo l t a ge w a ve fo r m o n t h e
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Sh o w n a t t o p i s a p a r a l l e l -t e r m i n a t e d t r a n s m i s s i o n l i n e . Be l o w t h e t r a n s m i s s i o n l i n e a r e t h e
vo l t a ge p r o fil e s s e e n b y t h e s o u r c e a n d d e s t i n a t i o n e n d s o f t h e t r a n s m i s s i o n l i n e a ft e r t h e
d r i ve r fo r c e s a 0! V t r a n s i t i o n a t t h e s o u r c e .
Fi gu r e 6.7: Pa r a l l e l Te r m i n a t e d Tr a n s m i s s i o n Li n e
t r a n s m i s s i o n l i n e s o t h a t t h e d e s t i n a t i o n s e t t l e s t o t h e d e s i r e d vo l t a ge i n o n e t r a n s i t t i m e .
T
t
=
L
v
(6:4)
As s h o w n i n Equ a t i o n 6.4, t h e t r a n s i t t i m e d e p e n d s o n t h e l e n gt h o f t h e t r a n s m i s s i o n l i n e ,L,
a n d t h e r a t e o f s i gn a l p r o p a ga t i o n ,v. Fr o m Equ a t i o n 6.1 w e k n o w t h a t t h e r a t e o f p r o p a ga t i o n
d e p e n d e d o n t h e p r o p e r t i e s o f t h e m a t e r i a l s . Fo r m o s t c o n ve n t i o n a l , l o w -c o s t PCB t e c h n o l o gi e s ,
v 
c
2 . Hi gh -p e r fo r m a n c e s u b s t r a t e s w i t h s l i gh t l y h i gh e r p r o p a ga t i o n s s p e e d s e xi s t , b u t t h e i r c o s t
a n d r e l i a b i l i t y c u r r e n t l y l i m i t s t h e i r u s e t o s m a l l , h i gh -e n d d e s i gn s .
A k e y i s s u e t o gu a r a n t e e i n g t h a t t h e d e s t i n a t i o n e n d o f t h e t r a n s m i s s i o n l i n e d o e s s e t t l e t o t h e
d e s i r e d vo l t a ge l e ve l i n a s i n gl e t r a n s i t t i m e i s p r o p e r t e r m i n a t i o n . In b o t h t h e s e r i e s a n d p a r a l l e l
t e r m i n a t i o n c a s e s , w e r e qu i r e a t e r m i n a t i o n w h i c h i s m a t c h e d t o t h e t r a n s m i s s i o n l i n e c h a r a c t e r i s t i c
i m p e d a n c e . Pr o c e s s va r i a t i o n i n t h e m a n u fa c t u r e o f p r i n t e d -c i r u i t b o a r d s a n d c o m p o n e n t s c o m -
p l i c a t e s t h e e a s e w i t h w h i c h w e c a n a c h i e ve m a t c h e d t e r m i n a t i o n . A t yp i c a l PCB m a n u fa c t u r e r
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Sh o w n a t t o p i s a s e r i e s -t e r m i n a t e d t r a n s m i s s i o n l i n e . Be l o w t h e t r a n s m i s s i o n l i n e a r e t h e
vo l t a ge p r o fil e s s e e n b y t h e s o u r c e a n d d e s t i n a t i o n e n d s o f t h e t r a n s m i s s i o n l i n e a ft e r t h e
d r i ve r fo r c e s a 0! V t r a n s i t i o n .
Fi gu r e 6.8: Se r i a l Te r m i n a t e d Tr a n s m i s s i o n Li n e
w i l l o n l y gu a r a n t e e t h e i m p e d a n c e o f t h e PCB s i gn a l r u n s w i t h i n a b o u t15%. Ti gh t e rb o u n d s
c a n b e s p e c i fie d b u t a l w a ys a t h i gh e r c o s t s . Ad d i t i o n a l l y, t h e r e i s t h e i s s u e o f h o w t h e m a t c h e d
t e r m i n a t i o n i s fa b r i c a t e d . Ext e r n a l , s u r fa c e -mo u n t r e s i s t o r s o r r e s i s t o r p a c k s c a n b e u s e d fo r t e r -
m i n a t i o n w i t h m o d e r a t e l y h i gh a c c u r a c y. Ho w e ve r , t e r m i n a t i o n fo r a l a r ge -p i n co u n t c o m p o n e n t ,
s u c h a s a r o u t i n g c o m p o n e n t , c a n r e qu i r e a s i za b l e a r e a o n t h ePCB. Th i s t r a n s l a t e s i n t o c o s t fo r t h e
t e r m i n a t i o n c o m p o n e n t s , fo r t h e PCB r e a l -e s t a t e , a n d fo r t h e a d d e d c o m p l i c a t i o n o f a s s e m b l y. Th e
s p a c e r e qu i r e d fo r t e r m i n a t i o n a l s o t r a n s l a t e s i n t o l a r ge r d i s t a n c e s b e t w e e n c o m p o n e n t s a n d h e n c e
l o n ge r t r a n s i t l a t e n c y a n d l o w e r r e l i a b i l i t y. Ext e r n a l , fixe d r e s i s t o r s a l s o p o s e p r o b l e m s i f w e w i s h
t o r e ve r s e t h e d i r e c t i o n o f s i gn a l t r a n s m i s s i o n a c r o s s o u r t r a n s m i s s i o n l i n e , a s i s d e s i r e d w h e n w e
r e ve r s e a n o p e n c o n n e c t i o n i n o u r n e t w o r k .
An o t h e r k e y c o n c e r n w h e n d r i vi n g t r a n s m i s s i o n l i n e i n t e r c o n n e c t s i s t h e p o w e r r e qu i r e d t o
d r i ve t h e t r a n s m i s s i o n l i n e . Th e p o w e r s u p p l i e d b y t h e d r i ve r i s d e t e r m i n e d b y t h e d r i ve n vo l t a ge
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a n d r e s i s t a n c e s e e n b y t h e d r i ve r (Equ a t i o n 6.5).
P
drive
=
(∆V
line
)
2
R
(6:5)
A p a r a l l e l t e r m i n a t e d t r a n s m i s s i o n l i n e w i l l d i s s i p a t e p o w e r a s s h o w n i n Equ a t i o n 6.6 w h e n d r i vi n g
t h e t r a n s m i s s i o n l i n e t oV .
P
parallel drive
=
V
2
Z0
(6:6)
A s e r i e s t e r m i n a t e d t r a n s m i s s i o n l i n e w i l l d i s s i p a t e p o w e r gi ve n b y Equ a t i o n 6.7 fo r o n e r o u n d -
t r i p t r a n s i t t i m e fo l l o w i n g a n y t r a n s i t i o n . On c e t h e r e fle c t i o n r e t u r n s t o t h e s o u r c e , n o p o w e r i s
d i s s i p a t e d i n t h e s t e a d y-s t a t e c o n d i t i o n .
P
serial drive
=
V
2
2Z0
(6:7)
Ad d i t i o n a l l y, p o w e r i s r e qu i r e d t o c h a r ge t h e c a p a c i t a n c e a s s o c i a t e d w i t h t h e d r i ve r . Th i s p o w e r i s
gi ve n b y Equ a t i o n 6.8, w h e r ef i s t h e fr e qu e n c y a t w h i c h t h e d r i ve r s w i t c h e s ,∆V
driver
i s t h e vo l t a ge
s w i n g d r i vi n g i n t o t h e d r i ve r , a n dC
driver
i s t h e c a p a c i t a n c e w h i c h m u s t b e c h a r ge d o r d i s c h a r ge d
t o c h a n ge t h e vo l t a ge o n t h e d r i ve r .
P
charge
=
1
2
C
driver
(∆V
driver
)
2
f (6:8)
6.4 Basic Signalling Strategy
To m e e t t h e n e e d s o f p o i n t -t o -p o i n t s i gn a l l i n g w i t h h i gh s p e e d a n da c c e p t a b l e p o w e r , w e ut i l i ze
a s e r i e s -t e r m i n a t e d , l o w -vo l t a ge s w i n g s i gn a l l i n g s c h e m e w h i c h u s e s o n -c h i p t e r m i n a t i o n a n d
fe e d b a c k t o m a t c h t e r m i n a t i o n a n d t r a n s m i s s i o n l i n e i m p e d a n c e s . Fo r t h e p u r p o s e s o f t h e fo l l o w i n g
d i s c u s s i o n , w e fo c u s o n aCMOS i n t e gr t e d c i r c u i t t e c h n o l o gy.
Lo w -vo l t a ge s w i n g s i gn a l l i n g i s d i c t a t e d b y t h e n e e d t o d r i ve t h e r e s i s t i ve t r a n s m i s s i o n l i n e
l o a d w i t h a c c e p t a b l e p o w e r d i s s i p a t i o n . We s e e i n Equ a t i o n 6.5 t h a t go i n g t o a l o w e r vo l t a ge
s w i n g s a ve s p o w e r qu a d r a t i c a l l y. In t h e d e s i gn s w h i c h fo l l o w , w e s p e c i fic a l l y c o n s i d e r s i gn a l l i n g
b e t w e e n ze r o a n d o n e -vo l t . Li m i t i n g t h e vo l t a ge s w i n gs t o o n e -vo l t s a ve s a fa c t o r o f 25 i n p o w e r
o ve r t r a d i t i o n a l five -vo l t s i gn a l l i n g (i.e. P
serial drive
= 250m W w i t h five -vo l t s i gn a l s w i n gs a n d
P
serial drive
= 10m W w i t h o n e -vo l t s w i n gs ).
To a c h i e ve o n e -vo l t s i gn a l l i n g, w e p r o vi d e c o mp o n e n t s w i t h a o n e -vo l t p o w e r s u p p l y fo r t h e
p u r p o s e o f s i gn a l l i n g. Th i s fr e e s t h e i n d i vi d u a l c o mp o n e n t s fr o m n e e d i n g t o c o n ve r t b e t w e e n t h e
l o gi c s u p p l y vo l t a ge a n d t h e s i gn al l i n g vo l t a e l e ve l . An y p o w e r c o n s u m e d ge n e r a t i n g t h e o n e -vo l t
s u p p l y i s d i s s i p a t e d i n t h e p o w e r s u p p l y, a n d n o t i n t h e i n d i vi d u a l ICs .
Se r i e s t e r m i n a t i o n o ffe r s s e ve r a l a d va n t a ge s o ve r p a r a l l e l t e r m i n a t i o n fo r p o i n t -t o -p o i n t s i g-
n a l l i n g. We c a n i n t e gr a t e t h e t e r m i n a t i o n i m p e d a n c e i n t o t h e d r i ve r . In t h e p a r a l l e l t e r m i n a t e d c a s e ,
w e n e e d e d t o d r i ve t h e t r a n s m i s s i o n l i n e vo l t a ge c l o s e t o t h e s i gn a l l i n g su p p l y r a i l . Th e e ffe c t i ve
r e s i s t a n c e a c r o s s t h e d r i ve r b e t w e e n t h e s u p p l y r a i l s a n d t h e d r i ve n t r a n s m i s s i o n l i n e m u s t b e s m a l l
c o m p a r e d t o t h e t r a n s m i s s i o n l i n e i m p e d a n c e ,Z0, i n o r d e r t o d r i ve t h e t r a n s m i s s i o n l i n e vo l t a ge
c l o s e t o t h e s i gn a l l i n g su p p l y (Se e Fi gu r e6.9). In aCMOS i m p l e m e n t a t i o n , t h i s m e a n s t h a t t h e s i ze
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Sh o w n h e r e i s t h e b a s i cCMOS t r n s m i s s i o n l i n e d r i ve r . Sh o w n a t r i gh t i s t h e b a s i c d r i ve r .
Sh o w n o n t h e l e ft i s a s i m p l i fie d m o d e l o f t h e d r i ve r m a k i n g e xp l i c i t t h e fa c t t h a t e a c h
t r a n s i s t o r , w h e n e n a b l e d , c a n b e m o d e l e d a s a r e s i s t o r o f s o m e r e s i s t a n c e d e t e r m i n e d b y t h e
t r a n s i s t o r ’s W/ L r a t i o a n d p r o c e s s p a r a m e t e r s .
Fi gu r e 6.9:CMOS Tr a n s m i s s i o n Li n e Dr i ve r
o f t h e t r a n s i s t o r s i m p l e m e n t i n g t h e fin a l d r i ve r m u s t h a ve a l a r geW=L r a t i o t o m a k e t h e r e s i s t a n c e
s m a l l . As a c o n s e qu e n c e , t h e fin a l d r i ve r i s l a r ge a n d , t h e r e fo r e , h a s c o n s i d e r a b l e a s s o c i a t e d c a -
p a c i t a n c e ,C
driver
. Th i s m e a n s i t w i l l t a k e a d d i t i o n a l t i m e t o s c a l e t h e d r i ve c a p a c i t y o f a n i n p u t
s i gn a l u p l a r ge e n o u gh t o d r i ve t h e fin a l d r i ve r . It a l s o m e a n s t h a t t h e c h a r gi n g p o w e r ,P
charge
(Equ a t i o n 6.8), w i l l b e l a r ge . In c o n t r a s t , t h e s e r i e s t e r m i n a t e d d r i ve r c a n u s e a h i gh e r -i m p e d a n c e
d r i ve r . Th e h i gh e r i m p e d a n c e o f t h e s e r i e s t e r m i n a t e d d r i ve r a l l o w s t h e s e r i e s d r i ve r t o h a ve a
s m a l l e rW=L r a t i o a n d h e n c e s m a l l e rC
driver
a n d l e s s l a t e n c y d r i vi n g t h e o u t p u t .
Th e s e r i e s t e r m i n a t e d c o n figu r a t i o n gi ve s u s t h e o p p o r t u n i t y t o u s e fe e d b a c k t o a d ju s t t h e o n -
c h i p , s e r i e s t e r m i n a t i o n t o m a t c h t h e t r a n s m i s s i o n l i n e i m p e d a n c e . We e xp e c t b o t h t h e t r a n s m i s s i o n
l i n e i m p e d a n c e a n d t h e c o n d u c t a n c e o f t h e d r i ve t r a n s i s t o r s t o va r y d u e t o p r o c e s s va r i a t i o n s . By
m o n i t o r i n g t h e s t a b l e l i n e vo l t a ge d u r i n g t h e r o u n d -t r i p t r a n s i t t i m e b e t w e e n t h e i ni t i a l t r a n s i t i o n a t
t h e s o u r c e e n d o f t h e t r a n s m i s s i o n l i n e a n d t h e a r r i va l o f t h e r e fle c t i o n , t h e c o m p o n e n t c a n i d e n t i fy
w h e t h e r t h e d r i ve r t e r m i n a t i o n i s h i gh , l o w , o r m a t c h e d t o t h e t r a n s m i s s i o n l i n e i m p e d a n c e . Wi t h
a p r o p e r l y t e r m i n a t e d s e r i e s t r a n s m i s s i o n l i n e , w e e xp e c t t h e vo l t a ge t o s e t t l e h a l f-w a y b e t w e e n
gr o u n d a n d t h e s i gn al l i n g su p p l y d u r i n g t h e fir s t r o u n d -t r i p t r a n s i t t i m e . If t h e vo l t a ge s et t l e s u c h
a b o ve t h e h a l f w a y p o i n t , t h e d r i ve i m p e d a n c e i s t o o l o w . If t h e vo l t a ge s e t t l e s m u c h b e l o w t h e h a l f-
w a y p o i n t , t h e d r i ve r i m p e d a n c e i s t o o h i gh . By m o n i t o r i n g t h e vo l t a ge o n t h e l i n e a n d a d ju s t i n g
t h e d r i ve i m p e d a n c e a p p r o p r i a t e l y, t h e i n t e gr a t e d c i r c u i t c a n c o m p e n s a t e fo r p r o c e s s va r i a t i o n i n
b o t h t h e s i l i c o n p r o c e s s i n g a n d PCB m a n u fa c t u r e t o m a t c h t h e t e r m i n a t i o n i m p e d a n c e t o t h e l i n e
i m p e d a n c e . Mo s tCMOS c i r c u i t d e s i gn e r s a r e fa m i l i a r w i t h t h e p r a c t i c e o f d e s i gn i n g c i r c u i t r y t o
c o m p e n s a t e fo r t h e w i d e va r i a t i o n s a s s o c i a t e d w i t h s i l i c o n p r o c e s s i n g. Th i s a d ju s t a b l e t e r m i n a t i o n
t e c h n i qu e t a k e s t h e s t r a t e gy o n e s t e p fu r t h e r t o c o m p e n s a t e fo r va r i a t i o n s i n t h e c o m p o n e n t ’s
e xt e r n a l e n vi r o n m e n t .
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Fu n c t i o n a l l y, w e w a n t a n a d ju s t a b l e r e s i s t a n c e fo r t h e p a t h t o b o t h t h e h i gh a n d l o w s i gn a l l i n g
r a i l s . To d r i ve t h e o u t p u t t o a p a r t i c u l a r s i gn a l l i n g r a i l , w e co n n e c t t h e a p p r o p r i a t e r a i l t o
t h e o u t p u t p a d vi a t h e t u n e d i m p e d a n c e .
Fi gu r e 6.10: Fu n c t i o n a l Vi e w o f Co n t r o l l e d Ou t p u t Im p e d a n c e Dr i ve r
6.5 Driver
To a l l o w a d ju s t a b l e d r i ve r i m p e d a n c e , t h e o u t p u t d r i ve r i s d e s i gn e d t o c o n n e c t t h e t r a n s m i s s i o n
l i n e o n t h e a c h i p ’s o u t p u t p a d t o t h e s i gn a l l i n g su p p l y t h r o u gh a c o n t r o l l a b l e i m p e d a n c e ga t e .
Lo gi c a l l y, t h i s c o n figu r a t i o n i s s h o w n i n Fi gu r e 6.10. Se ve r a l o p t i o n s e xi s t fo r c o n t r ol l i n g t h e
va r i a b l e o u t p u t i m p e d a n c e . Kn i gh t a n d Kr ym m s u gge s t c o n t r o l l i n g t h e o u t p u t i m p e d a n c e b y
c o n t r o l l i n g t h e ga t e vo l t a ge o n t h e fin a l s t a ge o u t p u t d r i ve r s[KK88] (Se e Fi gu r e 6.11). Br a n s o n
s u gge s t s u s i n g e xp o n e n t i a l l y s i ze d p a s s ga t e s b e t w e e n t h e s i gn al l i n g su p p l i e s a n d t o u t p u t p a d
[Br a 90]. Th e i m p e d a n c e i s c o n t r o l l e d b y o n l y a l l o w i n g t h e a p p r o p r i a t e s u b s e t o f p a s s ga t e s t o
t u r n o n t o a c h i e ve t h e d e s i r e d i m p e d a n c e . Ga b a r a a n d Kn a u e r s u gge s t a s c h e m e w h i c h i s vi r t u a l l y
e qu i va l e n t u s i n g a s e t o f e xp o n e n t i a l l y s i ze d t r a n s i s t o r s i n p a r a l l e l i ne a c h o f t h e p u l l -u p n d
p u l l -d o w n n e t w o r k s t o a l l o w d i gi t a l c o n t r o l o f t h e o u t p u t i m p e d a n c e [GK92] (Se e Fi gu r e 6.12).
De Ho n , Kn i gh t , a n d Si m o n c o n s i d e r a va r i a n t t h a t p l a c e s t h e i m p e d a n c e c o n t r o l t r a n s i s t o r s
a n d t h e ga t i n g t r a n s i s t o r i n s e r i e s b e t w e e n t h e s i gn a l s u p p l y a n d t h e o u t p u t p a d[DKS93] (Se e
Fi gu r e 6.13). Th i s c o n figu r a t i o n a c h i e ve s l o w e r l a t e n c y b y m o vi n g t h e i m p e d a n c e c o n t r o l l o gi c
o u t o f t h e c r i t i c a l s i gn a l p a t h t h r o u gh t h e o u t p u t p a d . Un l i k e t h e o t h e r t w o d i gi t a l l y-c o n t r o l l e d
i m p e d a n c e s c h e m e s , t h e i m p e d a n c e s e t t i n g i s c o n t r o l l e d s e p a r a t e l y fr o m t h e d r i ve e n a b l e s a n d h e l d
s t a t i c d u r i n g o p e r a t i o n . Th e ge n e r a t i o n o f t h e p u l l -d o w n a n d p u l l -u p e n a b l e s i s t h e o n l y l o gi c t h a t
m u s t b e p e r fo r m e d i n t h e s i gn a l p a t h t o t h e fin a l s t a ge o f t h e p a d d r i ve r . Si n c e t h e e n a b l e s t o t h e
i m p e d a n c e c o n t r o l d e vi c e s d o n o t c h a n ge w i t h e a c h d a t a c yc l e , l e s s p o w e r i s c o n s u m e d c h a r gi n g
t h e fin a l s t a ge d r i ve r s ,P
charge
.
In a l l o f t h e s e d r i ve r s c h e m e s , w h e n t h e h i gh s i gn a l l i n g su p p l y i s a d e vi c e t h r e s h o l d d r o p o r
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Sh o w n a b o ve i s a vo l t a ge -c o n t r o l l e d c o n t r o l l e d -i m p e d a n c eCMOS d r i ve r fr o m [KK88]. By
va r yi n gV
control
b e l o w t h e l o gi c s u p p l y vo l t a ge , o n e va r i e s t h e ga t e vo l t a ge a p p l i e d t o t h e
fin a l d r i ve r w h e n i t i s e n a b l e d . Mo d u l a t i n g t h e ga t e vo l t a ge i n t h i s m a n n e r c o n t r o l s t h e t o t a l
c o n d u c t a n c e o f t h e fin a l d r i ve r a n d h e n c e t h e i m p e d a n c e s e e n b y t h e t r a n s m i s s i o n l i n e .
Fi gu r e 6.11:CMOS Dr i ve r w i t h Vo l t a ge Co n t r o l l e d Ou t p u t Im p e d a n c e
m o r e b e l o w t h e h i gh l o gi c s u p p l y,N-d e vi c e s c a n b e u s e d t o fo r m t h e p u l l -u p n e t w o r k , a s w e l l a s
t h e p u l l -d o w n n e t w o r k . Th a t i s , w h e n t h e i n t e r n a l l o gi c c a n d r i ve t h e c o n t r o l vo l t a ge o n t o t h e
fin a l d r i ve r m o r e t h a n a t h r e s h o l d a b o ve t h e d e s i r e d h i gh s i gn a l l i n g su p p l y, i t b e c o m e s u n ne c e s a r y
t o u s e aP-d e vi c e p u l l -u p t o a l l o w t h e o u t p u t t o s w i n g a l l t h e w a y u p t o t h e h i gh s i gn a l l i n g r a i l .
NMOS d e vi c e s h a ve s i ze , s p e e d , a n d p o w e r a d va n t a ge s . Si n c e t h e m o b i l i t y o f e l e c t r o n s i s ab o u
t w o a n d a h a l f t i m e s t h e m o b i l i t y o f h o l e s , a nN-d e vi c e w i t h a gi ve n t r a n s c o n d u c t a n c e , a n d h e n c e
i m p e d a n c e , c a n b e r o u gh l y t w o a n d a h a l f t i m e s s m a l l e r t h a n a c o r r e s p o n d i n gP-d e vi c e w i t h t h e
s a m e t r a n s c o n d u c t a n c e . Th e s m a l l e r d e vi c e s p r e s e n t l e s s c a p a c i t a n c e w h i c h m u s t b e d r i ve n b y t h e
i n t e r n a l l o gi c a n d h e n c e o p e r a t e fa s t e r w h i l e d i s s i p a t i n g l e s s p o w e r w h e n s w i t c h i n g. Th e o u t p u t
d r i ve r l a yo u t b e c o m e s s m a l l e r a n d s i m p l e r s i n c e t h e fin a l d r i ve r i s b u i l t e n t i r e l y o u t o fN-d e vi c e s .
Ou t p u t d r i ve r s t h a t r e l y o n b o t hP-d e vi c e s a n dN-d e vi c e s r e qu i r e gu a r d -r i n gs b e t w e e n t h ePMOS a n d
NMOS d e vi c e s t o p r o t e c t a ga i n s t l a t c h -u p .
Fi gu r e 6.14 s h o w s a s i ze d ve r s i o n o f t h e o u t p u t d r i ve r s h o w n i n Fi gu r e 6.13 w h i c h w a s
i m p l e m e n t e d i nCMOS26, He w l e t t Pa c k a r d ’s 0.8 e ffe c t i ve ga t e -l e n gt h p r o c e s s [DKS93]. Th i s
o u t p u t d r i ve r e xh i b i t s a 2 n s o u t p u t l a t e n c y a n d 1 n s r i s e / fa l l t i m e s . Th e fa b r i c a t e d d r i ve r w a s
c a p a b l e o f m a t c h i n g e xt e r n a l i m p e d a n c e s b e t w e e n 30Ω a n d 100Ω. In t o t a l , t h e d r i ve r c o n s u m e s
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Sh o w n a b o ve i s a d i gi t a l l y c o n t r o l l e d va r i a b l e r e s i s t a n c e d r i ve r fr o m [GK92] ([GK92]
a c t u a l l y u s e sPMOS d e vi c e s i n b o t h r e s i s t a n c e n e t w o r k s s i n c e i t fo c u s e s o n o p e r a t i o n i n
a d i ffe r e n t vo l t a ge r e gi o n ). Th e d i gi t a l va l u e s o npu impedance a n dpd impedance
d e t e r m i n e w h i c h t r a n s i s t o r s a r e e n a b l e d w h e n e ve r t h e d r i ve r d r i ve s a h i gh o r l o w s i gn a l ,
r e s p e c t i ve l y. Th e t r a n s c o n d u c t a n c e s o f t h e e n a b l e d p a r a l l e l t r a n s i s t o r s c o m b i n e t o d e t e r m i n e
t h e t r a n s c o n d u c t a n c e b e t w e e n t h e s i gn al l i n g r a i l a n d t h e o u t p u t p a d .
Fi gu r e 6.12:CMOS Dr i ve r w i t h Di gi t a l l y Co n t r o l l e d Ou t p u t Im p e d a n c e
a p p r o xi m a t e l y 10 m W + 2m W/ 100MHz o f p o w e r .
6.6 Receiver
Th e r e c e i ve r m u s t c o n ve r t t h e l o w -vo l t a ge s w i n g in p u t s i gn l t o a fu l l -s w i n g l o gi c s i gn a l fo r u s e
i n s i d e t h e c o m p o n e n t . In t h e i n t e r e s t o f h i gh -s p e e d s w i t c h i n g, w e w a n t a re c e i ve r w h i c h h a s h i gh
ga i n fo r s m a l l s i gn a l d e vi a t i o n s a r o u n d t h e m i d -p o i n t b e t w e e n t h e s i gn al l i n g su p l i e s . [CCS+88]
a n d [KK88] i n t ro d u c e s u i t a b l e d i ffe r e n t i a l re c e i v r s . Fi gu r e6.15 s h o w s o n e s u c h rc e i ve r . Th e
r i gh t m o s t i n ve r t e r p a i r (I1 a n d I2) i n Fi gu r e 6.15 fo r m s a d i ffe r e n t i a l re c e i ve r b i a s e d t o t r i p w h e n
t h e i n p u t vo l t a ge s e e n b y t h e i n p u t p a d e xc e e d s h a l f t h e l o w -vo l t a ge su p p l y. I1 a n d I2 a r e i d e n t i c a l
i n ve r t e r s . Th e i n p u t s t oe a c h a r e t a k e n t h r o u gh r e s i s t o r s t o w h a t w o u l d n o r m a l l y b e t h e gro u n d
c o n n e c t i o n s o f t h e i n ve r t e r s . Th e r e s i s t o r b e t w e e n t h e p a d a n d I2 i s t h e d i ffu s e d i n p u t p r o t e c t i o n
r e s i s t o r w h i c h m u s t e xi s t o nCMOS i n p u t p a d s . Th e r e s i s t o r b e t w e e n t h e h a l f s i gn al l i n g vo l t a ge
l e ve l a n d I1 i s a n i d e n t i c a l r e s i s t o r fo r r e fe r e n c e . Th e n o r m a l i n p u t a n d o u t p u t o f t h e I1 i n ve r t e r
s t r u c t u r e a r e s h o r t e d t o ge t h e r s o t h a t I1 s e r ve s a s a b i a s ge n e r a t o r p l a c i n g I2 i n i t s h i gh -ga i n r e gi o n
o f o p e r a t i o n . If t h e i n p u t p a d vo l t a ge c o n n e c t e d t o I2 w e r e a l s o a t h a l f t h e s i gn al l i n g vo l t a ge l e ve l ,
t h e t w o d e vi c e s w o u l d b e i n i d e n t i c a l vo l t a ge s t a t e s a n d t h e o u t p u t o f t h e I2 i n ve r t e r s t r u c t u r e w o u l d
a l s o b e m i d -r a n ge . As t h e p a d i n p u t vo l t a ge s e e n b y I2 va r i e s a w a y fr o m t h e h a l f vo l t a ge l e ve l ,
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Sh o w n a b o ve i s a d i gi t a l c o n t r o l l e d -i m p e d a n c e d r i ve r a ft e r [DKS93]. Th e d i gi t a l va l u e s
o npu impedance a n dpd impedance e n a b l e t h e p a r a l l e l i m p e d a n c e c o n t r o l t r a n s i s t o r s .
Dr i ve r t r a n s i s t o r s a r e p l a c e d i n s e r i e s b e t w e e n t h e i m p e d a n c e c o n t r o l n e t w o r k s a n d t h e o u t -
p u t p a d . Th e d e s i r e d s i gn a l l i n g vo l t a ge i s co n n e c t e d t o t h e p a d b y e n a b l i n g t h e a p p r o p r i a t e
d r i ve t r a n s i s t o r . Th e d i gi t a l i m p e d a n c e c o n t r o l s r e m a i n s t a t i c d u r i n g n o r m a l o p e r a t i o n .
Fi gu r e 6.13:CMOS Dr i ve r w i t h Se p a r a t e Im p e d a n c e a n d Lo gi c Co n t r o l s
I1 a n d I2 r a p i d l y b e c o m e u n b a l a n c e d l e a d i n g t o a h i gh -ga i n o u t p u t fr o m I2. If t h e p a d i n p u t t o I2
i s s l i gh t l y a b o ve t h e h a l f vo l t a ge l e ve l , t h e s w i t c h i n g t h r e s h o l d o f I2 b e c o m e s h i gh e r t h a n t h e b i a s
s u p p l i e d b y I1. Th e b i a s o n t h e ga t e s o f I2 d e vi c e s a p p e a r s l i k e a l o w i n p u t t o I2 i n ve r t e r , a n d I2
d r i ve s a h i gh o u t p u t . Si m i l a r l y, i f t h e p a d i n p u t t o I2 i s s l i gh t l y b e l o w t h e h a l f vo l t a ge l e ve l , t h e
s w i t c h i n g t h r e s h o l d o f I2 b e c o m e s l o w e r t h a n t h e I1 b i a s c a u s i n g t h e I2 ga t e i n p u t t o a p p e a r h i gh .
In r e s p o n s e , I2 d r i ve s a l o w o u t p u t . Fi n a l l y, I3 s e r ve s t o r e s t o r e t h e r e c o ve r e d i n p u t s i gn a l fr o m I2
t o a fu l l r a i l -t o -r a i l vo l t a ge s w i n g fo r d r i vi n g i n t e r n a l l o gi c . In o r d e r fo r I3 t o r e c t i fy p r o p e r l y, i t
s h o u l d b e s i ze d s o t h a t i t s m i d p o i n t vo l t a ge t r a c k s t h e m i d p o i n t vo l t a ge o f I1 a n d I2 w i t h p r o c e s s
va r i a t i o n .
Fi gu r e 6.16 s h o w s a ve r s i o n o f t h e re c e i ve r s h o w n i n Fi gu r e6.15 w h i c h w a s i m p l e m e n t e d
i n CMOS26, He w l e t t Pa c k a r d ’s 0.8 e ffe c t i ve ga t e -l e n gt h p r o c e s s [DKS93]. Th e in p u t l a t e n c y
t h r o u gh t h i s r e c e i ve r i s a p p r o xi m a t e l y 1 n s . Th e t o t a l i / o l a t e n c y,t
io
, fo r t i s r e c e ve r n d t h e d r i ve r
d e s c r i b e d i n t h e p r e vi o u s s e c t i o n i s 3 n s .
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T o  Ou t p u t  P a d
Sh o w n h e r e i s a s i ze dCMOS d r i ve r c i r c u i t fr o m [DKS93]. Al l w i d t h s a r e s h o w n i n m i c r o n s .
Th i s d r i ve r w a s d e s i gn e d fo rCMOS26, He w l e t t Pa c k a r d ’s 0.8 e ffe c t i ve ga t e -l e n gt h p r o c e s s .
Fi gu r e 6.14: Co n t r o l l e d Im p e d a n c e Dr i ve r Im p l e m e n t a t i o n
6.7 Bidirectional Operation
Th e d r i ve r s a n d r e c e i ve r s h o w n i n t h e p r e vi o u s s e c t i o n s c a n b e c o m b i n e d t o a l l o w h a l f-d u p l e x,
b i d i r e c t i o n a l s i gn a l l i n g, a s n e e d e d fo r t h e r o u t i n g c o mp o n e n t s d e s c r i b e d i n Ch a p t e r 4. A s i n gl e i / o
p a d w o u l d c o n t a i n b o t h a d r i ve r a n d a r e c e i ve r . At a n y p o i n t i n t i m e o n e s i d e o f t h e t r a n s m i s s i o n
l i n e w o u l d b e c o n figu r e d t o d r i ve t h e l i n e a n d t h e o t h e r t o r e c e i ve . Th e r e c e i ve r w o u l d h a ve
b o t h i t s p u l l -d o w n a n d p u l l -u p e n a b l e s t u r n e d o ff. In t h i s m o d e , b o t h t h e o u t p u t d r i ve r a n d t h e
i n p u t re c e i ve r l o o k l i k e h i gh -i m p e d a n c e co n n e c t i o n s t o t h e t r a n s m i s s i o n l i n e . Th e r e c e i ve r t h u s
b e h a ve s a s t h e h i gh -i m p e d a n c e c o n n e c t i o n w e e xp e c t o n t h e d e s t i n a t i o n e n d o f a s e r i e s -t e r m i n a t e d
t r a n s m i s s i o n l i n e . Th e d r i vi n g e n d o f t h e t r a n s m i s s i o n l i n e d r i ve s e i t h e r t h e p u l l -u p o r p u l l -d o w n
e n a b l e c o n n e c t i n g a s i gn a l l i n g su p p l y t o t h e t r a n s m i s s i o n l i n e t h r o u gh t h e a d ju s t a b l e i m p e d a n c e
n e t w o r k . Wh e n i t i s n e c e s s a r y t o t u r n t h e c o n n e c t i o n a r o u n d t o r e ve r s e t h e flo w o f d a t a i n t h e
n e t w o r k , t h e i / o p a d s c a n s w a p r o l e s a s d r i ve r a n d r e c e i ve r .
118
W N 1
W P 1
W N 2
W P 2
W N 3
W P 3
Vl o g i c
S t a n d a r d  L e v e l  In p u t
2
1 V
s i g n a l R e f. In p u tP a d
d i ffu s e d
i n p u t
r e s i s t o r s
I 1 I 2 I 3
Sh o w n a b o ve i s a r e c e i ve r a ft e r[KK88]. In ve r t e r sI1 a n dI2 a r e i d e n t i c a l d e vi c e s (WP1 =
WP2, WN1 = WN2). I1 b i a s e sI2 i n t o i t s h i gh -ga i n r e gi o n . Wh e n t h e vo l t a ge o n t h e
i n p u t p a d i s s l i gh t l y h i gh e r o r l o w e r t h a n t h e h a l f s i gn al l i n g vo l t a ge r e fe r e n c e ,I2 a m p l i fie s
t h e vo l t a ge .I3 s t a n d a r d i ze s t h e o u t p u t o fI2 fo r u s e i n s i d e t h e c o m p o n e n t . It s h o u l d b e
s i ze d t o h a ve t h e s a m e vo l t a ge m i d p o i n t a sI1 a n dI2.
Fi gu r e 6.15:CMOS Lo w -vo l t a ge Di ffe r e n t i a l Re c e i ve r Ci r c u i t r y
6.8 Automatic Impedance Control
Th e d r i ve r s d e s c r i b e d i n Se c t i o n 6.5 a l l a l l o w e d t h e o u t p u t i m p e d a n c e t o b e va r i e d . In t h i s
s e c t i o n w e t u r n o u r a t t e n t i o n t o t h e t a s k o f a u t o m a t i c a l l y m a t c h i n g t h e c o n t r o l l e d i m p e d a n c e t o t h e
a t t a c h e d t r a n s m i s s i o n l i n e i m p e d a n c e . In a n y s u i t a b l e s c h e m e , w e n e e d b o t h a s e n s o r t o i n d i c a t e
w h e t h e r t h e t e r m i n a t i o n i m p e d a n c e i s h i gh o r l o w a n d a m e c h a n i s m fo r fe e d i n g t h e m a t c h i n g
i n fo r m a t i o n b a c k t o u p d a t e t h e i m p e d a n c e s et t i n g. St a r t i n g w i t h t h e d r i ve r s a n d re c e i ve r d e s c r i b e d
i n t h i s c h a p t e r , w e c a n o b t a i n t h e i n fo r m a t i o n n e c e s s a r y a n d c l o s e t h e fe e d b a c k l o o p b y a d d i n g
a d i s c r e t e -t i m e s a m p l e r e gi s t e r a n d a l l o w i n g a c c e s s t o t h e i m p e d a n c e s et t i n g a n d s a m p l va l u e s
t h r o u gh t h e t e s t -a c c e s s p o r t (TAP) (Se c t i o n 2.2 a n d Ch a p t e r 5).
6.8.1 Circuitry
Fi gu r e 6.17 s h o w s t h e s c a n a r c h i t e c t u r e fo r a b i d i r e c t i o n a l s i gn a l p a d . In a d di t i o n t o t h e s t a n d a r d ,
b o u n d a r y-s c a n r e gi s t e r s ,e a c h p a d h a s a n i m p e d a n c e c o n t r o l r e gi s t e r a n d a s a m p l e r e gi s t e r . Th e
i m p e d a n c e r e gi s t e r h o l d s t h e d i gi t a l i m p e d a n c e s e t t i n g fo r t h e p u l l -u p a n d p u l l -d o w n t r a n s i s t o r s
i n i m p e d a n c e c o n t r o l s s c h e m e s s u c h a s t h e o n e s s h o w n i n Fi gu r e s 6.12 a n d 6.13. Th e i m p e d a n c e
r e gi s t e r c a n b e w r i t t e nu n d e r s c a n c o n t r o l t h r o u gh t h e TAP t o c o n figu r e t h e p u l l -u p a n d p u l l -d o w n
n e t w o r k i m p e d a n c e s . Th e s a m p l e r e gi s t e r i s s h o w n i n Fi gu r e 6.18. Wh e n a t r a n si t i o n o c c u r s o n t h e
l o gi c va l u e t o b e d r i ve n o u t o f t h e p a d , a n e n a b l e p u l s e i s fe d i n t o t h e s a m p l e r e gi s t e r . Th i s p u l s e
r i p p l e s t h r o u gh t h e i n ve r t e r c h a i n e n a b l i n g e a c h s a m p l e r e gi s t e r t o s t o r e t h e d i gi t a l in p u t va l u e t w o
i n ve r t e r d e l a ys a p a r t . Th e d i gi t a l i n p u t va l u e t o t h e s a m p l e r e gi s t e r c o m e s fr o m t h e p a d ’s re c e i ve r .
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Sh o w n h e r e i s t h e d i ffe r e n t i a l r e c e i ve r fr o m[DKS93]. Al l w i d t h s a r e s h o w n i n m i c r o n s .
Th i s d r i ve r w a s d e s i gn e d fo rCMOS26, He w l e t t Pa c k a r d ’s 0.8 e ffe c t i ve ga t e -l e n gt h p r o c e s s .
Gr o u n d e d -P i n ve r t e r s a r e u s e d i n t h e d i ffe r e n t i a l re c e i ve r r a t h e r t h a n c o m p l e m e n t a r yCMOS
i n ve r t e r s a s i n Fi gu r e 6.15. Exp e r i m e n t a l e va l u a t i o n s u gge s t s t h a t t h e ge o m e t r y o f t h e
t r a n s i s t o r s u s e d fo r t h e d i ffe r e n t i a l r e c e i ve r sh o u l d b e l a r ge r i n o r d e r t o p r o vi d e go o d
s t a b i l i t y t o p r o c e s s i n g va r i a t i o n .
Fi gu r e 6.16:CMOS Lo w -vo l t a ge , Di ffe r e n t i a l Re c e i ve r Im p l e m e n t a t i o n
Th i s r e c e i ve r m a y b e t h e s a m e o n e u s e d fo r r e c e i vi n g s i gn a l s w h e n t h e i / o p a d i s s e r vi n g a s a n in p u t .
Th e k e y r e qu i r e m e n t i s t h a t t h e i n p u t re c e i ve r ge n e r a t e s o n e l o gi c va l u e w h e n t h e p a d i s s l i gh t l y
a b o ve t h e s i gn a l l i n g su p p l y m i d -p o i n t vo l t a ge a n d t h e o p p o s i t e l o gi c va l u e w h e n t h e p a d i s s l i gh t l y
b e l o w . Fo l l o w i n g a t r a n s i t i o n o f t h e o u t p u t l o gi c va l u e , t h e s a m p l e r e gi s t e r w i l l c o n t a i n a s e qu e n c e
o f c l o s e l y s p a c e d t i m e s a m p l e s o f t h e d i gi t a l va l u e s e e n b y t h e r e c e i ve r . Th e s a m p l e r e gi s t e r c a n b e
r e a d u n d e r s c a n c o n t r o l t h r o u gh t h e TAP t o p r o vi d e a d i gi t a l , d i s c r e t e -t i m e p r o fil e o f t h e vo l t a ge o n
t h e o u t p u t p a d . Fi gu r e 6.19 s h o w s t h e c o m b i n e d i / o p a d c i r c u i t r y fr o m [DKS93]. Si n c e t h e TAP
p r o vi d e s a c c e s s t o r e a d t h e s a m p l e r e gi s t e r a n d w r i t e t h e i m p e d a n c e r e gi s t e r , w e c a n p l a c e t h e t a s k
o f a n a l yzi n g t h e d a t a r e c o r d e d b y t h e s a m p l e r e gi s t e r a n d s e l e c t i n g t h e i m p e d a n c e c o n t r o l o n a n
o ff-c h i p c o n t r o l l e r .
6.8.2 Impedance Selection Problem
Th e go a l i s t o s e t t h e o u t p u t i m p e d a n c e t o a c h i e ve m a t c h e d s e r i e s t e r m i n a t i o n . If t h e t r a n s m i s s i o n
l i n e w e r e i d e a l , t h e s i gn a l s h a d n o a p p r e c i a b l e r i s e -t i m e , a n d t h e r o u n d -t r i p d e l a y o n t h e t r a n s m i s s i o n
l i n e w a s d e fin i t e l y l o n ge r t h a n o u r s a m p l e r e gi s t e r , t h e i m p e d a n c e s e l e c t i o n t a s k w o u l d b e e a s y. Th e
vo l t a ge a t t h e p a d o f a m a t c h e d t r a n s m i s s i o n l i n e w o u l d l o o k l i k e Fi gu r e 6.20 fo l l o w i n g a l o w t o
h i gh t r a n s i t i o n . If t h e s e r i e s r e s i s t a n c e w a s a l i t t l e l o w e r t h a n o p t i m a l , t h e t r a n s m i s s i o n l i n e vo l t a ge
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Fi gu r e 6.17: Bi d i r e c t i o n a l Pa d Sc a n Ar c h i t e c t u r e
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< s a mp l e  r e g i s t e r  o u t p u t  v a l u e >
A s i m p l e s a m p l e r e gi s t e r i s c o m p o s e d o f a s e qu e n c e o f l a t c h e s e a c h e n a b l e d t w o i n ve r t e r
d e l a ys a p a r t . Wh e n a t r a n s i t i o n o c c u r s o n t h e o u t p u t p a d , a s h o r t e n a b l e p u l s e i s d r i ve n
i n t o t h e s a m p l e r e gi s t e r . Ea c h s a m p l e l a t c h r e c o r d s t h e va l u e s e e n b y t h e r e c e i ve r w h e n i t
w a s l a s t e n a b l e d . Aft e r t h e e n a b l e p u l s e p r o p a ga t e s t h r o u gh t h e s a m p l e r e gi s t e r , t h e s a m p l e
r e gi s t e r h o l d s a d i s c r e t e -t i m e s a m p l e o f t h e va l u e s e e n b y t h e r e c e i ve r .
Fi gu r e 6.18: Sa m p l e Re gi s t e r
w o u l d s e t t l e a l i t t l e a b o ve t h e m i d -p o i n t vo l t a ge a n d t r i p t h e in p u t c a u s i n g t h e s a m p l e r e gi s t e r t o
r e a d a l l o n e s . Si m i l a r l y, i f t h e s e r i e s r e s i s t a n c e i s a l i t t l e h i gh e r , t h e l i n e w i l l s e t t l e a l i t t l e b e l o w t h e
t r i p p o i n t a n d t h e s a m p l e r e gi s t e r w o u l d r e a d a l l ze r o s . To s e t t h e p u l l -u p i m p e d a n c e va l u e , w e s c a n
t h r o u gh va r i o u s i m p e d a n c e s e t t i n gs . Ate a h s et t i n g, w e c o n figu r e t h e o u t p u t i m p e d a n c e a n d t h e n
fo r c e a t r a n s i t i o n o f t h e o u t p u t u s i n g t h e s c a n c a p a b i l i t i e s . Fo l l o w i n g t h e t r a n s i t i o n , w e r e c o ve r
t h e va l u e o f t h e s a m p l e r e gi s t e r , a ga i n u s i n g t h e s c a n TAP. Wh e n w e fin d t h e i m p e d a n c e s e t t i n gs
w h e r e t h e s a m p l e r e gi s t e r c h a n ge s fr o m r e a d i n g a l l ze r o s t o r e a d i n g a l l o n e s , w e h a ve i d e n t i fie d
t h e a p p r o p r i a t e p u l l -u p i m p e d a n c e s e t t i n g. Th e s a m e b a s i c o p e r a t i o n c a n b e a p p l i e d t o h i gh t o l o w
t r a n s i t i o n s t o c o n figu r e t h e p u l l -d o w n i m p e d a n c e .
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A b i d i r e c t i o n a l p a d w i l l c o n t a i n b o t h d r i ve r a n d r e c e i ve r c i r c u i t r y. Sh o w n h e r e i s a t yp i c a l
b i d i r e c t i o n a l p a d c o n figu r a t i o n i n t e gr a t i n g t h e d r i ve r d e t a i l e d i n Fi gu r e 6.14 a n d t h e re c i ve r
d e t a i l e d i n Fi gu r e 6.16.
Fi gu r e 6.19: Dr i ve r a n d Re c e i ve r Co n figu r a t i o n fo r Bi d i r e c t i o n a l Pa d
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Sh o w n a b o ve i s t h e vo l t a ge a t t h e s o u r c e -e n d o f a n i d e a l , m a t c h e d s e r i e s -t e r m i n a t e d t r a n s -
m i s s i o n l i n e fo l l o w i n g a l o w t o h i gh t r a n s i t i o n fr o m t h e d r i ve r .
Fi gu r e 6.20: Id e a l So u r c e Tr a n si t i o n
Un fo r t u n a t e l y, t h e r e a r e m a n y n o n -i d e a l e ffe c t s w h i c h c a n n o t b e i gn o r e d . Re a l s i gn a l t r a n si t i o n s
l o o k m o r e l i k e t h e o n e s s h o w n i n Fi gu r e 6.21. Si n c e t h e r e i s a fin i t e r i s e -t i m e a s s o c i a t e d w i t h t h e
r e a l s i gn a l , t h e d r i ve r w i l l a l w a ys r e qu i r e s o m e t i m e t o d r i ve t h e t r a n s m i s s i o n l i n e u p t o t h e i n p u t t r i p
p o i n t . Th e s a m p l e r e gi s t e r w i l l n o t c o n t a i n a l l o n e s o r a l l ze r o s . Du e t o t yp i c a l p r o c e s s va r i a t i o n i n a
CMOS p r o c e s s , t h e t i m e b e t w e e n s u b s e qu e n t s a m p l e s i n t h e s a m p l e r e gi s t e r , a n d h e n c e t h e t i m i n g o f
a s a m p l e b i t r e l a t i ve t o t h e o u t p u t t r a n s i t i o n m a y va r y w i d e l y fr o m c o mp o n e n t t o c o m p o n e n t . Th i s
va r i a t i o n c a n e a s i l y c a u s e t h e i n t e r -s a m p l e t i m e t o va r y b y a s m u c h a s a fa c t o r o f t w o . Ad d i t i o n a l l y,
i t t a k e s fin i t e t i m e fo r t h e s i gn a l t o ge t fr o m t h e i n p u t p a d t o t h e s a m p l e r e gi s t e r . Eve n i f t h e fir s t
s a m p l e w e r e t a k e n w h e n t h e o u t p u t s t a r t e d c h a n gi n g, s e ve r a l s a m p l e m a y e l a p s e t i m e s b e fo r e t h e
i n p u t t o t h e s a m p l e r e gi s t e r r e fle c t s t h e vo l t a ge o n t h e o u t p u t p a d . Pr o c e s s i n g va r i a t i o n w i l l c a u s e
t h i s s k e w b e t w e e n t h e p a d vo l t a ge t r a n s i t i o n a n d t h e re c e i ve d in p u t t va r y fr o m c o m p o n e n t t o
c o m p o n e n t .
As a r e s u l t , t h e s a m p l e va l u e s r e t u r n e d fr o m a n i m p e d a n c e s c a n l o o k l i k e t h o s e s h o w n i n
Ta b l e 6.1. As t h e i m p e d a n c e d e c r e a s e s , t h e l i n e d o e s t r i p fr o m l o w t o h i gh . Th e p o i n t i n t i m e
w h e r e t h e l o w t o h i gh t r i p o c c u r s b e c o m e s e a r l i e r a s t h e s o u r c e i m p e d a n c e i s l o w e r e d . Th i s i s
c o m m e n s u r a t e w i t h o u r e xp e c t a t i o n s o f a fin i t e r i s e -t i m e . Eve n t u a l l y, t h e t r i p p o i n t s t o p s m o vi n g.
Th i s i s a n i n d i c a t i o n o f t h e n u m b e r o f s a m p l e t i m e s w h i c h e l a p s e b e t w e e n t h e fir i n g o f t h e fir s t
s a m p l e r e gi s t e r a n d t h e a r r i va l o f t h e fa s t e s t p a d t r a n s i t i o n t h r o u gh t h e in p u t . Th e e xa c t u m b e r
o f b i t t i m e s t h i s r e qu i r e s w i l l va r y fr o m c o m p o n e n t t o c o m p o n e n t d u e t o p r o c e s s i n g. Pr o p e r l y
s e t t i n g t h e c o n t r o l i m p e d a n c e r e qu i r e s t h a t w e t a k e t h i s d a t a (e.g. Ta b l e 6.1) a n d i d e n t i fy t h e b e s t
i m p e d a n c e s e t t i n g fo r p r o p e r s e r i e s t e r m i n a t i o n .
6.8.3 Impedance Selection Algorithm
A h e u r i s t i c s t r a t e gy w h i c h w o r k s w e l l i n p r a c t i c e fo r s e l e c t i n g a m a t c h e d i m p e d a n c e i s t o l o o k
a t t h e d e r i va t i ve o f t h e s a m p l e p r o fil e (e.g. Ta b l e 6.1) a n d c e n t e r i n o n t h e c e n t e r o f t h e l a r ge s t
d e r i va t i ve r e gi o n . Th a t i s , w e l o o k a t w h e r e t h e t r a n s i t i o n o c c u r s i ne a c s a m p l e a n d t a k e t h e
d e l t a s b e t w e e n i m p e d a n c e p a i r s . Th e s e a r c h fo c u s e s o n fin d i n g t h e l a r ge s t r e gi o n a l d e l t a s , n o t ju s t
t h e l a r ge s t d e l t a s b e t w e e n a n a d ja c e n t p a i r o f i m p e d a n c e va l u e s . Fo r a t r u l y i d e a l c a s e , b e l o w t h e
t r i p -p o i n t , t h e s a m p l e r e gi s t e r w o u l d n e ve r t r i p a n d a b o ve , i t w o u l d a l w a ys t r i p . Th e p o i n t w h e r e
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Impedance
Setting Sampled Data
0 0000000000000000
1 0000000000000000
2 0000000000000000
3 0000000000000000
4 0000000000000000
5 0000000000000000
6 0000000000011111
7 0000000011111111
8 0000001111111111
9 0000001111111111
a 0000011111111111
b 0000011111111111
c 0000011111111111
d 0000011111111111
e 0000011111111111
f 0000011111111111
10 0000011111111111
11 0000011111111111
12 0000011111111111
13 0000011111111111
14 0000011111111111
15 0000011111111111
16 0000011111111111
17 0000111111111111
18 0000111111111111
19 0000111111111111
1a 0000111111111111
1b 0000111111111111
1c 0000111111111111
1d 0000111111111111
1e 0000111111111111
1f 0000111111111111
Sh o w n a b o ve i s s a m p l e d a t a fo r a 16-b i t s a m p l e r e gi s t e r . Th e i m p e d a n c e s et t i n g c o r r sp o n d s
t o t h e b i n a r y e n c o d i n g o f t h e e n a b l e s fo r 5 e xp o n e n t i a l l y s i ze d i m p e d a n c e t r a n s i s t o r s . 0
i m p l i e s a l l t h e t r a n s i s t o r s a r e d i s a b l e d , w h i l e 1f i n d i c a t e s t h a t a l l t h e t r a n s i s t o r s a r e o n (i.e.
t h e l o w e s t i m p e d a n c e s e t t i n g).
Ta b l e 6.1: Re p r e s e n t a t i ve Sa m p l e Re gi s t e r Da t a
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Sh o w n a b o ve a r e a s e r i e s o f m o r e r e a l i s t i c d e p i c t i o n s o f t h e vo l t a ge w a ve fo r m s e e n a t
t h e s o u r c e e n d o f a s e r i e s t e r m i n a t e d t r a n s m i s s i o n l i n e . At t h e t o p , w e h a ve a m a t c h e d
i m p e d a n c e s i t u a t i o n . Th e m i d d l e d i a gr a m s h o w s a c a s e w h e r e t h e s e r i e s t e r m i n a t i n g
i m p e d a n c e i s t o o l a r ge , a n d t h e b o t t o m d i a gr a m s s h o w s a c a s e w h e r e t h e s e r i e s i m p e d a n c e
i s t o o s m a l l .
Fi gu r e 6.21: Mo r e Re a l i s t i c So u r c e Tr a n si t i o n s
t h e c h a n ge o c c u r s w o u l d c l e a r l y b e t h e p o i n t w h e r e t h e l a r ge s t d e l t a o c c u r s a n d b e t h e c o r r e c t
i m p e d a n c e s e t t i n g.
Na i ve l y, w e c o u l d s c a n t h r o u gh l o o k i n g o n l y a t a d ja c e n t i m p e d a n c e p a i r s . We c o u l d i d e n t i fy
t h e p a i r o f i m p e d a n c e va l u e s b e t w e e n w h i c h t h e l a r ge s t d i ffe r e n c e o c c u r r e d a n d s e l e c t o n e o f t h o s e
i m p e d a n c e s e t t i n gs t o c o n figu r e t h e i m p e d a n c e n e t w o r k . Ho w e ve r , s u c h a p u r e l y l o c a l s e l e c t i o n
s t r a t e gy c a n b e m i s l e d . It i s o ft e n t h e c a s e t h a t t h e d i ffe r e n c e b e t w e e n a n y t w o i m p e d a n c e s i s s m a l l ,
p e r h a p s o n e o r t w o b i t p o s i t i o n s . Th a t m a k e s i t d i ffic u l t t o d e c i d e w h i c h p a i r o f i m p e d a n c e s i s b e s t
– e.g. c o n s i d e r t h e c a s e i n w h i c h t h e r e i s a r u n o f five i m p e d a n c e s e t t i n gs a l l d i ffe r i n g b y o n e b i t
p o s i t i o n , fo l l o w e d b y five i m p e d a n c e s e t t i n gs a l l i d e n t i c a l , t h e n a d i ffe r e n c e o f t w o b i t p o s i t i o n s ,
a n d n o s u b s e qu e n t d i ffe r e n c e s . A p a i r o r i e n t e d a l go r i t h m w o u l d s e l e c t t h e t w o , w h e r e a s t h e l a r ge s t
c h a n ge i s r e a l l y i n t h e m i d d l e o f t h e five i m p e d a n c e s w h i c h d i ffe r b y o n l y o n e b i t p o s i t i o n .
In s t e a d , w e u s e a n a l go r i t h m w h i c h l o o k s a t s uc c e s s i ve l y s m a l l e r i m p e d a n c e i n t e r va l s i n a n
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Set Impedance:
1 old himped m i d d l e i m p e d a n c e va l u e
2 old limped 0
3 limped m i d d l e i m p e d a n c e va l u e
4 himped 0
5 w h i l e t h e o l d a n d c u r r e n t i m p e d a n c e s d i ffe r
6 old himped himped
7 himped fin dh i ghi m p e d a n c e (limped)
8 old limped limped
9 limped fin dl o wi m p e d a n c e (himped)
10 s e t i m p e d a n c e t olimped, himped
Fi gu r e 6.22: Im p e d a n c e Se l e c t i o n Al go r i t h m (Ou t e r Lo o p )
a t t e m p t t o ze r o i n o n t h e l a r ge s t d e l t a . To a vo i d m i s s i n g l a r ge ga p s w h i c h m a y s t r a d d l e a m i d p o i n t ,
t h e r e c u r s i ve s e a r c h d i vi d e s t h e r e gi o n i n t o p i e c e s a n d r e c u r s e s o n t h e p o r t i o n o f t h e r e m a i n i n g
s p a c e w i t h t h e l a r ge s t ga p . Fu r t h e r , s i n c e t h e va l u e o f t h e o p p o s i t e i m p e d a n c e s et t i n g d o s h a ve
a s e c o n d -o r d e r e ffe c t o n t h e o p t i m a l i m p e d a n c e s et t i n g, w e i t e r a t e t h r o u gh s e a r c h i n g fo r t h e h i gh
a n d l o w -i m p e d a n c e s e t t i n gs u n t i l t h e s o l u t i o n s c o n ve r ge . Fi gu r e6.22 d e t a i l s t h e b a s i c a l o i t h m
fo r c o n ve r gi n g o n a p a i r o f i m p e d a n c e va l u e s . Fi gu r e 6.23 d e s c r i b e s t h e a l go r i t h m t o a c t u a l l y ze r o
i n o n a n i m p e d a n c e va l u e u s i n g t h e h e u r i s t i c s t r a t e gy ju s t d e s c r i b e d .
6.8.4 Register Sizes
Wh e n a d a p t i n g t h e i m p e d a n c e c o n t r o l s t r a t e gy d e s c r i b e d h e r e t o a p a r t i c u l a r a p p l i c a t i o n a n d
p r o c e s s , i t i s i m p o r t a n t t o c o n s i d e r t h e a m o u n t o f gr a n u l a r i t y a va i l a b l e i n t h e i m p e d a n c e c o n t r o l
a n d t h e t i m e w i n d o w c o ve r e d b y t h e s a m p l e r e gi s t e r . Th e n u m b e r o f d i ffe r e n t d r i ve t r a n s i s t o r s
a n d h e n c e t h e n u m b e r o f b i t s u s e d b y t h e i m p e d a n c e c o n t r o l r e gi s t e r w i l l d e p e n d o n t h e r a n ge o f
i m p e d a n c e s t o w h i c h t h e p a d n e e d s t o m a t c h , t h e p o t e n t i a l p r o c e s s va r i a t i o n , a n d t h e a m o u n t o f
m i s m a t c h w h i c h i s c o n s i d e r e d n e gl i gi b l e . Th e n u m b e r o f b i t s i n t h e s a m p l e r e gi s t e r w i l l d e p e n d o n
t h e s i ze o f t h e w i n d o w r e qu i r e d t o gu a r a n t e e t h a t t h e t r a n si t i o n i s r c o r d e d a t a l l p r o c e s s c o r n e r s . If
o n e c o u l d d e t e r m i n e ,a prior, e xa c t l y w h e n t o s a m p l e t h e o u t p u t , o n l y a s i n gl e b i t s a m p l e r e gi s t e r
w o u l d b e n e c e s s a r y. Ho w e ve r , s i n c e p r o c e s s i n g a n d o p e r a t i n g t e m p e r a t u r e va r i a t i o n a ffe c t t h e
t i m i n g o f t h e i n p u t a n d o u t p u t c i r c u i t r y, t h e n u m b e r o f b i t s i n t h e s a m p l e r e gi s t e r s h o u l d b e c h o s e n
s u c h t h a t t h e w i n d o w s p a n s a l l p o t e n t i a l t i m i n g va r i a t i o n s .
6.8.5 Sample Results
Th e t e s t c o m p o n e n t d e s c r i b e d i n[DKS93] w a s c o figu r e d w i t h a 16-b i t s a m p l e r e gi s t e r a n d
s i x b i t s o f b o t h p u l l -u p a n d p u l l -d o w n i m p e d a n c e c o n t r o l . Fi gu r e 6.24 s h o w s t h e vo l t a ge p r o fil e
a t b o t h e n d s o f a 50Ω t r a n s m i s s i o n l i n e fo r a n i m p e d a n c e s e l e c t i o n d e t e r m i n e d a u t o m a t i c a l l y b y
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Find Impedance:
1 lp h i gh e s t i m p e d a n c e va l u e w i t h n o t r a n s i t i o n
2 hp l o w e s t i m p e d a n c e s e t t i n g w i t h s a m e va l u e
i n t h e s a m p l e r e gi s t e r a s t h e h i gh e s t i m p e d a n c e s e t t i n g
3 w h i l e((hp  lp) > 2)
4 hmid hp  

hp lp
3

5 lmid lp+

hp lp
3

6 i f t r a n s i t i o n d i ffe r e n c e b e t w e e nhmid a n dlp i s gr e a t e r t h a n
t h a t b e t w e e nlmid a dhp
7 hp hmid
8 e l s e
9 lp lmid
10 r e t u r n

hp+lp
2

Th i s ve r s i o n o f t h e a l go r i t h m d i vi d e s t h e r e m a i n i n g d i s t a n c e i n t o t h i r d s a n d c o m p a r e s t h e
o ve r l a p p i n g t w o -t h i r d s r e gi o n s . A l a r ge r fr a c t i o n c o u l d b e u s e d fo r m o r e o ve r l a p a n d h e n c e
gr e a t e r s e l e c t i o n a c c u r a c y, a t t h e e xp e n s e o f s l o w e r c o n ve r ge n c e .
Fi gu r e 6.23: Im p e d a n c e Se l e c t i o n Al go r i t h m (In n e r Lo o p )
t h e a l go r i t h m d e s c r i b e d a b o ve . At t h e p r o c e s s c o r n e r r e p r e s e n t e d b y t h e fa b r i c a t e d c o m p o n e n t s ,
s i x b i t s o f i m p e d a n c e c o n t r o l w e r e m o r e t h a n s u ffic i e n t t o c l e a n l y m a t c h a 50Ω t r a n s m i s s i o n
l i n e . Fi gu r e 6.25 s h o w s t h e m a t c h i n g a c h i e ve d fo r t h i s s a m e c o mp o n e n t a n d a u t o m a t i c i m p e d a n c e
s e l e c t i o n a l go r i t h m w h e n fe w e r c o n t r o l b i t s a r e u s e d . Of c o u r s e , a d i ffe r e n t p o i n t o n t h e p r o c e s s i n g
c u r ve w o u l d p r o vi d e a d i ffe r e n t i m p e d a n c e r e s o l u t i o n a n d r a n ge . Fi gu r e s 6.26 s h o w t h e c o m p a r a b l e
d i a gr a m s w h e n t h e s a m e p a d i s a u t o m a t i c a l l y m a t c h e d t o a 100Ω t r a n s m i s s i o n l i n e .
6.8.6 Sharing
On e o p t i o n w h i c h m a y m a k e s e n s e i n m a n y s i t u a t i o n s i s t o s h a r e t h e s a m p l e r e gi s t e r s , a n d
p e r h a p s i m p e d a n c e c o n t r o l , b e t w e e n s e ve r a l p a d s . If a gr o u p o f p a d s a l l c o n n e c t t h r o u gh t h e s a m e
p h ys i c a l m e d i a (e.g. s a m e PCB), t h e e xt e r n a l t r a n s m i s s i o n l i n e s t h e y d r i ve w i l l h a ve e s s e n t i a l l y t h e
s a m e c h a r a c t e r i s t i c i m p e d a n c e . If t h e p a d s a r e p h ys i c a l l y c l o s e o n t h e s a m e d i e , t h e r e w i l l b e l i t t l e
p r o c e s s va r i a t i o n fr o m p a d t o p a d . In s u c h c a s e s , i t m a k e s s e n s e t o s h a r e t h e s a m p l e r e gi s t e r a n d
i m p e d a n c e c o n t r o l w i t h i n t h e gr o u p o f p a d s . In c a s e s w h e r e w e c a n n o t m a k e t h e s a m e a s s u m p t i o n s
a b o u t t h e e xt e r n a l i m p e d a n c e , i t w o u l d st i l l b e p o s s i b l e t o s h a r e a s i n gl e s a m p l e r e gi s t e r a m o n g a
gr o u p o f p h ys i c a l l y l o c a l p a d s . Su c h a s h a r e d s a m p l e r e gi s t e r o n l y n e e d s a n a d d i t i o n a l m u l t i p l e xo r
t o s e l e c t a m o n g t h e p o s s i b l e i n p u t s o u r c e s .
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Sh o w n a b o ve i s t h e vo l t a ge p r o fil e s e e n a t b o t h t h e d r i ve r a n d r e c e i ve r e n d s o f a n o m i n a l
50Ω t r a n s m i s s i o n l i n e . Th e i m p e d a n c e m a t c h i n g s h o w n h e r e w a s d e t e r m i n e d a u t o m a t i c a l l y
u s i n g t h e a l go r i t h m d e t a i l e d i n Fi gu r e s 6.22 a n d 6.23.
Fi gu r e 6.24: Im p e d a n c e Ma t c h i n g: 6 Co n t r o l Bi t s
6.8.7 Temperature Variation
Te m p e r a t u r e i s a n i m p o r t a n t e n vi r o n m e n t a l fa c t o r w h i c h a ffe c t s t h e b e h a vi o r o f a n i n t e gr a t e d
c i r c u i t . Te m p e r a t u r e a ffe c t s t h e t r a n s c o n d u c t a n c e o f d e vi c e s i n aCMOS i n t e gr a t e d c i r c u i t a n d h e n c e
t h e t e r m i n a t i o n i m p e d a n c e . Th e a u t o m a t i c i m p e d a n c e m a t c h i n g d e s c r i b e d i n t h i s s e c t i o n a l l o w s u s
t o a d ju s t t h e t e r m i n a t i o n i m p e d a n c e t o b e m a t c h e d a t t h e t e m p e r a t u r e o f o p e r a t i o n .
Th e p r o c e s s d e s c r i b e d a b o ve w o u l d n o r m a l l y b e p e r fo r m e d a s p a r t o f t h e c o n figu r a t i o n s e qu e n c e
fo r e a c h c o mp o n e n t . In s o m e e n vi r o n m e n t s , i t i s p o s s i b l e fo r t h e c o m p o n e n t t e m p e r a t u r e t o va r y
w i d e l y d u r i n g o p e r a t i o n . As t h e t e m p e r a t u r e va r i e s fr o m t h e p o i n t w h e r e t h e l a s t c a l i b r a t i o n t o o k
p l a c e , t h e t e r m i n a t i o n i m p e d a n c e w i l l d e vi a t e fr o m t h e t r a n s m i s s i o n l i n e ’s i m p e d a n c e . If t h i s
e ffe c t i s s i gn i fic a n t e n o u gh t o a ffe c t t r a n s m i s s i o n r e l i a bi l i y, t h e r o u t i n g p r o t o c o l w i l l n o t i c e a
h i gh e r t h a n n o r m a l r a t e o f c o r r u p t e d m e s s a ge s t h r o u gh t h e c o m p o n e n t . Wh e n t h e s c a n c o n t r o l l e r
s ys t e m a t t e m p t s t o l o c a l i ze e r r o r s (Se e Ch a p t e r s 5), i t c a n r e r u n t h e m a t c h i n g a l go r i t h m t o r e -
a d ju s t t h e i m p e d a n c e fo r t h e c u r r e n t o p e r a t i n g t e m p e r a t u r e . A m o r e p r o a c t i ve a p p r o a c h c a n b e
t a k e n b y i n t e gr a t i n g a t e m p e r a t u r e s e n s o r o n t o t h e i n t e gr a t e d c i r c u i t . Wi t h a s c a n -a c c e s s i b l e ,
o n -c h i p t e m p e r a t u r e s e n s o r , t h e s c a n c o n t r o l l e r c o u l d p e r i o d i c a l l y c h e c k t h e t e m p e r a t u r e o f e a c h
c o m p o n e n t . Wh e n a c o m p o n e n t ’s t e m p e r a t u r e i n d i c a t i o n d i ffe r s s i gn i fic a n t l y fr o m t h e t e m p e r a t u r e
i n d i c a t i o n w h e n t h e c o m p o n e n t w a s l a s t c a l i b r a t e d , t h e s c a n c o n t r o l l e r c a n re c a l i b r a t e i m p e d a n c e
s e t t i n g. Us i n g t h e p o r t -d e s e l e c t i o n a n d p o r t -b y-p o r t s c a n fa c i l i t i e s i n t ro d u c e d i n Ch p t e r 5, t h s c a n
c o n t r o l l e r c a n i s o l a t e i n d i vi d u a l p o r t p a i r s a n d r e c a l i b r a t e t h e i r d r i ve r s d u r i n g o p e r a t i o n w i t h o u t
h a vi n g a s i gn i fic a n t p e r fo r m a n c e i m p a c t .
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Sh o w n a b o ve a r e t h e vo l t a ge p r o fil e s s e e n c l o s e t o t h e d r i ve r a n d r e c e i ve r e n d s o f a n o m i n a l
50Ω t r a n s m i s s i o n l i n e fo l l o w i n g b o t h h i gh a n d l o w o u t p u t t r a n s i t i o n s . Th e i m p e d a n c e w a s
s e l e c t e d a u t o m a t i c a l l y. Si n c e o n l y 3 b i t s o f c o n t r o l w e r e u s e d , t h e h i gh e s t u n u s e d b i t w a s
u s e d t o s i m u l a t e p a r a m e t e r va r i a t i o n – i n t h e t o p p a i r o f t r a c e s t h e b i t w a s t u r n e d o ff, b u t i n
t h e b o t t o m i t w a s e n a b l e d .
Fi gu r e 6.25: Im p e d a n c e Ma t c h i n g: 3 Co n t r o l Bi t s
6.9 Matched Delay
In Se c t i o n 3.2 w e p o i n t e d o u t t h a t p i p e l i n i n g b i t t r a n s m i s s i o n s o ve r l o n g w i r e s i s i m p o r t a n t t o
p r e ve n t t h e t r a n s i t t i m e s a c r o s s w i r e s i n t h e s ys t e m fr o m h a vi n g a n e ga t i ve i m p a c t o n c o m m u n i c a t i o n
b a n d w i d t h a n d l a t e n c y. Wi t h t h e c i r c u i t r y d e ve l o p e d i n t h e p r e vi o u s s e c t i o n s , w e c a n n o w c o n s i d e r
h o w t o r e l i a b l y p i p e l i n e m u l t i p l e b i t s o n t h e w i r e s b e t w e e n r o u t i n g c o mp o n e n t s .
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Sh o w n a b o ve i s t h e vo l t a ge p r o fil e s e e n a t b o t h t h e d r i ve r a n d r e c e i ve r e n d s o f a n o m i n a l
100Ω t r a n s m i s s i o n l i n e . Th e i m p e d a n c e w a s m a t c h e d a u t o m a t i c a l l y. Th e r e d u c e d h i gh -
vo l t a ge l e ve l i s t h e r e s u l t o f t h e fin i t e i m p e d a n c e o f t h e m e a s u r m e n t a p p a r a t u s .
Fi gu r e 6.26: 100Ω Im p e d a n c e Ma t c h i n g: 6 Co n t r o l Bi t s
6.9.1 Problem
Th e w i r e s i n t e r c o n n e c t i n g c o m p o n e n t s i n t h e n e t w o r k va r y i n l e n gt h . Du e t o p r o c e s s i n g a n d
t e m p e r a t u r e va r i a t i o n s , t h e e xa c t d e l a y t h r o u gh a n i n p u t o r o u t p u t p a d i s va r i a b l e a n d u n k n o w n .
Wi t h a r b i t r a r y l e n gt h w i r e s a n d u n c e r t a i n i / o d e l a ys , t h e r e i s n o gu a r a n t e e a b o u t w h e n a s i gn a l
a r r i ve s a t t h e d e s t i n a t i o n c o m p o n e n t r e l a t i ve t o t h e s ys t e m c l o c k . If t h e s i gn a l a r r i ve s d u r i n g t h e
s e t u p t i m e ju s t b e fo r e t h e c l o c k r i s e s o r d u r i n g t h e h o l d t i m e ju s t a ft e r t h e c l o c k h a s r i s e n , t h e
r e c e i ve r c a n c l o c k i n i n d e t e r m i n a t e d a t a . To a vo i d t h i s p o t e n t i a l p r o b l e m , w e s e e k t o a d ju s t t h e
d e l a y t h r o u gh e a c h o u t p u t p a d t o gu a r a n t e e t h a t t h e s i gn a l t r a n si t i o n a r r i ve s a t t h e d e s t i n a t i o n a t a
r e a s o n a b l e t i m e w i t h r e s p e c t t o t h e c l o c k .
6.9.2 Adjustable Delay Pads
To c o n t r o l t h e a r r i va l t i m e o f s i gn a l s a t t h e d e s t i n a t i o n , a va r i a b l e d e l a y b u ffe r i s i n s e r t e d b e t w e e n
t h e i n t e r n a l l o gi c a n d t h e fin a l o u t p u t d r i ve r . Th i s b u ffe r i s d e s i gn e d t o h a ve s u ffic i e n t d e l a y va r i a t i o n
s u c h t h a t i t c a n a l w a ys m o ve t h e a r r i va l t i m e o f t h e s i gn a l o u t o f t h e d a n ge r zo n e r e ga r d l e s s o f
p r o c e s s i n g a n d t e m p e r a t u r e . Fo r t h e gr a n u l a r i t y o f c o n t r o l n e c e s s a r y fo r t h i s a p p l i c a t i o n , t h e
va r i a b l e d e l a y b u ffe r c o u l d s i m p l y b e a m u l t i p l e xo r p r o vi d i n ga c c e s s t o a s e qu e n c e o f t a p s o ff o f a
c h a i n o f i n ve r t e r s (Se e Fi gu r e 6.27). Fo r fin e r c o n t r o l , o f c o u r s e , a vo l t a ge c o n t r o l l e d d e l a y c o u l d
b e u s e d i n s t e a d o f, o r i n a d d i t i o n t o , a va r i a b l e d e l a y m u l t i p l e xo r (Se e Fi gu r e6.28). Fi gu r e 6.29
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Sh o w n h e r e i s a vo l t a ge c o n t r o l l e d d e l a y l i n e (VCDL) a ft e r [Ba z85] a n d [Jo h 88]. Va r yi n g
VCTRL e ffe c t i ve l y c o n t r o l s t h e a m o u n t o f c a p a ci t i ve l o a d s e e n b y t h e o u t p u t o fe a c h i n ve r t e r
s t a ge a n d h e n c e t h e d e l a y t h r o u gh e a c h i n ve r t e r s t a ge . Th e n u m b e r o f s t a ge s o n e u s e s i n
t h e VCDL w i l l d e p e n d o n t h e r a n ge o f d e l a ys r e qu i r e d fr o m t h e b u ffe r .
Fi gu r e 6.28: Vo l t a ge Co n t r o l l e d Va r i a b l e De l a y Bu ffe r
s h o w s a r e vi s e d p a d a r c h i t e c t u r e w h i c h i n c o r p o r a t e s t h e va r i a b l e d e l a y a n d a c o n t r o l r e gi s t e r fo r
c o n figu r i n g t h e d e l a y t h r o u gh t h e c o m p o n e n t ’s TAP. Th e p a d d r i ve r a n d re c e i ve r c i r c u i t r y e m a i
t h e s a m e a s i n t h e m a t c h e d i m p e d a n c e p a d s d e s c r i b e d a b o ve .
6.9.3 Delay Adjustment
We c a n u s e t h e s a m e b a s i c s t r a t e gy u s e d fo r m a t c h i n g i m p e d a n c e t o m a t c h t h e d e l a y. Th a t
i s , b y w a t c h i n g t h e vo l t a ge l e ve l a t t h e s o u r c e e n d o f t h e t r a n s m i s s i o n l i n e , w e c a n d e t e r m i n e t h e
r o u n d -t r i p t r a n s i t t i m e a c r o s s t h e t r a n s m i s s i o n l i n e . Si n c e w e c a n a s s u m e t h a t t h e s i gn a l t a k e s
t h e s a m e t i m e t o p r o p a ga t e fr o m t h e s o u r c e t o t h e d e s t i n a t i o n a s i t d o e s t o p r o p a ga t e b a c k fr o m
t h e d e s t i n a t i o n t o t h e s o u r c e , w e k n o w t h a t t h e s i gn a l a r r i ve d a t t h e d e s t i n a t i o n i n t h e c e n t e r o f
t h e r o u n d -t r i p t r a n s i t t i m e . Al l w e n e e d t o d o i s d e t e r m i n e w h e n t h e s o u r c e t r a n si t i o n s fr o m t h e
h a l f-w a y p o i n t t o t h e fu l l s i gn a l vo l t a ge r a i l a s w e l l a s w h e n i t t r a n s i t i o n e d t o t h e m i d p o i n t .
Th e i n fo r m a t i o n w h i c h w e r e c o r d i n t h e s a m p l e r e gi s t e r w h e n s c a n n i n g t h r o u gh t h e p o s s i b l e
i m p e d a n c e va l u e s , i n e ffe c t , a l r e a d y p r o vi d e s u s w i t h t h i s i n fo r m a t i o n u p t o t h e l e n gt h o f t h e s a m p l e
r e gi s t e r . Th e i n p u t re c e i ve r i s s e t t o t r i p w h e n e ve r t h e vo l t a ge o n t h e s o u r c e e n d o f t h e t r a n s m i s s i o n
l i n e e xc e e d s t h e h a l f-w a y p o i n t b e t w e e n t h e s i gn al l i n g r a i l . In n o r m a l o p e r a t i o n , w e s e l e c t t h e
d r i ve r i m p e d a n c e t o m a t c h t h e t r a n s m i s s i o n l i n e s o t h a t t h e s o u r c e e n d s e t t l e s r i gh t a ro u n d t h i s
h a l f-w a y p o i n t d u r i n g t h e r o u n d t r i p -t i m e . If, fo r e xa m p l e , w e w e r e t o s e t t h e d r i ve r i m p e d a n c e a t
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Sh o w n a b o ve i s t h e r e vi s e d b i d i r e c t i o n a l p a d a r c h i t e c t u r e i n c o r p o r a t i n g va r i a b l e d e l a y
b u ffe r s i n t h e o u t p u t p a t h a s w e l l a s a s c a n n a b l e r e gi s t e r t o c o n t r o l t h e d e l a y b u ffe r s .
Fi gu r e 6.29: Ad ju s t a b l e De l a y Bi d i r e c t i o n a l Pa d Sc a n Ar c h i t e c t u r e
t h r e e t i m e s t h e c h a r a c t e r i s t i c i m p e d a n c e o f t h e t r a n s m i s s i o n l i n e , t h e vo l t a ge l e ve l w o u l d c r o s s t h e
m i d p o i n t a n d t r i p t h e re c e i ve r n o t w h e n t h e l i n e w a s d r i ve n , b u t w h e n t h e r e fle c t i o n r e t u r n e d fr o m
t h e fa r e n d o f t h e t r a n s m i s s i o n l i n e . Th a t i s :
V
I
= (
Z0
4Z0
)V
signal
V
R
dst
= V
I
V
R
src
=
1
2

V
R
dst
Fo r a t r a n s i t i o n a tt = 0, t h e p a d vo l t a ge b e c o m e s
V =
V
signal
4
fo r t h e p e r i o d 0< t < 2L
v
. Aft e r t h e r e fle c t i o n r e t u r n s a n d r e fle c t s a ga i n s t t h e u n m a t c h e d s o u r c e
t e r m i n a t i o n ,
V = V
R
src
+ V
R
dst
+ V
I
=
5
8

V
signal
fo r t h e p e r i o d2L
v
< t <
4L
v
. Qu a l i t a t i ve l y, t h e s i t u a t i o n r e s e m b l e s t h e c a s e w h e r e t h e s e r i e s
t e r m i n a t i o n i s t o o l a r ge a s s h o w n i n Fi gu r e 6.21. In fa c t , i t i s n o t ne c e s s a r y fo r t h e d r i ve i m p e d a n c e
t o b e 3Z0, a s a s s u m e d , fo r t h i s b e h a vi o r t o h o l d . As l o n g a s t h e d r i ve r i m p e d a n c e i s i n t h e r a n ge
Z0 < Zdrive < 4Z0
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Fi gu r e 6.30: Sa m p l e Re gi s t e r w i t h Se l e c t a b l e Cl o c k In p u t
t h e s a m p l e r e gi s t e r w i l l t r i p a ft e r t h e a r r i va l o f t h e r e t u r n r e fle c t i o n .1 As l o n g a s t h e s a m p l e r e gi s t e r
i s s u ffic i e n t l y l o n g, w e c a n d e t e r m i n e n o t o n l y t h e i m p e d a n c e s e t t i n g, b u t a l s o “w h e n ” t h e o u t go i n g
a n d r e fle c t e d w a ve s o c c u r .
No t i c e t h a t t h e d e l a y t h r o u gh t h e i n p u t re c e i ve r i s t h e s a m e w h e n s e a r c h i n g fo r t h e t r a n si t i o n
t o t h e m i d p o i n t a s w h e n s e a r c h i n g fo r t h e m i d p o i n t t o fu l l -r a i l t r a n si t i o n . Th u s , t h e d e l a y t h r o u gh
t h e r e c e i ve r i s c a n c e l e d o u t w h e n lo o k i n g a t t h e d e l t a t i m e s t o d e t e r m i n e w h e n t h e s i gn a l a r r i ve d
a t t h e d e s t i n a t i o n . Al s o n o t e t h a t t h i s i s a d i s c r e t i ze d t i m e s a m p l e l i m i t e d t o a t w o i n ve r t e r -d e l a y
gr a n u l a r i t y.
We s t i l l h a ve t h e p r o b l e m s t h a t t h e d e l a y b e t w e e n s a m p l e b i t s i s p r o c e s s d e p e n d e n t a n d t i m i n g
o f t h e s a m p l e s r e l a t i ve t o a c t u a l s i gn a l t r a n s i t i o n s i s u n c e r t a i n . Th e s e p r o b l e m s c a n b e a d d r e s s e d
b y a l l o w i n g a ve r s i o n o f t h e c l o c k t o b e s w i t c h e d i n t o t h e s a m p l e r e gi s t e r i n s t e a d o f t h e va l u e fr o m
t h e i n p u t re c e i ve r (Se e Fi gu r e6.30). In t h i s w a y, t h e i n t e r -s a m p l e b i t t i m e s c a n b e c a l i b r a t e d i n
t e r m s o f fr a c t i o n s o f t h e c o m p o n e n t ’s c l o c k p e r i o d . If b o t h t h e l o gi c t r a n si t i o n f r t h e u t p u t p a d
a n d t h e e n a b l e p u l s e o n t h e s a m p l e r e gi s t e r s a r e s yn c h r o n i ze d t o t h e c l o c k , w e c a n d e t e r m i n e t h e
a l i gn m e n t o f a s i gn a l t r a n s i t i o n a t t h e fa r e n d o f t h e t r a n s m i s s i o n l i n e t o w i t h i n t h e d e l a y va r i a t i o n
t h r o u gh t h e i n p u t re c e i ve r . Ad d i n g a d e l a y m a r gi n fo r va r i a t i o n i n t h e r e c e i ve r c i r c u i t r y a n d t h e
m a r gi n n e c e s s a r y fo r c l e a n s i gn a l r e c e p t i o n , t h e va r i a b l e d e l a y c a n b e a d ju s t e d s u c h t h a t t r a n si t i o n s
a l w a ys a r r i ve a t t h e fa r e n d o f t h e t r a n s m i s s i o n l i n e a t a w e l l d e fin e d t i m e r e l a t i ve t o t h e c l o c k . On e
o t h e r p i e c e o f i n fo r m a t i o n w h i c h w e ge t fr o m t h i s c o n figu r a t i o n i s t h e n u m b e r o f c l o c k c yc l e s i t
r e qu i r e s fo r a b i t t o t r a ve l a c r o s s a p i e c e o f i n t e r c o n n e c t . Th i s i n fo r m a t i o n c a n b e u s e d t o c o n figu r e
t h e r o u t i n g c o m p o n e n t t oa c c o u f r t h e p i p e l i n e d e l a ys a s s o c i a t e d w i t h t r a n s mi t t i n g b i t s a c r o s s
t h e a s s o c i a t e d i n t e r c o n n e c t (Se e Se c t i o n 4.11.3).
6.9.4 Simulating Long Sample Registers
Th e d i s c u s s i o n i n t h e p r e vi o u s s e c t i o n a s s u m e d t h e s a m p l e r e gi s t e r w a s s u ffic i e n t l y l o n g t o
a c t u a l l y r e c o r d s a m p l e s u n t i l s o m e t i m e a ft e r t h e r e fle c t i o n r e t u r n e d . Fo rCMOS26, He w l e t t Pa c k a r d ’s
0:8 p r o c e s s , i n ve r t e r d e l a ys r u n a b o u t 100 p s t o 200 p s . Th u se a c h s a m p l e b i t i s e n a b l e d r o u gh l y
200 p s t o 400 p s a p a r t . Ea c h n a n o s e c o n d o f w i r e , o r a b o u t 15 c m o f w i r e , w o u l d r e qu i r e 4 t o 5
s a m p l e b i t s i n t h e s a m p l e r e gi s t e r . Ac t u a l l y b u i l d i n g a l o n g s a m p l e r e gi s t e r i n t h i s m a n n e r t o m a t c h
1Ac t u a l l y, i n a n i d e a l s e t t i n g t h e i m p e d a n c e c a n b e a s h i gh a s(2 +
p
5)Z0  4:24Z0.
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t h e r a n ge o f w i r e l e n gt h s o f i n t e r e s t w o u l d b e i m p r a c t i c a l . Ho w e ve r , w e c a n s i m u l a t e a l o n g s a m p l e
r e gi s t e r b y d e l a yi n g t h e s a m p l e p u l s e i n t o a s h o r t s a m p l e r e gi s t e r b y a c o n t r o l l e d a m o u n t . Th a t i s ,
i f w e c a n d e l a y t h e p u l s e i n t o t h e s a m p l e r e gi s t e r b y m u l t i p l e s o f t h e s a m p l e r e gi s t e r l e n gt h , w e c a n
s l i d e t h e s a m p l e r e gi s t e r fo r w a r d i n t h e t i m e s e qu e n c e . By p e r fo r m i n g t h e e xp e r i m e n t r e p e a t e d l y
w i t h va r yi n g o ffs e t s fo r t h e s a m p l e r e gi s t e r p u l s e a n d r e c o r d i n g t h e s a m p l e r e gi s t e r va l u e a ft e r e a c h
t r a n s i t i o n , w e c a n vi r t u a l l y r e c o n s t r u c t t h e w a ve fo r m w h i c h a l o n g s a m p l e r e gi s t e r w o u l d s e e .
Fi gu r e 6.31 s h o w s a s i m p l e s a m p l e r e gi s t e r a r c h i t e c t u r e fo r s i m u l a t i n g l o n g s a m p l e r e gi s t e r s
i n t h i s m a n n e r . Th e e n a b l e p u l s e r i p p l e s t h r o u gh t h e i n ve r t e r c h a i n a s b e fo r e . Ho w e ve r , w h e n t h e
p u l s e r e a c h e s t h e e n d o f t h e i n ve r t e r c h a i n i t i s o p t i o n a l l y r e c yc l e d t h r o u gh t h e c h a i n . Aft e r t h e
p u l s e fin i s h e s c yc l i n g t h r o u gh t h e i n ve r t e r s t h e c o n figu r e d n u m b e r o f t i m e s , t h e s a m p l e r e gi s t e r
w i l l c o n t a i n t h e va l u e s r e c o r d e d d u r i n g t h e l a s t c yc l e . Ca r e , o f c o u r s e , m u s t b e t a k e n i n t i m i n g
t h e r e c yc l e p a t h a n d i n r e c o n s t r u c t i n g t h e w a ve fo r m . If t h e r e c yc l e p a t h i s n o t c a r e fu l l y t u n e d , t h e
d e l a y b e t w e e n t h e l a s t s a m p l e b i t i n o n e c yc l e a n d t h e fir s t s a m p l e b i t i n t h e s u b s e qu e n t c yc l e m a y
n o t b e i d e n t i c a l t o t h e i n t e r -s a m p l e b i t d e l a y fo r b i t s e n a b l e d d u r i n g t h e s a m e c yc l e . If t h e va r i a t i o n
i s s m a l l , i t m a y o n l y m a k e t h e s a m p l e gr a n u l a r i t y s l i gh t l y c o a r s e r . Fi gu r e 6.32 s h o w s a va r i a t i o n
t h a t r e c yc l e s t h e s a m p l e b i t b e fo r e c o m p l e t i n g a c yc l e . As a r e s u l t o f t h e o ve r l a p b e t w e e n s a m p l e s ,
a l l t r a n s i t i o n c a n b e p i n -p o i n t e d t o i n t e r -s a m p l e b i t t i m e s . Th e w a ve fo r m c a n b e r e c o n s t r u c t e d fr o m
t h e o ve r l a p p i n g s a m p l e s t o m o r e a c c u r a t e l y m i m i c a s i n gl e l o n g s a m p l e r e gi s t e r .
Th e m a xi m u m o p e r a t i n g fr e qu e n c y o f t h e c o u n t e r a n d c o m p a r a t o r w i l l s e t a l i m i t o n h o w s m a l l
o f a s a m p l e r e gi s t e r w e c a n u s e i n t h i s s c h e m e . Th e s a m p l e r e gi s t e r m u s t b e c h o s e n s u ffic i e n t l y
l o n g t o a l l o w t h e c o m p a r a t o r a n d c o u n t e r l o gi c t o s et t l e a n d b e p r e p a r e d fo r t h e n e xt e n a b l e p u l s e .
If w e a s s u m e a d e l a y o f a t l e a s t 100 p s t h r o u gh e a c h i n ve r t e r a n d w e a s s u m e a 200 MHz co u n t e r ,
w e n e e d a s a m p l e r e gi s t e r w h i c h i s a t l e a s t 25 i n ve r t e r -p a i r s l o n g fo r p r o p e r o p e r a t i o n .
6.10 Summary
In t h i s c h a p t e r w e a d d r e s s e d t h e i s s u e o f h i gh -s p e e d s i gn a l l i n g b e t w e e n c o mp o n e n t s . We i d e n -
t i fie d t h e p r o b l e m o f t r a n s m i t t i n g b i t s b e t w e e n r o u t i n g c o mp o n e n t s a s a p i n t -t o -p o i n t t r a n s m i s s i o n
l i n e s i gn a l l i n g p r o b l e m . We s a w t h a t a l o w -vo l t a ge s w i n g, s e r i e s -t e r m i n a t e d t r a n s m i s s i o n l i n e s i g-
n a l l i n g s c h e m e p r o vi d e d t h e l o w -l a t e n c y s i gn a l l i n g w e d e s i r e d w h i l e k e e p i n g p o w e r c o n s u m p t i o n
l o w . In o r d e r t o a d d r e s s t h e i s s u e o f t e r m i n a t i o n m a t c h i n g, w e i n t r o d u c e d fe e d b a c k a t t h e s o u r c e
e n d o f t h e s e r i e s t e r m i n a t e d t r a n s m i s s i o n l i n e . Th i s a l l o w e d u s t o m a t c h t h e s e r i e s t e r m i n a t i o n
i m p e d a n c e t o t h e c h a r a c t e r i s t i c l i n e i m p e d a n c e , c o m p e n s a t i n g fo r va r i a t i o n s i n p r o c e s s i n g a n d e n -
vi r o n m e n t . Fi n a l l y, w e s h o w e d t h a t t h e b a s i c m a t c h i n g m e c h a n i s m s c o u l d b e e xt e n d e d t o p r o vi d e
t h e d e l a y a l i gn m e n t n e c e s s a r y t o r e l i a b l y p i p e l i n e d a t a a c r o s s w i r e s o f a r b i t r a r y l e n gt h .
6.11 Areas to Explore
In t h i s c h a p t e r , w e h a ve d e t a i l e d a m a t c h i n g s c h e m e t h a t u s e s d i gi t a l t i m e s a m p l e s t o i d e n t i fy a
m a t c h e d i m p e d a n c e . It w o u l d a l s o b e p o s s i b l e t o u s e m u l t i p l e , b i a s e d re c e i ve r s t o d e t e c t w h t h e r
t h e i m p e d a n c e s e l e c t i o n w a s h i gh o r l o w . Su c h a s c h e m e m a y r e qu i r e l e s s p o s t -p r o c e s s i n g a n d b e
m o r e a m e n a b l e t o a u t o m a t i c , o n -c h i p c a l i b r a t i o n .
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To s i m u l a t e a l a r ge r s a m p l e r e gi s t e r , w e a l l o w t h e e n a b l e p u l s e t o b e r e c yc l e d t h r o u gh t h e
s a m p l e r e gi s t e r i n ve r t e r c h a i n . Va r yi n g t h e n u m b e r o f c yc l e s w h i c h t h e e n a b l e p u l s e m a k e s
t h r o u gh t h e i n ve r t e r c h a i n , a l l o w s u s t o m o ve t h e w i n d o w o f t i m e r e c o r d e d b y t h e s a m p l e
r e gi s t e r . We c a n c o m b i n e t h e s a m p l e s r e c o r d e d a t e a c h r e c yc l e c o n figu r a t i o n t o r e c o n s t r u c t
t h e w a ve fo r m s e e n b y t h e i n p u t p a d o ve r a l a r ge p e r i o d o f t i m e .
Fi gu r e 6.31: Sa m p l e Re gi s t e r w i t h Re c yc l e Op t i o n
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To ga i n h i gh e r a c c u r a c y w h e n r e c o n s t r u c t i n g a w a ve fo r m fr o m m a n y s a m p l e r e gi s t e r
w i n d o w s , w e c a n r e c yc l e t h e e n a b l e b e fo r e t h e e n d o f s a m p l e r e gi s t e r s o t h a t t h e s a m p l e
r e gi s t e r w i n d o w s w i l l o ve r l a pe a c h t h e r .
Fi gu r e 6.32: Sa m p l e Re gi s t e r w i t h Ove r l a p p e d Re c yc l e
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Th e e xt e n s i o n s n e c e s s a r y t o a l l o w d e l a y m a t c h i n g h a ve n o t , a s ye t , b e e n i m p l e m e n t e d a n d
t e s t e d . No d o u b t , w e s t a n d t o l e a r n m o r e a b o u t t h i s p r o b l e m fr o m s u c h a n i m p l e m e n t a t i o n .
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7. Packaging Technology
Wh e n w e a c t u a l l y b u i l d a n y s ys t e m , w e m u s t p h ys i c a l l y p a c k a ge i t s p r i m i t i ve c o mp o n e n t s . We
m u s t p r o vi d e a p h ys i c a l m e d i u m fo r t h e w i r e s i n t e r c o n n e c t i n g c o m p o n e n t s , a n d w e m u s t p r o vi d e
a m e c h a n i c a l s u p p o r t s u b s t r a t e t o o r ga n i ze a n d h o u s e t h e c o m p o n e n t s . Th e t e c h n o l o gy u s e d i n
p a c k a gi n g a n e t w o r k w i l l d i r e c t l y a ffe c t t h e s i ze o f t h e p a c k a ge d n e t w o r k a n d h e n c e t h e i n t e r -
c o n n e c t i o n d i s t a n c e s a n d t r a n s i t l a t e n c y b e t w e e n c o m p o n e n t s . In t h i s c h a p t e r w e r e vi e w p r e s e n t
p a c k a gi n g t e c h n o l o gi e s a n d d e ve l o p h i e r a r c h i c a l s c h e m e s fo r p a c k a gi n g t h e n e t w o r k s a d d r e s s e d
i n Ch a p t e r 3. Th e p a c k a gi n g s c h e m e d e ve l o p e d h e r e m a k e s u s e o f a l l t h r e e s p a t i a l d i m e n s i o n s t o
m i n i m i ze i n t e r c o n n e c t i o n d i s t a n c e s .
7.1 Packaging Requirements
Wh e n p a c k a gi n g a n e t w o r k w e h a ve m a n y, o ft e n c o n fli c t i n g, go a l s . We w a n t t o :
 Mi n i m i ze t h e i n t e r c o n n e c t d i s t a n c e s (a n d h e n c eT
t
)
 Pr o vi d e c o n t r o l l e d -i m p e d a n c e s i gn a l p a t h s (Ch a p t e r 6)
 Su p p l y a d e qu a t e p o w e r t o a l l c o m p o n e n t s
 Fa c i l i t a t e s yn c h ro n o u s c l o c k d i s t r i b u t i o n t o a l l c o m p o n e n t s
 Co o l c o m p o n e n t s b y r e m o vi n g t h e h e a t ge n e r a t e d b y ICs d u r i n g o p e r a t i o n
 Fa c i l i t a t e p h ys i c a l r e p a i r
 Mi n i m i ze p a c k a gi n g c o s t
To k e e p t h e i n t e r c o n n e c t d i s t a n c e s s h o r t , w e s e e k d e n s e p a c k a gi n g s t r a t e gi e s t h a t p l a c e c o m p o n e n t s
a s c l o s e a s p o s s i b l e . Exc e s s i ve d e n s i t y, h o w e ve r , m a k e s s u p p l yi n g p o w e r , r e m o vi n g h e a t , a n d
p h ys i c a l l y r e p a i r i n g fa u l t s d i ffic u l t . Hi gh -p e r fo r m a n c e p a c k a gi n g a n d i n t e r c o n n e c t c a n o ft e n b e
t h e m o s t e xp e n s i ve p a r t o f a s ys t e m t o m a n u fa c t u r e a n d a s s e m b l e . Wh i l e d e vi s i n g a p a c k a gi n g
s t r a t e gy, w e m u s t k e e p i n m i n d t h e e c o n o m i c s o f t h e a va i l a b l e t e c h n o l o gi e s .
7.2 Packing and Interconnect Technology Review
7.2.1 Integrated Circuit Packaging
Co n ve n t i o n a l p a c k a gi n g t e c h n o l o gy s t a r t s w i t h p a c k a ge d si l i c o n i n t e gr a t e d c i r c u i t s a s t h e b a s e
l e ve l b u i l d i n g b l o c k . Si l i c o n ICs a r e d i c e d fr o m t h e fa b r i c a t i o n w a fe r a n d p la c e d i n IC p a c k a ge s .
Fi n e p i t c h w i r e s a r e b o n d e d fr o m p a d s a r o u n d t h e p e r i p h e r y o f t h e d i c e d i n t e gr a t e d c i r c u i t t o b o n d i n g
s h e l ve s a l o n g t h e p e r i m e t e r o f t h e d i e c a vi t y i n t h e IC p a c k a ge . Th e p a c k a ge s e a l s t h e c o m p o n e n t
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a n d b o n d i n g w i r e s fr o m t h e e n vi r o n m e n t . Di c i n g a n d p a c k a gi n g a l l o w s t h e m a n u fa c t u r e r t o s o r t
c o m p o n e n t s b y fu n c t i o n al i t y a n d s p e e d . Th e p a c k a ge d IC c a n b e m o r e e a s i l y h a n d l e d fo r t e s t i n g
a n d a s s e m b l y t h a n t h e b a r e d i e . Pa c k a ge d ICs c a n b e r e p l a c e d a s d e fe c t s a r e d i s c o ve r e d .
To d a y, m o s t IC p a c k a ge s a r e p l a s t i c e n c a p s u l a n t s , c e r a m i c , o r fin e -l i n e p r i n t e d -c i r c u i t b o a r d s .
Pl a s t i c p a c k a ge s a r e i n e xp e n s i ve , b u t o n l y a l l o w c o n n e c t i o n s a r o u n d t h e i r p e r i m e t e r a n d h a ve
l i m i t e d c a p a c i t y fo r h e a t r e m o va l . Ce r a m i c p a c k a ge s a r e m u c h m o r e e xp e n s i ve , b u t p r o vi d e
h e r m e t i c s e a l i n g fo r t h e d i e c a vi t y a n d a l l o w gr e a t e r h e a t t r a n s fe r fr o m t h e d i e t o t h e o u t s i d e
p a c k a ge . Hi gh p o w e r IC p a c k a ge s p r o vi d e p a t h s o f h i gh t h e r m a l c o n d u c t i vi t y t o t h e e xt e r i o r o f t h e
p a c k a ge w h e r e a h e a t s i n k m a y b e m o u n t e d t o d i s p e r s e t h e h e a t r e m o ve d fr o m t h e d i e . Pr i n t e d -
c i r c u i t b o a r d IC p a c k a ge s u t i l i ze t h e s a m e t e ch n o l o gi e s i n u s e i n PCB p r o d u c t i o n a n d c a n l e ve r a ge
e xp e r i e n c e , t o o l s , a n d m a n u fa c t u r i n g d e ve l o p e d fo r fin e -l i n e PCBs . Ce r a m i c a n d p r i n t e d -c i r c u i t IC
p a c k a ge s c a n s u p p o r t i / o c o n n e c t i o n s o n m o s t o f t h e p a c k a ge s u r fa c e . Th i s gi ve s r i s e t o t h ep o p u l r
p i n -gr i d a r r a y (PGA) a r r a n ge m e n t .
Wh e t h e r t h e p i n s a r e a r r a n ge d a r o u n d t h e p e r i p h e r y o f t h e IC fo r a p l a s t i c p a c k a ge o r a r r a n ge d
i n a gr i d d e d fa s h i o n , t h e p a c k a ge s i ze i s ge n e r a l l y d e t e r m i n e d b y t h e qu a n t i t y o f i / o p i n s a n d t h e
s i ze a n d a c h i e va b l e d e n s i t y o f e xt e r n a l i / o c o n n e c t i o n s . As a r e s u l t , a p a c k a ge d IC i s m u c h l a r ge r
t h a n t h e h o u s e d d i e . Th e s i ze o f a n IC p a c k a ge m a y o n l y b e c o r r e l a t e d t o t h e s i ze o f t h e h o u s e d d i e
b e c a u s e b o t h t h e p a c k a ge s i ze a n d t h e d i e s i ze a r e o ft e n d i r e c t l y d e t e r m i n e d b y t h e n u m b e r o f i / o
p i n s o n t h e c o m p o n e n t .
7.2.2 Printed-Circuit Boards
Pa c k a ge d ICs a r e a s s e m b l e d o n p r i n t e d -c i r c u i t b o a r d s (PCBs ). Th e s e b o a r d s p r o vi d e m e c h a n i c a l
s u p p o r t fo r t h e ICs a n d p r o vi d e t h e fir s t l e ve l o f i n t e r c o n n e c t i o n a m o n g p a c k a ge d c o m p o n e n t s .
Co n ve n t i o n a l p r i n t e d -c i r c u i t b o a r d t e c h n o l o gy a l l o w s t h e m a n u fa c t u r e o f m u l t i l a ye rPCBs . Mul t i p l e
l a ye r s o f e t c h e d c o p p e r p r o vi d e i n t e r c o n n e c t i n t w o -d i m e n s i o n a l p l a n e s . Th e e t c h e d c o p p e r l a ye r s
a r e s e p a r a t e d b y l a ye r s o f i n s u l a t i n g m a t e r i a l s . Dr i l l e d a n d p l a t e d h o l e s a l l o w ve r t i c a l i n t e r co n n e c t
a m o n g t h e t w o -d i m e n s i o n a l e t c h e d c o p p e r l a ye r s w i t h i n a s i n gl e m ul t i l a ye rPCB. Pa c k a ge d ICs
m a y b e l o c a t e d o n o n e o r b o t h s i d e s o f a c o m p o s i t e PCB.
So m e p a c k a ge d ICs h a ve p i n s w h i c h c a n b e i n s e r t e d i n m a t i n g h o l e s i n t h e PCB, s o m e t i m e s
vi a a s o c k e t . Du r i n g a s s e m b l y, s o l d e r i s u s e d t o c o n n e c t t h e c o m p o n e n t o r s o c k e t p i n s t o t h ePCB.
Co m p o n e n t p a c k a ge s w i t h p i n s r e qu i r e h o l e s d ri l l e d a l l t h e w a y t h r o u gh t h e PCB a n d a r e h e n c e
t e r m e dthrough-hole c o m p o n e n t s . An o t h e r c o m m o n fo r m o f p a c k a ge d ICs h a ve p e r i p h e r a l p i n s
w h i c h c a n b e s o l d e r e d t o e xp o s e d m e t a l l a n d s o n a s u r fa c e o f t h e PCB. Pa c k a ge s s u c h a s t h e s e ,
w h i c h s i t o n t h e s u r fa c e o f t h e PCB a n d s o l d e r t o PCB l a n d s w i t h o u t p r o t r u d i n g i n t o t h ePCB, a r e
c a l l e dsurface-mount c o m p o n e n t s . Su r fa c e -mo u n t c o m p o n e n t s o n l y c o n s u m e s p a c e o n t h e s u r fa c e
o f t h e PCB c o n n e c t e d t o t h e IC, w h e r e a s t h r o u gh -h o l e c o m p o n e n t s c o n s u m e s p a c e o n a l l l a ye r s o f
t h e PCB i n c l u d e t h e o p p o s i n g PCB s u r fa c e .
A c o m m o n d i s c i p l i n e w h e n d e s i gn i n g p r i n t e d -c i r c u i t b o a r d s fo r d i gi t a l e l e c t r o n i c s ys t e m s i s t o
d e d i c a t e a p o w e r p l a n e fo r e a c h p o w e r l e ve l r e qu i r e d i n t h e s ys t e m (e.g. Gr o u n d ,V
logic
, V
signal
).
Th i s d i s c i p l i n e a l l o w s p o w e r d i s t r i b u t i o n w i t h m i n i m a l r e s i s t i ve l o s s e s b e t w e e n t h e p o w e r s u p p l i e s
a n d t h e c o m p o n e n t s . De d i c a t e d p o w e r p l a n e s a l s o p r o vi d e l o w i n d u c t a n c e p a t h s b e t w e e n t h e p o w e r
s u p p l i e s a n d t h e p a c k a ge d ICs ’ p o w e r l e a d s . So l i d c o n d u c t o r p l a n e s a l s o s e r ve t o e l i m i n a t e o r
r e d u c e t h e c r o s s -t a l k b e t w e e n s i gn a l t r a c e s o n t h e s a m ePCB. To gu a r a n t e e c o n s i s t e n t c o n t r o l l e d -
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i m p e d a n c e i n t e r c o n n e c t , s i gn a l t r a c e s a r e ge n e r a l l y r u n o ve r a co n d u c t o r p l a n e o r b e t w e e n a p a i r
o f s o l i d c o n d u c t i n g p l a n e s (Se e [RWD84]).
As a p r a c t i c a l m a t t e r , t h e r e i s a l i m i t t o t h e s ys t e m s i ze w e c a n p l a c e o n a s i n gl e p r i n t e d -c i r c u i t
b o a r d . De s p i t e t h e fa c t t h a t PCBs a r e ge n e r a l l y c o m p o s e d o f m ul t i p l e co n d u c t o r l a ye r s , PCB
t e c h n o l o gy i s e s s e n t i a l l y t w o -d i m e n s i o n a l . Th e s i ze o f a s i n gl e p r i n t e d -c i r c u i t b o a r d i s l i m i t e d
b y m e c h a n i c a l s t a b i l i t y, yi e l d , a n d m a n u fa c t u r i n g c o n s t r a i n t s . To d a y, 24 t o 30 i n c h e s i s t h e
m a xi m u m vi a b l e s i d e l e n gt h fo r PCB t e c h n o l o gy. In fa c t , fo r m a n u fa c t u r i n g r e a s o n s , m o s t PCB
m a n u fa c t u r e r s l i m i t o n e PCB s i d e d i m e n s i o n t o l e s s t h a n 14 i n c h e s . Fo r fin e -l i n e PCB t e c h n o l o gi e s ,
yi e l d c o n s i d e r a t i o n s w i l l ge n e r a l l y p r o vi d e m o r e s e ve r e l i m i t s o n t h e s i ze o f a n y PCB.
To d a y, PCB fe a t u r e s d o w n t o 8 m i l s (1000 m i l s = 1 i n c h ) a r e c o n s i d e r e d s t a n d a r d . Ma n y
m a n u fa c t u r e r s c a n p r o d u c e fe a t u r e s d o w n t o 3 o r 4 m i l s , b u t t h e o ve r a l l b o a r d s i ze i s l i m i t e d . PCB
m a n u fa c t u r i n g c o s t s a r e r o u gh l y p r o p o r t i o n a l t o t h e n u m b e r o f l a ye r s a n d t h e a r e a o f t h ePCB.
Be l o w t h e fe a t u r e s i ze s u s e d i n vo l u m e p r o d u c t i o n , t h e c o s t i n c r e a s e s w i t h d e c r e a s i n g fe a t u r e s i ze .
Wh e n d e a l i n g w i t h m u l t i l a ye r PCB t e ch n o l o gi e s , c o s t i s a l s o d e p e n d e n t o n t h e va r i e t y o f i n t e r -l a ye r
h o l e s r e qu i r e d .
7.2.3 Multiple PCB Systems
Wh e n a s ys t e m d e s i gn e xc e e d s t h e s i ze w h i c h c a n b e e ffic i e n t l y p l a c e d o n a s i n gl e p r i n t e d -
c i r c u i t b o a r d , t h e s ys t e m m u s t b e b u i l t fr o m m u l t i p l ePCBs i n t e r co n n e c t e d vi a c o n n e c t o r s a n d
c a b l e s . Bo a r d s i n t e r c o n n e c t e d vi a a b a c k p l a n e PCB i s , b y fa r , t h e d o m i n a n t p a r a d i gm fo r m u l t i b o a r d
i n t e r c o n n e c t , t o d a y. In t h i s c a s e , o n e PCB i s u s e d t o i n t e r c o n n e c t m a n y o t h e r b o a r d s . Co n n e c t o r s
o n t h e “b a c k p l a n e ” b o a r d a l l o w o t h e r b o a r d s t o m a t e o r t h o go n a l l y t o t h e b a c k p l a n e b o a r d . Th i s
p r o d u c e s a s t r u c t u r e w h i c h t a k e s s o m e a d va n t a ge o f t h r e e -d i m e n s i o n a l s p a c e .
Wh e n a s ys t e m e xc e e d s t h e s i ze p r a c t i c a l t o b u i l d i n b a c k p l a n e fa s h i o n , o r w h e n l o c a t i o n ,
p h ys i c a l , o r m e c h a n i c a l r e qu i r e m e n t s l i m i t b a c k p l a n e u s e , p o r t i o n s o f t h e s ys t e m c a n b e c o n n e c t e d
vi a c a b l i n g. Aga i n , c o n n e c t o r s o n e a c h p r i n t e d -c i r c u i t b o a r d p r o vi d e a n i n t e r fa c e t o t h e i n t e r co n n e c t .
Ra t h e r t h a n d i r e c t l y a t t a c h i n g t w o o r m o r e b o a r d s , a c a b l e o f i n s u l a t e d w i r e s i s u s e d t o e l e c t r i c a l l y
c o n n e c t t h e b o a r d s .
Ca b l e s fo r c o n t r o l l e d -i m p e d a n c e i n t e r c o n n e c t s c o m e i n t h r e e p r i m a r y fo r m s :
1. Ri b b o n c a b l e s
2. Co a xi a l c a b l e s
3. Fl e xi b l e p r i n t e d -c i r c u i t c a b l e s
Ri b b o n c a b l e s a r e c o m p o s e d o f a s e qu e n c e o f c o n d u c t o r se a c h s e p a r a t e d b y a n i n s u l a t i n g m a t e -
r i a l . Fl a t -r i b b o n c a b l e s c a n b e u s e d i n a m a n n e r w h i c h ge n e r a l l y p r o vi d ea c c e p t a b l e c o n t r o l l e d -
i m p e d a n c e i n t e r c o n n e c t . Co a xi a l c a b l e s p l a c e a c o n d u c t o r i n s i d e a c yl i n d r i c a l gr o u n d . Co a xi a l
c a b l e s h a ve m o r e s t a b l e i m p e d a n c e c h a r a c t e r i s t i c s , b u t a r e o ft e n b u l k i e r a n d m o r e e xp e n s i ve t h a n
t h e a l t e r n a t i ve s . Fl e xi b l e p r i n t e d -c i r c u i t s u s e t h e w e l l e s t a b l i s h e d PCB t e c h n o l o gi e s o n fle xi b l e
l a m i n a t e s . Typ i c a l l y, fle xi b l e p r i n t e d -c i r c u i t c a b l e s a c h i e ve c o n t r o l l e d i m p e d a n c e u s i n g t h e s i gn a l
o ve r gr o u n d p l a n e t o p o l o gy fa mi l i a r f rPCBs .
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7.2.4 Connectors
To d a t e , m o s t b o a r d -t o -b o a r d , b o a r d -t o -c a b l e , a n d b o a r d -t o -p a c k a ge d -IC c o n n e c t i o n s a r e m a d e
u s i n g p i n -a n d -s o c k e t c o n n e c t o r s . On e b o a r d , c a b l e , o r IC h a s a c o n n e c t o r w h i c h h o u s e s o n e o r m o r e
r o w s o f p i n s . Th e m a t i n g u n i t h a s a c o n n e c t o r w h i c h h o u s e s a s e t o f s o c k e t s i n a c o m p l e m e n t a r y
ge o m e t r y. Th e t w o p i e c e s a r e co n n e c t e d b y m a t i n g t h e p i n a n d s o c k e t c o n n e c t i o n s .
Mo r e r e c e n t l y, a n u m b e r o f c o m p r e s s i o n cn n e c t o r s h a ve b e c o m e a va i l a b l e . On e c o m p r e s s i o n
c o n n e c t o r s c a n m a t e d i r e c t l y w i t h l a n d s o n t w o PCBs o r p a c k a ge s . Wh e n c o m p r e s s e d , t h e c o n -
n e c t o r p r o vi d e s e l e c t r i c a l i n t e r c o n n e c t b e t w e e n t h e l a n d s . Co m p r e s s i o n a l c o n n e c t o r s h a ve s e ve r a l
c h a r a c t e r i s t i c s w h i c h m a k e t h e m p r e fe r a b l e t o p i n -a n d -s o c k e t c o n n e c t o r s .
1. Hi gh e r d e n s i t y
2. Su p e r i o r s i gn a l i n t e gr i t y
3. Lo w e r i n s e r t i o n fo r c e
4. Fu n c t i o n w i t h o u t s o l d e r
Pi n -a n d -s o c k e t c o n n e c t o r s a r e l i m i t e d b y t h e a c h i e va b l e d e n s i t y fo r d r i l l e d -h o l e s a n d p i n s , w h e r e a s
c o m p r e s s i o n a l c o n n e c t o r s a r e l i m i t e d b y t h e a r e a r e qu i r e d t o c a r r y s u ffic i e n t c u r r e n t a n d t h e s p a c i n g
o f s e p a r a t e c o n d u c t o r s . Re m o vi n g t h e n e e d fo r s o l d e r m a k e s a s s e m b l y a n d r e p a i r e a s i e r . Th e
i n s e r t i o n fo r c e r e qu i r e d fo r i n s e r t i n g p i n -a n d -s o c k e t c o n n e c t o r s i s p r o p o r t i o n a l t o t h e n u m b e r o f
p i n s o n t h e c o m p o n e n t . As t h e n u m b e r o f i / o p i n s i n c r e a s e , s o d o e s t h e i n s e r t i o n fo r c e . To d a y’s200+
p i n PGAs a r e a l r e a d y e xp e r i e n c i n g e xc e s s i ve i n s e r t i o n fo r c e – fo r c i n g co n e c t r m a n u fa c t u r e r s
t o m o ve t o m o r e c o m p l i c a t e d s o c k e t t i n g s c h e m e s w h i c h m a t e p i n s a t d i ffe r e n t h e i gh t s t o s m o o t h
o u t t h e r e qu i r e d i n s e r t i o n fo r c e . Tr a d i t i o n a l p i n -a n d -s o c k e t c o n n e c t o r s d o n o t p r o vi d e w e l l d e fin e d
c o n t r o l l e d -i m p e d a n c e p a t h s , w h i l e m a n y o f t h e e m e r gi n g c o m p r e s s i o n a l c o n n e c t o r s o ffe r c l e a n e r
s i gn a l p a t h s .
Se ve r a l t e c h n o l o gi e s c u r r e n t l y a va i l a b l e fo r c o m p r e s s i o n a l i n t e r c o n n e c t a r e :
 An i s o t r o p i c c o n d u c t i ve e l a s t o m e r
 “Bu t t o n b a l l s ”
 Sp r i n gs
Se ve r a l m a n u fa c t u r e r s n o w p r o d u c e s t r i p s o r s h e e t s o f e l a s t o m e r w i t h e m b e d d e d c o n d u c t o r s . Th e
c o n d u c t o r s a r e a r r a n ge d t o c o n d u c t o n l y a l o n g o n e a xi s . In t h i s w a y, t h e y p r o vi d e i n t e r c o n n e c t
b e t w e e n c o n d u c t o r s p la c e d no p p o s i t e s i d e s o f t h e c o n n e c t o r a n d l i n e d u p a l o n g t h e c o n d u c t i o n a xi s .
Th e e l a s t o m e r w i l l c o m p r e s s u n d e r p r e s s u r e a l l o w i n g t h e c o n d u c t o r s t o m a k e p o si t i ve e l e c t r i c a l
c o n t a c t (e.g. [In c 90] [Po l 90] [Te c 88] [ND90]). “Bu t t o n b a l l s ” a r e c o m p o s e d o f 25 s p u n g l d w i r e
c o m p r e s s e d i n t o s m a l l d i a m e t e r c yl i n d r i c a l h o l e s (e.g. 20 m i l d i a m e t e r b y 40 m i l h i gh ) i n a p l a s t i c
c a r r i e r . Th e y p r o vi d e m u l t i p l e p o i n t s o f c o n t a c t b e t w e e n t h e PCB l a n d s o ne a c h s i d e o f t h e b a l l
w h e n c o m p r e s s e d (e.g. [Di v89] [Sm o 85]). Sp r i n g s t yl e co n n e t o r s h o u s e s h a p e d p ie c e s o f m e t a l
w h i c h b e h a ve a s s p r i n gs i n a fle xi b l e c a r r i e r . Wh e n c o m p r e s s e d b e t w e e n b o a r d s , t h e s p r i n g n a t u r e
o f t h e m e t a l fo r c e s p o s i t i ve c o n t a c t w i t h t h ePCBs o n b o t h s i d e s o f t h e co n n e c t o r (e.g. [GPM92]
[Co r 90]).
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D S P GA  P a c k a g e d  Co mp o n e n t
Co mp r e s s i bl e  Co n n e c t o r
P r i n t e d -Ci r c u i t  B o a r d
bo l t
Sh o w n h e r e i s a c r o s s -s e c t i o n a l vi e w o f a p a c k a gi n g s t a c k . Co m p o n e n t s a n dPCBs a r e
s a n d w i c h e d i n a l t e r n a t i n g l a ye r s t o fo r m a t h r e e -d i m e n s i o n a l s t a c k s t r u c t u r e o f c o m p o n e n t s .
Th i s s t a c k s t r u c t u r e s e r ve s a s t h e n e xt l e ve l o f t h e p a c k a gi n g h i e r a r c h y a b o ve PCBs a n d
fo r m s t h e b a s i c b u i l d i n g b l o c k o u t o f w h i c h l a r ge r s ys t e m s c a n b e b u i l t .
Fi gu r e 7.1: St a c k St r u c t u r e fo r Th r e e -d i m e n s i o n a l Pa c k a gi n g
7.3 Stack Packaging Strategy
Le ve r a gi n g m o s t l y c o n ve n t i o n a l p a c k a gi n g t e c h n o l o gi e s , w e c a n p a c k a ge n e t w o r k s t h a t d e n s e l y
u t i l i ze a l l t h r e e s p a t i a l d i m e n s i o n . We c o n t i n u e t o u s e fa i r l y c o n ve n t i o n a l IC p a c k a gi n g a n d PCB
t e c h n o l o gy b u t s t a c k c o m p o n e n t s a n dPCBs i n t h e d i m e n s i o n o r t h o go n a l t o t h e PCB p l a n e s t o
fo r m ast ck s t r u c t u r e s a n d w i c h i n g l a ye r s o f p a c k a ge d ICs b e t w e e n PCB l a ye r s (Se e Fi gu r e 7.1).
Co m p r e s s i o n a l b o a r d -t o -p a c k a ge c o n n e c t o r s p r o vi d e s i gn a l c o n t i n u i t y b e t w e e n ve r t i c a l l y s t a c k e d
p r i n t e d -c i r c u i t b o a r d s a n d i n t e gr a t e d -c i r c u i t c o m p o n e n t s . Th i s s t a c k s t r u c t u r e fo r m s a d e n s e l y
p a c k e d t h r e e -d i m e n s i o n a l c u b e o f c o m p o n e n t s a n d i n t e r c o n n e c t w h i c h c a n s e r ve a s t h e b a s i c
b u i l d i n g b l o c k fo r e ve n l a r ge r n e t w o r k s a n d s ys t e m s .
7.3.1 Dual-Sided Pad-Grid Arrays
Wh i l e t h e r e i s n o ve l t y i n o u r d e s i gn a n d u s e o f t h e IC p a c k a ge , t h e b a s i c p a c k a gi n g t e c h n o l o gy
w e e m p l o y i s c o n ve n t i o n a l . Th e i n t e gr a t e d -c i r c u i t i s h o u s e d i n a p a c k a ge w i t h a gr i d d e d a r r a y
o f c o n t a c t s . Ra t h e r t h a n b e i n g p i n s , t h e c o n t a c t s a r e l a n d gr i d s s i m i l a r t o t h e PCB l a n d s u s e d
fo r a t t a c h i n g s u r fa c e -mo u n t c o m p o n e n t s . Th e s e l a n d gr i d s a r e c o n n e c t e d t h r o u gh c o m p r e s s i o n a l
c o n n e c t o r s t o s i m i l a r l a n d gr i d s o n t h e PCBs . Du e t o t h e l o w -i n s e r t i o n fo r c e a n d h i gh -d e n s i t y
a va i l a b l e fr o m t h e s e l a n d -gr i d a r r a ys (LGAs ), t h e y h a ve re c e n t l y b e c o m e a n a t t r a c t i ve o p t i o n fo r
p a c k a gi n g h i gh p i n -c o u n t ICs (e.g. [Bu c 89]). In t e l , fo r e xa m p l e , h a s ad o p t e d t h e LGA p a c k a ge
fo r i t s 80386SL m i c r o p r o c e s s o r [Ma l 91].
We m a k e o n e fin a l a d d i t i o n t o t h e LGA s t r u c t u r e . Ra t h e r t h a n p l a c i n g t h e l a n d gr i d o n l y o n
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t h e b o t t o m s i d e o f t h e p a c k a ge , w e p l a c e t h e l a n d -gr i d a r r a y o n b o t h s i d e s o f t h e IC p a c k a ge a n d ,
o p t i o n a l l y, p r o vi d e c o n t i n u i t y t h r o u gh t h e p a c k a ge b e t w e e n t h e t o p a n d b o t t o m p a d s . We c a l l t h e
r e s u l t i n g s t r u c t u r e adual-sided pad-grid array (DSPGA) t o e m p h a s i ze t h e fa c t t h a t p a d s a r e p la c e d
o n b o t h s i d e s o f t h e p a c k a ge . Ea c h ve r t i c a l p a d p a i r c a n b e c o n figu r e d i n o n e o f t h r e e w a ys :
1. Th e c o r r e s p o n d i n g p a d s o n t h e t o p a n d t h e b o t t o m o f t h e p a c k a ge c a n b e c o n n e c t e d s t r a i gh t
t h r o u gh w i t h o u t c o n n e c t i n g t o a n IC p i n t o s u p p o r t ve r t i c a l i n t e r c o n n e c t .
2. Th e c o r r e s p o n d i n g p a d s c a n b e c o n n e c t e d t o ge t h e r a n d t o a n IC p i n a l l o w i n g t h e IC p i n t o
m a k e c o n t a c t t o t r a c e s o n e i t h e r o r b o t h o f t h e b o a r d s a b o ve a n d b e l o w t h e p a c k a ge .
3. Th e c o r r e s p o n d i n g p a d s c a n b e c o n n e c t e d t o d i ffe r e n t IC p i n s t o s u p p o r t h i gh e r p i n d e n s i t y.
No t c o n n e c t i n g t h e c o r r e s p o n d i n g t o p a n d b o t t o m p a d s a s i n (3) r e qu i r e s m o r e c o m p l i c a t e d m a n -
u fa c t u r e a n d w i l l m a k e t h e p a c k a ge m o r e e xp e n s i ve t h a n i f o n l y c o n figu r a t i o n s (1) a n d (2) a r e
u s e d .
Fi gu r e 7.2 s h o w s DSPGA372, a 372 p a d DSPGA w e h a ve d e ve l o p e d . DSPGA372 su p o r t s
160 IC s i gn a l c o n n e c t i o n s , 76 t h r o u gh s i gn a l s w h i c h d o n o t c o n n e c t t o t h e IC, a n d t h r e e p o w e r
s u p p l i e s s u p p o r t e d b y 72, 40, a n d 24 p a d s , r e s p e c t i ve l y. Al l l a n d s a r e 30 m i l d i a m e t e r p a d s c e n t e r e d
a r o u n d 10 m i l p l a t e d h o l e s . Co n t a c t s a r e go l d p l a t e d fo r h i gh n o bi l i t y c o n t c t .DSPGA372 h a s
t h r e e i n t e r n a l p o w e r p l a n e s fo r p r o vi d i n g a l o w -r e s i s t a n c e a n d l o w -i n d u c t a n c e p a t h b e t w e e n t h e IC
a n d t h e e xt e r n a l p o w e r s u p p l i e s . Th e n o m i n a l gr o u n d p l a n e i s s u p p o r t e d b y 72 p a d s . Th e o t h e r t w o
p l a n e s s u p p l y t h e l o gi c p o w e r s u p p l y,V
logic
, a n d t h e s i gn a l l i n g p o w e r su p l y,V
signal
. Ad d i t i o n a l l y,
s p a c e i s p r o vi d e d i n t h e p a c k a ge fo r s u r fa c e -mo u n t b yp a s s c a p a c i t o r s a c r o s s t h e p o w e r s u p p l i e s .
Th e 76 t h r o u gh p i n s a l l o w t h e p a c k a ge t o s u p p l y t h r o u gh i n t e r c o n n e c t b e t w e e n a d ja c e n tPCBs fo r
s i gn a l s w h i c h d o n o t c o n n e c t t o t h e IC. Th e r e m a i n i n g 160 p a d s s u p p o r t IC s i gn a l c o n n e c t i o n s .
Ea c h o f t h e s e 160 s i gn a l s i s a va i l a b l e o n b o t h t h e t o p a n d t h e b o t t o m o f t h e DSPGA372 p a c k a ge .
Ta b l e 7.1 s u m m a r i ze s t h e p h ys i c a l d i m e n s i o n s o f o u r DSPGA372 p a c k a ge . Fi gu r e 7.3 s h o w s
p i c t u r e s o f t h e p a c k a ge . DSPGA372 w a s fa b r i c a t e d b y Ib i d e n u s i n g BT (Bi s m a l e i m i d e Tr i a zi n e )
a s a s e ve n -l a ye r p r i n t e d -c i r c u i t b o a r d .
Th e DSPGA372 p a c k a ge h a s d e d i c a t e d c o o l i n g a n d a l i gn m e n t h o l e s . Th e o u t e r s e t o f h o l e s c a n
b e u s e d t o a l i gn t h e p a c k a ge t o t h e c o m p r e s s i o n a l c o n n e c t o r a n d a d ja c e n t p r i n t e d -c i r c u i t b o a r d s .
Th e i n n e r h o l e s o p e n i n t o t h e h e a t s i n k c a vi t y u n d e r n e a t h t h e d i e a l l o w i n g a i r o r l i qu i d c o o l a n t t o
flo w a c r o s s t h e h e a t -s i n k fo r h e a t r e m o va l .
7.3.2 Compressional Board-to-Package Connectors
Pa c k a ge d ICs a r e m a t e d w i t h a d ja c e n tPCBs , b o t h a b o ve a n d b e l o w , t h r o u gh c o m p r e s s i o n a l
c o n n e c t o r s . Th e s e c o n n e c t o r s p r o vi d e t h r o u gh c o n t a c t b e t w e e n t h e DSPGA p a c k a ge a n d t h e
PCB. Us i n g s e l f-a l i gn i n g c o m p r e s s i o n a l co n n e c t o r s , n o s o l d e r i s n e e d e d t o m a k e r e l i a b l e c o n t a c t s .
Pr o p e r l y s e l e c t e d c o m p r e s s i o n a l c o n n e c t o r s w i l l p r o vi d e c o n s i s t e n t , c o n t r o l l e d -i m p e d a n c e c o n t a c t
a s r e qu i r e d fo r h i gh -s p e e d s i gn a l l i n g.
Fi gu r e 7.4 s h o w s a p i c t u r e o f BB372, a c o m p r e s s i o n a l , b u t t o n -b o a r d co n n e c t o r d e s i g e d t o
m a t e w i t h DSPGA372. BB372h o u s e s 372 b u t t o n s a l i gn e d w i t h t h e l a n d gr i d s o nDSPGA372.
Th e b u t t o n s u s e d b y BB372 a r eh o u s e d i n 2040 m i l c yl i n d e r s . Fi gu r e 7.5 s h o w s a c l o s e u p
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50 mi l
a l l
d e t a i l s
p i t c h
. 45"  s q ma x
Co o l a n t
Ch a n n e l s
A l i g n me n t
Ho l e s
He a t  S i n k
B y p a s s
Ca p a c i t o r s
DSPGA372 i s a 372 p a d d u a l -s i d e d p a d -gr i d a r r a y. Al l p a d s a r e co n n e c t e d s t r a i gh t t h r o u gh
b e t w e e n t h e t o p a n d b o t t o m o f t h e p a c k a ge . 76 p a d s d o n o t c o n n e c t t o t h e i n t e r n a l IC a n d
e xi s t s i m p l y t o p r o vi d e t h r o u gh i n t e r c o n n e c t . (Ar t w o r k b y Fr e d Dr e n c k h a h n )
Fi gu r e 7.2: DSPGA372
p i c t u r e o f a b u t t o n i n t h e BB372 co n n e c t o r . Th e b u t t o n s p r o vi d e l o w -r e s i s t a n c e , c o n t r o l l e d -
i m p e d a n c e i n t e r c o n n e c t . Th e c e n t e r o f t h e BB372 co n n e c t o r i s o p e n t o a c c o m m o d a t e t h e h e a t -s i n k
o r l i d a s s o c i a t e d w i t h t h e m a t i n g DSPGA372. BB372 i s 30 m i l s t h i c k a l l o w i n g t h e h e a t s i n k
o r l i d a t t a c h e d t o DSPGA372 t o e xt e n d a t m o s t 30 m i l s ve r t i c a l l y a b o ve o r b e l o w t h e l a n d gr i d .
Co m p l e m e n t a r y h o l e s a r e p r o vi d e d fo r c o o l a n t flo w t o m a t c h t h o s e o n DSPGA372. Ea c h BB372
h a s t w o s t u b s a t o p p o s i t e c o r n e r s w h i c h m a t e w i t h t h eDSPGA372 a l i gn m n t h o l e s . Th e s t u b s
p r o t r u d e o n b o t h s i d e s o f t h e c a r r i e r , a l l o w i n g t h e c a r r i e r t o m a k e p o s i t i ve a l i gn m e n t w i t h b o t h
t h e a t t a c h e d PCB a n d DSPGA p a c k a ge . Th e BB372 c a r r i e r i s m a d e fr o m Ve c t r a Li qu i d Cr ys t a l
Po l ym e r [Co r 89] a n d w a s fa b r i c a t e d b y Ci n c h . Ta b l e 7.2 s u m m a r i ze s t h e p h ys i c a l d i m e n s i o n s .
Ou r m a i n d i s a p p o i n t m e n t w i t hBB372 h a s b e e n t h e h a n d l i n g c a r e r e qu i r e d . Th e fin e w i r e
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Feature Size
Pa c k a ge Ou t l i n e 1:400 1:400
Pa c k a ge He i gh t
i n c l u d i n g h e a t s i n k a n d l i d< 140 m i
e xc l u d i n g h e a t s i n k a n d l i d 80 m i l
Di e Ca vi t y 540 m i l 540 m i l
Di e Si d e Le n gt h (m a xi m u m ) 500 m i l
Pa d Di a m e t e r 30 m i l
Pa d Sp a c i n g 50 m i l
Co o l i n g Ho l e (d i a m e t e r ) 100 m i l
Mo u n t i n g Ho l e
(d i a m e t e r ) 78 m i l
(s l o t l e n gt h ) 100 m i l
Ta b l e 7.1: DSPGA372 Ph ys i c a l Di m e n s i o n s
To p (d i e c a vi t y) Bo t t o m (h e a t s i n k )
Pi c t u r e s o f DSPGA372 s h o w n a c t u a l s i ze
Fi gu r e 7.3: DSPGA372 Ph o t o s
c o m p o s i n g t h e b u t t o n s c a n e a s i l y b e p u l l e d o u t o f t h e c yl i n d r i c a l h o l e . If a p e r s o n a c t u a l l y t o u c h e s
t h e b u t t o n s , t h e w i r e s o ft e n a t t a c h t o t h e r i d ge s o n t h e p e r s o n ’s fin ge r s a n d b e gi n t o u n r a ve l w h e n
t h e fin ge r s m o ve a w a y fr o m t h e c o n n e c t o r . As a r e s u l t , t h e c o n n e c t o r w i l l d e t e r i o r a t e w h e n h a n d l e d
i m p r o p e r l y. Wi t h p r o p e r e qu i p m e n t , t h e b u t t o n s c a n b e r e s t u ffe d , s o r e p a i r i s p o s s i b l e . On c e
i n s e r t e d i n t o a s ys t e m a n d c o m p r e s s e d , t h e b u t t o n s r e m a i n s i t u a t e d d u r i n g n o r m a l u s e .
In i t i a l e xp e r i m e n t s w i t h a co n d u c i ve e l a s t o m e r fr o m Fu ji p o l y [Fuj92] s u gge s t t h a t e l a s t o m e r i c
t e c h n o l o gy i s a vi a b l e a l t e r n a t i ve fo r t h i s a p p l i c a t i o n . El a s t o m e r i c c o n n e c t o r s a r e m o r e r o b u s t t o
h u m a n h a n d l i n g. Th e e l a s t o m e r p r o vi d e s a s h e e t o f a n i s o t r o p i c c o n t a c t s s u c h t h a t n o s p e c i a l i za t i o n
i s r e qu i r e d t o m a t c h t h e p a d ge o m e t r y o f t h e p a c k a ge o r PCB. Si ze a n d s h a p e s e l e c t i o n i s t h e o n l y
c u s t o m i za t i o n r e qu i r e d fo r e a c h a p p l i c a t i o n . As a r e s u l t NRE c o s t s a r e m i n i m a l . El a s t o m e r gi ve s
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Pi c t u r e o f BB372 s h o w n a c t u a l s i ze
Fi gu r e 7.4: BB372
Feature Size
Co n n e c t o r Ou t l i n e 1:400 1:400
Co n n e c t o r He i gh t 30 m i l
Ce n t e r Op e n i n g 800 m i l 8 0 m i l
Bu t t o n Di a m e t e r 20 m i l
Bu t t o n Sp a c i n g 50 m i l
Co o l i n g Ho l e
(d i a m e t e r ) 100 m i l
Al i gn m e n t St u b
(t o p h e i gh t ) 28 m i l
(b o t t o m h e i gh t ) 48 m i l
(d i a m e t e r ) 78 m i l
Ta b l e 7.2: BB372 Ph ys i c a l Di m e n s i o n s
u s s l i gh t l y m o r e fr e e d o m t o c h o o s e t h e c o n n e c t o r h e i gh t . As a s i d e b e n e fit , t h e e l a s t o m e r s e r ve s
t o ga s k e t t h e c o o l a n t fo r c e d t h r o u gh t h e c o o l i n g h o l e s . On t h e n e ga t i ve s i d e , t h e e l a s t o m e r h a s a
l o w e r c u r r e n t c a p a c i t y a n d h i gh e r r e s i s t a n c e t h a n t h e b u t t o n -b o a r d c o n n e c t o r s .
7.3.3 Printed Circuit Boards
Pr i n t e d -c i r c u i t b o a r d s a r e s a n d w i c h e d b e t w e e n c o m p o n e n t l a ye r s t o p r o vi d e p l a n a r i n t e r c o n n e c t .
Th e s e PCBs a r e fa i r l y c o n ve n t i o n a l m ul t i l a ye r , c o n t r o l l e d -i m p e d a n c ePCBs . Th e o n l y s p e c i a l
a c c o m m o d a t i o n s r e qu i r e d a r e t h e l a n d gr i d s a n d a l i gn m e n t a n d c o o l i n g h o l e s r e qu i r e d t o m a t e
w i t h t h e DSPGA p a c k a ge s . Th e PCB l a n d s m i m i c t h e ge o m e t r y o f t h e DSPGA l a n d s . Fo r h i gh e r
n o b i l i t y c o n t a c t , t h e PCB s u r fa c e s sh o u l d b e go l d p l a t e d . Al i gn m e n t h o l e s a l l o w c o n n e c t o r s , s u c h
a s t h e BB372, t o a l i gn w i t h t h e PCB l a n d p a t t e r n . Co o l i n g h o l e s a r e r e qu i r e d t o fa ci l i t a t e c o o l a n t
flo w t h r o u gh t h e c o o l a n t h o l e s p r o vi d e d i n t h e c o n n e c t o r a n d IC p a c k a ge s .
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Cl o s e u p o f b u t t o n o n BB372
Fi gu r e 7.5: Bu t t o n
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In s i d e t h e s t a c k , e a c h p r i n t e d -c i r c u i t b o a r d m a t e s w i t h t w o c o mp o n e n t s a te a c h c o mp o n e n t s i t e ,
o n e a b o ve t h e PCB a n d o n e b e l o w i t . Mo s t o f t h e p i n s o n t h e c o m p o n e n t s w h i c h c o n n e c t t o a
PCB s h o u l d n o t b e c o n n e c t e d t o t h e c o r r e s p o n d i n g p i n s o n t h e a d ja c e n t c o mp n e n t o t h e o p p o s i t e
s i d e o f t h e PCB. Th e PCB m u s t n o t p r o vi d e c o n t i n u i t y b e t w e e n t h e p a d s o ne a c h o f i t s s u r fa c s
w h i c h o c c u p y t h e s a m e p l a n a r l o c a t i o n . Th i s r e qu i r e m e n t c a n b e s a t i s fie d w i t h c o n ve n t i o n a l PCB
m a n u fa c t u r i n g t e c h n o l o gy b y e i t h e r u s i n g vi a s w h i c h o n l y c o n n e c t i n t o a p o r t i o n o f t h e i n t e r n a l
r o u t i n g l a ye r s o n t h e PCB, o r b y o ffs et t i n g t h e vi a s a s s o c i a t e d w i t he a c h l a n d s o t h e y d o n o t i n t e r s e c t .
In s o m e c a s e , c o n t i n u i t y b e t w e e n c o r r e s p o n d i n g p i n s o n t h e c o m p o n e n t s o n o p p o s i t e s i d e o f a b o a r d
i s d e s i r a b l e . Po w e r s i gn a l s , b u s s e s , a n d gl o b a l s i gn a l l i n e s a r e c o m m o n e xa m p l e s o f s u c h c a s e s .
7.3.4 Assembly
A s t a c k i s a s s e m b l e d b y b u i l d i n g u p l a ye r s o f PCBs , co n n e c t o r s , a n d p a c k a ge d ICs . Fi gu r e 7.1
d e p i c t s t h e c o m p o s i t i o n o f a t yp i c a l s t a c k . Fi gu r e 7.6 s h o w s a m o r e d e t a i l e d c r o s s -s e c t i o n o f a
c o m p o n e n t s t a c k . Fi gu r e 7.7 s h o w s a c l o s e -u p c r o s s -s e c t i o n o f a n a s s e m b l e d s t a c k . St r a t e gi c a l l y
p l a c e d b o l t s t h r o u gh o u t t h e s t a c k p r o vi d e ve r t i c a l c o m p r e s s i ve fo r c e a n d p r o vi d e c r u d e b o a r d -t o -
b o a r d a l i gn m e n t . A r i gi d m e t a l p l a t e a t t h e t o p a n d t h e b o t t o m o f t h e s t a c k p r o vi d e s u n i fo r m
c o m p r e s s i ve fo r c e a c r o s s t h e s t a c k . Th e a l i gn m e n t p i n s a n d h o l e s p r o vi d e fin e a l i gn m e n t o f PCBs ,
c a r r i e r s , a n d p a c k a ge d c o m p o n e n t s . Th e a l i gn m e n t p i n s p r o vi d e d i nBB372 a l l o w se a c h b u t t o n
b o a r d t o a l i gn t o t h e a d ja c e n tDSPGA a n d PCB i n d e p e n d e n t l y. As a r e s u l t , c o mp o n n t s r e a l i gn
a t e ve r y s t a ge . Al i gn m e n t t o l e r a n c e s fr o m l a ye r t o l a ye r a r e n o t a d d i t i ve . Si n c ee a c hBB372 i s
30 m i l s t h i c k a n d t h e m a t i n g p o r t i o n o f e a c hDSPGA372 i s 80 m i l s t h i c k , t h e s p a c e b e t w e e n PCBs
i n a n a s s e m b l e d s t a c k u s i n g t h e s e c o m p o n e n t s i s 140 m i l s .
7.3.5 Cooling
On c e s t a c k e d , t h e c o o l a n t h o l e s i n t h e DSPGA p a c k a ge s , c a r r i e r s , a n d PCBs w i l l a l i gn d e fin i n g
ve r t i c a l c o o l i n g c h a n n e l s t h r o u gh t h e s t a c k s t r u c t u r e . Th e h e a t s i n k a t t a c h e d t o e a c hDSPGA
c o m p o n e n t i s a d ja c e n t t o t h e fo u r c o o l i n g c h a n n e l s a s s o c i a t e d w i t h i t s c o mp o n e n t . Th e c h a n n e l s
a l l o w fo r c e d a i r o r l i qu i d c o o l a n t t o b e c i r c u l a t e d t h r o u gh t h e s t a c k a n d a c r o s s e a c h h e a t s i n k . Wi t h
p r o p e r h e a t s i n k d e s i gn , t h e c o o l a n t flo w i n g a c r o s s a c o m p o n e n t b e t w e e n c o o l a n t c h a n n e l s w i l l
e xp e r i e n c e t u r b u l e n t flu i d flo w t o e ffe c t e ffic i e n t h e a t t r a n s fe r fr o m t h e c o m p o n e n t t o t h e c o o l a n t .
Al l c o o l a n t c h a n n e l s c a n b e l e ft o p e n a l l o w i n g p a r a l l e l flo w a c r o s s t h e h e a t s i n k s i n a ve r t i c a l
c o l u m n . Al t e r n a t e l y, e ve r y o t h e r c o o l a n t h o l e c a n b e p l u gge d fo r c i n g s e r i a l flo w a c r o s s t h e h e a t
s i n k s i n a c o o l a n t c o l u m n .
7.3.6 Repair
Co m p o n e n t r e p la c e m e n t i s s i m p l i fie d b y t h e s o l d e r l e s s co n n e c t i o n s . To r e p l a c e a fa u l t y c o m -
p o n e n t ,PCB o r co n n e c t o r , w e s i m p l y n e e d t o d i s a s s e m b l e t h e s t a c k , s u b s t i t u t e ak n o w n go o d
r e p l a c e m e n t fo r t h e fa u l t y u n i t , a n d r e -a s s e m b l e t h e s t a c k . Th e s o l d e r l e s s co n n e c t i o n s o b vi a t e t h e
n e e d t o d e s o l d e r c o m p o n e n t s a n d r e w o r k fin e -l i n ePCBs . Of c o u r s e , p o w e r m u s t b e d i s co n n e c t e
fr o m t h e s t a c k a n d c o o l a n t d r a i n e d b e fo r e t h e s t a c k c a n b e d i s a s s e m b l e d .
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spacer
Aluminum plate
Aluminum plate
window frame
heatsink
Bus Bar
debug connector
manifold
manifold
(1v, 5v, gnd)
cover
vertical clock driver
horizontal clock driver
sma
horizontal board
horizontal board
horizontal board
horizontal board
button
board
     RN1  Component
Sh o w n a b o ve i s a n e n l a r ge d c r o s s -s e c t i o n o f a n e t w o r k c o m p o n e n t s t a c k .
(Di a gr a m c o u r t e s y o f Fr e d Dr e n c k h a h n )
Fi gu r e 7.6: Cr o s s -s e c t i o n o f Ro u t i n g St a c k
7.3.7 Clocking
An y s yn c h r o n o u s s ys t e m r e qu i r e s t h a t c l o c k s b e d i s t r i b u t e d t o a l l c l o c k e d c o m p o n e n t s s o t h a t
t h e c o m p o n e n t s s e e t h e c l o c k e d ge s a t a p p r o xi m a t e l y t h e s a m e t i m e . Th e va r i a t i o n i n c l o c k e d ge
a r r i va l t i m e s i s k n o w n a s t h ecl ck skew a n d , ge n e r a l l y, a c t s t o l i m i t t h e c l o c k r a t e b y i n c r e a s i n g
s e t u p a n d h o l d t i m e s . Th e c l o c k d i s t r i b u t i o n p r o b l e m i n t h e s t a c k i s n o t m u c h d i ffe r e n t fr o m t h e
p r o b l e m o f c l o c k d i s t r i b u t i o n o n a n y l a r ge PCB o r m u l t i -PCB s ys t e m . Ca r e fu l l y r o u t e d c l o c k
d i s t r i b u t i o n t r e e s a n d l o w -s k e w c l o c k b u ffe r s c a n h e l p m i n i m i ze t h e s k e w .
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Sh o w n h e r e i s a c l o s e -u p p i c t u r e o f a m a t e d s e t o f BB372 a n d DSPGA372 c o mp n e n t s
w h i c h h a s b e e n c u t a t a n o b l i qu e a n gl e t o e xp o s e t h e t o p o l o gy o f t h e m a t e d c o m p o n e n t s .
Th e s t a c k s h o w n a b o ve i s c o m p o s e d o f a BB372, DSPGA372, BB372, a n d DSPGA372
s a n d w i c h e d i n s i d e a p l a s t i c e n c a p s u l a n t . Th e e n c a p s u l a n t s e r ve s t o h o l d t h e a s s e m b l y
t o ge t h e r a ft e r t h e c r o s s -s e c t i o n a l c u t w a s m a d e .
Fi gu r e 7.7: Cl o s e -u p Cr o s s -s e c t i o n o f Ma t e d BB372 a n d DSPGA372 Co mp o e n t s
Fo r s h o r t s t a c k s i n w h i c h t h e p r o p a ga t i o n d e l a y ve r t i c a l l y t h r o u gh a c o l u m n o f s t a c k e d c o m -
p o n e n t s i s s m a l l , i t m a y b e s u ffic i e n t t o c a r e fu l l y d i s t r i b u t e t h e c l o c k t oe a c h c o l u m n o n o n e l a ye r
o f PCB (Se e Fi gu r e 7.8) t h e n co n n e t t h e c l o c k s i gn a l s ve r t i c a l l y t h r o u gh e a c h c o l u m n . Fo r t a l l
s t a c k s , t h e p r o p a ga t i o n d e l a y t h r o u gh t h e c o l u m n m a y b e i n t o l e r a b l e . Ad d i t i o n a l l y, t h e i m p e d a n c e
t h r o u gh t h e ve r t i c a l i n t e r c o n n e c t s m a y n o t b e s u ffic i e n t l y c o n t r o l l e d t o r e l y o n fo r c l o c k d i s t r i b u -
t i o n . Al t e r n a t e l y, w e c a n u s e a t w o -t i e r fa n o u t s c h e m e . Ea c h PCB l a ye r s u p p o r t s i n d e p e d e n t l y a n d
i d e n t i c a l c l o c k fa n o u t , s i m i l a r t o t h e s i n gl e l a ye r fa n o u t . Th e i n p u t t o t h e PCB fa n o u t s t a ge c o m e s
fr o m a n o t h e r fa n o u t t r e e t h r o u gh c a r e fu l l y t u n e d l e n gt h s o f c o n t r o l l e d -i m p e d a n c e c a b l i n g, s u c h a s
fle xi b l e p r i n t e d -c i r c u i t c a b l e s . Th e a d d i t i o n a l s t a ge o f fa n o u t a d d s s o m e w h a t t o t h e t o t a l s k e w .
An o t h e r o p t i o n i s t o p r o vi d e a d i r e c t c o n n e c t i o n t o e a c h c l o c k e d IC fr o m a c e n t r a l d r i ve r w h e r e
t h e e d ge a r r i va l t i m e i s c a r e fu l l y t u n e d [Si m 92]. Qu al i t a t i ve l y, t h i s k i n d o f c l o c k d i s t r i b u t i o n i s
s i m i l a r t o t h e m a t c h e d d e l a y d r i ve r s d e s c r i b e d i n Se c t i o n 6.9. Ho w e ve r , t h e r e qu i r e m e n t s fo r l o w
c l o c k s k e w m a k e i t a m u c h m o r e d i ffic u l t p r o b l e m .
7.3.8 Stack Packaging of Non-DSPGA Components
As d e s c r i b e d s o fa r , t h e p a c k a gi n g s c h e m e r e qu i r e s a l l ICs b e p a c k a ge d i n DSPGA p a c k a ge s .
Th e n e t w o r k s d e s c r i b e d i n t h i s d o c u m e n t a r e b u i l t o u t o f h o m o ge n e o u s r o u t i n g c o m p o n e n t s . As
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Buffer
Primary Clock
Clocked IC
Sh ow n ab ove is a represent at ive clock fanout sch eme. Th e t race lengt h s in all clock runs
sh ould b e b alanced so as t o guarant ee as lit t le skew b et w een clock edges as possib le.
Figure 7.8: Sample Clock Fanout on Horizont al PCB
long as w e can package our rout ing component in DSPGA packages, t h e ent ire net w ork can b e
easily const ruct ed as describ ed. It is, nonet h eless, w ort h w h ile t o consider h ow t o accommodat e
ot h er component s in t h e st ack. Th e net w ork endpoint s, for example, const it ut e component s ot h er
t h an rout ers, and w e may not h ave t h e freedom t o package all such component s in DSPGA packages.
Th e st ack st ruct ure w ill readily accommodat e low -profile component s in t h e spaces b et w een
DSPGA component s. As not ed, using DSPGA372 and BB372 component s t h ere is 140 mils of
clearance b et w een PCB layers. ICs w h ich canfit omfort ab ly w it h in t h is h eigh t can b e accommo-
dat ed in t h e st ack. Th e h eigh t requirement precludes almost all t h rough -h ole component s including
PGAs. Th rough -h ole component s furt h er complicat e t h e mat t er since t h eir pins generally ext end
t h rough t h e PCB and int o t h e space b elow t h e at t ach ed PCB. Most leadless ch ip carriers (LCC) and
gull-w ing surface-mount component s are around 100 mils t h ick and can easily b e accommodat ed.
J-lead surface-mount component s are generally t h icker and leave insufficient clearance. Smaller
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surface mount component s such as TSOPs are easily accommodat ed and may b e t h in enough t o
allow component s t o b e mount ed on b ot h sides of adjacent b oards. Of course, t h e non-DSPGA
component s only h ave direct access t o signals on t h e PCB t o w h ich t h ey are mount ed. Such
component s must make use of t h e spare, t h rough connect ions provided b y DSPGA packages w h en
t h ey require vert ical int erconnect . Th e non-DSPGA packages are not part of t h e assemb led st ack
cooling ch annels. Cooling for t h ese component s is limit ed t o h orizont al forced-air b et w een PCB
layers.
7.4 Network Packaging Example
For t h e sake of concret eness, let us consider h ow w e package a small mult ist age, mult ipat h
net w ork. Figure 7.9 depict s a mapping of a mult ist age net w ork int o a st ack package. Each st age of
rout ers is assigned it s ow n plane in t h e st ack. Th e rout ers are dist rib ut ed evenly in b ot h dimensions
w it h in t h e plane. Th e PCB b et w een planes of rout ing component s implement s t h e int erconnect
b et w een adjacent st ages of rout ing component s. Since t h ere areΘ(N) rout ers in each st age,
dist rib ut ed in t w o dimensions, each side isΘ(
p
N) long, making t h e w ire lengt h s b et w een st ages
Θ(
p
N) long. Th e t ransit lat ency grow t h for t h is st ruct ure w ill t h us mat ch our expect at ions from
Sect ion 3.1.5. If t h e input s and out put s are not all segregat ed t o opposit e sides of t h e net w ork as
sh ow n in t h efigure, it w ill b e necessary t o run t h e input and out put connect ions w h ich originat e on
t h e w rong side of t h e packaged net w ork vert ically t h rough t h e net w ork layers t o connect t h e input s
or out put s int o t h e net w ork. Th ese loop-t h rough connect ions are one class of signals w h ich use t h e
st raigh t -t h rough int erconnect provided b y t h e DSPGA packages.
7.5 Packaging Large Systems
7.5.1 Single Stack Limitations
Unfort unat ely, t h ere is a limit t o t h e size of our st acks and h ence t h e size of net w ork w h ich w e
can b uild in a single st ack package. Recall from Sect ion 7.2.2, our PCB size is limit ed somew h ere
under 30 inch es. fine-line t ech nology w e use. Vert ical layers are relat ively t h in. Consequent ly,
if w e package t h e layers as suggest ed in t h e previous sect ion, w e normally do not run int o any
ph ysical const raint s in t h e vert ical packaging dimensions. For example, a t ypical PCB t h ickness
for t h e h orizont al PCB w ould b e 100 mils. Sect ion 7.3.4 not ed t h at using DPGA372 and BB372
component s, t h e space b et w een PCBs is 140 mils. In t h is scenario, each addit ional net w ork layer
w ill increase t h e st ack h eigh t b y just under 0.25 inch es. Since t h e PCB side size is increasing as
Θ(
p
N) and t h e numb er of st ages, and h ence h eigh t , is increasing asΘ(log(N)), w e encount er t h e
PCB size limit at ions b efore any vert ical const raint s.
Nonet h eless, t h e vert ical const raint s t h at may arise are most ly dominat ed b y cooling and signal
int egrit y const raint s. As t h e numb er of component s in a vert ical column increases, in a parallel
cooling sch eme w e w ill require great er pressure andflow -rat es t o cool t h e component s. Similarly,
in a serial cooling sch eme, t h e t emperat ure gradient b et w een inlet and out let w ill increase. As
not ed in Sect ion 7.3.7, for sufficient ly t all st acks w e cannot rely on vert ical column int erconnect
for h igh -speed, low -skew , glob al signal dist rib ut ion.
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Th e diagram ab ove depict s h ow a logical st ack is mapped int o t h e st ack st ruct ure. Th e
int erconnect b et w een each pair of rout ingst ages is implement ed as a PCB in t h e st ack. Each
st age of rout ing component s b ecomes a layer of rout ing component s packaged in DSPGA
packages.
Figure 7.9: Mapping of Net w ork Logical St ruct ure ont o Ph ysical St ack Packaging
7.5.2 Large-Scale Packaging Goals
To b uild large net w orks, w e seek t w o t h ings:
1. A net w ork st ack primit ive w h ich represent s a logical port ion of t h e net w ork and can b e
replicat ed t o realize t h e connect ivit y associat ed w it h t h e t arget net w ork
2. A t opology for packaging and int erconnect ing t h ese primit ives
As developed in Ch apt er 3, for large mach ines w e focus on fat -t ree net w orks. Our prob lem is
finding a decomposit ion of t h e fat t ree int o represent at ive sub -net w orks w h ich can b e implement ed
in a single st ack st ruct ure. We desire h omogeneit y in st ack primit ives for t h e same reasons w e do
in int egrat ed-circuit component s (See Sect ion 2.7.2). Wh en select ing a packaging infrast ruct ure
for assemb ling t h e primit ive st acks, w e must address t h e same general packaging issues raised in
Sect ion 7.1.
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7.5.3 Fat-tree Building Blocks
Recall from Sect ion 3.5.6 t h at w e can t h ink of a fat -t ree, mult ist age net w ork as composed of
t h ree part s:
1. a down net w ork w h ich recursively sort s connect ions as t h ey h ead from t h e root t ow ard t h e
leaves
2. an up net w ork t o rout e connect ions upw ard t ow ard t h e root
3. lat eral crossovers w h ich allow a connect ion t o ch ange from t h e up net w ork t o t h e dow n
net w ork w h en it h as reach ed t h e least common ancest or of t h e source and dest inat ion nodes
Using radix-r, dilat ion-d crossb ar rout ers, w e b uild anr-ary dow n t ree sort ing net w ork much like a
flat , mult ist age net w ork. Rout ers in t h e upw ard pat h allow a connect ion t o connect int o one of t h e
next (r   1) dow nw ard rout ing st ages or cont inue rout ing upw ard. Th e upw ard rout ers compose
b ot h t h e up net w ork and t h e crossover connect ions. For every(r  1) logical t ree levels, w e h ave
one upw ard rout ing st age.
We can collect t h e(r   1) dow nw ard rout ing st age, t h e associat ed upw ard rout ing st age, and
t h e crossover connect ions int o a ph ysical t ree level. Each such ph ysical t ree level encompasses
(r  1) levels of t h e original t ree. Taking our(   1) dow n t ree st ages, t h e t ot al sort ing performed
b y a ph ysical t ree level isr
p
as given in Equat ion 7.1.
r
p
= r
(r 1)
(7:1)
Th e size of t h e logical node at each ph ysical t ree level w ill increase as w e h ead t ow ards t h e root
since t h e b andw idt h at each t ree st age increases t ow ard t h e root . As a result , w e need t o furt h er
decompose each ph ysical t ree level int o primit ive unit s w h ich can b e assemb led t o service t h e
varying b andw idt h requirement s at each t ree st age.
We use t h e t ermunit tree t o refer t o any primit ive st ack st ruct ure w h ich implement s afixed
b andw idt h slice of each ph ysical t ree level. Th ere is a large class of unit t rees b ased on t h e paramet ers
of t h e rout er and packaging t ech nology. Tab le 7.3 summarizes t h e paramet ers associat ed w it h a
unit t ree st ack. Th e rout er paramet ers,r, d, andw h ave b een discussed in det ail in Ch apt ers 3 and 4.
At t h e“b ot t om” of t h e unit t ree, t h e numb er of ch annels h eaded t o and from ph ysical t ree levels
closer t o t h e leaves is denot edc
l
. c
l
is a mult iple of t h e rout er dilat ion,d, w h ich det ermines t h e
size of t h e b andw idt h slice h andled b y t h e unit t ree. Oncer is det ermined,c
l
can b e ch osen such
t h at t h e size of t h e unit t ree is accommodat ed in a single packaging st ack. One generally w ant sc
l
large for increased fault t olerance and resource sh aring. Th e availab le packaging t ech nology w ill
limit t h e size of any st acks and, h ence, limitc
l
. In t h ese respect s,c
l
is much like t h e rout er dilat ion,
d; w e generally select as large a value as w e can afford given our ph ysical and packaging limit s.
At t h e leaves of a t ree, w e need t o connect t h e processors int o t h e t ree, and h ence w e need a unit
t ree w it h ch annel capacit ies mat ch ed t o t h e input and out put ch annel capacit y of each node (i. .
c
l
= ni = no). Th e ch annel capacit y in and out of t h e t op of a unit t ree,c
r
, is fully det ermined
once c
l
and r are ch osen and is given b y Equat ion 7.2.
c
r
= c
l
 r
(r 2)
(7:2)
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r rout er radix
d rout er dilat ion
w rout er w idt h
c
l
ch annels per logical direct ion t ow ard leaves
(depends on packaging t ech nology and syst em requirement s)
r
p
logical t ree levels per ph ysical t ree level
(det ermined b y rout er radix,r)
c
r
ch annels out of unit t ree t ow ard root
(det ermined b yc
l
and r)
Tab le 7.3: Unit Tree Paramet ers
Routing Components
UT642 UT648
Up Rout ing St age 16 64
Final Dow n Rout ing St age 16 64
Middle Dow n Rout ing St age 12 48
Init ial Dow n Rout ing St age 8 32
Tab le 7.4: Unit Tree Component Summary
7.5.4 Unit Tree Examples
For t h e sake of illust rat ion, let us consider t w o specific unit t ree configurat ions int roduced in
[DeH91] and [DeH90]. Here, w e denot e each unit t ree asUT
r
p
c
l
. Bot h of t h ese unit t rees use
t h e RN1 rout ing component , a radix-4, dilat ion-2 rout ing component (See Ch apt er 8).UT642 h as
c
l
= 2 and, consequent ly,c
r
= 32. UT648 h ascl = 8 and cr = 128. Bot h h averp = 64. Tab le 7.4
summarizes t h e numb er of component s composing each st age of t h e net w ork in each unit t ree. If
each rout ing component is h oused in a DSPGA372 package measuring 1.4 inch es along each side,
and w e leave as much space b et w een rout ing component s, t h eUT642 st ack measures just under
1 foot along each side, and t h eUT648 measures just under 2 feet . Assuming BB372 connect ors,
t h e four layers of rout ing component s in b ot h unit t rees are 1 inch t all. Wit h compressional plat es,
each st ack is under 2 inch t all.
At t h e leaves, a single unit t ree w it hc
l
= ni = no is connect ed t o each clust er ofr
p
processors.
To b uild t h e next size larger mach ine, w e replicat e t h e low er ph ysical sub t reer
p
t imes and b uild a
new t ree level out of enough unit t rees t o support t h e ch annels ent ering or leaving t h e root s of all
of t h e low er ph ysical sub t rees. To quant ify, ifc
n
ch annels come out of each sub t ree w it hn levels,
t h e t ot al numb er of unit t rees required t o form t h e root of t h e ph ysical sub t ree at ph ysical t ree level
n+ 1 is given b y;
N
n+1 =
c
n
c
l
(7:3)
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In t urn, t h e ph ysical sub t ree root ed at ph ysical t ree leveln+ 1 w ill h ave a t ot al ch annel capacit y
out of it s root given b y;
c
n+1 = cr Nn+1 (7:4)
Wit h t h e part icular unit t rees just int roduced, w e form t h e leaves of t h e t ree b y connect ing one
UT642 t o each clust er of 64 processors. If w e useUT642 unit t rees in t h e second level as w ell
as t h efirst , w e need322 = 16 UT642 unit t rees t o form t h e root of each ph ysical sub t ree root ed
in t h e second ph ysical t ree level. Th e sub t ree root ed in t h e second ph ysical t ree level support
642 = 4096 nodes and includes 64 UT642 unit t rees in t h efirst ph ysical t ree level. Alt ernat ely,
w e can use328 = 4 UT648 unit t rees t o compose t h e root of each sub t ree root ed in t h e second
ph ysical t ree level t o support t h e same numb er of nodes andfirst level unit t rees. To b uild an even
larger mach ine, w e can make 64 copies of a 4096-node t ree and int erconnect t h em using a t h ird
ph ysical t ree level composed of32162 = 256 UT642 unit t rees or
1284
8 = 64 UT648 unit t rees.
Th e result ing sub t ree root ed in t h e t h ird ph ysical t ree level support s 643 = 262; 144 nodes and h as
a t ot al of 64 16 = 1024 UT642 or 64  4 = 256 UT648 unit t rees composing t h e int ernal t ree
nodes in t h e second ph ysical t ree level and 4096UT642 unit t rees composing t h e nodes in t h efirst
ph ysical t ree level.
7.5.5 Hollow Cube
To ph ysically organize t h e unit t rees w h ich make up a large fat t ree in an efficient manner, w e
must consider t h e int erconnect t opology. Each group ofr
p
sub t rees at ph ysical t ree leveln w ill
b e connect ed t o t h e sub set of unit t rees at ph ysical t ree leveln+ 1 w h ich compose t h e root of t h e
sub t ree. If each of t h e sub t rees at t ree leveln is composed of U unit t rees and t h e parent t ree level
is const ruct ed from t h e same size unit t rees, w e know t h e parent set of unit t rees w ill b e composed
of
U
parent
=
c
r
c
l
 U
unit t rees (See Equat ions 7.3 and 7.4). Th is gives us
U
children
= r
p
 U = r
(r 1)
U (7:5)
unit t rees at t ree leveln connect ing t o
U
parent
=
c
r
c
l
 U = r
(r 2)
 U (7:6)
unit t rees at t ree leveln + 1. From t h ese relat ions w e see t h at t h e group of unit t rees composing
t h e root of a ph ysical sub t ree w ill generally b e connect ed t or t imes as many similarly sized unit
t rees in t h e immediat ely low er ph ysical t ree level.
Wh enr = 4, as in our examples from t h e previous sect ion, a nat ural approach t o accommodat ing
t h isr:1 convergence rat io in our t h ree-dimensional w orld is t o b uildhol ow cubes. We select one
cub e face as t h e“t op” of t h e cub e and t ile t h e unit t rees composing t h e root of a ph ysical sub t ree
in t h e plane across t h e t op face of t h e cub e. Toget h er t h e four adjacent faces in t h e cub e h ave four
t imes t h e surface area of t h e t op and h ence can b e t iled w it h four t imes as many unit t ree st acks.
Th e sides can h ouse all of t h e unit t rees composing t h e root s of t h e 4(4 1) = 64 immediat e ch ildren
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Sh ow n h ere is an example w h ere t h e unit t rees in b ot h ph ysical t ree levels sh ow n are t h e
same size. Th is is comparab le t o t h e case describ ed in Sect ion 7.5.4 w h ere a 4096 processor
mach ine w as b uilt from t w o ph ysical t ree levels composed ent irely ofUT642 unit t rees.
Based on t h e st ack sizes assumed in Sect ion 7.5.4, t h is h ollow cub e w ould measure ab out
4 feet on each side.
Figure 7.10: Tw o Level Hollow -Cub e Geomet ry
of t h e cub e t op. If t h e t op is part of ph ysical t ree leveln, t h e sides cont ain unit t rees w h ich are part
of ph ysical t ree leveln  1. We leave t h e“b ot t om” of t h e cub e open t o increase accessib ilit y t o t h e
cub e’s int erior. Figures 7.10 and 7.11 sh ow t w o h ollow -cub e arrangement s for mach ines composed
of t w o ph ysical t ree levels. Figure 7.12 depict s t h e h ollow -cub e arrangement for a mach ine w it h
t h ree ph ysical t ree levels.
Th e h ollow -cub e t opology is opt imized t o expose t h e surfaces of st acks w h ich int erconnect
t o each ot h er. All of t h e int erconnect b et w een unit t rees w it h in a h ollow -cub e fat t ree w ill occur
b et w een t h e sides and face of some cub e. Th e h ollow -cub e t opology is a t h ree-dimensional fract al-
like geomet ry w h ich at t empt s t o maximize t h e surface area exposed for int erconnect w it h in a given
volume.
7.5.6 Wiring Hollow Cubes
Each of t h e unit t ree st acks in t h e sides of a cub e feeds connect ions t o and from unit t rees
composing t h e parent sub t ree in t h e t op of t h e cub e. All of t h e connect ion in and out of t h e t op of a
unit t ree st ack are logically equivalent . Th ese logically equivalent ch annels sh ould b e dist rib ut ed
among t h e unit t rees composing t h e parent sub t ree for fault t olerance. Th is fanout from a unit t ree
t o mult iple unit t rees in t h e parent sub t ree is desirab le for t h e same reasons fanout from t h e dilat ed
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Sh ow n h ere is an example w h ere t h e unit t rees in t h e h igh er ph ysical t ree level are four
t imes as large as t h e ones in t h e low er ph ysical t ree level. Th is is comparab le t o t h e case
describ ed in Sect ion 7.5.4 w h ere t h e low est t ree level w as composed ofUT642 unit t rees
w h ile t h e h igh er level w as composed ofUT648 unit t rees. Like Figure 7.10, t h is h ollow
cub e measures ab out 4 feet on each side.
Figure 7.11: Tw o Level Hollow Cub e w it h Top and Side St acks of Different Sizes
connect ions of a single rout er is desirab le (See Sect ion 3.5.3). Wit h proper fanout ent ire unit t ree
st acks can b e removed from t h e non-leaf, ph ysical t ree levels, and t h e net w ork st ill ret ain sufficient
connect ivit y t o rout e all connect ions.
Wire connect ions are made t h rough t h e cent er of each h ollow cub e using cont rolled-impedance
cab les. Th e w orst -case w ire lengt h b et w een t w o ph ysical t ree levels is proport ional t o t h e lengt h
of t h e side of t h e cub e w h ich t h e w ire t raverses. Any rout e t h rough t h e net w ork t raverses a cub e
of a given size at most t w ice, once on t h e pat h t o t h e root and once on t h e pat h from t h e root t o t h e
dest inat ion node.
7.5.7 Hollow Cube Support
To support t h e unit t rees making up a h ollow cub e, w e b uild a gridded support sub st rat e much
like t h e raisedfloors used in t radit ional comput er rooms. Due t o t h e ph ysical size of t h e h ollow
cub es, t h ey occupy room-sized or b uilding-sized st ruct ures. Th e st ruct ure t o h ouse t h e h ollow -cub e
net w ork is b uilt w it h t h ese gridded w alls and ceilings t o accept t h e unit t rees w h ich are used as
b uilding b locks. Conduit s for pow er and coolant are accommodat ed along grid lines in t h e gridded
sub st rat e. Th e sixt h face of each h ollow cub e, vacant of unit t rees, supplies access t o t h e int erior
and provides a locat ion for cooling pumps and pow er supplies.
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Sh ow n ab ove is a h ollow cub e cont aining t h ree ph ysical t ree levels. If all t h e unit t rees
w ereUT642 unit t rees, t h is st ruct ure w ould h ouse 262,144 endpoint s. Making t h e same
assumpt ions as in Figure 7.10, t h e cent ral cub e in t h is st ruct ure measures ab out 16 feet
along each side. Th e w h ole unit , as sh ow n, w ould measure 24 feet along each side and b e
16 feet t all.
Figure 7.12: Th ree Level Hollow Cub e
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Rat h er t h an direct ly connect ing t h e w ires int o a unit t ree t o t h e unit t ree it self, w e can b uild a
w iring h arness w h ich mat es w it h t h e unit t ree. Th is h arness collect s all t h e w ires connect ing t o a
single unit t ree. Th e h arness makes compressional cont act w it h eit h er t h e t op or b ot t om of a unit
t ree st ack t o connect t h e w ires t o t h e unit t ree. Th is w iring h arness simplifies t h e t ask of replacing
a unit t ree st ack. Wit h out t h e h arness it w ould b e necessary t o unplug all of t h e connect ions int o
t h e out going unit t ree and t h en reconnect t h em t o t h e replacement . Since each unit t ree generally
support s h undreds of connect ions, t h is operat ion w ould b e involved and h igh ly error prone.
7.5.8 Hollow Cube Limitations
As int roduced, h ollow cub es are only w ell mat ch ed t o radix four fat -t rees and only ret ain many
of t h eir nice propert ies up t o t h ree ph ysical t ree levels. For t h efirst t h ree t ree levels, t h e cub e
side lengt h s increase b y a fact or of four b et w een t ree levels. Since each successive t ree level
accomodat es 64 t imes as many processors, side lengt h , and h ence w orst -case w ire lengt h s, grow s
as
3p
N . St art ing at t h e fourt h ph ysical t ree level, t h e need t o accommodat e space occupied b y
low er t ree levels increases t h e grow t h fact or t o six. As a result w orst -case w iring lengt h s grow
fast er b eyond t h is point . Also st art ing at t h e fourt h ph ysical t ree level, t h e“b ot t oms” of many of
t h e h ollow cub es b ecome b locked b y ot h er h ollow cub es limit ing maint enance access.
7.6 Multi-Chip Modules Prospects
Th e Mult i-Ch ip Module (MCM) is an emerging packaging t ech nology t h at furt h er improves
component packaging densit y b y dispensing w it h t h e IC package. Bare die are b onded direct ly
t o a h igh -performance sub st rat e w h ich serves t o int erconnect t h e die. Th e removal of t h e IC
package allow s component s t o b e sit uat ed more closely low ering int erconnect lat ency. Recall from
Sect ion 7.2.1 t h at package size is proport ional t o t h e spacing of ext ernal i/ o pins not t h e die size.
Avoiding t h e package allow s t h e component t o only t ake up space relat ive t o t h e die size.
Unfort unat ely, MCM t ech nology h as a numb er of draw b acks w h ich relegat e it s use t o small,
h igh -end syst ems t oday. Few IC manufact urers are in t h e pract ice of supplying b are, t est ed die.
Final, full-speed IC t est ing is generally done aft er t h e die is packaged. Th e facilit ies availab le for
full-scale t est ing of unpackaged die are limit ed. As a result , it is generally not possib le t o know
w h et h er all of t h e die w ill w ork b efore assemb ling an MCM. Since component speed grading is
also generally only performed on packaged ICs, one h as lit t le know ledge of t h e yielded operat ional
speed for each IC. Th ese draw b acks are compounded b y t h e fact t h at repair and rew ork t ech nology
for MCMs is in it s infancy. Th e MCM t ech nologies availab le t oday generally are not amenab le
t o die replacement . Consequent ly, st ocked MCM yield is low . Addit ionally, NRE cost s on MCM
sub st rat es are comparab le t o silicon IC NRE cost s rat h er t h an PCB NRE cost s. Th e comb inat ion
of t h e fact t h at MCMs h ave yet t o b ecome a h igh -volume t ech nology, t h e low er yield due t o lack
of repairab ilit y, and h igh NRE cost s make MCM t ech nology uneconomical for most designs at
present .
Wh en MCMs b ecome an economically viab le t ech nology, t h ey may b e ab le t o replace packaged
ICs and PCBs. St acks composed from layers of MCMs could b e a fact or of 3 t o 4 smaller in each
of t h e planar dimensions t h an t h e st acks describ ed w it h DSPGA372 st yle component s. To b uild
MCM st acks, w e w ould need t h e ab ilit y t o connect signals int o b ot h sides of an MCM sub st rat e.
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If t h e MCM is limit ed t o single-sided or periph eral i/ o, t h e size of t h e MCM required t o sat isfy i/ o
requirement s alone may negat e much of t h e densit y b enefit s. Unless significant advances are made
in MCM repair, MCM st acks w ould not h ave t h e repair advant ages of t h e current st ack packaging
sch eme. Th e h ollow -cub e t opology can b e used t o int erconnect MCM st acks w it h most of t h e same
b enefit s and limit at ions.
7.7 Summary
In t h is ch apt er w e developed a t h ree-dimensional st ack packaging t ech nology. Using dual-
sided pad-grid array IC packages, compressional b oard-t o-package connect ors, and convent ional
PCBs, w e developed a st ack st ruct ure w it h alt ernat ing layers of component s and PCBs. Th e
comb inat ion of DSPGA packages and compressional connect ors served t o b ot h connect packaged
ICs t o h orizont al PCBs and t o provide vert ical b oard-t o-b oard int erconnect w it h in t h e st ack. We
demonst rat ed h ow t o map a mult ist age net w orks int o t h is t h ree-dimensional st ack st ruct ure. We
t h en looked at t h e limit at ions on t h e size of st acks w e can b uild. To accommodat e larger syst ems,
w e developed a net w ork decomposit ion for fat -t ree, mult ist age net w orks w h ich allow s us t o b uild
large fat -t ree net w orks from one or t w o primit ive unit t ree st ack designs. We also sh ow ed h ow t h ese
unit t ree st acks can b e arranged in a h ollow -cub e geomet ry t o const ruct large fat -t ree mach ines and
comment ed on t h e limit at ions of t h e h ollow -cub e st ruct ure.
7.8 Areas To Explore
Many areas of packaging are quit e fert ile for explorat ion.
 We h ave point ed out t h e limit at ions w it h current MCM t ech nology and suggest ed some
requirement s necessary for t h e t ech nology t o provide real b enefit s.
 Th e h ollow -cub e t opology h as many nice propert ies up t o it s limit at ions. It w ould b e useful
t ofind alt ernat ive t opologies w it h a w ider range of applicat ion.
 If free-space opt ical int erconnect b ecomes a viab le t ech nology on t h is scale, t h e h ollow cub es
can b ecome t ruly h ollow . Using free-space opt ical t ransmission across t h e long dist ances
t h rough t h e cub e, w e could exploit t h e propagat ion rat e of ligh t t o keep t ransit lat encies
low . Th e dist ance across t h e larger h ollow -cub e st ages is sufficient ly large t h at t h e savings
due t o h igh er propagat ion rat e may make up for t h e lat ency associat ed w it h convert ing
elect rical signals t o ligh t and b ack again. Recent w ork in opt ics promises t o int egrat e
elect rical and opt ical processing so t h at w e w ill b e ab le t o b uild opt ical conversions int o our
primit ive rout ing element s [Mil91]. Since ph ot ons do not int erfere w it h each ot h er, free-
space opt ics makes t h e t ask of w iring t h e int erconnect ions t h rough t h e cent er of t h e h ollow
cub e t rivial. [BJN+86] and [WBJ+87] discuss early w ork on large-scale, free-space opt ical
int erconnect for VLSI syst ems. Th ey use h olograph ic opt ical element s t o direct opt ical
b eams for int erconnect ions. Th efl xib ilit y of t h e h olograph ic media h olds out promise for
adapt ive and dynamic connect ion alignment and reconfigurat ion. At present , much w ork is
st ill needed on efficient conversion b et w een elect rical and opt ical signals and emit t er-det ect or
alignment .
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Part III
Case Studies
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8. RN1
RN1 is a circuit -sw it ch ed, crossb ar rout ing element developed in t h e MIT Transit Project [MDK91].
RN1 may b e configured eit h er as an 8-b it w ide, radix-4, dilat ion-2 crossb ar rout er (i.e. i = 8,
r = 4, d = 2, w = 8) or as a pair of independent , radix-4, dilat ion-1 rout ers (i.e. t w o rout ers
w it hi = 4, r = 4, d = 1, w = 8) (See Figure 8.1). In b ot h configurat ions, RN1 support s t h e
b asic rout ing prot ocol det ailed in Sect ion 4.5. RN1 h as no int ernal pipelining. Each RN1 rout er
est ab lish es connect ions and passes dat a w it h a single clock cycle of lat ency.
Figure 8.2 sh ow s t h e micro-arch it ect ure for RN1. Each forw ard and b ackw ard port cont ains
a simple finit e-st at e mach ine for maint aining connect ion st at e and processing prot ocol signalling.
Th e line cont rol unit s keep t rack of availab le b ackw ard port s and h andle random port select ion.
Backw ard port arb it rat ion occurs in a dist rib ut ed fash ion along each logical out put column. Wh en
several forw ard port s at t empt t o open a connect ion t o t h e same logical b ackw ard port during t h e
same cycle, an 8-w ay arb it rat ion for t h e availab le b ackw ard port s t akes place. [Min91] cont ains a
det ailed descript ion of t h e design and implement at ion of RN1.
RN1 w as implement ed as a full-cust om,CMOS int egrat ed circuit using a comb inat ion of
st andard-cell and full-cust om layout . St andard,five-volt , CMOS i/ o pads w ere used w it h t h is
first -generat ion rout ing component . RN1 w as fab ricat ed in Hew let t Packard’s 1.2m CMOS process
(CMOS34) t h rough t h e MOSIS service. Th e RN1 die measures 1.2 cm on each side. Th e die size
8x4 crossbar
  dilation 2
Two 4x4 crossbars each
    with a dilation of 1
Figure 8.1: RN1 Logical Configurat ions
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Figure 8.2: RN1 Micro-arch it ect ure
w as fully det ermined b y t h e perimet er required t o h ouse 160 signal pads plus pow er and ground
connect ions in a single row of periph eral b onding pads. RN1 is packaged in a DSPGA372 package
as sh ow n in Figure 8.3.
RN1 can support clock rat es up t o 50 MHz. Analysis of t h e crit ical-pat h t iming indicat es
t h at t h e st andard,five-volt i/ o pads and t h e st andard clock b uffer are key cont rib ut ors limit ing
clock frequency. Th e input and out put lat encies for t h e RN1 i/ o pads are each rough ly 10 ns
(i.e. t
io
= 20 ns). Inside t h e i/ o pads, t h e lat ency t h rough t h e IC logic is around 14 ns (i.e.
t
switch
= 14 ns).
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RN1 is h oused in t h e DSPGA372 package int roduced in Sect ion 7.3.1.
Figure 8.3: Packaged RN1 IC
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9. Metro
Th e Mult ipat h Enh anced Transit Rout ing Organizat ion (METRO) is an arch it ect ure for second
generat ion Transit rout ing component s. Th eMETRO arch it ect ure encompasses t h eMRP-ROUTER
prot ocol describ ed in Ch apt er 4 including t h e enh ancement s describ ed in Sect ion 4.9. In addit ion
t o t h e b asic rout er prot ocol implement ed b y RN1,METRO includes mult i-TAP scan, port -b y-port
deselect ion, part ial-ext ernal scan, w idt h cascading, fast pat h reclamat ion, and pipelining provisions.
9.1 METRO Architectural Options
Th eMETRO arch it ect ure encompasses a large space of rout ing component configurat ions and
rout er b eh avior. Some arch it ect ural paramet ers must b efixed w h en const ruct ing a part icular rout ing
component . Any part icular rout er w ill h ave afixed dat a w idt h (w), a fixed numb er of input s and
out put s (i, o), a fixed numb er of pipeline delays rout ing dat a t h rough t h e rout er (dps), a fixed
numb er of h eader w ords sw allow ed during connect ion est ab lish ment (hw), and a fixed numb er of
scan pat h s (sp). Each part icular rout er w ill h ave configurat ion opt ions, accessib le via t h e TAP,
w h ich allow one t o ch oose among a set of possib le rout er b eh aviors. One can configure any METRO
rout ing component t o act as a radix-r, dilat ion-d rout er (o = rd) b y set t ing t h e effect ive dilat ion.
Each part icular rout er w ill h ave a maximum limit on t h e dilat ion set t ing (max d). Each forw ard
and b ackw ard port on anyMETRO rout er can b e enab led or disab led (See Sect ion 4.9.1). It is
also possib le t o configure each forw ard and b ackw ard port on anyMETRO rout ing component t o
accommodat e t h e pipeline delay cycles associat ed w it h pipelining dat a on t h e w ires b et w een rout ers
(See Sect ion 4.11.3). Th e configured value, vtd, defines t h e numb er of cycles w h ich w ill t ranspire
b et w een t h e t ime w h en a port sends aTURN and t h e t ime w h en t h efirst piece of ret urn dat a arrives.
Each part icular rout ing component w ill allowvtd t o t ake on any value up t o some component
specific maximum,max vtd. Each forw ard and b ackw ard port can also b e configured t o eit h er use
fast pat h reclamat ion or det ailed connect ion sh ut dow n (See Sect ion 4.9.2). Tab le 9.1 summarizes
t h e arch it ect ural variab les w h ich must b e select ed during t h e const ruct ion of a rout ing component .
Tab le 9.2 summarizes t h e configurat ion opt ions w h ich are availab le on aMETRO rout ing component .
9.2 METRO Technology Projections
Based on our experience w it h RN1 and t h e signalling t ech nology describ ed in Ch apt er 6, w e
b elieve w e can b uild a comparab ly sizedMETRO rout er in Hew let t Packard’s 0.8m effect ive gat e-
lengt hCMOS process (CMOS26) w h ich operat es at clock frequencies up t o 200 MHz. As not ed in t h e
previous sect ion, t h e crit ical pat h for connect ion est ab lish ment in RN1 w as under 14 ns. Th rough
a comb inat ion of t ech nology scaling and clever circuit t ech niques, w e can reduce t h is allocat ion
lat ency t o 5 t o 10 ns. Th eflow -t h rough lat ency on RN1 w as much less t h an t h e allocat ion lat ency.
Rout ing dat a b et w een a forw ard port and b ackw ard port of an open connect ion w it h less t h an 5 ns
of lat ency sh ould b e quit e manageab le. Consequent ly, w e expect a part operat ing at 200 MHz can
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Variable Function Range
sp Numb er of Scan Pat h s sp  1
w Bit Widt h of Dat a Ch annel w  max d
max d Maximum Dilat ion max d = 2n for some n > 0
max d  o
i Numb er of Forw ard Port s i = 2n for some n > 0
o Numb er of Backw ard Port s o = 2n for some n > 0
o  max d
ri Numb er of Random Input s Bit s ri  1
hw Numb er of Header Words Consumed hw  0
Per Rout er
dps Numb er of Dat a Pipest ages Th rough Rout erdps  2
max vtd Maximum Numb er of Delay Slot s max vtd  0
Availab le for Variab le Turn Delay
Th is t ab le summarizes t h e arch it ect ural variab les w h ich dist inguish any part icularMETRO
rout ing component .
Tab le 9.1:METRO Arch it ect ural Variab les
One for Number of
Option Each Instances Bits Each
Dilat ion (d) component 1 blog2(log2(max d))c+ 1
Port (De)select port i+ o 1
Deselect ed Port Drives Out put port i+ o 1
Fast Reclamat ion port i+ o 1
Turn Delay (vtd) port i+ o log2(max vtd)
Each METRO rout er h as several configurat ion opt ions w h ich cont rol it s b eh avior. Th is t ab le
summarizes t h e opt ions common t o allMETRO rout ing component s.
Tab le 9.2: METRO Rout er Configurat ion Opt ions
b e b uilt w it h one cycle of dat a lat ency (dps = 1) and one or t w o cycles of connect ion est ab lish ment
lat ency (hw = 0 or hw = 1). Using t h e i/ o pads det ailed in Ch apt er 6, t h e delay t h rough a pair of
i/ o pads is 3 ns. As long as t h e propagat ion delay b et w een a w ire’s endpoint s is under 2 ns, t h e i/ o
pads and int erconnect serve as a single pipeline st age. Wit h convent ional PCB (
r
= 4), w ire runs
up t o 30 cm in lengt h can b e t raversed in a single 200 MHz clock cycle.
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10. Modular Bootstrapping Transit Architecture (MBTA)
Th e Modular Boot st rapping Transit Arch it ect ure (MBTA) is a series of small mult iprocessors b ased
around mult ist age rout ing net w orks composed of RN1 orMETRO rout ing component s. MBTA
int egrat es a numb er of minimal processing nodes w it h a mult ist age net w ork organized as describ ed
in Sect ion 3.5.
10.1 Architecture
Figure 10.1 sh ow s t h e net w ork used for a 64-processor MBTA mach ine. Each processing node
h as t w o net w ork input s and t w o net w ork out put s (ni = no = 2) for fault t olerance. Th e net w ork
sh ow n is composed of RN1-st yle rout ing component and uses t h e dilat ion-1 rout er configurat ion
in t h efinal st age so t h at t w o different rout ing component s may provide net w ork out put s from
t h e net w ork t o each processing node. Since RN1 is a radix-4 rout ing component , t h e net w ork is
comprised of log4(64) = 3 rout ing st ages.
Figure 10.2 sh ow s t h e arch it ect ure of t h e MBTA processing nodes. Each node is composed
of a RISC microprocessor (e.g. Int el’s 80960CA [MB88] [Int 89]), fast , st at ic memory, net w ork
int erfaces, and support logic. Four logical net w ork int erfaces service t h e t w o connect ion int o and
t h e t w o connect ion out of t h e net w ork. Th e processor performs comput at ion, init iat es net w ork
communicat ions, and services non-primit ive net w ork operat ions. Th e processor is also responsib le
for t h e h igh est levels ofMRP-ENDPOINT, w h ich are not h andled b y t h e net w ork int erface. A single,
h igh -speed memory b ank serves t o h old inst ruct ions and dat a for t h e processors, st ore dat a coming
and going from t h e net w ork, and st ore connect ion st at us informat ion. Th e b asic node arch it ect ure
also h as provisions t o support co-processors and alt ernat e forms of memory. In order t o int erface
MBTA mach ines w it h exist ing comput ers and dat a net w orks, t h ere are provisions for some nodes
t o accommodat e ext ernal int erfaces.
10.2 Performance
Th e MBTA arch it ect ure h as b een b alanced t o support b yt e-w ide net w ork connect ions running
at 100 MHz. Th e net w ork int erfaces send dat a from t h e fast , st at ic memory and receive dat a
int o t h e memory, as w ell. Consequent ly, each net w ork int erface requires 100 megab yt es/ second
(100 MB/ s) of b andw idt h int o memory during sust ained dat a t ransfers. Th e processor is running
at 25 MHz and may read up t o one w ord, or four b yt es, per cycle during b urst memory operat ions.
To prevent t h e processor from st alling, it , t oo, needs 100 MB/ s of b andw idt h int o memory. To run
all net w ork int erfaces and t h e processor simult aneously at full-speed, w e w ould need 500 MB/ s of
b andw idt h int o memory. To simplify t h e prob lem, w e rest rict operat ion so t h at only one net w ork
input may b e feeding dat a int o t h e net w ork at a t ime. Th is rest rict ion limit s t h e cont ent ion in t h e
net w ork w h ile giving us t h e fault t olerance b enefit s of h aving t w o connect ions int o t h e net w ork.
To provide t h e 400 MB/ s of b andw idt h required, w e use 64-b it w ide, 20 ns, synch ronous SRAM
167
Sh ow n h ere is t h e net w ork for a 64-processor MBTA mach ine composed of RN1 rout ing
component s.
Figure 10.1: MBTA Rout ing Net w ork
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Sh ow n ab ove is t h e arch it ect ure for each MBTA node. Th e unit s out side of t h e dot t ed b ox
are common t o all MBTA nodes. Wit h in an MBTA mach ine, a few nodes w ould support
ext ernal int erfaces.
Figure 10.2: MBTA Node Arch it ect ure
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for t h e h igh -speed memory on a pipelined b us. Each of t h e four unit s using t h e memory get s t h e
opport unit y t o read or w rit e one, 8-b yt e value t o or from memory every 80 ns. Th is allow s each
unit t o sust ain 100 MB/ s dat a t ransfers w it h out int ernal b uffering as long as dat a can b e t ransferred
as cont iguous doub le-w ords.
If all nodes are b usy sending dat a at 100MB/ s, a 64-processor net w ork, like t h e one sh ow n
in Figure 10.1, can support a peak b andw idt h of 6,400MB/ s = 6.4GB/ s. Wit h one net w ork input
and b ot h net w ork out put s in operat ion, a single node can simult aneously t ransfer up t o 300MB/ s.
Running t h eMETRO component describ ed in Sect ion 9.2 at 100 MHz, it t akes one cycle t o t raverse
each rout er and one cycle t o t raverse each w ire in t h e net w ork. Th e unloaded lat ency t h rough
t h e net w ork,T
unloaded
, is 70 ns arising from 10 ns of lat ency t h rough each of t h e t h ree rout ing
component s in any pat h t h rough t h e net w ork and 10 ns of lat ency t h rough each of t h e four ch ip
crossings b et w een net w ork endpoint s. If our t ech nology project ions forMETRO h old, w e could
implement a version w it h RN1-st yle pipelining and cut t h is lat ency in h alf. Alt ernat ely, if w e could
cycle t h e pipelined memory b us t w ice as fast or increase t h e memory w idt h t o 128-b it s and require
16-b yt e dat a t ransfers, w e could support 200 MB/ s net w ork connect ions using t h eMETRO rout er at
full speed. Th is w ould cut t h e unloaded net w ork lat ency in h alf t o 35 ns. Th is ch ange w ould also
doub le t h e b andw idt hfigures ab ove and cut t h e t ransmission t ime,T
transmit
, in h alf. For t h is size
of a net w ork, t h e t ot al t ime t o communicat e a message from one node t o anot h er,T
message
, w ill
b e dominat ed b y t h e net w ork input and out put lat ency,T
p
a d T
w
and t h e t ransmission lat ency,
T
transmit
.
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11. Metro Link
METRO Link (MLINK) is a net w ork int erface designed t o connect t h e processor and memory on
an MBTA node t o a METRO net w ork.MLINK h andles t h e core port ions ofMRP-ENDPOINT (See
Sect ion 4.7) and provides support so t h e node processor can h andle t h e remainder.
11.1 MLINK Function
MLINK performs all of t h e low -level operat ions necessary for an endpoint t o send and receive
dat a over a METRO net w ork.MLINK h andles cont rol and signalling w h ich must operat e at t h e
net w ork speed. It also h andles t h ose operat ions w h ich must b e implement ed in h ardw are t o exploit
t h e full b andw idt h of t h e net w ork port s and keep end-t o-end net w ork lat ency low .MLINK leaves
infrequent diagnost ic operat ions, cert ain kinds of message format t ing, and policy decisions t o t h e
node processor.
MLINK’s primary funct ion is t o convey dat a b et w een t h e net w ork and a node’s memory. MLINK
moves dat a b et w een t h e doub le-w ord w ide memory b us, on w h ich it get s one cycle once every
80 ns, and t h e b yt e-w ide net w ork port operat ing at 100 MHz.MLINK adds cont rol b yt es t o t h e
dat a st ream (e.g. ROUTE, TURN, DROP) t o open, reverse, and close net w ork connect ions.MLINK
also generat es and verifies t h e end-t o-end message ch ecksums used t o guard message t ransmission.
MLINK w ill ret ry failed connect ions w it h out processor int ervent ion up t o some processor specified
numb er of t rials. A pair ofMLINK net w ork input s w ill arb it rat e using randomizat ion t o det ermine
w h ich input is used for each connect ion t rial.MLINK net w ork out put s can h andle t h e recept ion of
a small set of primit ive messages (See Sect ion 11.3) w it h out processor int ervent ion. For all ot h er
messages, MLINK queues t h e incoming dat a t o b e h andled b y t h e processor
Operat ions w h ich are more complicat ed and infrequent are left t o t h e node processor. Th e
processor is responsib le for packet launch and for source-queuing of messages w h ile t h e net w ork
input is b usy. Th e processor det ermines h ow t o proceed w h enMLINK fails t o deliver a message in
t h e specified numb er of t rials. Th e processor is also responsib le for allocat ing space for incoming
remot e funct ion invocat ion messages and for processing and dequeuing t h e messages as t h ey arrive.
Wh en configured t o do so,MLINK w ill st ore connect ion st at us informat ion for successful and
failed connect ions. Th is informat ion includes t h e st at us and ch ecksum w ords ret urned from each
rout er in an allocat ed pat h .MLINK leaves t h e t ask of int erpret ing t h is informat ion t o t h e processor.
A few t asks are also left t o t h e processor in order t o limit t h e det ailsMLINK needs t o know ab out
t h e message prot ocol or at t ach ed net w ork. Th e remot e funct ion invocat ion provides an efficient and
flexib le opport unit y t o cust omize low -overh ead messages for a part icular applicat ion.MLINK only
provides b asic t ransport and queuing of t h ese message t ypes, leaving format t ing and int erpret at ion
t o t h e processor.MLINK also leaves t h e select ion of rout ing w ords t o t h e processor. Th is allow s
t h e processor t o select a part icular pat h in ext ra-st age, mult ipat h net w orks (See Sect ion 4.7.1) and
prevent sMLINK from needing t o know t h e det ails of format t ing rout ing w ords for any part icular
net w ork (See Sect ion 4.6).
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11.2 Interfaces
On t h e node side,MLINK connect s t o t h e 64-b it , pipelined b us. Th is b us serves t w o purposes for
each MLINK int erface. Recall from Ch apt er 10 t h at each net w ork int erface on an MBTA node h as
a designat ed cycle on t h e pipelined b us once every 80 ns.MLINK uses t h is slot t o read or w rit e dat a
from t h e fast memory at 100MB/ s. Th e processor also h as a designat ed slot on t h e pipelined b us.
During t h e processor’s slot , it may read or w rit e 32-b it values at memory-mappedMLINK addresses.
Th ese memory-mapped addresses allow t h e processor t o:
1. configure each MLINK
2. launch or ab ort net w ork operat ions
3. ch eck on t h e st at us of eachMLINK’s ongoing or recent ly complet ed operat ions
On t h e net w ork side,MLINK h as a b yt e-w ide net w ork port w h ich b eh aves like aMETRO forw ard
or b ackw ard port . Th e net w ork port h as t h e same set of configurat ion opt ions as eachMETRO
forw ard and b ackw ard port (See Tab le 9.2).
11.3 Primitive Network Operations
MLINK dist inguish esfive kinds of primit ive net w ork operat ions:
1. READ
2. WRITE
3. RESET
4. NOOP
5. ROP (remot e funct ion invocat ion)
Th eRESET, NOOP, READ, and WRITE operat ions are h andled ent irely b y t h e receivingMLINK w it h out
involving t h e processor, w h ereas t h e remot e funct ion invocat ion is only queued b yMLINK t o b e
h andled b y t h e node processor. Th eREAD operat ion performs a mult i-w ord, memory read operat ion
on t h e remot e node, ret urning t h e dat a at t h e specified address t o t h e source. Th eWRITE operat ion
performs t h e complement ary funct ion, allow ing dat a t o b e w rit t en int o a remot e node’s m m ry.
Th ese operat ions are direct , h ardw are reads and w rit es and are associat ed w it h no guards for
coh erence. Th eRESET operat ion signalsMLINK t o release t h e associat ed processor and allow it t o
b oot . Comb ined w it h t h eWRITE operat ion, t h is primit ive allow s each node t o b e remot ely configured
and b oot ed across t h e net w ork. Th eNOOP operat ion performs no funct ion on t h e dest inat ion node
b ut does ret urn connect ion st at us informat ion w h ich is useful during t est ing.
Remot e funct ion invocat ion is a generic primit ive w h ich allow s soft w are configurat i of
arb it rary message t ypes and remot e net w ork funct ions.MLINK simply conveys t h e specified dat a
and a dist inguish ed address from t h e source endpoint t o t h e dest inat ion via t h e net w ork. Th e
dest inat ionMLINK queues t h e arriving dat a and address on t h e incoming message queue for t h e
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MLINK Message Formats:
(ROUTE)*  RESET  (DATA
cksum
)2  TURN
(ROUTE)*  NOOP  (DATA
cksum
)2  TURN
(ROUTE)*  READ  len  (DATA
addr
)3  (DATA
cksum
)2  TURN
(ROUTE)*  WRITE  len  (DATA
addr
)3  (DATA
cksum
)2  (DATA
write
)(8len)  (DATA
cksum
)2  TURN
(ROUTE)*  ROP  len  (DATA
addr
)3  (DATA
cksum
)2  (DATA)(8len)  (DATA
cksum
)2  TURN
MLINK Reply Formats:
(DATA
mlink status
)2  ACK/NACK  DROP
(DATA
mlink status
)2  (DATA IDLE)*  (DATA
read
)(8len)  (DATA
cksum
)2  DROP
Each primit ive message t ype h as it s ow n init ial message format . Wh ere det ermined b y
MLINK, superscript s indicat e t h e numb er of b yt es composing each port ion of t h e message
dat a. Th e read operat ion is t h e only primit ive message w h ich receives dat a along w it h it s
reply message.
Figure 11.1: MLINK Message Format s
dest inat ion processor t o service. Th e dest inat ion processor dequeues each message and invokes t h e
funct ion at t h e specified address w it h t h e associat ed dat a. [E+92] calls t h is kind of low -overh ead,
remot e code invocat ion anActive Message. Th is primit ive export s t h e b asic funct ionalit y of t h e
net w ork t o t h e soft w are level w h ere cust om message h andlers can b e craft ed in soft w are for each
applicat ion or run-t ime syst em.
Figure 11.1 summarizes t h e message format s used b yMLINK net w ork int erfaces t o perform t h e
primit ive net w ork operat ions. Wh ere appropriat e, t h e t arget address and dat a lengt h are guarded
w it h t h eir ow n ch ecksum so t h at dat a can b e w rit t en int o memory w h ile it is b eing received (See
Sect ion 4.7.4). In reply t o aWRITE, RESET, NOOP, or ROP message, MLINK sends st at us informat ion
and an acknow ledgement . Wh en replying t o an uncorrupt edREAD operat ion,MLINK ret urns t h e dat a
associat ed w it h t h e read. Th eDATA IDLE w ords preceding t h e read dat a in t h e read reply message
are used t ofill in any delays b efore t h efirst b yt e of read dat a is availab le. Th is delay arises part ially
from t h e need t o w ait for t h efirst read dat a on t h e node dat a b us and part ially from t h e need t ofill
pipeline st ages w it h inMLINK w it h reply dat a.
Th ese primit ives form a minimal set of net w ork primit ives. Th ey provide a h igh -degree offlex-
ib ilit y for a general-purpose mult iprocessor. In sit uat ions w h ere t h e applicat ion and programming
model are limit ed or b iased t o a part icular domain, it may make sense t o cust omize a net w ork int er-
face w it h addit ional net w ork primit ives implement ed direct ly in h ardw are w it h out t h e processor’s
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int ervent ion. For inst ance, w h en b uilding a dedicat ed, sh ared-memory mach ine w it h a part icular
memory-model in mind, it w ould b e b eneficial t o provide primit ive net w ork operat ions t o h andle
coh erent memory t ransact ions.
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12. MBTA Packaging
In Sect ion 7.4, w e sh ow ed h ow t o package a net w ork using t h e st ack packaging t ech nology
int roduced in Ch apt er 7. Here, w e consider packaging an ent ire 64-processor MBTA mach ine.
12.1 Network Packaging
Packaging t h e net w ork is a simple applicat ion of t h e net w ork t o st ack packaging mapping
int roduced in Sect ion 7.4. As sh ow n in Figure 10.1, a 64-processor net w ork b uilt out of RN1
component s, or comparab ly sizedMETRO component s, h as 16 rout ers in each st age. We arrange
t h ese rout ers in a 4 4 grid arrangement as sh ow n in Figure 12.1. Wit h t h e rout ers packaged in
DSPGA packages and placed on 3 inch cent ers, each rout ing b oard is rough ly 12 inch es square.
12.2 Node Packaging
We can package t h e nodes inside t h e same st ack b y h ousing t h e larger, VLSI component s in
DSPGA packages and using gull-w ing surface-mount component s for memory and b us logic. By
sh aring t h e i/ o pads associat ed w it h t h e 64-b it , node dat a b us, w e can int egrat e all four logical
net w ork int erfaces on a single die and place t h e die in a DSPGA package. Th e processor and
cust om b us cont rol logic can each b e placed in t h eir ow n DSPGA package. Th e memory can b e
ob t ained in gull-w ing, surface-mount packages. Th e b us int erface logic can b e packaged in SSOP
packages w it h a 25 mil pad pit ch [Tex91]. By adding a fourt h DSPGA package, w e can package a
node on a 6 inch square PCB w it h t h e DSPGA component s cent ered 3 inch es apart . Th e memory
and glue logic can b e placed on t h e surface of t h e node PCB b et w een t h e DSPGA packages as
sh ow n in Figure 12.2. Th e fourt h DSPGA package can b e used eit h er t o h ouse addit ional node
logic or as a b lank for mech anical support and vert ical signal cont inuit y. Th is arrangement allow s
us t o st ack four node PCBs on t op of t h e net w ork rout ing b oards and align t h e DSPGA packages in
t h e net w ork and nodes (See Figures 12.3 and 12.1).
To accommodat e addit ional logic or memory for each node, w e can b uild daugh t er b oards of
t h e same size and use vert ical connect ivit y t o int erconnect t h e b oards. As long as t h e signals w h ich
connect t o t h e addit ional logic or memory are availab le on t h e pads of one of t h e four DSPGA
packages on t h e node, an adjacent PCB h as access t o t h ese signals. A DRAM memory card, for
example, could b e b uilt b y h ousing t h e DRAM cont roller in a DSPGA package, and packaging t h e
DRAM in TSOP packages b et w een t h e DSPGA component sit es. Blank DSPGA packages w ill b e
necessary in any unused DSPGA grid sit es.
12.3 Signal Connectivity
Each node needs t o b e connect ed t o t w o net w ork input ch annels and t w o net w ork out put
ch annels. We use t h e t h rough vias on t h e DSPGA packages t o vert ically connect each node int o
175
metro
metro
metro
metro
metro metro
metro metro
metro
metro
metro
metro metro
metro
metro
metro
~ 12"
~
12"
Th e 16 rout ers in each st age of t h e net w ork (See Figure 10.1) are arranged in a 4 4 grid.
Th e rout ers are h oused in DSPGA packages and spaced 3 inch es apart .
Figure 12.1: Rout ing Board Arrangement for 64-processor Mach ine
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By h ousing t h e processor, net w ork int erface, and b us cont rol logic in DSPGA packages,
w e can const ruct a 6 inch square node suit ab le for st ack packaging. Th e fourt h DSPGA
can b e b lank or h ouse addit ional logic, such as an opt ional co-processor. Memory and b us
int erface logic are h oused in gull-w ing surface-mount packages in t h e space b et w een t h e
DSPGA packages.
Figure 12.2: Packaged MBTA Node
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Four nodes can b e arranged in one 12 inch square st ack layer w h ich mat es mech anically
and elect rically w it h t h e rout ing component layers (Figure 12.1).
Figure 12.3: Layer of Packaged Nodes
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t h e net w ork layers. As sh ow n in Figure 12.3, w e can place four nodes in each st ack layer ab ove,
or b elow , t h e group of t h ree net w ork b oards. To h ouse 64 nodes, w e need644 = 16 such layers
of nodes. We can place h alf of t h e nodes ab ove and h alf b elow t h e net w ork layer t o minimize t h e
dist ance of any node from t h e net w ork. Th is segregat ion leaves us w it h eigh t layers of nodes on
each side of t h e net w ork. Th e vert ical t h rough signals on each node must run net w ork connect ions
for t h e eigh t nodes in each node column on each side of t h e net w ork. Each of t h e eigh t nodes t aps
off t h e appropriat e sub set of t h ese signals t o connect int o t h e net w ork. Mech anically, t h e node
arrangement describ ed h as a rot at ional symmet ry of four. Wit h proper signal arrangement , w e can
exploit t h is symmet ry t o allow a single node PCB design t o t ap int o any of four different vert ical
signal runs. We can t ap int o t h e eigh t different vert ical signal runs using only t w o different b asic
node designs. In t h e net w ork layers, t h e vert ical t h rough int erconnect w ill b e used t o arrange t h e
net w ork input s and out put s so t h at h alf of t h e input s and h alf of t h e out put s are availab le on each
side of t h e net w ork.
12.4 Assembled Stack
Figure 12.4 sh ow s an exploded view of t h e packaged 64-processor mach ine. Ext ernal int erfaces
mat e w it h t h e nodes in t h e t op-most node layer using t h e same vert ical int erconnect sch eme
suggest ed for node daugh t er b oards. Th e complet e st ack h ouses t h e net w ork and all 64 nodes in a
cub ic st ruct ure rough ly 1200  1200  500 (See Figure 12.5).
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E x t e r n a l  In t e r fa c e
Cl o c k s  a n d  B u ffe r s
n u t r i g i d  p l a t e
T e r mi n a t i o n / P o w e r  B o a r d
D S P GA 372 p a c ka g e d  c o mp o n e n t
B B 372
B o t t o m Ou t e r  R o u t i n g  B o a r d
B o t t o m Ce n t e r  R o u t i n g  B o a r d
T o p  Ce n t e r  R o u t i n g  B o a r d
T o p  Ou t e r  R o u t i n g  B o a r d
B -N o d e  B o a r d
A -N o d e  B o a r d
Cl o c k / T -S t a t i o n  B o a r d
bo l t
A complet e 64-processor mach ine st ack is composed of 3 net w ork layers (Figure 12.1) and
16 node layers (Figure 12.3). Tw o different node PCB designs coupled w it h t h e rot at ional
symmet ry of t h e node PCBs, allow each of t h e eigh t nodes in a vert ical column t o t ap int o
different net w ork connect ions.
Figure 12.4: Exploded Side View of 64-processor Mach ine St ack
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Figure 12.5: Side View of 64-processor Mach ine St ack
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13. Summary and Conclusion
We h ave examined t h e lat ency and fault t olerance associat ed w it h large, mult iprocessor net w orks.
We developed t ech niques at many levels for b uilding low -lat ency net w orks. We also developed
net w orks capab le of sust aining fault s and t ech niques allow ing proper operat ion of t h ese net w orks
in t h e presence of fault s. In t h e development , w e found no inh erent incompat ib ilit ies b et w een our
goals of low lat ency and fault t olerance. Rat h er, w e found commonalit y b et w een t ech niques w h ich
decrease lat ency and t h ose w h ich improve fault t olerance.
Consequent ly, w e w ere ab le t o ident ify a rich class of net w orks w it h good lat ency and fault -
t olerant ch aract erist ics. We paramet erized t h e net w orks in t h is class in several w ays. We developed
an underst anding of h ow t h e net w ork paramet ers effect net w ork propert ies. Th is underst anding
allow s us t o t ailor net w orks t o meet t h e requirement s of part icular applicat ions.
13.1 Latency Review
Comb ining t h e lat ency cont rib ut ions from Sect ion 2.4 and collapsing int o a single equat ion, w e
get :
T
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(applicat ion; t opology) 
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(13:1)
We see t h at t h ere are many aspect s w h ich cont rib ut e t o net w ork lat ency. To ach ieve low lat ency,
w e must pay at t ent ion t o all pot ent ial lat ency cont rib ut ors and w ork t o simult aneously minimize
t h eir effect s. In Ch apt ers 3 t h rough 7, w e addressed all of t h ese lat ency component s and examined
w ays t o minimize t h eir cont rib ut ions.
We considered h ow t o minimize t h e t ransit t ime b et w een rout ers (T
t
).
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(13:2)
Th is lat ency is det ermined b y t h e speed of propagat ions,v, and t h e t ot al dist ance t raversed,d = Σ
i
d
i
.
We saw t h at t h e maximum speed of signal propagat ion w as det ermined b y mat erial propert ies.
v =
1
p

We also saw t h at t h is maximum w as only ach ievab le w it h proper signal t erminat ion. In Ch apt er 6,
w e saw signalling t ech niques for ach ieving t h is maximum rat e of propagat ion w it h minimal pow er
dissipat ion. We saw t h at t h e t raversed int erconnect dist ance,d, dep nds on t h e grow t h ch aract er-
ist ics of t h e net w ork t opology and t h e ach ievab le packaging densit y. In Ch apt er 3, w e looked at
t h e int erconnect dist ance grow t h ch aract erist ics for a large class of net w orks and ident ified t h ose
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w it h t h e most favorab le grow t h ch aract erist ics. In Sect ion 2.4.2, w e not ed t h at , in some sit uat ions,
localit y can b e exploit ed t o minimize, on average, t h e dist ances w h ich must b e t raveled inside
t h e net w ork. Consequent ly, in Ch apt er 3 w e also ident ified net w ork t opologies w it h localit y. In
Ch apt er 7, w e looked at t ech nologies for h igh -densit y packaging. We also looked at t opologies for
mapping net w orks ont o t h e packaging t ech nology in a w ay t h at exploit s t h e densit y t o minimize
int erconnect ion dist ances.
We considered h ow t o minimize t h e t ot al numb er of rout ers w h ich must b e t raversed in a
net w ork,s
n
. In Ch apt er 3, w e found t h at log st ruct ured sort ing net w orks gave us t h e low est numb er
of sw it ch es as long as w e rest rict ed ourselves t o b ounded degree sw it ch ing nodes (Sect ion 2.7.1).
We also not ed t h at t h e rout er radix,r, gives us a paramet er w e can use t o cont rol t h e act ual numb er
of sw it ch es t raversed in an implement at ion. Again, for some applicat ions localit y exploit at ion
may allow us t o furt h er reduce t h e average numb er of sw it ch es t raversed w h en rout ing t h rough t h e
net w ork.
We not ed t h at t h e lat ency cont rib ut ed b y each rout ing component w as composed from t h e
sw it ch ing t ime and t h e i/ o lat ency.
t
nl
= t
io
+ t
switch
(13:3)
In Ch apt er 6, w e ident ified a signalling discipline w h ich minimized t ransit and ch ip i/ o lat encies. We
looked at t ech nologies for implement ingCMOS drivers and receivers for t h is signalling discipline
and saw h ow t o design circuit ry for realizing low -lat ency i/ o. In Ch apt er 4, w e developed a
simple rout ing prot ocol t h at w as w ell mat ch ed t o t h e capab ilit ies of ourCMOS IC implement at ion
t ech nologies. Th e rout ing sch eme comb ines simple, local decision making w it h a minimum
complexit y rout ing prot ocol t o allow t h e sw it ch t o perform all of it s funct ions quickly.
To keep t h e cont ent ion lat ency,, and t h e t ransmission t ime,T
transmit
, low , w e looked at h ow
t o provide h igh b andw idt h in t h ese net w orks. We saw t h at increasing t h e b andw idt h availab le for
of each connect ion w ill decrease t h e t ransmission lat ency.
T
transmit
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(13:4)
We can increase t h is b andw idt h eit h er b y increasing t h e signalling rat e,1
t
c
, or b y increasing t h e dat a
ch annel w idt h ,w. We can also not e t h at t h e low er t h e t ransmission lat ency,T
transmit
, t h e fast er
t h e resources used b y a connect ion are freed. As a result , decreasing t ransmission lat ency w ill also
decrease cont ent ion lat ency.
We not iced t h at w e can oft en reliab ly send dat a fast er t h an t h e dat a can t raverse w ires or rout ing
component s. As a result , w e saw t h at pipelining t h e t ransmission of dat a oft en allow s us t o decrease
t h e signalling clock,t
c
, considerab ly, and h ence increase b andw idt h , w it h out any negat ive impact
on lat ency. To t h is end, w e sh ow ed h ow t h e rout ing prot ocol can accommodat e pipelining of dat a
across w ires and inside rout ers (Sect ion 4.11). In Ch apt er 6, w e also saw h ow t h e i/ o circuit ry and
signalling discipline allow us t o reliab ly pipeline b it s across w ires of arb it rary lengt h .
Furt h er, w e saw t h at cont ent ion lat ency arises from inadequat e or improperly ut ilized resources
inside t h e net w ork. We saw in Ch apt er 3 t h at dilat ed rout ers gave connect ions a ch oice of resources
t o ut ilize t h rough out t h e net w ork. Th is freedom reduced t h e likelih ood t h at b locking w ill occur
w it h in t h e net w ork and h ence reduced cont ent ion lat ency. In Sect ion 4.9.2, w e saw h ow fast pat h
collapsing reduced cont ent ion lat ency furt h er b y quickly reclaiming resources allocat ed t o b locked
connect ions.
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In Ch apt er 3, w e also saw t h at w e h ave several opt ions for reducing cont ent ion lat ency:
1. We can increase t h e per connect ion b andw idt h b y increasing t h e ch annel w idt h or signalling
frequency, as describ ed ab ove.
2. We can also increase t h e aggregat e b andw idt h of t h e mach ine b y increasing t h e numb er of
input and out put connect ions b et w een each node and t h e net w ork,ni and no.
3. We can decrease t h e likelih ood of b locking b y increasing t h e dilat ion,d, so t h at each
connect ion h as more opt ions at each rout ing st age.
13.2 Fault Tolerance Review
In Sect ion 2.5, w e saw t h at w e cannot depend on t h e correct operat ion of every component in
t h e net w ork if w e need t o ach ieve reasonab le MTTF for large-scale mult iprocessor net w orks. We
also saw t h at t h e ab ilit y t o operat e in t h e presence of even a small numb er of fault y component s
improves our syst em reliab ilit y, considerab ly. Th is ob servat ion led us t o look for net w orks in w h ich
w e could maximize t h e dist inct resources availab le t o make any connect ions and h ence t o minimize
t h e likelih ood t h at any set of fault s w ill render t h e net w ork disfunct ional.
In Sect ion 2.1.1, w e not ed t h at t ransient fault s w ere much more likely t h an permanent fault s.
Th is fact , coupled w it h t h e single-component fault rat e derived in Sect ion 2.5, led us t o b e concerned
w it h rob ust operat ion in t h e face of dynamically arising fault s. We found t h at w e must devise
prot ocols w h ich do not assume t h e correct operat ion of any component in t h e net w ork at any point
in t ime. Rat h er, w e must arrange t h e prot ocol t o verify t h e int egrit y of each net w ork operat ion.
In Sect ion 3.3 w e examined mult ipat h net w orks and not ed t h eir pot ent ial for providing fault
t olerance. In t h ese net w orks, t h e mult iple pat h s b et w een endpoint s use different rout ing resources.
Th ese alt ernat e rout ing resources provide t h e b asis for fault -t olerant operat ion. Wh en a fault y
component renders one pat h inoperat ive, anot h er pat h is availab le w h ich avoids t h e fault y compo-
nent . In Sect ion 3.5 w e examined many of t h e det ailed w iring issues associat ed w it h mult ipat h ,
mult ist age net w orks. We saw t h at t h e numb er of connect ions t o each endpoint ,ni and no, is t h e
w eakest link b et w een a node and a mult ipat h net w ork, and w e saw h ow t o make t h e b est use of
t h e endpoint connect ions availab le in a part icular net w ork. We also visit ed t h e issue of w iring t h e
mult iple pat h s inside t h e net w ork t o maximize fault t olerance. We saw different evaluat ion crit eria
b ased on w h et h er net w ork connect ivit y is view ed as a yield prob lem or as a h arvest prob lem. If w e
allow node isolat ion, w e saw t h at randomly-w ired net w orks generally b eh ave most rob ust ly in t h e
face of fault s. Wh en node isolat ion is not permit t ed, w e found t h at det erminist ic, maximum-fanout
net w orks generally survive more fault s.
We also saw t h at w e can cont rol t h e amount of redundancy, and h ence fault t olerance in t h ese
net w orks, b y select ing t h e rout er dilat ion,d, and t h e numb er of node input and out put connect ions,
ni and no. We can adjust ni and no t o cont rol t h e mean t ime t o node isolat ion. For t h e h arvest
case, w h ere node isolat ion is not allow ed, increasing t h e numb er of node input s and out put s is
prob ab ly t h e most effect ive w ay of increasing fault t olerance. We can adjust t h e dilat ion t o cont rol
t h e amount of pat h fanout w it h in t h e net w ork and h ence t h e numb er of pat h s provided b et w een
endpoint s. Increasing t h e dilat ion is effect ive for increasing fault t olerance in b ot h t h e t h e h arvest
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and yield sit uat ions. How ever, due t o t h e different reliab ilit y met rics w e use in t h ese t w o cases,
increasing t h e dilat ion is much more effect ive in t h e yield case t h an in t h e h arvest case.
Mult ipat h net w ork t opology, h ow ever, only gave us t h e pot ent ial for fault -t olerant operat ion. To
realize t h at pot ent ial, w e not ed t h at t h e rout ing sch eme must b e ab le t o det ect w h en failures occur and
b e ab le t o exploit t h e mult iple pat h s t o avoid fault s. In Ch apt er 4, w e developed such a sch eme for
rout ing on t h e mult ist age, mult ipat h net w orks det ailed in Ch apt er 3. End-t o-end message ch ecksums
guard each dat a t ransmission against unnot iced corrupt ion. End-t o-end acknow ledgment s and
source-responsib le ret ry w ork t oget h er t o guarant ee each message is delivered at least once w it h out
corrupt ion. Random select ion of a part icular pat h t h rough t h e mult ipat h net w ork coupled w it h
source-responsib le ret ry, guarant ees t h at any non-fault y pat h b et w een any source-dest inat ion pair
can event ually b e found. Comb ining t h ese feat ures, t h e rout ing prot ocol ach ieves correct operat ion
w it h out requiring any know ledge of t h e fault s w it h in t h e net w ork.
We saw t h at w e could minimize t h e performance impact of fault y component s and int erconnect
on t h e net w ork b y ident ifying t h em and masking t h em from t h e net w ork. A know n, masked fault
is det erminist ically avoided. Th is avoidance allow s t h e random pat h select ion t o converge more
quickly on a good pat h b y removing all know n b ad pat h s from t h e space of pot ent ial pat h s. We
also saw t h at ident ifying fault s allow s us t o make assessment s ab out t h e int egrit y of t h e net w ork
(Sect ion 5.1, Sect ion 5.7).
We developed minimally int rusive mech anisms for locat ing fault s. Th e rout ing prot ocol uses
t h e pipeline delay cycles associat ed w it h reversing t h e direct ion of dat aflow cross t h e net w ork t o
t ransmit rout er ch ecksums and det ailed connect ion informat ion b ack t o t h e source. Th is informat ion
h elps narrow dow n t h e source of any fault s. Port -b y-port deselect ion and part ial-ext ernal scan
(Ch apt er 5) allow t h e syst em t o isolat e regions of t h e net w ork and t est for fault s. Since t h e net w ork
h as redundant pat h s, port ions of t h e net w ork can b e isolat ed and t est ed in t h is manner w it h out
int erfering significant ly w it h normal operat ion.
Finally, w e saw t h at t h e mech anisms used for fault isolat ion and t est ing, coupled w it h t h e
mult iple pat h s w it h in each net w ork, provide facilit ies for in-operat ion repair. Ph ysically replaceab le
sub unit s can b e isolat ed, repaired, and ret urned t o service w it h out t aking t h e ent ire net w ork out
of service (Sect ion 5.6, Sect ion 7.5.6). On-line repair allow s us t o minimize or eliminat e syst em
dow n-t ime and h ence maximize syst em availab ilit y.
13.3 Integrated Solutions
We h ave describ ed a set of t ech niques for b uilding rob ust , low -lat ency mult iprocessor net -
w orks. Th ese solut ions span a range of implement at ion levels from VLSI circuit s, packaging, and
int erconnect up t h rough arch it ect ures and organizat ions. Each t ech nique present ed is int erest ing in
it s ow n righ t for t h e feat ures and b enefit s it offers. How ever, t h e collect ion of t ech niques present ed
h ere is most int erest ing b ecause t h e t ech niques int egrat e smoot h ly int o a complet e syst em. Wh en
assemb led, w e do get a syst em w h ich reaps t h e cumulat ive b enefit s offered b y all of t h e t ech niques.
Th e feat ures of many of t h e t ech niques compliment each ot h er such t h at t h e overall feat ures and
b enefit s of t h e composit e syst em are great er t h an t h e feat ures of t h e individual pieces.
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A. Performance Simulations1
In t h is appendix, w e w ill describ e t h e simulat ions used t o measure net w ork performance. We w ill
b egin b y describ ing some feat ures of t h e b asic arch it ect ure modeled. We revist some pract ical
issues of net w ork const ruct ion involving t h e input s and out put s of t h e net w ork. Finally, w e develop
met h ods for exercising net w orks b ased on represent at ive net w ork loads t aken from sh ared memory
applicat ions.
A.1 The Simulated Architecture
Th e net w orks simulat ed use a circuit -sw it ch ed rout ing component b ased upon RN1 (See Ch ap-
t er 8) and Met ro (See Ch apt er 9). Th e part icular component used t h rough out t h ese experiment s
can act eit h er as a single 8-input , radix-4, dilat ion-2 rout er, or as t w o independent 4-input , radix-4,
dilat ion-1 rout ers.
To aid t h e rout ing of messages, each component w ill h ave a pin dedicat ed t o calculat ingflow
cont rol informat ion according t o t h e follow ing b locking crit erion t aken from Leigh t on and Maggs
in [LM92]. A rout er isblocked if it does not h ave at least one unused, operat ional out put port in
each logical direct ion w h ich leads t o a rout er w h ich is not b locked. To rout e a message, a rout er
at t empt s t o ch oose a single out put port b yfirst looking at unused port s, and second eliminat ing any
port s w h ich are b locked. If no unique ch oice arises— all port s unused, b ut all unb locked or all
b locked— t h en t h e rout er randomly decides b et w een port s.
Each ch ip also incorporat es a serial t est -access port (TAP) w h ich accesses. Th ese port s, in t urn,
are connect ed t oget h er in a diagnost ic net w ork w h ich can provide in-operat ion diagnost ics and ch ip
reconfigurat ion as det ailed in Ch apt er 5.
A.2 Coping with Network I/O
Much of t h e fault t olerance and rout ing b eh avior of our net w orks is dominat ed b y t h efirst and
last st ages. Alt h ough mult ipat h net w orks provide mult iple pat h s b et w een any t w o nodes, t h ese
pat h s can only use a large numb er of ph ysically dist inct rout ers t ow ards t h e middle of t h e net w ork.
Near t h e nodes, t h ese pat h s must concent rat e t ow ards t h eir specific sourc s and dest inat ions. Th is
concent rat ion is most severe in t h efirst and last st ages, w h ere each node only h as a small numb er
of connect ions t o t h e net w ork (See Sect ion 3.5.2). For t h e sake of t h ese simulat ions w e assume
dilat ion one rout ing component s are used in t h efinal st age of t h e net w orks (e.g. Figure 3.11).
1Th is informat ion is reprint ed w it h sligh t modificat ion from [Ch o92]
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A.3 Network Loading
In t h is sect ion, w e derive net w ork loads for use w it h our performance simulat ions. We need t o
run a large numb er of simulat ions t o ob t ain average performance of each net w ork at various fault
levels. Consequent ly, w e use simple synt h et ic loadings t o keep simulat ion t ime manageab le. We
st art b y using uniformly dist rib ut ed random dest inat ions for our messages. We refin our model b y
looking at sh ared-memory applicat ions st udied b y t h e MIT Alew ife Project [CFKA90].
A.3.1 Modeling Shared-Memory Applications
Our goal is t o provide a realist ic model of net w ork ut ilizat ion t h at can b e used t o compare
many different net w orks and paramet ers. To keep simulat ion t ime t ract ab le, w e use a variant of
uniform t raffic. Our simulat ion sends messages t o random dest inat ions in a uniform dist rib ut ion.
How ever, message lengt h s are randomly generat ed according t o dist rib ut ions derived from specific
parallel applicat ions. Th ese applicat ion w ere t aken from cach ing st udies done b y t h e Alew ife
Project [CFKA90]. Th ese st udies simulat e a sh ared memory arch it ect ure w it h coh erent cach es at
each processing node. Dat a t aken from t h is st udy corresponds t o t h e follow ing syst em paramet ers:
 Sh ared memory, coh erent cach es
 Full-map direct ories
 16-b yt e cach e lines
 64 nodes, corresponding t o 3-st age, radix-4 net w orks.
 Single t h read
 CISC inst ruct ions
 1 memory reference per inst ruct ion
 Processors st all aft er 1 out st anding memory reference
 Barrier synch ronizat ion
A.3.2 Application Descriptions
[CFKA90] st udied four applicat ions:SIMPLE, SPEECH, FFT, and WEATHER. SIMPLE models
t h e h ydrodynamic b eh avior offluids using finit e difference met h ods t o solve t h e equat ions in
t w o dimensions.SPEECH is t h e lexical decoding st age of a ph onet ically-b ased spoken language
underst anding syst em. It uses a variant of t h e Vit erb i search algorit h m.FFT is a radix-2 Fast Fourier
Transform. WEATHER uses finit e-difference met h ods t o solve part ial different ial equat ions w h ich
model t h e at mosph ere around t h e glob e.
Th ese applicat ions at t empt t o represent t h ree major classes of prob lems: graph prob lems,
cont inuum prob lems, and part icle prob lems. Graph prob lems involve search ing and irregular
communicat ion. Cont inuum prob lems generally h ave localized communicat ion in regular pat t erns.
Part icle prob lems oft en involve communicat ion over long dist ances t o simulat e int eract ions such
as t h ose due t o gravit at ional forces.
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A.3.3 Application Data
Cach e-coh erent sh ared memory syst ems ut ilize a small set of message t ypes, each of afixed
lengt h . Th e messages sent t h rough t h e net w ork read cach e lines, w rit e cach e lines, and maint ain
cach e coh erency. A cach e-line read, for example, requires an 8-b yt e read request follow ed b y a
reply cont aining t h e dat a. Th e reply consist s of an 8-b yt e h eader follow ed b y 16 b yt es represent ing
t h e desired cach e line.
Tab le A.1 list s t h e frequency of all t ransact ions for our four applicat ions. Th e messages sent
for each t ransact ion are also list ed. In cont rast t o t h e Alew ife st udy, it is import ant for us t o
dist inguish w h ich t ransact ions are split ph ase. Our net w orks are circuit -sw it ch ed and can save
rout ing t ime if a reply t o a request is immediat ely availab le. How ever, if t h e t ransact ion must b e
split int o t w o ph ases, t w o messages w ill h ave t o b e rout ed separat ely. Tab le A.1 dist inguish es t h ose
messages w h ich are single ph ase, alw ays split ph ase, and somet imes split ph ase. Tab le A.2 gives
t h e percent age split ph ase for t h ose w h ich are somet imes split ph ase. Assuming a t w o rout er cycles
per processor cycle, our dat a gives us a 3, 6, 7, and 9 percent approximat e message generat ion rat e
per rout er cycle forWEATHER, SIMPLE, SPEECH, and FFT, respect ively.
Tab le A.2 also gives t h e approximat e grain sizes of each applicat ion. Th esefigur s w ill b e
used t o det ermine frequency of b arrier synch ronizat ion, t o b e discussed in Sect ion A.3.4. Finally,
Tab le A.3 gives t h e relat ive frequency of each lengt h of message for each applicat ion. Th is is
summarized b y t h e average lengt h of messages given for each applicat ion.
A.3.4 Synchronization
Our performance simulat ion includes b arrier synch ronizat ion t o eliminat eskew. Our simulat ion
models applicat ions w h ich assume some degree of synch ronizat ion b et w een t h e mult iple processor
nodes of t h e syst em. Wh en a simulat ion violat es t h is assumpt ion, result s are skew ed. We prevent
t h is skew b y performing periodic b arrier synch ronizat ion according t o grain sizes est imat ed for
each applicat ion.
It is import ant t o eliminat e simulat ion skew b ecause it can mask t h e effect s of localized
net w ork degradat ion. Analyt ic models suggest t h at fault s and congest ion may severely affect t h e
performance ob served b y specific dest inat ion nodes w h ile leaving ot h ers largely unaffect ed [KR89].
Wit h out synch ronizat ion, such localized degradat ion w ould b e lost in t h eaverage I/ O b andw idt h
ut ilizat ion. Modeling synch ronizat ion, h ow ever, forces all processors t o w ait for t h ose falling
b eh ind, result ing in a more realist ic decrease in I/ O b andw idt h ut ilizat ion.
A.3.5 The FLAT24 Load
We also simulat e a uniform message dist rib ut ion,FLAT24. FLAT24 uses 24-b yt e messages
and ot h er simulat ion paramet ers w h ich are similar t o t h e messages and paramet ers ofSIMPLE and
SPEECH. FLAT24 serves as a b asis for net w ork comparison.
For our lat er st udies, w e sh all also useFLAT24, b ut w e sh all use paramet ers w h ich differ sligh t ly
from t h ose in t h e Alew ife st udy and correspond more closely t o our t arget arch it ect ures.
To derive t h e frequency of message loading, several“reasonab le” paramet er values w ere ch osen.
Not e t h at our result s are not overly sensit ive t o loading, so roughfigures are adequat e. Th e program
code for each processor is assumed t o b e resident in local memory. Consequent ly, only dat a
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Message Type WEATHER SIMPLE SPEECH FFT
read miss, w rit e mode 0.4400 0.4500 1.8700 0.9600
[h dr,h dr+dat a] (h dr,h dr+dat a)
read miss, not w rit e mode 0.8400 4.2400 1.3500 1.7500
(h dr,h dr+dat a)
read miss, not in any cach e 0.6700 0.7700 0.0800 0.1300
(h dr,h dr+dat a)
w rit e miss, w rit e mode 0.6400 0.6300 0.0100 2.5100
[h dr,h dr+dat a] (h dr,h dr+dat a)
w rit e miss, not w rit e mode 0.0000 0.1900 0.0000 0.1000
?h dr,h dr+dat a?
w rit e h it , not w rit e mode 0.5500 0.4500 1.8500 0.9900
?h dr,h dr?
w rit e miss, not in any cach e 0.3300 0.3000 0.1500 0.0000
(h dr,h dr+dat a)
inst ruct ion miss 0.0700 0.1900 0.0000 0.2700
(h dr,h dr+dat a)
privat e misses 0.1159 0.1038 0.0013 0.1821
(h dr,h dr+dat a)
invalidat ions 0.4318 1.2562 2.7455 2.8004
(h dr,h dr)
evict ions 0.0000 0.0000 0.0000 0.0000
(h dr,h dr)
replacement s of dirt y dat a 0.0407 0.4512 0.0090 0.0196
(h dr+dat a)
synch ronizat ions not cach ed 0.0000 0.0000 0.0000 0.0000
(h dr,h dr+dat a)
h dr = packet h eader, dat a = cach e line
[...] = split ph ase message comb inat ion
(...) = single ph ase
?...? = somet imes split ph ase
Relat ive t ransact ion frequencies for each of our four applicat ions, in t ransact ions per pro-
cessor cycle, are given ab ove. Messages sent for each kind of t ransact ion are also given.
(Dat a Court esy of David Ch aiken)
Tab le A.1: Relat ive Transact ion Frequencies for Sh ared-Memory Applicat ions
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WEATHER SIMPLE SPEECH FFT
percent split ph ase 85.5560 91.7210 100.0000 88.8396
grain size 59769(12) 7271 1000 t o 28289
187714( 12) 10000
For each applicat ion, t h e percent split ph ase is given for t h ose list ed as somet imes split
ph ase (?: : : ?) in Tab le A.1. Approximat e grain sizes are also given for each applicat ion.
Th ere are t w o grain sizes forWEATHER, one for each of t w o ph ases in t h e applicat ion.
Tab le A.2: Split Ph ase Transact ions and Grain Sizes for Sh ared-Memory Applicat ions
WEATHER SIMPLE SPEECH FFT
8-b yt e 2.9211 2.0798 5.5800 5.3179
16-b yt e 0.5112 1.2936 2.7455 2.9109
24-b yt e 1.1207 1.7055 1.8890 3.5784
32-b yt e 2.4359 5.9295 3.3813 5.6832
Average Lengt h 21.2178 24.3463 17.8074 20.4033
Relat ive frequencies of each lengt h of message are given. Th ese are summarized b y t h e
average lengt h of messages for each applicat ion.
Tab le A.3: Message Lengt h s for Sh ared-Memory Applicat ions
references w ill result in non-local memory references. We assumed a dat a cach e miss rat e of 15
percent . For each dat a read or w rit e, w e get 0.15 misses per processor cycle. We assumed t h at 50
percent of t h e references are t o local memory, w h ich gives us 0.075 references t o non-local memory
per processor cycle. Wit h a 50 MHz processor and t h e RN1 part running at b et t er t h an 100 MHz,
w e h ave t w o rout er cycles per processor cycle. Th is gives us 0.0375 non-local memory references
per rout er cycle. Adding an addit ional 10 percent t o account for cach e coh erency messages, w e
end up w it h approximat ely 0.04 messages per rout er cycle.
We also examine t ime b et w een synch ronizat ions, or, equivalent ly, applicat ion grain size. A
grain size represent at ive of applicat ions st udied is 10,000 cycles, or 10; 000:04 = 400 messages.
Alt oget h er, our performance met ric is t h e t ime t o rout e t h e follow ing t ask: all processors in t h e
syst em must each send 400 24-b yt e messages at a rat e of 0.08 messages per act ive processor cycle.
We assume t h at each processor can h ave up t o 4 t h reads, or t asks, each w it h an out st anding message,
b efore st alling.
Not e t h at our t ask explicit ly models b arrier synch ronizat ion. Ot h er st yles of synch ronizat ion
may involve smaller processor groups, b ut may also t end t o synch ronize t h ese groups more oft en.
In any case, it is import ant t o model t h e synch ronizat ion requirement s of an applicat ion. For our
purposes, b arrier synch ronizat ion incorporat es an appropriat e component of t h ese requirement s
int o our performance met ric. We see t h at synch ronizat ion plays a major role in performance
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degradat ion. Th is degradat ion occurs w h en net w ork failure result s in a small numb er of nodes w it h
part icularly poor communicat ion b andw idt h .
Let us t ake one more look at our numb ers. Since messages are 24 b yt es long, w e are b asically
running our net w ork at 1 b yt e per rout er cycle, or 100 percent . If t h e message rat e w ere any
h igh er, t h e processors w ould just b e st alled more oft en, and t h e net w ork loading w ould not really
ch ange. Not e t h at our analysis assumes low -lat ency message h andling, a concept demonst rat ed in
t h e J-Mach ine [D+92]. If, as w it h many commercial and research mach ines, t h ere exist s a h igh
lat ency for message h andling, t h e lat ency induces a feedb ack effect w h ich prevent s full ut ilizat ion
of t h e net w ork [Joh 92]. Alt h ough cach e miss and message localit y numb ers are open t o deb at e, w e
ob serve t h at t h e t ech nological t rends of mult iple-issue processors and w ider cach e lines w ill only
increase demands on t h e net w ork. How ever, performance result s present ed in t h is paper w ere also
verified t o b e qualit at ively unch anged under net w ork loading h alf of t h at used h ere.
A.4 Performance Results for Applications
In t h is sect ion w e summarize our performance result s for each net w ork in t h e presence of
fault s. Performance w as measured for complet e net w orks only. For each fault level sh ow n,
mult iple t rials w ere run in w h ich fault s w ere randomly ch osen. Aft er fault insert ion, applicat ions
w ere simulat ed on t h ose net w orks w h ich remained complet e. Dat a sh ow n represent t h e average I/ O
b andw idt h ut ilizat ion and lat encies over t h ose t rials involving complet e net w orks. Th ese result s do
not represent t h e act ual performance of t h ese applicat ions on h ardw are. Rat h er, our dat a provides
a b asis for net w ork comparison b y illust rat ing performance t rends in t h e presence of fault s.
To isolat e t h e effect s of int erw iring, t h e det erminist ic and random net w orks present ed use
dilat ion-2 component s in t h e last st age. We st udied 3-st age non-int erw ired, randomly-int erw ired,
and det erminist ically-int erw ired net w orks. I/ O b andw idt h ut ilizat ion varied b y less t h an 2 percent ,
a variat ion not significant for our simulat ion accuracy.
How ever, t o avoid single-point disconnect ions in t h e last st age, t h e int erw ired net w orks w e
sh all analyze for fault performance are const ruct ed from dilat ion-1 component s in t h e last st age.
Alt h ough dilat ed component s provide b et t er performance, t h e use of t h ese dilat ion-1 component s
sub st ant ially increases fault t olerance (See Sect ion 3.5.2). For applicat ions st udied on 3-st age
net w orks, t h e decrease in I/ O b andw idt h ut ilizat ion w as less t h an 6 percent .
Figures A.1 and A.2 det ails t h e fault performance of our applicat ions on 3-st age, radix-4,
net w orks w h ich can w it h st and fault s. Th e applicat ionFLAT24, sh ow n as a solid line, is represent at ive
of graph t rends and w ill b e used in net w ork comparisons.
Figures A.3 and A.4 compares t h e performance of t h ose net w orks w h ich can t olerat e fault s.
Th e performance of t h e random net w ork is sligh t ly b et t er t h an t h at of t h e det erminist ic net w ork.
How ever, recall t h at ourfigures are for complet e net w orks only. For each fault level sh ow n, t h e
random net w orks h ave a low er prob ab ilit y of remaining complet e t h an t h e det erminist ic net w orks.
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Random Net w ork Lat encies
I/ O b andw idt h ut ilizat ion and lat encies for applicat ions on 3-st age random net w orks. Th e
applicat ionFLAT24, sh ow n as a solid line, is represent at ive of graph t rends and w ill b e used
for net w ork comparison.
Figure A.1: Applicat ions on 3-st age Random Net w orks
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Det erminist ic Net w ork Lat encies
I/ O b andw idt h ut ilizat ion and lat encies for applicat ions on 3-st age det erminist ic net w orks.
Th e applicat ionFLAT24, sh ow n as a solid line, is represent at ive of graph t rends and w ill b e
used for net w ork comparison.
Figure A.2: Applicat ions on t h e 3-st age Det erminist ic Net w ork
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3-St age Net w ork Lat encies
Comparat ive I/ O b andw idt h ut ilizat ion and lat encies for 3-st age det erminist ic and random
net w orks onFLAT24. Recall from Tab le 3.4 t h at expect ed percent ages of failure t olerat ed
b y random and det erminist ic net w orks are, respect ively: 10% and 16%. Not e t h at t h e
performance degradat ion appears t o level off b ecause only complet e net w orks are measured.
Alt h ough t h e surviving net w orks suffer less degradat ion as percent age of failure increases,
t h e numb er of surviving net w orks is b ecoming sub st ant ially smaller.
Figure A.3: Comparat ive Performance of 3-St age Net w orks
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4-St age Net w ork I/ O
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4-St age Net w ork Lat encies
Comparat ive I/ O b andw idt h ut ilizat ion and lat encies for 4-st age random and det erminist ic
net w orks onFLAT24. Recall from Tab le 3.4 t h at expect ed percent ages of failure t olerat ed
b y random and det erminist ic net w orks are, respect ively: 4.6%, and 8.8%. Not e t h at t h e
performance degradat ion appears t o level off b ecause only complet e net w orks are measured.
Alt h ough t h e surviving net w orks suffer less degradat ion as percent age of failure increases,
t h e numb er of surviving net w orks is b ecoming sub st ant ially smaller.
Figure A.4: Comparat ive Performance of 4-St age Net w orks
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