Abstract
Introduction
In the rapidly evolving telecommunications world, forms of services are becoming diverse, ranging from narrowband voice telephony through broadband streams to highly dynamic interactive multimedia application support. Demands for services are diversifying, and the requirements of availability and functionality increase as the telecommunications services become mission critical for business and industrial processes. In order to provide these sophisticated services, the individual components within the telecommunications network have to interact more closely with the call process, as well as with each other. An environment of highly complex telecommunications systems, with diverse elements interacting together to provide the end-user services, is emerging. Furthermore, regulatory initiatives such as the EU's Open Network Provisioning (ONP) policy are encouraging the established operators to open their networks and management systems to other licensed operators, third party retailers and service providers.
In such an environment it is becoming increasingly difficult to specify, develop, test and interconnect these systems. Moreover, it is becoming almost unattainable to guarantee that their integral operation is preserved as new systems are added. Integrity is the ability of the system to retain its specified attributes in terms of performance and functionality [i] . This applies to the system as a stand alone component as well as integrated in the compound mesh of interconnected components which take the form of a vast distributed system. Classical example of things going wrong is reflected in the events of January 1990 brownout [ii] [iii] of the AT&T American network. A control mutation originating in the switching system propagated through the signalling network causing degradation of the operation and ending in a total shutdown. The whole eastern seaboard of the US lost telephone connections for several hours, the financial loss amounting to 1 billion dollars. After such an experience, the established operators rightfully fear to open their networks to less experienced network operators whose actions might jeopardise their own operations.
The issues of integrity are thus of crucial importance in future telecommunications scenarios, where multiple operators, service providers, third party retailers and other players on the market will undoubtedly have to interwork, while having to be confident that this interworking will not jeopardise the correct and proper functioning of their network and systems. This paper presents a methodology for the development, integration and maintenance of highly integral systems in the increasingly conglomerate distributed processing environment. System is here considered to be a set of interacting distributed objects providing a certain service.
Integrity Attributes
This section outlines the basic area covered by the concept of system integrity. This is not a simple task since integrity is a broad term, encompassing a variety of issues concerning system structure, functionality and behaviour. To help in this task it is useful to consider some sub-topics:
Robustness, or "the ability of the system to handle unexpected events", is proportional to integrity -the more robust the system is, the more likely it is to retain a high level of integrity. A robust system can cope with all eventualities and continue operation. The opposite of robust is brittle. A system is brittle if it is likely to fail when the operational environment (e.g. accessible data, requested commands, timing constraints) is more narrowly defined than it is likely to be true in all circumstances. Resilience: That a system can recover from faults. This term is often used in networks where a resilient network can recover from link faults. Availability, or "percentage of time during which the system is operational and conforms to its specification" [iv] ; a system that loses its integrity will suffer a loss of availability. Availability means that a system can always respond to all requests made on it, in good time. Performance: The throughput of the system is often traded off against functionality since the more a system tries to do the lower its throughput. Any degradation of system performance can, if magnified, significantly effect system's overall integrity status. Scalability: The impact on performance as more entities (processes, devices) are added to the system. The way a system scales is a function of its communication, computational, data and time complexity. This work is funded in part by EPSRC grant M26091 Data Coherence: Information copied or distributed through the system needs to remain consistent through time and change of circumstances. Liveness: That something will, eventually, happen. A system might not remain live because it is in a state of either deadlock (system is blocked in a state expecting a message or an event which will not or cannot occur) or livelock (system oscillates between a closed set of states). Safety: That nothing 'bad' will occur. This impacts on both the direct results generated by a procedure and any side affects of that procedure. Feature Interaction: When two or more systems, each with well-defined and understood behaviour, result in unforeseen behaviour when operated together [v] . This can arise due to the other factors influencing the integrity status of the systems, such as the increase in computational complexity exhibited when systems are interconnected. Complexity: Several notions of complexity exist. Complexity may be an assessment of either how many operations or messages need to be generated to perform some action (communication complexity) -or how long (how many iterations/cycles) an operation takes (time complexity). Computational complexity relates to how well a given procedure can be analytically described or determined. Data complexity refers to the complexity of data structures and their interdependencies. High level of complexity, unless it is there to increase robustness, poses more threats to system operation and thus to integrity. High level of coupling (sometimes considered as a form of complexity) between system components indicates a high level of interdependence: a change in a system component will ripple through the system via the coupling paths. Similarly, a failure, or an integrity breach, may propagate through the system, affecting its integrity. Reliability is defined as [vi] : "probability of a system performing its purpose adequately for the period of time intended under the operation conditions encountered". Security: Secure systems are more likely to stay in the correct operational state, since they are able to detect and avoid intentional attack.
These factors are interrelated. For example, a system with poor scalability will loose performance as the number of entities it involves grows. This would reduce availability. Loss of performance and availability can influence the timing of dependent systems, by impacting the data coherence or liveness constraints.
These problems can be further magnified if no coherent development approach is adopted, which can enable the analysis and assessment of these issues. Thus, another set of integrity issues can be defined with respect to system development:
Specification -System Analysis and Design: The baseline definition of integrity presupposes an understanding of what the correct functioning of a system is. Thus the start of the consideration of integrity must be the process of system requirements capture. A system has can realise its requirements if there is a well-defined procedure for translating the original requirements via system design into a working system. The subject of system and software analysis and design is material for the understanding of integrity attributes.
Tracing and Mapping: Entities occurring in one aspect of system development must be easily and correctly identified/mapped when they occur in another (e.g. a software module defined in the detailed architecture is implemented correctly in the code). The CASE tools and (semi) formal techniques are often used to ensure that the identity of object/component/module can be traced through the phases of development. Traceability is a classic requirement of good practice -forming the backbone of quality control systems such as ISO9000/ISO9001. Integrity-friendly: Development process must be able to support the integrity analysis and assessment of the system under development.
These issues come together to build a set of concerns to be tackled while building a system, integrating it in the environment and during its operational lifetime. They have various manifestations and degrees of importance depending on how and why the system is being constructed. Thus, an integrity methodology must be formulated to guide the designers and implementers of systems; and should be incorporated into the engineering process.
Integrity Methodology
The Integrity methodology embraces all stages of the system lifecycle [vii] : development process, testing, integration, operational monitoring and upgrades. Without a top-down policy the problem cannot be fully understood and managed, and threats to integrity cannot be identified and removed. Three basic steps in the methodology are prediction, testing, and maintenance.
Prediction is a pre-emptive activity, assessing the features and the overall systems integrity status prior to launching. It aims at locating and removing integrity risk areas -hotspots -during system development, thus producing a robust system; and anticipating how reliably the system will perform when integrated in the environment.
Testing is conducted not only during system development, but also as the final phase before the operational launching. Testing here refers to the final stand-alone tests, and integration tests performed during integration. These tests are of particular relevance in heterogeneous, multi-domain environments.
Maintenance is conducted after system deployment and aims at detecting any malfunction or degradation of operation that might pose a risk to system integrity. Maintenance encompasses the measurement of integrityrelevant features of the operational system, diagnostics of the cause of degradation, and the application of the relevant response. This includes the management of augmentation.
Emphasis is here given to system development and integration -the prediction and testing stages of the integrity methodology, which cover the top 80% of the process. Often, the last 20% of the process (maintenance and upgrades) is a source of many integrity problems. However, it is expected that by introducing appropriate integrity design and testing issues early in the development lifecycle the impact of this 20% could be anticipated before the role-out.
As an illustration of how to start to synthesise integrity strategy into system development an example system engineering life-cycle is taken from European Space Agency methodology, as captured by Hierarchical Object Oriented Design. Figure 1 depicts the development lifecycle and mapping of testing and integrity activities to the development phases. For example, during user requirements development phase, focus is on operational integrity and the necessary integrity-related activities are conducted at this level. In the testing hierarchy, activities at each phase are distinct and support the phase above. The integrity hierarchy is different, not only do the activities at each phase support those above: they inform them. For example, at the unit level, timing of any action can be specified and verified. This then defines timing tolerances and dependencies at the integrated level.
The integrity-related activities are thus correlated to and performed throughout the conventional system development process. These predictive integrity activities can be perceived as a development life-cycle of its own, to be re-iterated throughout the conventional life-cycle. The integrity sub-cycle involves three stages integrity: analysis, design and implementation.
Integrity analysis focuses on the identification of the requirements throughout the system development. In order to accomplish this, there is a need for a framework in which to focus on different integrity attributes. Each of the concepts outlined in section 2 needs to be located within the appropriate level. According to the requirements classification conducted during analysis, the design is specified: integrity is modelled into systems by defining integrity-preserving policies that should be deployed, through implementation phase and during the system development life-cycle at the relevant stages.
System Analysis and Design
Prior to considering the integrity methodology in detail, system development process must be defined, supporting the traceability, mapping and integrity support requirements identified in section 2.
No definitive way of fulfilling these requirements exists in the distributed processing world. The following describes an approach [viii] which combines the Open Distributed Processing (ODP) [ix] framework with the Unified Modelling Language (UML) [x] notation.
ODP provides a general architectural framework that distributed systems aiming to operate in the multi-provider environment should conform to. The bases of this architectural framework are five distinct viewpoints, which allow different participants in the system development to observe the system from different perspectives. These viewpoints are: enterprise, giving an overview of the system and its aims as seen by the enterprise; information, providing a view of the information handled by the system; computational, focusing on description of data flows and components providing the system functionality; engineering, describing the distribution mechanisms; and technology, describing the choice of implementation technologies.
Viewpoints are partial views of the complete system specification, and the description of the same component can exist in different viewpoints. The traceability and mapping requirements in this context are that objects in each viewpoint can be clearly identified and related to each other, at each point in the development process. Moreover, ODP does not advocate the use of viewpoint languages: usually, different languages, many lacking the ODPinherent object-orientation, are used as notations for different viewpoints. Thus a consistency issue arises, referring to the consistency of specifications developed and languages used across different viewpoints.
Here, one single viewpoint language is suggested: UML, a third generation object-oriented language which is rapidly becoming the software industry standard. UML provides a set of diagrams, which are related to each other, yet each depicting a different perspectives of the system under development. Thus, UML can be used as a common viewpoint language that can support mapping and traceability requirements [viii] . A ODP-UML mapping, as well as mapping between UML diagrams and between viewpoints, is shown on Figure 2 . 
Integrity Analysis
Integrity analysis identifies integrity attributes and requirements throughout the system development lifecycle. In order to define policies for integrity design, there is a need for a coherent framework for attribute classification.
Here a three-dimensional framework to accomplish this is presented. The three dimensions are:
• Integrity levels : (section 3); • System viewpoints : (section 3.1) and • Integrity attributes, (section 2).
Analysis starts with the identification of the integrity attributes for the system that is being developed. Attributes can have different weights, depending on the kind of the system being developed. Next, it is established which aspect of system structure and operation, i.e. which viewpoint, they apply to (attributes can appear within multiple viewpoints). Classifying integrity attributes according to viewpoints narrows down the problem and help focus on the attribute within the viewpoint of interest. Finally, attributes are classified according to the system integrity level, where an attribute can appear at more than one level.
A three dimensional space (Figure 3) is defined: for each attribute, it can be decided, prior or during system development, what are the integrity requirements, within which ODP viewpoint they should be considered, and in which integrity level they belong, i.e., from which point of system granularity they should be perceived. 
Figure 3 -Integrity Requirement Classification
The results of integrity analysis, which is being conducted throughout system development, are correlated within different levels of system development and thus feedback and overlaps can occur.
Here are some typical integrity requirements, taking for the reference axis the integrity granularity level. The actual requirements will depend on the kind of system that is being developed.
Operational Level:
This concerns the specific details of what is expected of the system from the user and overall operational point of view, and how the system should work with other systems already in existence. This level of perception maps to the ODP enterprise viewpoint, and describes the operational integrity requirements which must be supported through the integration and unit requirements. The main requirements at this level are highly secure operation, high level of safety and resilience, and the avoidance of feature interactions.
System Level:
This concerns the characteristics of the system developed in a stand-alone context, and as related to the environmental parameters. The main integrity requirements are high performance (baseline and scalable operation), preservation of liveness, high availability (dependent on performance, liveness, network capacity and platform processing capacity), preservation of data coherence and low level of system complexity. These issues are considered within the computational, information and engineering viewpoints.
Integrated Level:
The integrated level concerns subsystems (collections of units) of the total system, which have validity as a selfstanding systems. Thus many of the system level considerations above have a degree of validity at this level. As with testing, ensuring that things work at the integration level reduces the complexity of testing at the verification level; but does not replace it. Typical integrity requirements are high performance (dependent on unit performance and the way units build up a subsystem), high robustness and resilience, and low complexity. These are considered within computational, information and engineering viewpoints.
Unit Level:
The system is composed of individual functional components, connected with a communications network. If these have poor characteristics in terms of low performance and robustness, and high complexity, then the higher level will have poor characteristics as well. The unit level requirements are considered within computational, information and engineering viewpoints. These requirements will be influenced by the choice of the implementation technology, thus to the above points should be considered from the ODP technology viewpoint as well.
This section outlined the integrity analysis framework, without suggesting any particular techniques or approaches with which to tackle these issues. The important point in this phase is to form an awareness of the issues that exist and be able to identify risk areas. The analysis framework can be applied not only to systems under development: the integrity features of an existing systems can, to some extent, be analysed and assessed according to this framework.
Once the integrity requirements are defined and located in the three-dimensional space, the focus can be shifted to developing the integrity design policies according to defined requirements and knowing where to concentrate.
Integrity Design: Integrity Policies
Integrity design encompasses the specification of policies to be carried out during system development so as to meet the integrity requirements. Some example policies, classified according to the system integrity level, are given here.
Operational Level:
The security requirement on the operational level will be further analysed at lower levels of system development. For example, the confidentiality requirement will be met by designing a required data confidentiality policy within the engineering viewpoint. Integrity requirement to minimise feature interactions can be achieved through thorough interconnection and interoperability testing, following a defined set of scenarios. A high level of resilience and robustness can be achieved by performing extensive tests in the test-beds, simulating possible behaviour of the environment. If the requirement for system development methodology is the ability of the rigorous system development and formal proofing between the phases, UML notation schemes can be expanded and formal methods can be applied as a design integrity policy. There are, however, issues of mapping between UML and fully formal methodologies.
System Level:
The liveness requirement can be achieved by complementing the UML behavioural notation schemes with more sophisticated behavioural modelling techniques such as SDL [xi] . On the basis of these, reachability analysis and livelock/deadlock detection techniques can be conducted in the computational viewpoint, both on system and integrated levels. Data coherence requirement might be fulfilled by implementing rigorous data coherence policies supporting atomicity, consistency, isolation and durability of transactions on data. Example of such a policy is the Transaction Service for network management applications [xii] .
Integrated Level:
To minimise the computational and data complexity, system metrics [xiii] can be used as a tool to even out the complexity and thus risk level of individual components. This can be done on both the unit and integrated levels, considering the computational and information viewpoint.
Unit Level:
Extensive performance measurements can be carried out to assess whether the desired level of performance is achieved. This applies to integrated and system levels as well.
Integrity Policy Implementation
Policies specified during the integrity design phase must be applied during system development. Some policies can be implemented parallel to the "conventional" system development. For example, coding a module that performs authentication, implementing the security requirement, or a transaction manager [xii] to ensure the distributed data coherence.
Other policies need to be implemented more carefully. If, for example, the requirement is a low level of timing complexity, this level must be measured and compared to the requirements. Thus, a closed control loop (Figure 4 ) is used to implement a policy. Integrity features of the system under development are measured; system operation is predicted according to these measurements; and the response is applied via integrity control mechanisms, as specified by the integrity policy. All of the information gathered from measurement, prediction and response is analysed to assess the overall system integrity and risk status. The information also needs to be documented and used for defining and implementing the maintenance policies.
Testing and Interconnection
Stand-alone system testing is an integral part of the development process ( Figure 1) . As separate components are developed, they are tested independently. The integration tests are conducted in phases and verification tests prove the correct system operation. The validation test verifying system conformance to user requirements.
Integration testing, with respect to the operational environment: 'local' (intra-domain) and 'global' (interdomain) testing, includes interconnects [i] . The goal of intra-domain testing is to test how well the system integrates in the heterogeneous environment within its own operational domain. Inter-domain testing exercises the behaviour of the system when interconnected with the system(s) in other operators. This can be seen as the crucial part of the testing phase in the context of the ONP: it needs to be conducted with maximum attention and cover a range of scenarios.
Testing itself would introduce integrity risks if the system is tested against another "live" system. However, test-beds exist, especially in the US, such as the Bellcore test-bed, which includes a wide range of elements encountered in the real environments, and a set of test scenarios including the failure ones.
Integrity Policies in Multi-domain Environments
Enforcing integrity policies in multi-domain environment is both necessary and complex. Parties involved in system deployment and interconnection should be assured of the integrity level of other parties systems. However, rigorous integrity policies for system development and interconnection might discourage new service providers and system manufacturers from introducing their services /systems, which would have the opposite effect from that envisaged by ONP. Policies thus needs to stimulate interconnection, while still preserving highly integral operation of interconnected services and systems.
As a baseline for potential interconnection parties involved would need to formulate their integrity requirements during system development. Output of the integrity analysis performed could be consolidated in terms of these requirements. The (quantitative) output of autonomous domains' integrity implementation would establish the risk level and threshold criteria determining the systems' acceptability for interconnection. Threshold criteria would have the form: "if a certain integrity-related parameter exceeds x it is considered as a threat and is not acceptable". If a party involved in the interconnection is reusing the system for this purpose, then a thorough review and integrity assessment of design specifications and extensive stand-alone testing, according to the integrity methodology presented here, would determine the acceptability for the integration/interconnection.
Thus, a way of applying integrity policies in a multidomain environment is to establish service-level integrity agreements, or contracts, between parties in autonomous domains. As shown in Figure 5 , domains involved in integrity contracts form a federation that represents grouping of autonomous players with a common objective. Federation is based on a common integrity policy -a set of integrity rules that implement the integrity requirements, acceptability criteria and testing strategies defined by integrity contracts. This approach is lax in the sense that the integrity contracts are established only by parties participating in the interconnection. Alternatively, global, regulatory conditions based on integrity/risk notions can be established by standardisation bodies and imposed by regulatory bodies [ii] . These regulatory conditions would thus govern the integrity-related interconnection contracts between any two parties. 
Case Study
The integrity methodology presented here was to a certain extent applied in the ACTS Project TRUMPET. TRUMPET developed a TMN (Telecommunications Management Network) inter-domain management system for provisioning of virtual semi-permanent connections. TRUMPET scenario involves the interconnection between management systems of three autonomous players: Value Added Service Provider (VASP), Customer Premises Network (CPN) and Public Network Operator (PNO) [xiv] , which all aim to preserve highly integral operation when interacting with the other actors.
Integrity Analysis
The initial integrity analysis identified three requirements.
Minimise data and computational complexity of the system and the individual components, and coupling between system components. The aim is to even out the complexity levels between components, to avoid the risk level of the design being focused on single point of failure and to avoid high dependency on the availability of a component. Minimising the coupling between components would prevent the flow of failure through the system. Secure the communication, over the TMN X interface, between management systems belonging to autonomous organisations. Security must be in place to avoid malicious human intervention and illegal use of resources by a party. Liveness of the communications mechanism and infrastructure supporting the interactions between parties in autonomous domains, over the TMN X interface. The communication mechanism also has to exhibit the satisfactory level of performance, and to retain a desired level of availability.
The requirements are identified in the three-dimensional integrity analysis space.
Coupling, data, and computational complexity are tackled in the computational and information viewpoints on the system, integrated, and unit level Figure 6 . 
Figure 6 -Complexity Requirements
Security requirement is tackled at the operational level and the enterprise viewpoint: it concerns the system interactions within its operational environment. Five basic security aims were identified: authentication, access control, data integrity, non-repudiation and confidentiality.
Liveness, performance and availability requirements are considered at the operational level, and, being focused on the communications mechanism, appear in the engineering and to some extent computational viewpoint. These requirements are referred to as the "communications integrity" requirements.
Integrity Design
Following the analysis, three integrity policies were developed.
The complexity reduction policy was deployed during system development, in the prediction phase of the integrity methodology. System design followed the UML/ODP approach [viii] (section 3.1).
This policy is based on system metrics [xiii] , which measure the complexity attributes of individual components and the overall system design on the unit, integrated and system level, and thus represent the measurement system (see Figure 4) . The complexity measurements are related to the integrity status of the system via the prediction mechanism, based on the positive correlation between the complexity level of individual components and the risk they pose to correct system operation and thus integrity. Hence, metrics are used to identify integrity hotspots (high-risk areas) in the design and suggest the integrity control actions -response -in the form of redesign.
Set of metrics forming a metric suite ( [xv] ) was used to assess the complexity of the TRUMPET management components. The components operating at the interfaces between the autonomous domains: CPN and VASP domains and VASP and PNO domains exhibit the highest level of complexity. This assessment denotes that the points of highest risk are located at the interconnection points of autonomous management systems, as expected.
Secondly, a full set of predictive security policies for the TMN X interface [xvi] was developed. Security is implemented in such a fashion that it is conceptually used as part of the communications stack by the management applications, while effectively being implemented above the stack (CMIS), thus being an OSI layer-7 add-on feature to the TMN management applications. Security policy was implemented by developing a set of security modules performing authentication, access control, data integrity and confidentiality.
Finally, a testing policy, envisaged as an interconnection testing policy to be deployed prior to the operational interconnection of two autonomous TMN domains, was developed. Based on the deployment of an abstract management test-bed [xvii] , a set of test cases was run to verify that the communications integrity requirements over the X interface were satisfied both with and without the implementation of security policies. The liveness was preserved in both cases, while the performance degraded in the case of secured management communications, due to the increased security overhead and extra processing.
Conclusion
In this paper a methodology for the development, testing, interconnection and maintenance of highly integral telecommunications systems was presented. This framework aimed at the classification of integrity issues and definition of broad integrity policies to be applied during the life-cycle of a system within the complex, highly interconnected operational environment. The choice of a specific policy will depend on the actual requirements on the system under development, as was shown on the example of the inter-domain management system developed by the ACTS project TRUMPET. This methodology, although aimed at the systems to be developed in the future, also provides a framework for the assessment of existing systems and components. This can be accomplished by the thorough review of the design documents of the existing system/component, whereby the integrity requirements could be assessed and thus the system operator can be provided with an insight to the integrity level of the system.
