Abstract. The two-dimensional S-transform (ST-2D) is a time-frequency representation that is widely used in medical image processing but prohibitive in both storage and computation time. The high computation time required for generating local spectrum discourages the use of ST-2D for analyzing textures in medical images. A two-dimensional fast time-frequency transform (FTFT-2D) for computing the local spectrum instantaneously and accurately is proposed. It can also be used to compute the complete redundant discrete ST-2D output, if needed. It reduces the storage requirement by generating a compressed form of the ST-2D. In addition, the memory efficient and adaptive nature of the FTFT-2D make it suitable for user-specific requirements. © 2015 Society of Photo-Optical Instrumentation Engineers (SPIE)
Introduction
The S-transform (ST) 1 provides a time-frequency representation (TFR) of a signal by localizing with a Gaussian modulated sinusoidal window. The standard deviation of the Gaussian window is inversely proportional to frequency, and therefore, the ST is more localized for high frequencies and vice-versa. The advantages of a two-dimensional S-transform (ST-2D) 2 over other TFRs 3 have led to its wider usage in the field of image processing. 2, [4] [5] [6] The ST-2D is very useful in medical image processing, especially for texture analysis. [7] [8] [9] [10] [11] There have been attempts [12] [13] [14] [15] to expedite the computation of the ST through approximations or by computing a subset of the ST matrix and interpolating the missing values. However, these methods based on interpolation are inaccurate and still time-consuming.
In practice, the ST-2D values for an entire image are seldom used for analysis. Alternatively, the ST-2D values at individual pixels i.e., local spectrum, are used for visualizing and analyzing images. The frequency domain computation of the ST-2D 2 is inefficient in finding the local spectrum at any pixel in an image. Therefore, there is a need to develop an algorithm for computing the local spectrum quickly and accurately in order to have real-time spectral visualization and analysis.
This paper proposes a two-dimensional fast time-frequency transform (FTFT-2D) to find the local spectrum at a pixel on an image instantaneously and accurately. It generates the compressed form of the ST-2D at the desired pixel and decompresses it to obtain the local spectrum. The FTFT-2D is obtained by extending the one-dimensional fast time-frequency transform, 16 proposed by the authors, for computing a one-dimensional S-transform of a time series.
Transforms Used in the Proposed Approach 2.1 Discrete S-Transform
The discrete ST 1 of a time series h½n of length N is a TFR defined as 
H½k x ; k y represents the two-dimensional Fourier transform (FT-2D) of h½x; y. The content of the two-dimensional (2-D) frequency index ½k x ; k y at the pixel ½n x ; n y is shown by S½n x ; n y ; k x ; k y . The ST-2D values at frequency indices k x ¼ 0;1; : : : ; N x ∕2 − 1, and k y ¼ 0;1; : : : ; N y ∕2 − 1 are of interest for practical application. The computation time of the ST-2D can be reduced by employing the fast Fourier transform (FFT). This method computes a complete voice plane involving all pixels, which is redundant for finding the local spectrum at a pixel. This has motivated the authors to develop the FTFT-2D for computing the local spectrum at any pixel directly, efficiently, and quickly.
Discrete Time-Time-Transform
The discrete time-time-transform (TT), 17 is the inverse Fourier transform of the ST and is defined as
with fm; ng ¼ 0;1; : : : ; N − 1. Figure 1(c) shows the magnitude spectrum of T½n; m for the time series shown in Fig. 1(a) . The clustering of the TT values around the diagonal m ¼ n and the wrapping effect near the top-left and bottom-right corners make it unsuitable for processes involved in the FTFT-2D. Therefore, a displaced form of the TT, called offset TT-transform (OTT) has been used in this paper, which is defined as
where m ¼ −N∕2; : : : ; N∕2 − 1. Figure 1(d) shows that the OTT values cluster around m ¼ 0, eliminating the wrapping effect. Assuming a band of frequencies defined by the set B ¼ fa; a þ 1; : : : ; bg of size N 0 ¼ b − a þ 1, the banded TT-transform (BTT) of a time series is defined as
with n ¼ 0;1; : : : ; N − 1 and m ¼ 0;1; : : : ; N 0 − 1. The BTT has a similar property as that of the TT. Similarly to the OTT, the offset banded TT-transform (OBTT) is defined as where m ¼ −N 0 ∕2; : : : ; N 0 ∕2 − 1. The OBTT has a similar property as that of the OTT.
Local Spectrum and Texture Curve
For any pixel ½n x ; n y in the image h½x; y, the local spectrum at each pixel ½n x ; n y is complex-valued. However, the magnitude of the local spectrum provides sufficient information for many applications in medical imaging. The magnitude of the local spectrum is a discrete real function of k x ; k y in the 2-D kspace consisting of N x N y ∕4 real values.
In some applications with N x ¼ N y ð¼ NÞ, it is also of interest to evaluate the average of the radial components of the magnitudes in the polar coordinate system. S r ½n x ; n y ; r ¼
for r ¼ 0;1; : : : ; N∕2 − 1. Round() denotes the nearest integer of a real number. The summation is over all the points [k x ; k y ] in the k-space with distance r from the origin, i.e., within the circular arc of radius r in the quadrant. In the averaging process, norm-1 is employed, which is more robust being less affected by large ST-2D values. In this paper, the graph of S r ½n x ; n y ; r versus r is termed the texture curve which shows the mean power at each radial spatial frequency around pixel ½n x ; n y . 
4.1.1 S-transform of complex sinusoid
The discrete ST of a CS of frequency index q can be computed using Eq. (1) as
where V q ½k represents the FT of v q ½n. Since V q ½l þ k is nonzero only for l ¼ q − k, the amplitude of S q ½n; k for fixed k can be denoted as
Given a small positive number ϵ, the support interval for v q ½n is defined as fk∶f q ½k ≥ ϵg and bounded by l q ½¼ q∕ð1 þ dÞ and u q ½¼ q∕ð1 − dÞ where d ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi − log ϵ∕2π 2 p .
TT-transform of complex sinusoid
Using Eq. (10), the TT and OTT of a CS of frequency index q are defined as
and O q ½n; m ¼ e i2πqn∕N ðIFTff q ½kg at mÞ:
For fixed q and n, the magnitudes of T q ½n; m and O q ½n; m are near-Gaussian in shape with approximate standard deviation (SD) of N∕q, but cluster around m ¼ n and m ¼ 0, respectively.
The BTT of a CS of frequency index q with frequency band B from a to b is defined as
It can also be defined as
where g½k ¼ e −2π 2 ðq−k−aÞ 2 ∕ðkþaÞ 2 . The expression for the OBTT O B;q ½n; m can be defined similarly. For fixed q and n, the magnitudes of BTT and OBTT of a CS are near-Gaussian in shape with approximate SD of N 0 ∕q. 
Two-Dimensional Discrete Complex Sinusoids
for n x ¼ 0;1; : : : ; N x − 1 and n y ¼ 0;1; : : : ; N y − 1. It can also be expressed as a product of 1-D discrete CSs with frequency indices q x and q y , i.e., v q x ;q y ½n x ; n y ¼ v q x ½n x v q y ½n y :
An image h½n x ; n y can be expressed in terms of 2-D discrete CSs as
H½q x ; q y v q x ;q y ½n x ; n y :
Preliminary Processing of Input Image Using the Hanning Window
In order to form the texture curve, the N x × N y input image for the FTFT-2D is preferably a square i.e., N x ¼ N y ¼ N.
Moreover, if N is a power of 2, the FFT can be used to speed up the algorithm. If the image h½n x ; n y does not satisfy the two criteria, a square image of size N × N is formed with constant intensity h o , where N is the smallest power of 2 greater than N x and N y . The input image is placed centrally on the square image. The ringing artifacts, caused by the sudden change in intensity across the edges, are eliminated by using a Hanning window. 18 A user-defined parameter α ∈ [0 1] is introduced to specify the extent of windowing. The new intensity at each pixel [n x ; n y ] is computed as
where w x ½n x and w y ½n y are Hanning windows along the x and y axes, respectively. w x ½n x is defined as
w y ½n y can be defined by replacing subscript x with y in Eq. (20) . For α ¼ 0.5, half of the input image along each direction is modified. The windowing process is optimized by choosing h 0 to minimize P ½n x ;n y ∈I ½h Ã ðn x ; n y Þ − hðn x ; n y Þ 2 . Henceforth, it is assumed that the input image is a square of size N where N is a power of 2.
Determination of Basis Nodes and Preparation of Basis Values
The basis is first prepared for 1-D frequency space depending on N. Subsequently, the basis is used to compute the ST for each pixel in the image.
Finding Support Intervals for Each Complex Sinusoid
It is observed that S q ½n; k contains many elements with low magnitude which can be ignored to speed up the computation while marginally affecting the accuracy. Therefore, the values of the ST below a user-defined threshold ϵ are ignored for computation of the FTFT-2D. For each q, the upper and lower bounds of the support interval, i.e., l q and u q , are computed. For subsequent processes, the frequency indices lying between l q and u q are considered.
Finding the Range of Complex Sinusoids Needed
Since the ST values for k ¼ 0;1; : : : ; N∕2 − 1 can recreate the complete ST output, the CSs whose support interval overlaps with the interval [0, N∕2 − 1] are only used for preparing the basis values. CSs with q ≤ q max are used for further computation where q max ¼ maxfq∶l q < N∕2g. The number of useful CSs is denoted by K ¼ q max þ 1.
Identifying the Low, Medium, and High Bands
In order to reduce the number of basis nodes in the FTFT-2D, the clustering properties of ST, OTT, and OBTT are exploited based on the frequency. Therefore the set of frequency indices [0 N∕2 − 1] is divided into three overlapping bands: low, medium, and high. For each band, one among the three aforementioned transforms is selected based on their ability to provide good localization with the least number of basis nodes. Overlapping between the bands improves the accuracy at the two junctions between the three bands.
Low band
The high SD of the OTT and OBTT at low frequency, as mentioned in Sec. 4.1.2, discourages their use in this band. The ST has a narrow support interval for small q, as mentioned in Sec. 4.1.1 and hence are used in this band to reduce the number of basis values. The ST values of the CSs with small q are directly copied into the basis. The set of such CSs is defined as
where ϑ L represents the threshold frequency index. The node count for the low band is defined as p L ¼ ϑ L þ 1. For each q in Q L , the ST values are computed for frequency indices {k j ∶k j ¼ 0;1; : : : ; ϑ L and l q ≤ k j ≤ u q }.
Medium band
The near-Gaussian and clustering properties of the OBTT allow us to crop off the values with large jmj without much degradation in accuracy. Therefore, the OBTT O B;q ½n; m is used to form the CS set Q M in this band with B ¼ Q M . Assuming ρ M and ϑ M represent the lower and higher limits of the medium band, respectively, its CS set is defined as
For a CS with frequency index q, only those m satisfying jmj ≤ c q are considered where c q represents the crop limit. Using the Gaussian property of the OBTT, c q can be defined
and γ M is a userdefined cropping parameter. N 0 is set to a power of 2 for taking advantage of FFT. If c q > N 0 ∕2, it is set to N 0 ∕2. The maximum value of c q for q ≤ q max is termed the maximum crop limit and denoted by c max .
Although m is restricted to [−c q , c q ], the size of O B;q ½n; m still remains high for each q and n. In order to reduce the basis size, the OBTT values are subsampled. Using the clustering property of the OBTT discussed in Sec. 4, the number of subsampled points is kept high near m ¼ 0 and decreased accordingly. In order to achieve such distribution of m, a subsampling method is developed using geometric progression. The subsampled values of m are termed as basis nodes.
The node count for the medium band is common to all CSs and is defined as
where μ M is a user-defined integer parameter. The set of common nodes C is defined as
The radix r is computed such that r p M −1 ¼ c max . For each q ≤ q max , the subset of common basis nodes is formed as
The subsampling process allows the reduction of basis size from set C to C q and hence, the OBTT is computed for the CSs with m ∈ C q . For smaller value of p M , there is repetition of certain values in C. Therefore, the first few values in C are allowed to take consecutive integer values 1, 2, 3, . . . , and so on until the repetition does not occur.
High band
To reduce the number of basis values in this band, the cropping and subsampling processes are performed in a similar manner to the medium band but using the OTT. The size of high band is large compared to the low and medium bands. Therefore, instead of using the OBTT over the limited high band, the OTT is used over the entire frequency range to reduce the computation time by taking advantage of the FFT. The lower limit of the high band is defined with a user-defined parameter ρ H , and its upper limit is N∕2 − 1. The CS set for the high band is defined as
The node count for the high band is defined as
After preparing the 1-D basis values in memory, the input image is preprocessed to find the Fourier matrix H using FFT-2D. The complex element H½q x ; q y contains the 2-D frequency index (q x ; q y ) in the image. In order to speed up the computation, a threshold β is specified to use only prominent elements H½q x ; q y ≥ β for further processing. This parameter does not affect the creation of the basis.
Generating a Compressed Local Spectrum for a Pixel
Given a time series h½n, a one-dimensional hybrid transform (HT-1D) F h ½n; p is defined by concatenating the basis values for the low, medium, and high bands in tandem along p, i.e.,
ST in low band; for p ¼ 0;1; : : :
where n ¼ 0;1; : : : ; N − 1 and p ¼ 0;1; : : : ; P − 1 where
Since the constituents of F h ½n; p, i.e., ST, OBTT, and OTT, are linear, and the cropping and subsampling operations are also linear, F h ½n; p is intrinsically linear in h. Therefore, if h 1 ; h 2 ; : : : are time series and a 1 ; a 2 ; : : : are constants, then
Similarly, given an N x × N y image h½x; y, the two-dimensional hybrid transform (HT-2D) of h can be defined by nesting the HT-1Ds. F h ½n x ; n y ; p x ; p y ¼ HT-1D along x ofðHT-1D along y of hÞ;
where n x and p x are fixed during the HT-1D along y, and n y and p y are fixed during the HT-1D along x.
If h½n x ; n y is a 2-D discrete CS i.e., v q x ;q y ½n x ; n y , for some (q x ; q y ), then its HT-2D can be expressed as a product of two HT-1Ds.
F v q x ;q y ½n x ; n y ; p x ; p y ¼ F v q x ½n x ; p x F v q y ½n y ; p y :
Since nesting preserves linearity Eq. (27), this property can also be extended into the HT-2D. Combining Eqs. (18) and (29), and applying the linearity property, H½q x ; q y B n x ½p x ; q x B n y ½p y ; q y :
For a fixed time n, B n ½p; q ¼ F v q ½n; p represents a basis value. As p and q take different P and K values, the set of B n ½p; q can be represented as a P × K matrix B n , which is called the basis matrix. Equation (31) involves those q x and q y for which Hðq x ; q y Þ ≥ β. Assuming the following notation:
• F n x ;n y : P × P compressed matrix of F h ½n x ; n y ; p x ; p y • H: K × K Fourier matrix of H½q x ; q y , with q x and q y taking K values
• B n x : P × K basis matrix of B n x ½p x ; q x
• B n y : P × K basis matrix of B n y ½p y ; q y Equation (31) can be expressed in matrix form as
The aforementioned matrices are complex-valued. From Eq. (26), the pth row in B n corresponds to only one band (low, medium, or high band), and only certain CSs are present in the corresponding sets Q L , Q M , and Q H . Therefore, there are only a few nonzero elements in each row, rendering the basis matrix sparse. Moreover, these elements are row-contiguous in the sense that they cluster together in a row. The row-contiguous sparsity of B n x is used to speed up the multiplication.
Generating the Local Spectrum for a Pixel
The compressed form F n x ;n y of the local spectrum at each pixel ½n x ; n y of the image is decompressed to generate the local spectrum. Using Eqs. (26) and (28), the elements of F n x ;n y are formed by nesting two HT-1D operations, which involves cropping followed by subsampling. These operations can be performed in reverse order to produce the N∕2 × N∕2 matrix of the ST-2D values, i.e., S n x ;n y for each ½k x ; k y at pixel ½n x ; n y .
Interpolation to form a Semicompressed Local Spectrum
The subsampling process can be undone by first interpolating along the x direction, and subsequently along the y direction. The missing samples are reconstructed by linear interpolation, assuming that the variation is linear along the gap. This process results in an I × I semicompressed matrix G n x ;n y , where
H are the number of values in each band after performing interpolation. For medium and high bands, the real and imaginary parts of the OBTT and OTT separately are interpolated. The interpolation is not needed for the low band as there is no subsampling.
Decompression to Form a Local Spectrum
The semicompressed matrix G n x ;n y is decompressed along the x direction, and subsequently along the y direction to obtain the local spectrum S n x ;n y .
The interpolated values for medium and high bands are the OBTT and OTT values, respectively, with some cropping. Initially the offsetting is undone to obtain the TT or BTT values. In order to reconstruct the ST values, the FT is performed on the TT and BTT values. Since Eq. (28) is performed by nesting the OBTT or OTT operations, FFT can also be performed in the nesting manner, i.e., applying FFT along the x direction, and subsequently along the y direction. For the low band, the obtained values are directly copied.
For frequencies which overlap between the low and medium bands, the ST values are chosen from those obtained for the low band. For the overlapping frequencies between the medium and high bands, the ST values at the high band are preferred.
Process Flow
The process flow for the FTFT-2D is as follows:
Otherwise, convert the input image into an N × N image using a Hanning window (Sec. 5).
3. Identify the low, medium, and high bands and the corresponding CS sets, determine the basis nodes and prepare the basis values for each band (Sec. 6).
4. Preprocess the image to find the Fourier matrix H (Sec. 7).
5. Input the coordinates (n x ; n y ) of the pixel where the local spectrum is to be found.
6. Form the compressed matrix F n x ;n y ¼ B n x HB T n y (Sec. 8).
7. Interpolate F n x ;n y along the x direction and subsequently along the y direction to obtain the semicompressed matrix G n x ;n y (Sec. 9.1) 8. Decompress G n x ;n y along the x direction and subsequently along the y direction to obtain the local spectrum S n x ;n y (Sec. 9.2)
For all images of the same size, the complicated and timeconsuming task of basis preparation is performed once. Also, the preprocessing is performed once for all pixels in the image. The same basis nodes and corresponding basis values are used for all medical images with the same size.
Experimental Study and Analysis
The simulation study was developed using Xcode 4.6.1 on an OS X 10.8.3-based iMac with the following specification: CPU (3.4 GHz, Intel Core i7) and RAM (8 GB, 1600 MHz, DDR3). Out of the 10 parameters listed in Table 1 , only the four parameters ϑ L , ρ M , ϑ M , and ρ H , which set the size and range of the low/medium/high bands, depend on the image size. They are chosen experimentally to give a good trade-off between speed (number of nodes) and accuracy, for each image size. After several experiments with different parameter settings, the values in Table 1 were found to provide the best performance for most medical images. The sensitivity analysis discussed in Sec. 12 justifies the selection of parameter values in Table 1 . The default values for the rest six parameters have been found to provide a good balance between accuracy and computation time as discussed in Sec. 12. These default values of the parameters are suitable for analyzing all images and hence do not require adjustment for each individual image. The sensitivity of these parameters is studied in detail in Sec. 12.
Comparison of Local Spectra
In order to assess the performance of the FTFT-2D and ST-2D qualitatively, two experiments were performed using 256 × 256 magnetic resonance images (MRIs) of diseased brains.
Experiment-I
Figure 2(a) shows a 256 × 256 MRI of a diseased brain. A pixel P at (171, 147) was chosen for comparing the performances of the FTFT-2D and ST-2D in generating a fast and accurate local spectrum. Figures 2(b) and (c) show the magnitude of local spectrum at P obtained using the FTFT-2D and ST-2D, 2 respectively. The error between the two local spectra shown in Fig. 2(d) indicates that the FTFT-2D tool generates the ST-2D magnitudes that are good approximations to those obtained from the exact frequency-domain Eq. (2). The maximum relative error of 11% is observed for the small values of S½n x ; n y ; k x ; k y (i.e., <1) in Fig. 2(b) . The major component of error is attributed to the cropping and subsampling processes involved in the FTFT-2D. Figure 3 (a) shows another 256 × 256 MRI of a diseased brain. A pixel P at (92, 152) is chosen for generating local spectrum. Figures 3(b) and 3(c) show the local spectrum of the ST at P obtained using the FTFT-2D and ST-2D, 2 respectively, and the error between the two is shown in Fig. 3(d) . The magnitude of the ST-2D values generated by the FTFT-2D are approximately equivalent to those obtained from the exact frequencydomain Eq. (2). Similar to Experiment-I, the maximum relative error of 7% is observed for the small values of S½n x ; n y ; k x ; k y (i.e., <1) in Fig. 3(b) . Table 2 shows the absolute error between the local spectra of FTFT-2D and ST-2D for two regions in the k-space. The first region includes all k points of the k-space for all pixels. The absolute error over the aforementioned region shows the overall accuracy of the FTFT-2D algorithm. The second region has more significance in applications where the radial frequency r is of more interest than the Cartesian frequency components k x and k y . It only includes those k-points with r ≤ 127. In both the cases, the mean absolute error is found to be approximately 0.04 with a standard deviation of same order. The error values have been computed for a grid of pixels at horizontal and vertical distances of sixteen pixels while excluding the background pixels. Table 3 shows the computation time required to perform major steps of the FTFT-2D for images of sizes 256 × 256 and 512 × 512. Although the preparation of basis in the FTFT-2D takes a longer time, it is only performed once for images of same size N. It is observed that the preprocessing of an image is instantaneous. The last column shows the average time per pixel to compute the ST-2D by Eq. (2) for a 10 × 10 square. It can be observed that Eq. (3) need not be performed for each of the 100 pixels, because it does not involve n x . Moreover, H in Eq. (3) does not involve n x and n y . Therefore the average computation time is less than that required for executing Eq. (2) for a single pixel. However it is still larger than the time required by the FTFT-2D to find the local spectrum at a pixel.
Experiment-II
Image size ϵ ϑ L ρ M ϑ L γ M μ M ρ H γ H μ H β 256 × 256
Comparison of Mean Texture Curves

Comparison of Computation Time
The computational complexity involved in computing the local spectrum at a pixel using the FTFT-2D is approximately OðN log NÞ compared to OðN 2 log NÞ involved in executing Eq. (2), which is evident in Table 4 . Moving from an image size of 256 to 512, the time required by the ST-2D 2 to compute the local spectrum increases 7-fold, whereas that by the FTFT-2D only increases 3-fold. This reveals the higher efficiency offered by the FTFT-2D. 
Sensitivity Analysis
Several experiments were carried out to study the impact of different parameters on the performance of the FTFT-2D. The 256 × 256 image shown in Fig. 2(a) was used for this part of simulation study. Table 5 shows the computation time required to prepare the basis, generate compressed the ST values at pixel (171, 147) by matrix multiplications, and decompress the compressed values to obtain the local spectrum at that pixel. Experiment 1 uses the default values of the parameters for N ¼ 256 listed in Table 1 . For the other experiments, the indicated parameters were only changed, the rest being default values. The computation time required to preprocess the image is the same for all of the experiments. Figure 5 shows the trade-off between accuracy and computation time for different experiments listed in Table 5 . The accuracy is defined in terms of the sum of errors in mean magnitude of the ST over radius r from 0 to 127. Similarly, the speed is defined in terms of the time required for computing the local spectrum.
Experiment 1
It was found that the default values listed in Table 1 provide good results for most images. The time required for generating compressed ST values is approximately two times that required for decompressing. The FTFT-2D with default values provides the best accuracy however, it requires a high computation time.
Experiment 2
If ϵ is increased, the support intervals become smaller, hence fewer CSs are involved in the computation process. As a result, the computation of basis and matrix multiplication become faster. However the output of the FTFT-2D is less accurate.
Experiment 3
If the number of nodes in the medium band, μ M , is reduced, then interpolation is performed over wider intervals between nodes, producing greater interpolation errors which translate into 
Experiment 4
If both the number of nodes μ M and cropping parameter γ M in the medium band are reduced, i.e., cutting out more OBTT, then the interpolation interval will not be as wide, and hence, the inaccuracy due to interpolation will be less severe. This reduces the time required for decompression. However this aggressive cropping results in lower accuracy compared to Experiment 1.
Experiment 5
Reduction in the number of nodes in the high band, μ H , has the same effect at high frequencies as that observed at medium frequencies in Experiment 3. 
Experiment 6
The effect of reducing γ H and μ H has the same effect as observed in Experiment 4 but at high frequencies.
Experiment 7
If β is increased, fewer Fourier components q x and q y take part in Eq. (30) and hence, the computation time reduces by a higher margin. Decreasing β lowers the threshold P β , improves the accuracy but increases the computation time. Out of the 65536 FT-2D values computed for each of the images shown in Figs. 2(a) and 3(a), about 1640 FT-2D values were found with magnitudes less than 0.002 and therefore with β ¼ 0.002, the FTFT-2D skips only the smallest 2.5% of FT-2D values. However, it was observed that there are 27690 and 30386 FT-2D values with magnitudes less than 0.02 for images shown in Figs. 2(a) and 3(a) , respectively, and hence with β ¼ 0.02, the FTFT-2D skips 42% and 46% of FT-2D values, respectively. Since β does not affect the formation of the basis, it can be adjusted by the user during run-time to trade-off accuracy with speed.
Conclusion
The use of the ST-2D for image processing has been limited by its large storage requirement and high computation time. In this paper, the FTFT-2D was described as a fast and accurate method for computing the local spectra and texture curves. The FTFT-2D may be useful for detailed analysis of intensity patterns in medical images. It can also be extended to compute other variants of the ST 19, 20 for improving time-frequency resolution. Table 5 .
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