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1. INTRODUCTION 
In a recent paper [S], the author characterized Lipschitz mappings in 
terms of sequences of finite variation, This characterization has several 
interesting implications. We will use it here to develop an analysis that is 
completely independent of limits (a “discrete analysis”). 
One consequence of our theory will be a purely algebraic construction of 
the space I7 of all complex periodic distributions, with no reference to a 
limit and no need for a topology. This is in direct contrast to the conven- 
tional approach, in which distributions are defined as continuous linear 
functionals on spaces of test functions [8]; the theoretical foundation of 
the conventional theory is therefore the class of locally convex topological 
vector spaces [4]. Other approaches also exist; see, for example, [l, 21. 
For other algebraic approaches, see [3, 7, lo]. 
Our study will focus on the integral envelope of an Abelian group. The 
construction of the integral envelope is similar to the conventional con- 
struction of the real numbers R from the rational numbers Q by means of 
Cauchy sequences. We will see that R is the integral completion (a certain 
quotient group of the integral envelope) of Q, and we will construct I7 as 
the integral completion of the class P of infinitely differentiable periodic 
functions. We will thus have developed a general algebraic technique, 
which, when applied to Q and P, yields two of the most important spaces 
in analysis. 
Although our theory does not depend on limits, we will nevertheless 
observe that limits exist and have the expected properties. We do this only 
for the heuristic purpose of showing that our development naturally 
parallels the conventional one. 
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2. NOTATIONAL CONVENTIONS 
R denotes the real field, @ denotes the complex field, and Q denotes the 
rational subfield of 03. They are all assumed to possess their usual metrics. 
If G and H are “naturally” isomorphic groups (for example, by an 
inclusion-induced isomorphism), we simply write G = H. 
TOP denotes the topological category, restricted to metric spaces. 
Sequences are denoted by lower-case boldface letters; individual terms of 
a sequence are denoted by the corresponding subscripted italic letters. For 
example, the general term of x is x,,. Unless explicitly stated otherwise. 
sequences are assumed to be infinite. 
The constant sequence x, x, x, . is denoted K(X). The constant sequence 
K(O) is further abbreviated to 0. We will usually identify x with K(X) and 
abbreviate an expression such as X-K(X) to x-x. The collection of all 
constant sequences in a set S is denoted K(S). 
Expressions involving sequences are always expanded termwise. For 
example, x7 - y z + c is the sequence with general term ,$ - y,. zn + c. 
It will be convenient o extend the subset symbol to sequences by writing 
xc y to mean that x is a subsequence of y. If S is any set, we write x c S 
to mean that x,, E S for all n. 
The juxtaposition of a single element b with x is written b 1 x. 
We reserve the symbol A for the collection of all absolutely summable 
sequences in R, that is, x E A if 1 Ix,,1 < K#. 
3. CONVERGENCE IN LIP 
Discrete analysis has its roots in the class of Lipschitz mappings. In this 
section and the next, we will consider some basic properties of LIP, in 
preparation for our study of discrete analysis. 
In this section, all spaces are metric spaces. The symbol d denotes the 
metric function. If two spaces are present simultaneously, the context will 
resolve the ambiguity resulting from a multiple usage of d. 
We recall that a function f: X+ Y satisfies Lipschitz’s condition if there 
exists a real number M such that 
d(f(x),f(y))GM.d(,~> Y) for all x, r’ E X. 
The function f is a Lipschitz mapping if there exists an open cover 49 of X 
such that f 1 U satisfies Lipschitz’s condition for each U E J/?. 
Let us say that x accumulates at a point x E X if every neighborhood of 
.Y contains infinitely many terms of x. Then, in TOP, we have x + x if and 
only if x is a Cauchy sequence and accumulates at X, and f is continuous 
if and only if f(x) -+ f (x) whenever x -+ x. 
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We would like to have a similar situation in LIP; that is, we would like 
to have a notion of convergence such that f is a Lipschitz mapping if and 
only if f(x) +f(x) whenever x --, x. This is the purpose of Definition 3.1. 
We first recall that the variation of a sequence x is 
Var(x 1 = C 4.~ + , , .Y,, 1. 
which can be finite or infinite, depending on x. 
DEFINITION 3.1 (Definition of Convergence in LIP). A sequence x 
contlerges to x if x has finite variation and accumulates at x. 
Since every sequence of finite variation is a Cauchy sequence, 
convergence in LIP is a stronger criterion than convergence in TOP. 
Definition 3.1 is justified by the following theorem [S]. 
THEOREM 3.2. A function f: X + Y is a Lipschitz mapping if and only if 
f(x) + f(x) whenever x --) x. 
We will not use Theorem 3.2 in our development; in fact, our definition 
of continuity (Section 8) will be somewhat more restrictive than the delini- 
tion of Lipschitz mappings. We mention this theorem only for the heuristic 
purpose of relating Definition 3.1 to a familiar concept. 
Although LIP and TOP differ in many respects, they share a common 
notion of completeness. Let us say that X is complete in TOP if every 
Cauchy sequence converges in TOP (the usual definition of completeness), 
and that X is complete in LIP if every sequence of finite variation converges 
in LIP. 
THEOREM 3.3. X is complete in LIP if and only if X is complete in TOP. 
Proof Suppose that X is complete in TOP, and let x c X have finite 
variation. Then x is a Cauchy sequence and so converges in TOP; in par- 
ticular, x accumulates at some point x. Therefore x converges to x in LIP. 
Conversely, suppose X is complete in LIP, and let x c X be a Cauchy 
sequence. Extract from x a subsequence y of linite variation. Then y 
converges in LIP and therefore converges in TOP. Since x is a Cauchy 
sequence with a convergent subsequence, x itself converges in TOP. 
4. ABELIAN GROUPS IN LIP 
At this point, we restrict our attention to the class of Abelian groups in 
LIP, where we can define the derivative and integral of a sequence. These 
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concepts will enable us to formulate concepts such as continuity and 
completeness in algebraic terms and will form the basis of discrete analysis. 
We begin by assigning symbols to some well known concepts. Let x and 
y be sequences in an Abelian group G (no metric assumed). The @in of x 
and y is the sequence 
x v y = s,, ?‘I 1 x,, J’2, x3, J’3. ... 
The righr-shifi of x is the sequence 
p(x)=o~x=o,.K,,~K2,s,. . . . . 
The sequential deriuatiue (or simply the derivative) of x is the sequence 
Ax=x-p(x)=.K,,.K*-x,. sJ-.K~,.Kl-.K~, . . . 
and the sequential integral (or simply the integral) of x is the sequence of 
sums 
vx=.u,,~K,+.K~,s,+?c~+.K),.K, +x~+x,+r,, . . . . 
It follows at once that A and V are inverses: V(Ax) = A(Vx) = x. 
Moreover, A( x f y ) = Ax + Ay and V( x + y ) = Vx + Vy. 
Turning now to questions of convergence, we call an Abelian group with 
a translation-invariant metric a metric group. The class of all metric groups, 
as spaces in LIP, is denoted LIPG. For the remainder of this section, we 
suppose that GE LIPG. Convergence means convergence in LIP unless 
stated otherwise. 
In any metric group, Var(x * y) < Var(x) + Var(y) for any sequences x
and y. Therefore x + y and x - y converge whenever x and y converge and 
lim(x + y) = lim(x) f lim(y). 
We define 
In particular, A, = A. It is immediate from the Triangle Inequality that A, 
is an Abelian group. 
In TOP, if x and y converge to the same limit, then so does their join. 
This is not true in LIP. For example, the harmonic sequence h converges 
to 0, but h v 0 has infinite variation and so diverges. Since Var(x v x) = 
Var(x), it follows that x v x converges if x does. 
PROPOSITION 4.1. If x and y converge, then x v y converges if and on/~, 
$X-YEA,. 
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Proof: Let y = lim(y). Suppose first that x - y E A,. Then (x-y) v 
0 E A,; in particular, (x - y) v 0 + 0. We observed earlier that y v y -+ 1’. 
Adding these expressions, we see that x v y + ~1. 
Conversely, if x v y converges (necessarily to JJ), then reversing these 
steps gives (x-y) v 0 -+ 0. Therefore, 
Cd(x,-,I,,O),<Var((x-y) vO)<co. 
hOPOSITrON 4.2. If x converges, then Ax E A,; in particular, Ax 
converges. 
Proof: Let y = x v x. Then y converges, and so p(x) v x = 0 1 y 
converges. By Proposition 4.1, A, 3 p(x) - x = -Ax. 
For integrals, the question of convergence is a little more involved. We 
call a sequence x c G an integral sequence (or V-sequence) if Ax E Ac, and 
we denote the set of all integral sequences in G by V(G). By Proposi- 
tion 4.2, a necessary condition for a sequence to converge is that it be 
a V-sequence. This, however, is not sufficient. For example, in Q, the 
sequence V(h*) has no limit, due, obviously, to the incompleteness of Q. 
We proceed to show that all V-sequences converge if G is complete. 
PROPOSITION 4.3. V(G) is an Abelian group. 
Proof: If x,yeV(G), then A(x-y)=Ax-AYEA,. 
PROPOSITION 4.4. x E V(G) if and only if x has finite variation. 
Proof: If d is a translation-invariant metric on G, then 
Var(x)=Cd(x,+,,x,)=Cd(x,+,-x,,O), 
which is finite if and only if Ax E A,. 
Recall from Section 3 that a metric space is complete if and only if every 
sequence of finite variation converges. From Proposition 4.4, we then have 
THEOREM 4.5. G is complete if and only if every V-sequence converges. 
We conclude this brief study of LIPG by introducing one more concept, 
the group-theoretic abstraction of the familiar result in the calculus that a 
series obtained from an absolutely convergent series by grouping its terms 
converges to the original limit. Let x c G. Any sequence of integers 
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O=n,<n,<n,<... induces a decomposition of x into a juxtaposed 
sequence x,x1x3... of finite subsequences, where 
x, = x * , x2, . ..) x,,, 
x2 = .Y,, + , I s,,, + 2, ..., -y,,, 
. . . 
For each k, let 
The sequence y with general term y, is called a compression of x. The set 
of all compressions of x is denoted Corn(x). 
The following relation between compressions and V-sequences is 
immediate from their definitions. 
PROPOSITION 4.6. y E Corn(x) if and on/v (f Vy c Vx. 
By the Triangle Inequality, we have 
PROPOSITION 4.7. Zf x E A, and y E Corn(x), then y E A, 
5. DISCRETE DIFFERENTIAL STRUCTURES 
We begin our study of discrete analysis by abstracting some properties 
of the sets A, of absolutely summable sequences. If a c b, let b\a denote 
the (possibly finite) sequence obtained by removing the terms of a from b. 
DEFINITION 5.1. A collection 9 of sequences in an Abelian group G is 
a discrete differential structure (or d-structure) if 9 satisfies the following 
axioms: 
(51.1) Y is an Abelian group. 
(5.1.2) If ae9 and bca, then bE$fJ. 
(51.3) If arzg and xEG, then x(aeY. 
(5.1.4) (The Zero Insertion Axiom) If b1atz-S and b\,a=O, then 
be??. 
(5.1.5) (The Compression Axiom) If are9 and bECorn( then 
be%. 
(5.1.6) (Hausdorff’s Axiom) If 0 # x E G. then K(X) $9. 
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An Abelian group equipped with a A-structure 64 is called a discrete d$ 
ferential group (or A-group). The elements of 9 are differential sequences 
(or A-sequences). The class of all A-groups is denoted A. 
Since this axiom set is new, let us comment on it. A A-sequence ls, 
intuitively, a sequence whose elements are collectively small enough to 
be summed. Under this interpretation, Axioms (5.1.1)-(5.1.4) are self- 
explanatory. 
The Compression Axiom is included because it guarantees that sub- 
sequences of integral sequences (defined in Section 6 below) are themselves 
integral sequences. Since the validity of the Compression Axiom in metric 
groups follows from the Triangle Inequality, one might view this axiom as 
an abstraction of the Triangle Inequality. 
Hausdorff’s Axiom guarantees that no non-zero element of G is so small 
that infinitely many copies of it can be summed. This axiom is so named 
because it guarantees uniqueness of limits, which is a characteristic feature 
of Hausdorff spaces. 
We will not use the Zero Insertion Axiom in its full generality; we will 
use it only to guarantee that a v 0 E 9 and 0 v a E 9 whenever a E B. It is 
stated in this form, however, because of its applicability to other aspects of 
this theory. The hypothesis b\a =0 in this axiom requires that b\a be 
infinite. This is not unduly restrictive; for if b\a is finite, then be 59 by 
Axioms (5.1.2) and (51.3). 
Simple examples show that the axioms are independent. The following 
easily verified proposition shows that the axioms are consistent. 
PROPOSITION 5.2. If GE LIPG, then A, is a A-structure on G. 
Unless stated otherwise, A, is assumed to be the A-structure in any 
reference to a metric group G as a d-group. 
The following is an example of a d-group without a compatible metric. 
EXAMPLE 5.3. Let d c A be the set of all a E A such that a, is rational 
for all but finitely many indices n. Then d is a A-structure on R. 
For the remainder of this paper, G = (G, 3) and H= (H, Jt?) denote 
arbitrary A-groups. 
It is possible to construct A-groups from other A-groups in the usual 
ways. For example, if A is a subgroup of G, then 
is a A-structure on A. The A-group (A, 9)A) is called a A-subgroup of 
(G, $9). As usual, we say that 9 ( A is the restriction of ‘9 to A and that ‘9 
is an extension of 9 1 A to G. 
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If (G,, $} is any collection of A-groups, then the product nl $ is a 
A-structure on n, G,. The A-group (n, G,, nl $) is called the product of 
the A-groups G,. Due to the sequential nature of this theory, one might 
restrict this definition to countable collections. We will need only finite 
products. 
Notational Convention. Since A-sequences are the fundamental building 
blocks in this theory, we will attempt to distinguish them from arbitrary 
sequences notationally. Therefore, whenever possible, we will denote A- 
sequences by a, b, c, . . . . while arbitrary sequences will be denoted x, y, z. . . . 
6. THE INTEGRAL ENVELOPE 
The central concept in the theory of discrete analysis is the integral 
envelope G* of a A-group G. In fact, discrete analysis can be defined as the 
study of the integral envelope, together with its subgroup of infinitesimals 
G’ and the integral completion G + = G*/GL. In studying the structure of 
G*, we will establish three fundamental theorems (Sections 7 and lo), in 
which G’ appears as a direct summand of G*. We will also see in 
Section 10 that under a mild hypothesis, G* is naturally isomorphic to the 
direct sum of G’ and G + 
We generalize the notion of an integral sequence in LIPG directly to A 
by calling a sequence x c G an integral sequence (or V-sequence) if Ax E Y. 
The set of all integral sequences i  denoted V(G) or, more commonly, V(Y). 
PROPOSITION 6.1. V(9) is an Abelian group. 
Proqf. Ifx,yEV(%), then A(x-y)=Ax-Aye??. 
PROPOSITION 6.2. Ecery constant sequence is a V-sequence. 
Proqf: If .uEG, then A(K(I))=xIOE%. 
PROPOSITION 6.3. If x E V(Y) and y c x, then y E V(9). 
Proqf: By Proposition 4.6, this is equivalent to the Compression 
Axiom. 
PROPOSITION 6.4. If x E V(B j and a E G, then a ( x E V(9 ). 
Proof. A(aIx)=a, ~,--a, x~-x,, ?c3--~s2, .vq-sj, . ..E%. 
PROPOSITION 6.5. Ce is a subgroup of V(% ). 
Proof. It suflices to show that Y is a subset of V(Y). Let a E Y, and let 
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x=VaEV(Y). By Proposition6.4, P(x)EV(~); so a=dx=x-p(x)E 
V% 
DEFINITION 6.6. The quotient group V(S)/9 is the integral envelope of 
G, denoted (G, Y)*, or simply G*. 
If x EV(~), we denote its equivalence class in G* by [xl. By Hausdorff’s 
Axiom, KAY= (0); therefore, if OZXEG, then [K(X)] #O. It follows 
that G is canonically embedded in G *. We will always identify G with its 
canonical image in G*; specifically, 
CCC*, under the identification x = [K(X)] for all x E G. 
We say that a V-sequence x is infinitesimal if x contains a subsequence 
a E $9. The set of all infinitesimal sequences is denoted L(9). Our next goal 
is to show that L(9) is a subgroup of V(9). We will need some preliminary 
results. 
~oPosrTIoN 6.7. If a E ‘3 and b E 53, then a v b E 3. 
ProoJ By the Zero Insertion Axiom, a v 0 E Y and 0 v b E ‘3. Therefore 
their sum a v b belongs to Y. 
PROPOSITION 6.8. Let x c G. Then the following are equivalent. 
x v aeV(%) 
x v a e V(S) 
x E 3. 
for some a E 3. 




Proof: Statement (c) 5 (b) by Proposition 6.7, and (b) * (a) trivially. 
To see that (a) * (c), since a E 9 we have 0 v a E Q c V(9). Therefore 
V(B) 3 (x v a) - (0 v a) = (x v 0); 
hence. 
Y3d(x v 0)=x v (-x),x. 
We define x, yeV($) to be congruent (in symbols, xzy) if X-YE%. 
By Proposition 6.5, congruence is an equivalence relation, and if 
x zy and u zv then x f II ry+ v. The following is a generalization of 
Proposition 4.1. 
PROPOSITION 6.9. x z y if and only if x v y E V(B). 
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Proof Suppose that x v y E V( 9). Then, by Proposition 6.3, x, y E V( Y ). 
By reflexivity, y v YEV(Y); therefore, 
V(Y)El(x v y)-(y v y)=(x-y) v 0. 
By Proposition 6.8, x - y E 9. 
Conversely, if x - y E Y, then, by Proposition 6.7, (x - y ) v 0 E Y c V( 9). 
By definition. y EV(%); hence, 
V(cq3(y v y)+((x-y) v 0)=x v y. 
PROPOSITION 6.10. I(B) is a subgroup ofV(%e). 
Proof By definition, 1(9)cV(Y); so we need only show that 
x - y E I(Y) whenever x, y E I(Y). Now x has a subsequence aE ‘9 whose 
general term in x is, say, *ynk, and y has a subsequence bE Y with general 
term ymt. Without loss of generality, we can assume that the subscripts nk 
and m, satisfy the inequalities 
Then 
n,<m,<n,<m,<n,<m,<.... 
u=x,,, x,,, Xn2, .X,?, .xnl, xm,, ... 
is a subsequence of the V-sequence x; consequently u E V(Y). Let 
z=x rn,’ -ym>r -~m), ... . 
Then a v z = u EV(%). Since a E 9, it follows from Proposition 6.8 that 
z E 9; therefore, by Proposition 6.7, u E $9. Similarly, the sequence 
v= Y,,? Jr??,% )I,,~, Y,,*,, .Ilrq, Yrnj, ... 
belongs to 9. Therefore x-YXU-VE~; so x-yeI( 
DEFINITION 6.11. The quotient group Gl = I(S)/% is the subgroup qf 
infinitesimals of G*. 
We do not introduce a d-structure on G*; we regard it only as an 
Abelian group. The reason, on which we will not elaborate, is that G’ can 
be too large to accommodate a meaningful d-structure. We will not study 
the structure of G’ here; we will simply factor it out of G*. 
7. THE INTEGRAL COMPLETION 
We now come to the last of the three major constructions in discrete 
analysis. 
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DEFINITION 7.1. The quotient group G’ = G*/GL is the integral 
completion of G. 
Many important spaces in analysis can be constructed as integral com- 
pletions of simpler spaces. For example, anticipating Theorem 8.12, we see 
that Q+ = R. Next, let T c TOP(R, C) be the Abelian group (under 
pointwise addition) of all periodic functions of some given period T. Then 
each f~ T is bounded, and we place on T the d-structure 
where (I . . (I denotes the norm of uniform convergence, Let $ c U be the 
subgroup of all infinitely differentiable (periodic) functions, and define 
g0 = Y0 ) P. By Theorem 8.12 again, ([Fp, 9$) + = U. 
Finally, consider U as a ring under periodic convolution; that is, for any 
f, g E 8, their product is the function f * g(x) = jlf(x - t) g(t) dt. Then P 
is an ideal in 8. We place on 5’ the d-structure 
It is shown in [6] that 9 is the “right” d-structure for the convolution 
ring P and that (IP, 9) + is isomorphic to the space of all complex periodic 
distributions of period T. 
We now return to the study of G’. Since G* = V(S)/9 and 
G’= I(%)/%, it follows that G+ =V(%)/l.(Y). 
If x EV(~), we denote its equivalence class in G+ by [[xl]. By 
Hausdorff’s Axiom, K(G) n 1(9) = (0); therefore, if 0 #x E G, then 
[[K(X)]] # 0. It follows that G is canonically embedded in G+. We will 
always identify G with its canonical image in G+; specifically, 
GcG+, under the identification x = [[K(X)]] for all x E G. 
The integral completion affords us a limit-free definition of completeness. 
DEFINITION 7.2. G is complete if G = G+. 
LEMMA 7.3. G is complete if and only ifV(S) = K(G)@ J-(‘S). 
Proof Since K(G)~V(~) and I(‘9)eV(9) and K(G)~ I(%)= {0}, it 
follows that V(Y) 2 K(G) + I(Y) = K(G) 0 I(9). 
Suppose first that G is complete. To show that V(S)c K(G) + L(9), 
let x~V(9) and let f=[[xl]~G’=G. Then y=[[~(y)]]. Therefore 
x-~(y)eI(g); hence, x=K(J~)+(x-K(JJ))EK(G)+I(Y). 
Conversely, ifv(%)=~(G)@I(%), then G=K(G)=V(Y)/I(‘~)=G+. 
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Rephrasing Lemma 7.3, we have 
THEOREM 7.4. G is complete if and only $‘for euerj’ x E V(3) there exists 
x E G such that x -x E l(Y). 
Since K(G) n Ce = (O}, we also have from Lemma 7.3, 
THE FIRST SPLITTING THEOREM. G* = G @ GL if and only if G is 
complete. 
The characterization of completeness in Theorem 7.4 leads to a notion of 
convergence in A. If GE LIPG, then x -+ .Y if and only if x - .Y has finite 
variation and contains a subsequence in A,. In A, this translates to the 
condition that x - x E V(g) and contains a subsequence in 3, equivalently, 
x -.YE J-(g). We thus define x to converge to x if X--SE l(g). 
It follows immediately from Theorem 7.4 that G is complete if and only 
if every V-sequence converges. In conjunction with Theorems 4.5 and 3.3, 
this shows that if GE LIPG, then G is complete under Definition 7.2 if and 
only if G is complete as a metric space. 
It is easily shown that convergence has the usual properties. For example, 
if x -+ .Y and y + >I, then x + y + .Y f 1’. It follows from Hausdorff’s Axiom 
that limits are unique. 
As yet, we have not defined an extension of 9 to G +. This is always 
possible to do. For example, we could generalize Example 5.3 by letting 
Y + = {x c G + ( x,, E G for all but finitely many indices n ) . 
This extension, however, is not very useful. (See the introductory remarks 
to Section 9.) There is no known general method for defining a “satis- 
factory” extension of 9 to G’. In [6], we will develop such a method in 
a certain class of commutative rings. In general, however, this problem 
appears to be very difficult. 
8. CONTINUITY 
By the remarks of the previous section, we could define continuity in the 
conventional sense of limit-preservation. We will take a different approach, 
however, since we prefer to define fundamental concepts independently of 
limits. For a similar approach in TOP, see [9]. 
Throughout this section, f: G -+ H denotes a given function, and 
h: G -+ H denotes a given homomorphism. 
DEFINITION 8.1. f is continuous if f(x)EV(X) whenever xeV(Y). 
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The identity function on G is continuous, and any constant function is 
continuous. It is easily verified that sums, differences, and composites of 
continuous functions are continuous. The inclusion of a subgroup into a 
supergroup is continuous, as are the projections of a product group onto 
its factors. The mappings (x, v) + x + y and (x, y) + x - 4’ are continuous 
from G x G onto G. 
We remark that if/is continuous, thenf(x) *f(x) whenever x +x. The 
converse is true if either the domain G is complete orfis a homomorphism. 
In general, however, the converse is false: tan(x), as a function from Q into 
54, is a counterexample. 
PROPOSITION 8.2. rff is continuous and if x z y, then f(x) z f(y). 
Proof x v y~v(Y). Therefore V(Z)sf(x v y)=f(x) v f(y). 
Applying Proposition 8.2 to y = 0, we have 
PROPOSITION 8.3. If f is continuous and if f(0) =O, then f(a)EX 
whenever aE 9. 
The converse of Proposition 8.3 is false, even if G is complete. For 
example, define g: R’ + R by 
i 
x . sin( K/2x) 
&d-x)= o 
if x # 0, 
if x = 0. 
Then g(x)EA whenever XEA, but g is discontinuous, since it maps the 
harmonic sequence onto a sequence of infinite variation. 
For homomorphisms, the converse of Proposition 8.3 is true. 
PROPOSITION 8.4. h is continuous if (and only if) h(a) E 2 whenever 
a E 9. 
ProoJ: If XEV(%), then h(x)=h(V(dx))=V(h(dx))EV(S?). 
PROPOSITION 8.5. If h is continuous, then h induces a homomorphism 
h*: G* + H* defined by 
h*( [x]) = [h(x)] for all x EV(~). 
ProojI It follows from Proposition 8.2 that h* is well-defined, and h* is 
obviously a homomorphism. 
PROPOSITION 8.6. rf h is continuous, then h*(G’) c HI. 
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ProoJ: Let x E GI and let x EV(%) be such that [x] =x. Then 
XE l-(Y), and it follows from Proposition 8.3 that h(x) E I( X ); 
equivalently, h*(x) E HI. 
It follows from Proposition 8.6 that h also induces a homomorphism 
h+: G+ --) H+, defined by 
I~+(CCXII)= CCh(x)ll for all x E V( 9). 
For the remainder of this section, we suppose that G is a d-subgroup of 
H. Let i: G + H be the inclusion. 
PROPOSITION 8.7. i*: G* -+ H* is a monomorphism. 
Proof. Let XEG*, and let x~V(9) be such that [x] =x. If i*(x)=O, 
then X 3 i(x) = x. Therefore x E 31” (G = 8; equivalently, x = 0. 
PROPOSITION 8.8. if: G+ + H+ is a monomorphism. 
Proof. Let x E G +, and let x~V(9) be such that [[xl] =x. If 
i+(x)=O, then 1(%)3i(x)=x. Therefore x~I(.#lr)IG=l(%); equiv- 
alently, x = 0. 
We define G to be dense in H if for every x E V(X) there exists y c G 
such that X-YE I(#); if y can always be chosen such that x -y~x. 
then we say that G is congruently dense in H. 
The next two propositions follow immediately from these definitions. 
PROPOSITION 8.9. i * is an epimorphism (and therefore an isomorphism ) ij 
and only [f G is congruently dense in H. 
PROPOSITION 8.10. i+ is an epimorphism (and therefore an isomorphism) 
[f and only if G is dense in H. 
In particular, we have 
COROLLARY 8.11. Zf H is complete and G is dense in H, then 
ic : G + + H is an isomorphism. 
It is not known if density actually implies congruent density. In LIPG, 
the two notions obviously coincide and agree with the usual notion of den- 
sity; in particular, every metric group is dense in its metric completion. We 
then have, from Corollary 8.11, 
THEOREM 8.12. Zf 6 is the metric completion qf a metric group G, then 
in. . G+ --, 6 is an isomorphism. 
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9. ON THE COMPLETENESS OF THE INTEGRAL COMPLETION 
In Section 7, we alluded to the difficulty of finding a satisfactory exten- 
sion of 3 to G+. Here, we will consider a related problem. Let an extension 
Y + be given; we ask if G+ is complete under Y +. 
Let .YEG+, and let x E V(B) be such that [[xl] =.x. It does not follow 
that x-x E I(%+), that is, x can represent x without converging to it. For 
example, consider Iw = Q + under the d-structure & in Example 5.3. In &, 
no sequence of rational numbers can converge to an irrational number. 
Let x be irrational and let x be a sequence of rationals such that 
1 Ix,, -xl < a. Then x represents x in Q +, but x does not converge to X. 
Thus, although d is an extension of A,, it is incompatible with the 
algebraic construction of Q +. 
We therefore call ~29~ a consistent extension of Y if x - [[xl] E I(S+) 
for every x E V(g). 
THEOREM 9.1. Zf Y+ is a consistent extension of Y, then G + is complete 
if and only IY G is dense in G +. 
Proof Suppose first that G is dense in G+, and let x EV(Y+). Then 
there exists y~V(g) such that x-YEI( Let y=[[y]]~G’. Then 
y - JI E I(Y + ); therefore x - y E I(% + ). By Theorem 7.4, G + is complete. 
Conversely, assume that G+ is complete, and let x EV(Y+). Then there 
exists x E G+ such that x - x E I(%+). Let y E V(g) be such that 
x= [[y]]. Then y-x~ I(%+); therefore X-YE J-(9+). 
We define G to be completable if 2? has a consistent extension Y + under 
which G’ is complete. There is no known example to a d-group that is not 
completable; it is conjectured that (R, a) is not completable. 
10. COHERENCE 
We conclude this study by considering an important necessary condition 
for completability, the coherence of G. Coherence is a necessary and suf- 
ficient condition for GI to be a direct summand of G*. (Recall the First 
Splitting Theorem from Section 7.) The main results of this section will be 
two generalizations of that theorem. 
A V-sequence x is called cohesive if x z y for every y c x. The set of all 
cohesive sequences is denoted x(Y). 
It is immediate that % c ~(9) and K(G) cx(Y). We also have from the 
transitivity of congruence that if y c x EX(Y), then y~x(Q). It is easily 
verified that x(Y) is a subgroup of V(S), and we define GX=~(9)/YcG*. 
The group GX is closely related to G+. 
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PROPOSITION 10.1. x(g) n 1(‘S) = 9. 
Proof. We need only show that ~(3) n I(%)e%. Let xEX(Y)n I(9). 
Since x E I(%), there exists a c x such that a E 9. Therefore x E 9, since 
x z a. 
PROPOSITION 10.2. Zf z is a cohesive subsequence of x E V(Y), then 
X-ZE l(Y). 
Proof. Let y = x -z. If the general term zk of z is x,~ in x, let u c y be 
the sequence with general term uk = ynh. Then 
Therefore u is the difference between z and a subsequence of z; so u E 9. 
A V-sequence is called coherent if it contains a cohesive subsequence. We 
say that Y (or G) is coherent if every V-sequence is coherent, There is no 
known example of an incoherent d-group. The following proposition shows 
that any incoherent d-group must be “pathological.” 
PROPOSITION 10.3. If G is completable, then G is coherent. 
Proof It is immediate that coherence is hereditary; so we may assume 
that G is complete. Let x E V(g). By Theorem 7.4, there exists x E G such 
that x -I E I(%); hence there exists y c x such that y-x E 9. If z c y, then 
y - z = (y - s) - (z - X) E 3. Therefore y is cohesive; so x is coherent. 
PROPOSITION 10.4. If 9 is coherent and if y c x EV(%). then x - y E 
l(Y). 
Prooj: Let z be a cohesive subsequence of y. Applying Proposition 10.2 
to both x and y, we have x-y=(x-z)--(y-z)~l(%). 
LEMMA 10.5. Y is coherent if and only ifV(Y) = ~(3) + I(%). 
Proof: Suppose first that Q is coherent, and let x EV(Y). Then x 
contains a cohesive subsequence y. By Proposition 10.4, x - y E I(g). 
Therefore x=y+(x-~)Ex(%)+I(Y). 
Conversely, suppose V(S) = ~(9) + I(%), and let x EV(~). Let y E x(Y) 
and z E I(Y) be such that x = y + z. Then z contains a subsequence aE Y 
whose general term in z is, say, z,,. Let u and v be the subsequences of x 
and y with general terms .Y,,& and ynt, respectively. Then v E x( Y ). Therefore 
u = v + a E ~(9); so x is coherent. 
From Lemma 10.5 and Proposition 10.1, we have 
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THE SECOND SPLITTING THEOREM. G* = GL@ G’ if and on!,, if 3 is 
coherent. 
We now characterize GX. Let p: V(3) + G+ be the canonical projection: 
p(x) = [[xl] for all XEV(Y). Then p, restricted to x(9?), induces a 
homomorphism px: GX + G +, defined by p”( [xl) = [[xl] for all x E ~(3). 
It follows from Proposition 10.1 that px is a monomorphism. 
LEMMA 10.6. Y is coherenf if and only ifpx: G” + G+ is an epimorphism 
(and therefore an isomorphism ). 
Proof Suppose that 9 is coherent, and let x E G+. Then x = [[xl] for 
some x~V(9). By Lemma 10.5, x=y+z for some YEX(%) and ZEI(Y). 
Let 1’ = [y]. Then y E GX, and p”(v) = [[y]] = [[y + z]] = x. Therefore px 
is surjective, hence an epimorphism. 
Conversely, suppose that px is an epimorphism, and let x EV(Y). Then 
there exists YE GX such that p”(y) = [[xl]. Let YEX($?) be such that 
y = [y]. Then [[y]] = p”( [y]) = [[xl]; therefore x - y E I(3). Conse- 
quently, x = y + (x-y) E x(9) + I(%); by Lemma 10.5, 93 is coherent. 
Combining Lemmas 10.5 and 10.6, we have 
THE REPRESENTATION THEOREM. G* = G + @ G’ if and only if c!? is 
coherent. 
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