Detecting protein-protein interactions and assigning proteins to functional complexes are key challenges of modern biology. The rise of genomics has lead to evidence that correlated patterns of presence/absence and/or fusing of proteins in any organism suggest these proteins interact. Unfortunately, methods based on such data work best with divergent genomes, whereas major sequencing efforts in vertebrates, for example, are yielding alignments of the same set of proteins sampled from the same set of taxa (species). Using vertebrate mitochondrial genomes to illustrate a novel method, we associate proteins based on vectors of their evolutionary tree edge (branch or internode) lengths. This approach is based on the expectation that molecular coevolution is greatest between proteins that interact in someway. Mitochondrial DNA-encoded proteins are associated into groups largely consistent with the complexes they come from. This association is apparently not due to the tree structure or mutation processes, leaving coevolution as the best explanation.
Introduction
A major challenge in bioinformatics is how to use large amounts of comparative genomic data to reveal protein-protein interactions. This can involve either identifying the specific regions where proteins contact each other or identifying when groups of 2 or more proteins form a complex. To date a number of methods have been suggested. Firstly, pairs of proteins that are fused into a single protein in any known genome are much more likely to interact than random pairs of proteins (Enright et al. 1999; Marcotte, Pellegrini, Ng, et al. 1999) . Another approach has been to find proteins with corresponding patterns of presence and absence across many diverse genomes to infer that they are probably in the same complex or pathway . The logic here is that for such an association to be statistically significant, they are probably required to work together, so the loss or gain of one is dependent on the other. A combination of both these sources of information plus correlated gene expression patterns seems to do even better at predicting interactions . Such approaches are probably most successful when genomes are quite divergent, for example, spread across the whole tree of life.
Increasingly genomes that are more closely related are being sequenced. For example, major genomic sequencing efforts are underway in vertebrates and particularly mammals (e.g., Waddell and Mclachlan 2004) . A recent count of mammals planned or underway for 23 or greater genome coverage was .20. Although these are large genomes (;3 3 10 9 bp), they contain very similar sets of genes, so that there is relatively little information available via joint presence/absence or gene fusion. Rather, what are becoming available in larger amounts are readily aligned coding sequences of all the different vertebrate proteins. Thus, the challenge is how might this sequence information be used to infer possible associations between proteins.
Crucial to defining associations between proteins is the concept of coevolution (Harvey and Pagel 1991) . Seminal work here includes the study of complementary evolution for another macromolecule, rRNA (Gutell et al. 1985 ). An expectation for proteins that interact is that these coevolve to adjust to each other's structure. This has been seen in specific residues of protein-protein-binding regions (Moyle et al. 1994; Pazos et al. 1997) . More generally, substitutions that subtly alter the shape of one of a pair of proteins may require compensatory substitutions in the other protein, not just at the points they touch (Robinson et al. 2003) . Further, if molecular evolution is episodic, then such coevolving proteins should show evidence of change at the same time in the same lineage.
The episodic nature of protein evolution is confirmed in a quantitative way using model selection statistics such as Akaike Information Criterion (AIC) (Adachi et al. 2000) . It is expected that for selective reasons, there are periods of stasis followed by periods of sequence adjustment, followed by periods of stasis (Gillespie 1991) . Thus, periods of higher than average substitution rates should be most correlated in the most closely interacting proteins. This will be a combination of both contact-site interactions and coordinated adjustment of overall shape. Methods to detect correlated evolution based on distance matrices include those described in Waddell (1990) , Goh et al. (2000) , and Pazos et al. (2000) . These approaches may suffer from individual distance estimates being highly correlated due to the underlying evolutionary tree. Note, also the terminology used: correlated evolution is what is detected, whereas coevolution is the hypothesized cause when others (such as correlation due to the phylogeny) are discounted.
Proteins encoded by the mitochondrial genome offer a useful and interesting context in which to study coevolution. A feature of vertebrate mitochondrial DNA is that recombination is unexpected (e.g., Alberts et al. 1994; Lewin 1997) , and therefore, all genes should share exactly the same chronological tree (or very similar even if there is occasional parental leakage and recombination, due to the reduced coalescence time). There are 12 proteins involved in the generation of cellular energy encoded on the mitochondrial heavy strand DNA. In genomic order they are nd1 (length 323 residues), nd2 (308), co1 (512), co2 (226), at8 (32), at6 (201), co3 (260), nd3 (106), nd4l (95), nd4 (440), nd5 (538), and cytb (337). They belong to 4 complexes involved in the transfer of electrons in oxidative phosphorylation. There are 6 reduced form of nicotinamide adenine dinucleotide (NADH) dehydrogenase (nd) subunits, which are key parts of respiratory Complex I, transferring electrons from reduced nicotinamide adenine dinucleotide phosphate to ubiquinone (Coenzyme Q10). Cytochome b (cytb) is part of Complex III, which is the next step and passes electrons from ubiquinone to cytochrome c using the energy of this step to ''pump'' protons out of the inner mitochondrial compartment. The cytochrome oxidase proteins (co Complex IV) pick up the electrons from cytochrome c and pass them to oxygen in the formation of water. The energy released here is again used to pump protons out of the inner compartment. The 2 ATPase proteins (at) are part of Complex V, which use the proton motive force to synthesize ATP.
These extremely important protein complexes underpin the energy metabolism of most living organisms. Unfortunately, they are also membrane bound so that although the proteins may be placed in complexes, their 3D structures remain incompletely known despite major efforts (Lodish et al. 2000; Mather et al. 2004) . It is unclear, for example, if parts of Complex III may interact with parts of Complex IV. It is also apparent that the interactions between domains of these complexes undergo large changes associated with the movement of electrons and protons (Mather et al. 2004) .
Below, we describe a method for detecting correlated evolution based on vectors of evolutionary tree edge lengths, which circumvents potential problems in using distances. We also derive a distance method that takes into account the correlations of pairs of distances. Association with prior work in phylogenetics helps clarify methodology in this area of bioinformatics.
This type of molecular evolution is heavily dependent upon visual multivariate statistics. Two alternatives are clustering (e.g., tree building) and multidimensional scaling (MDS). We consider issues of fit as they relate to each and show links between Sammon's (1969) criterion and least squares on trees. We also derive useable average percent standard deviation (SD) measures that may be used to compare least squares trees and least squares weights.
Materials and Methods
Our method uses matched ordered vectors of 2s À 3 edge (internode or branch) lengths from a predefined binary tree as the basic data upon which to infer protein-protein interaction (here s is the number of sequences in each alignment). Edge lengths are defined as the expected number of substitutions, including multiple hits, per site. The absolute ordering of edge lengths in the vectors is not important, but they must be in the same relative order for all genes. The information in these vectors may be visualized using multivariate techniques. One approach is hierarchical clustering or tree inference (e.g., Swofford et al. 1996) and another is MDS, of which principal components analysis (PCA) is 1 example (e.g., Sammon 1969; Edwards and Oman 2003) .
Both hierarchical cluster analyses and MDS begin with a measure of association (distance) between all pairs of edge-length vectors. As with microarray analysis (e.g., Waddell and Kishino 2000) , the distance d ab 5 1 À q ab , where q ab is the Pearson correlation (Agresti 1990) , between edge-length vectors was found useful. We also considered Euclidean and Manhattan distances between edge-length vectors (Agresti 1990 ). These distances have the possible disadvantage that they are more sensitive to scale effects, although edge lengths are reported on a per-site basis, which goes someway to equilibrating them. Further, transforming the edge lengths of each gene so that they sum to 1 may also help. Hierarchical clustering used the unweighted pair group method with arithmetic mean (UPGMA), Neighbor-Joining (NJ), and least squares options of PAUP* (Swofford 2002) . MDS of distance matrices used the programs SPSS (1999) and R (Ihaka and Gentleman 1996; see also, R Development Core Team 2005) .
Amino acid sequences used to reconstruct phylogenetic trees and derive edge-length vectors were retrieved from GenBank (see Supplementary Material online). They cover the major craniate groups. These were aligned using Se-AL (Rambaut and Grassly 1997) and then edited to remove regions of alignment ambiguity. Care was taken to include only well-aligned regions and to exclude any portions of overlapping genes (e.g., . For searching the maximum likelihood (ML) tree, we used ProtML, part of MOLPHY 2.3 (Adachi and Hasegawa 1996) . The options f plus m were used, and to avoid being trapped in local optima when doing tree searches, the searches were seeded with the best trees found with more efficient (faster) tree-building methods. Edge lengths and amino acid distance matrices were estimated using PAML (Yang 1999) . Either a Poisson model and identical site rates or the empirical mtmam matrix and a discretized gamma distribution with 8 rate classes were used.
Results

Importance of Getting the Tree Right
In exploring how correlations of edge lengths may associate proteins, it is important to consider how the tree topology or branching order might affect the result. We illustrate this point with analyses based on 2 different trees. The first tree (T1) is a ML tree inferred from the mitochondrial protein sequences. It is well recognized, due particularly to a very few highly aberrant sequences, including Phylogenetic Detection of Protein-Protein Interactions 651 those of murid rodents, that there is a misplacement of the root of the placental subtree in most analyses of mitochondrial proteins, including using the ML method (Waddell et al. , 2001 Lin et al. 2002) . The second tree (T2) is based on more appropriate analyses and more extensive molecular data. The relationships amongst reptiles follow Hedges and Poling (1999) , placing the turtles closer to the birds, rather than sister to birds and lizards. The relationships amongst mammals are those inferred in with modifications (Murphy et al. 2001; Scally et al. 2001; Waddell et al. 2001 ). Notable differences include montremes diverging first amongst mammals, whereas the root of the placentals separates the Gondwanic groups Afrotheria and Xenarthra from Laurasiatheria and Supraprimates. Rodents appear as a monophyletic group sister to rabbit and within Supraprimates, rather than polyphyletic about the root of placentals. (Both trees may be found in the file of Supplementary Material online). It is quite probable the second tree is not completely correct. Nevertheless, these probable differences in trees allow us to empirically evaluate the sensitivity of association studies to tree reconstruction error.
Heuristic Hierarchical Clustering Figure 1 shows heuristic hierarchical clustering of the edge-length correlation distance (1 À q) between the 12 genes using a Poisson model and identical site rates. The correlations themselves ranged from ;0.9 to ;0.4. The absolute size of the correlations is not the essential information, for these correlations tend to be largely a consequence of the phylogenetic tree structure and the highly unequal FIG. 1.-Hierarchical clustering of genes based on the correlation distance 1 À q between edge-length vectors. The trees to the left (A, C, and E) are generated using UPGMA and so are shown as rooted phylograms (Swofford et al. 1996) ; those to the right (B, D, and E) use the NJ algorithm and so are shown as unrooted phylograms (Swofford et al. 1996) . From top to bottom, the data used are the edge lengths based on tree 1 (A and B), the edge lengths based on tree 2 (C and D), and the edge lengths based on tree 2 with a C model allowing for site rate heterogeneity (E and F). Each scale bar indicates a distance of 0.05; so in (B), for example, nd1 and nd5 are separated by ;0.1, which suggests their edge-length correlation was close to 0.9. times separating nodes. Rather, what is important is visualizing and assessing the clustering suggested by the correlations. First, comparing just the UPGMA trees with the NJ trees, it is apparent that the NJ trees show better grouping of genes involved in the same complexes. This can be attributed to NJ relaxing the restrictive assumption that distances are ultrametric, violation of which may mislead UPGMA (e.g., Swofford et al. 1996) . For example, even though at6 and at8 are in the same complex and show correlated rates of evolution, at8 is much less correlated in its rates with other genes. This in turn places at8 a long way from all other genes, and in the NJ or ordinary or unweighted least squares (OLS) tree, on a long external edge. A possible reason for at8 showing such rate variation is that it is a very short gene and therefore stochastic forces play a significant role in its estimated edge lengths. Indeed, for the NJ clustering, the genes showing the longest terminal edge lengths are also the shortest 4 genes (at8, co2, nd3, and nd4l).
There are also differences arising from using the edge lengths on T1 versus those on T2, and this is seen amongst the NJ trees. The clustering of genes based on T2 appears more coherent than those based on T1. For example, the cytochrome genes (co1, co2, co3, and cytb) are scattered in the NJ tree based on T1, but form a coherent group when based on the more realistic T2 (albeit with nd5 appearing in their midst). Using T2 and the more complex C model, the groupings become less clear.
Criterion-Based Hierarchical Clustering
The use of criterion-based hierarchical clustering or tree-building methods are important as they allow fit of data to model to be gauged (Swofford et al. 1996; Waddell and Kishino 2000) . They may lead to different and valuable insights into the data that are not accessible with heuristic methods, such as UPGMA or NJ. Least squares fitting of distances to trees has been well studied and is available in PAUP* (Swofford 2002 ) using fast exact algorithms to evaluate trees (Bryant and Waddell 1998) . We consider three least squares criteria; OLS plus two forms of weighted least squares fitting. The first weighted method assumes the variance increases linearly with the distance. This is the power equals to 1 or P 5 1 criterion (Swofford et al. 1996) , where the least squares weights are equal to 1=d 1 obs : The second assumes that the SD of a distance increases linearly with the magnitude of a distance, the Fitch-Margoliash or FM criterion, with weights equal to 1=d 2 obs : It is also important to consider whether edges in the tree or clustering diagram can be negative or not. Constraining edge lengths to be nonnegative results in trees that tend to better group like objects together (Swofford et al. 1996; Waddell and Kishino 2000) . Herein, ''1'' indicates the nonnegativity constraint.
An important aspect of using criterion-based clustering methods is to have a criterion that measures the quality with which the data fit the model and is hopefully: 1) invariant to the scale of the distance being used and 2) allows comparison between criteria (e.g., P 5 0, P 5 1, and P 5 2). The FM formula for average percent SDs as used in PAUP*, for example, should not be used for comparison between different powers of P. Appropriate formula are presented in Appendix 1. Table 1 shows the results of using these formulas in comparison to currently reported numbers.
With the correlation distances based on T1, OLS1 clustering (not shown) gives a result close to that of figure 1a. However, there are no strict clusters of proteins in the same complex, except the at6/at8 pair, which appears to be the most robust feature of all these diagrams. The average percent SD of distances is close to 11%. Allowing negative edge lengths improves the raw fit of data to model (table 1) , but does not result in improved clustering of proteins in the same complex. With the ''1'' methods and higher powers the fit improves slightly. With P 5 1 the cluster of co2&co3 appears and with P 5 2 so does the cluster of nd1&nd4. Switching back to allowing negative edge lengths sees a slight improvement in fit, but these clusters are lost. The shortcomings of allowing negative edge lengths for evolutionary trees are reported (e.g., Kuhner and Felsenstein 1994; Swofford et al. 1996) and appear in other clustering contexts (e.g., Waddell and Kishino 2000) . Switching to T2 sees an across-the-board improvement in fit (table 1). The ''1'' trees each show good clustering of proteins from the same complex. With P 5 11 the tree is identical to the NJ tree, while OLS1 and FM1 are each one local rearrangement away each. Interestingly, the best clustering using least squares was probably for T2 and P 5 1 and corresponds to the second highest fit score for all the ''1'' trees. The OLS and FM trees show much poorer clusters. Switching to edge lengths estimated using a C distribution of site rate variability (Swofford et al. 1996) sees the fit decrease. The actual clustering remains reasonable with the ''1'' trees being close to that of figure 1f. There is some evidence that the residuals increase with distance, as indicated by the smaller average percent SDs with higher values of P.
The results in table 1 suggest that it is important to get the phylogenetic tree upon which edge lengths are estimated correct. However, there is also evidence of a trade-off in estimating edge lengths between systematic and stochastic error. Increased stochastic error for edgelength estimates under the C model is typically observed, as the model extrapolates further from the observed data than the standard identical rates model . Consistent with this are the increased edge lengths in figure 1f compared with figure 1d. Using 1 À q distances derived from T2 edge lengths (estimated assuming the simpler model) results in the best clustering and also the best fit. With an incorrect tree, components of the edge-length vector that should be far from zero may be pushed close to zero and occasionally the opposite may also occur. Visualization with MDS There are alternatives to hierarchical clustering to visualize the relationships suggested by correlated evolutionary rates. One of the most common is MDS, of which PCA is a well-known example (Edwards and Oman 2003) . PCA is, however, not criterion based, so we also used the least squares MDS methods available in ALSCAL, part of SPSS, and those available in R. The SPSS criterion-based MDS in SPSS aims to minimize Young's S-stress 1 value, which is itself similar to the Kruskal's stress value 1 found in R (Edwards and Oman 2003) . R also offers a routine to minimize the Sammon's (1969) stress value, which as explained later, is coincident with the P 5 1 least squares criterion for evaluating trees. (A typo in Edwards and Oman [2003] misreports the normalization term of Sammon's stress function as involving a sum of squared distances, when it is a sum of distances, yet the R function ''Sammon'' reports the correct value).
The result of applying criterion-based MDS to the 1 À q distances used in figure 1c and d is shown in figure 2 . In figure 2a , using the Sammon stress, the grouping of proteins by complex is apparent. The resultant stress was 0.03736. Sammon (1969) indicates that a stress of less than 0.1 tends to be reasonable for visualization purposes. As with hierarchical clustering, the gene nd5 appears close to some of the co genes. It should be noted that there is no closed form solution for minimizing Sammon stress, and in this case, there were local optima. One of these, which was not globally optimal was near the starting coordinates obtained using a standard principal coordinates analysis (PCoA in R). To overcome this, we repeated the analysis 1,000 times using random starting points (script used is in Supplementary Material online) and hit what seemed to be the global optimum in less than 20% of cases, suggesting a significant local optima problem.
Hierarchical clustering using least squares criteria faces an non deterministic polynomial time complete problem to check all trees (Swofford et al. 1996 ), yet the solution for a given tree is in closed form (e.g., Bryant and Waddell 1998) . However, tree searches using Tree BisectionReconnection and random trees found the same maximal solution 1,000 times in 1,000 searches, whereas using random addition trees, the number of times was 997 in 1,000. This is in contrast to MDS getting trapped in local optima. The computation time for trees was also shorter than MDS, suggesting that tackling the multiple optima problem for criterionbased MDS may be at least as demanding in practice as searching trees.
Using Young's stress value and a Manhattan or absolute distance between the vectors of tree edge lengths, transformed so they sum to 1, results in figure 2b. As with Sammon MDS, the complex groups are also apparent. The NADH genes form a particularly tight cluster with the exception of nd4l. This again may be due to nd4l being a short gene that allows for a lot of stochastic error in edgelength estimation and that this, in turn, distances it from all other genes. The ATPase genes at6 and at8 occupy their own distinct part of the data space, and cytb (Complex III) appears in figure 2b intermediate between proteins of Complexes I and IV, as the biology may suggest. Again, the 3 most outlying genes in this reduced dimension representation of the data are the 3 shortest genes, namely at8, co1, and nd4l. The gene nd3 is not substantially longer than these three genes, but in this case it remains tightly within the nd cluster.
Other MDS/distance combinations were tried. Using the T2, 1 À q distance combination tended to place nd5 close to the cogenes (co1, in particular) and apart from the other nd genes. Using the vectors of edge lengths from T1, the MDS diagrams, like the hierarchical clustering, did not do quite as well in placing genes from the same complex together (results not shown). However, the general feature of the shortest genes being outliers on the graph remained.
A Refined Distance Method
In the above analyses, we have used evolutionary tree information (edge-length vectors) directly. However, it is also possible to consider correlated evolution using only the matrix of pairwise evolutionary distances between aligned sequences of matched sets of species (taxa). This is the basis of some earlier methods. The very high correlations observed between such matrices are expected due to the tree structure. We show how to evaluate correlated evolution without shared evolutionary history distorting the estimated distance or inflating the estimate of precision. Let d x 5ðd x 1 ; .; d x K Þ# be a vector of the K 5 s(s À 1)/2 unique FIG. 2.-Two-dimensional plots of genes using criterion-based MDS. (a) Upper plot, minimizing the Sammon stress using the correlation distance 1 À q, where q is the Pearson correlation of the edge lengths in T2 and (b) minimizing Young's stress value using the Manhattan (absolute) distance between vectors of edge lengths for T2 after transformation so that they sum to 1. evolutionary distances for gene x, where s are the number of different species and prime (#) indicates transpose. As with vectors of edge lengths, the next step is to measure a distance between the genes, except this time the characteristics are the evolutionary distances not the edge lengths. Options here include Euclidean, Manhattan, and correlation-based distances (the method of Goh et al. 2000 is similar to the last of these alternatives). However, this type of approach immediately runs into the problem that the distances, unlike edge lengths, tend to be highly positively correlated with each other (e.g., Swofford et al. 1996) . Therefore, let the vectors representing the distance matrices of genes x and y be d x 5ðd x 1 ; .; d x K Þ# and d y 5 ðd y 1 ; .; d y K Þ#; respectively. We assume that (d x , d y ) follows the multivariate normal distribution with meañ l515l# and varianceX5I5X; where 1 is a K dimensional unit vector and I is the K dimensional identity matrix. 5 is the Kronecker product. Further, l5ðl x ; l y Þ# is the mean vector and X5 r xx r xy r yx r yy is the variance matrix of (d x i , d y i ), where i51; .; K: The estimated pairwise distances,d x andd y ; are conditionally independent given (d x , d y ), and their sampling variance matrices V x and V y are obtained by repeated resampling of aligned sites with replacement, from which we obtain the conditional variance matrix, V; of (d x ;d y ) by reordering the elements. The unconditional likelihood of (d x ;d y ) is a multivariate normal distribution with meanl and varianceX1Ṽ: The revised correlation of evolutionary distances between genes x and y, allowing for phylogenetic structure and sampling variance, is obtained as q r xy 5r xy =ðr xx r yy Þ 1=2 : If evolutionary distances involve very few substitutions, the lognormal distribution may fit the data better than the normal distribution used above.
Note that when working with observed estimated evolutionary distances, even though there is no explicit tree, the implied tree may be close to a distance-based tree derived from that data. When this occurs, it is possible that the results will not be as robust as when working with edgelength vectors produced for a biologically well-defined tree. However, in this case, even using pairwise distance matrices as the starting point, we obtained a reasonable hierarchical clustering and MDS representation. The Sammon stress value was 0.0297, but the visible clustering did not seem as good as figure 2a. This observation suggests the need for detailed exploration of the robustness and sensitivity of these different approaches using realistic simulations. Unfortunately, this is beyond the scope of the present paper.
Comparative Fit of Trees and MDS
It would be very desirable to put MDS and hierarchical clustering into a common framework. They are 2 of the most commonly used visualization techniques in the whole of molecular biology, with extensive use with microarray data, for example. To enable/facilitate comparison, we explore a common fit criterion for each. As mentioned in Appendix 1, the Sammon stress value is basically the square of the SD for the P 5 1 tree criterion. Therefore, the square root of the Sammon stress multiplied by 100% is a measure of the average percent SD between the observed distances and those on the n-dimensional plot. For figure 2a, the average percent SD is 0.03736 0.5 3 100% 5 19.48% (using N À 1). This value is considerably larger than it was for trees, yet the visualization of the groups intuitively seems at least as good as the best trees ( fig. 1 ). This contradiction may be due to the quite different restrictions that trees and MDS place upon fitting distances and the fact that humans are good at recognizing clusters visually, which may favor MDS.
To consider this issue further, note that the fit of a tree to the data can be decomposed as follows:
These terms are analogous to those of a standard regression, the first being the sum of squares (SS) total, the second sum that of the model, and the third the residual or error, and u is a weighted mean (for OLS, w i 5 1 and for P 5 1, w i 51=d obs i ), which is represented as a star tree with all external edges equal in length to l=2 and all internal edges of length zero (we call this a ''point'' tree to distinguish it from a more usual star tree with external edges unequal). The proportion of the variance explained by a tree can therefore be written as SS model /SS total 5 (SS total À SS error )/SS total . For all the trees in table 1, this fit was between 91.2% and 96.7%. Ironically, the worst fit was on the T2 P 5 11 tree(which shows the best clustering) and best for a tree with non-negative edges on T1 OLS1 (which showed poor clustering). On the tree T1, P 5 11, SS error 5 0.17740, SS total 5 2.0079, and SS error(star tree) 5 0.52059. Thus, in this example, even the point tree explains about 75% of the total variance (for an average SD of 16.70%), which may be tree like but is not clustering! Similarly, a star tree with zero length internal edges and unequal length external edges may fit one data set better than a highly resolved tree may fit another data set. Ad hoc measures, such as the ratio of the sum of squares of the internal edges versus the residual, may be a better gauge of ''good clustering.'' Unfortunately, MDS stress values do not fit into such a framework easily because the predicted distances on the 2-dimensional (2D) plot can show a larger range than the original distances (and therefore a larger sum of squares about the mean).
Thus, at present, it seems that the best measure of common fit for trees and MDS are the percent SDs shown in Appendix 1. These establish a direct link between the Sammon (1969) stress value used in MDS and the percent SD introduced by Fitch and Margoliash (1967) . However, their interpretation in comparing trees with MDS diagrams needs to be made with caution as they are presenting the information in quite different and often complimentary ways.
Discussion
The results show that based on just the property of amounts of evolution along edges in the tree, it is possible to detect correlated evolution between genes that form functional complexes. This is an encouraging finding, not least because the signal grouping genes of the same complex is more dominant than the signal arising from compositional heterogeneity around the mt-genome. It should be noted that Phylogenetic Detection of Protein-Protein Interactions 655 the mutation bias seen around the mitochondrial genome and between mammalian species, despite its small size, is of the same general size as that seen across and between nuclear genomes (Swofford et al. 1996; Schmitz et al. 2002) . Short proteins tended to appear distant to other proteins, and we suspect this is due to greater stochastic error when estimatingedge lengths.Adding further diverse sequencesto the alignment is expected to improve estimates of the correlations amongst allproteins.It would also be desirable to explore scaling methods, such as generalized least squares MDS, that would take into account the stochastic variability of the input data.Sucha covariance matrixcanbeestimated via a bootstrap resampling (Efron 1982) of the original sequences, carried through to the edge lengths of trees and then onto the vectors of distances between proteins.
It is worth emphasizing that genome heterogeneities (such as position effects, mutation biases, etc) do not explain the clustering of proteins from the same complex observed in our studies. Although some of the closest groups involve genes that are adjacent in the genome (e.g., n1 and n2 or nd4 and nd4l), genes from the major groups are widely scattered amongst each other (the order is nd1, nd2, co1, co2, at8, at6, co3, nd3, nd4l, nd4, nd5, and cytb). Thus, there are nd genes, then co genes, then at genes, then co genes, then nd genes, and finally cytb. Further, the protein-coding genes are spaced apart by the 22 tRNA and 2 large rRNA genes. Indeed, associations of adjacent genes only crop up occasionally in the hierarchical trees and in the MDS graphs. If there is a signal due to mutation biases moving around the genome, it is neither powerful enough to swamp the grouping of proteins of the same complex nor strong enough to be detectable in the majority of these analyses.
Varying methodologies for comparing weighted trees, that is, trees with edge lengths, are developed in the phylogenetics literature. Comparing 2 trees based on vectors of their edge lengths is explored in a mathematical sense by Robinson and Folds (1979) using a Euclidean distance. However, as described above, this distance is not necessarily ideal for detecting correlated evolution. One approach to detecting correlated evolution involves using a Mantel test to compare matrices of distances derived from weighted phylogenetic trees (Waddell 1990) . Though not for use in detecting correlated evolution, unweighted trees have been compared using a distance (path) metric (Steel and Penny 1993) , whereas unweighted trees of different proteins have been associated using a partition metric (Penny et al. 1987; Waddell and Kishino 2000) .
The tree itself may exert a considerable effect on the detection of correlated evolution using edge lengths, especially when using clustering to visualize associations. To take account of uncertainty in tree estimation, Bayesian methods (Huelsenbeck et al. 2001) , direct distance matrix methods (Goh et al. 2000; Pazos and Valencia 2000; Valencia and Pazos 2002) , and Hadamard conjugations (Hendy and Penny 1993; Swofford et al. 1996 ) may be used. Bayesian and Hadamard conjugation methods can both be used in a similar way. With a Hadamard conjugation, a vector of edge lengths in all possible trees is built without selecting any tree. An extension of this idea is to look at the mean length of an edge on all trees, with edge lengths estimated using ML (Waddell 1995) . A Bayesian method would look at the marginal length of an edge over all trees having it. However, such an approach is typically impractical with an Markov Chain Monte Carlo program and large data sets as a particular edge may be sampled very rarely or never. An alternative is to use the length of all edges on all trees approach, but give each ML tree a weight based on its Bayesian Information Criterion value (Waddell et al. 2001 ). This weight often falls away rapidly for different trees, so effectively only the tree of optimal likelihood containing that edge need be considered.
Using matrices of pairwise distances on the same sets of species to infer correlated evolution (Goh et al. 2000; Pazos and Valencia 2000) is useful. However, there are some issues. Distances are usually highly correlated due to the structure of the tree, in contrast to edge lengths that tend to be more independent of each other. Further, estimation of pairwise distances tends to be less statistically efficient and more prone to systematic error than estimation of edge lengths on a tree using ML (Swofford et al. 1996; Waddell and Steel 1997) . Above, we present a method correcting for correlated distances, when the correlations are due to shared ancestry. This approach may be desirable when calculating an ML tree is difficult, including models that take into account the 3D structure of proteins (Robinson et al. 2003) .
The methods described in this paper can be extended and refined in a number of different ways. We see our method as being complementary to site-specific methods of detecting coevolution (e.g., Pazos et al. 1997; Pollock and Taylor 1997; Pollock et al. 1999; Gallet et al. 2000) . Our method works on a gross level by using ML to estimate the total number of substitutions in a series of up to 2s À 3 time intervals defined by the tree (where s is the number of sequences). Site-specific methods work by identifying patterns of substitution at single sites and finding those that are highly correlated. One way of integrating these approaches is by building a matrix of 2n À 3 rows (edges in a trees) and c columns (sites in the proteins) and place a 1 at each entry ij, where parsimony (for example) determines there was a change of that jth site on the ith edge and 0 everywhere else. The raw concordance of changes for a pair of sites may be measured using mutual information (e.g., Atchley et al. 2000) or a kappa statistic for the frequencies of 00, 01, 10, and 11 matches. Given the many comparisons being made ((c 2 À c)/2 in total) significance may be estimated using a permutation test. Each permutation should keep the sums of the rows (the total amount of change for the jth edge) and of the columns (the amount of change for the ith site) constant. The row and column sums of the original data are calculated stored in vectors R and C. For the first permutation, a row is randomly selected with probability proportional to its row sum in R. Similarly, randomly select a column based on column sums in C and place a 1 into this ijth cell of a new matrix of otherwise all zeros. Reduce the chosen entry in R by 1 and do the same for the chosen column. This procedure continues until all entries in R and C are zero, obeying the rule that you cannot put a 1 into an already occupied cell. Repeat n times, and from the order statistics of these replicates, calculate the P values for the original measures on pairs of sites. This approach seems a preferable way to identifying coevolving sites to that based on aligned columns (e.g., Atchley et al. 2000) . It offers flexibility because the correlation of change is in time only, not necessarily in respect of the type of amino acid used. By summing mutual information for sites in pairs of genes or by looking for statistically unlikely associations of coevolving sites in different proteins, their coevolution may be inferred.
Weighting by chemical class can be important in this context. Detection of coevolving sites may then be used in multiple ways to cluster regions of proteins together. If sites in coevolving genes only vary in pairs, then site-specific methods should have an advantage. If there are more randomly distributed compensatory substitutions occurring over the structure, then our method will use this information. Note that because the role of these substitutions is preservation of overall structure (Robinson et al. 2003) , they can be far more random in terms of location in the sequence and nature of the substitution than those at directly interacting sites. However, both categories are expected to be coincident in time.
Finally, it is also possible to use estimates of the rate of evolution along edges to associate proteins. Understanding how to best estimate rates is still developing, but the methods of Sanderson (1997) , Thorne et al. (1998) , and Thorne and Kishino (2002) are popular. Such intrinsic rates on particular edges, if known exactly, would remove a component of correlation not due to protein-protein interaction but rather due to edges of trees measuring essentially the same time interval for different genes. On the other hand, the further analysis and assumptions required to estimate rates of evolution on edges may considerably increase the errors in rate estimates over edge-length estimates. Our preliminary calculations of the relative size of these two competing problems indicate that using edge lengths should work better when the coefficient of variation of edge lengths measured in real time is less than that of the estimated rates of evolution. Further investigation of this issue will be important, as will be the development and evaluation of methods that seek to improve edge-length estimation (e.g., Kitazoe et al. 2001 ).
Supplementary Material
Supplementary materials are available at Molecular Biology and Evolution online (http://www.mbe. oxfordjournals.org/).
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Appendix 1 Formulas for the Average Percent Standard Deviation on Trees
At present PAUP* uses the formula:
where N 5 (n 2 À n)/2, where n is the dimension of the input matrix, and SS res is the sum of squares between the tree distances and the observed distances (Bryant D, personal communication, after Fitch and Margoliash 1967) . When this sum of squares is of the weighted form:
and P 5 2, then this formula returns a mean percent SD, which is invariant to the scale of the input matrix. At present, PAUP* uses any sum of squares (P 5 0, 1, and 2) with this equation. The results therefore change with the scale of the input distances when P 6 ¼ 2. Consider first P 5 0 or OLS. This states that the SD should be independent of the scale of the distance, so we may define an average SD as follows:
where the first term is the inverse of the average distance. For P 5 1 consider the following:
The term N À 1 is from Fitch and Margoliash and it is the standard way to obtain an unbiased estimate of the SD when the mean is estimated by averaging. Interestingly, for both trees and 2D MDS, distances between 3 objects can generally be fitted perfectly, so one can argue for using N À 3. Alternatively, using N alone gives the ML estimate. If N is used in place of N À 1, then removing the times 100% and squaring equation (A4) gives a form identical to the Sammon (1969) stress value. This gives one way of comparing the fit of a tree and MDS to the same data set. It is a reasonable way to compare criteria (P 5 0, 1, and 2) because the percent SD will reduce when the weights most appropriately match the squared residuals.
The above formula belong to the family:
which seem intuitively reasonable. Alternatively, a weighted root mean-squared coefficient of variation (CV) of the distances d exp i may be written as follows: 
For w i } 1 (i.e., w i 5 1/N or P 5 2) and w i }d exp i 'd obs i (w i 5d obs i = P N i51 d obs i or P 5 1), the formula (eq. A6) ;
which uses a root mean square sum rather than a linear sum in the normalization term.
We may also use a likelihood framework of N independent normal variables with heteroscedasticity of variance proportional to d P obs i . The p should be over obs i . Using the approximation of the population variance by the residuals at the ML point, we obtain the maximum log likelihood normalized by the number of distances as a criterion of fit. That is, 
Use of this criterion gives results very similar to that of the mean percent SD. It too indicates that the highest per distance likelihood is for T2 (OLS), whereas the best with nonnegative edge lengths is T2 (FM1). This is no coincidence, equation ( 
ignore the first term because it is a constant, the middle term is the sum of squares and the last term is a geometric mean for the normalization factor, in place of an arithmetic mean used in equation (A5).
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