Abstract. The variational inequality problem represents an effective tool for capturing a range of phenomena arising in engineering, economics, and applied sciences. Prompted by the role of uncertainty, recent efforts have considered both the analysis as well as the solution of the associated stochastic variational inequality problem where the map is expectation-valued. Yet, a majority of the studies have been restricted to regimes where the map is monotone, a relatively restrictive assumption. The present work is motivated by the growing interest in pseudomonotone stochastic variational inequality problems (PSVIs); such problems emerge from product pricing, fractional optimization problems, and subclasses of economic equilibrium problems arising in uncertain regimes. Succinctly, we make two sets of contributions to the study of PSVIs. In the first part of the paper, we observe that a direct application of standard existence/uniqueness theory requires a tractable expression for the integrals arising from the expectation, a relative rarity when faced with general distributions. Instead, we develop integrationfree sufficiency conditions for the existence and uniqueness of solutions to PSVIs. Refinements of these statements are provided for stochastic complementarity problems with pseudomonotone maps. In the second part of the paper, we consider the solution of PSVIs via stochastic approximation (SA) schemes, motivated by the observation that almost all of the prior SA schemes can accommodate monotone SVIs. In this context, we make several contributions: (i) Under various forms of pseudomonotonicity, we prove that the solution iterates produced by extragradient SA schemes converge to the solution set in an almost sure sense. This result is further extended to mirror-prox regimes and an analogous statement is also provided for monotone regimes, under a weak-sharpness requirement, where prior results have only shown convergence in terms of the gap function through the use of averaging; (ii) Under strong pseudomonotonicity, we derive the optimal initial steplength and show that the mean-squared error in the solution iterates produced by the extragradient SA scheme converges at the optimal rate of O 1 K . Similar rates are derived for mirror-prox generalizations and monotone SVIs under a weak-sharpness requirement. Finally, both the asymptotics and the empirical rates of the schemes are studied on a set of pseudomonotone and non-monotone variational problems.
integration and developing integration-free sufficiency conditions for the existence of solutions to stochastic Nash games [3] , and more recently stochastic quasi-variational and complementarity problems [4] . Yet these conditions can be refined for addressing pseudomonotonicity of the maps and this paper provides precisely a set of existence and uniqueness results along precisely such directions.
One avenue towards solving deterministic monotone variational inequality problems is through projectionbased methods, [1, Ch. 12] . The simplest of such methods necessitates a strong monotonicity requirement on the mapping F (x) while convergence under weaker conditions is made possible through Tikhonov regularization and proximal point schemes [5, 6, 7] . A key challenge in such schemes is the need for solving a sequence of exact or increasingly accurate problems. In recent work, iterative counterparts have been developed in which a single projection step is taken after which the steplength and regularization/centering parameters are updated [8] . In the context of pseudomonotonicity, extragradient schemes [1, Ch. 12] , first suggested by [9] , have been crucial in the solution of VIs with pseudomonotone and Lipschitzian maps. More recently [10] considered a prox generalization of the extragradient scheme in deterministic regimes. Linesearch and hyperplane based schemes present some enhancements to projection methods that improve convergence rates and bounds under some milder settings [1, Ch. 12] . The stochastic counterpart of the variational inequality has received relatively less attention. Early efforts focused on the use of sample average approximation (SAA) techniques and developed consistency statements of the resulting estimators [11] . In fact, such techniques have been applied towards the computation of stochastic VIs [12] . More recently, such avenues have been utilized to develop confidence regions with suitable central limit results [13, 14] . An alternative approach inspired by the seminal work by Robbins and Monro [15] is that of stochastic approximation [16, 17, 18] .
In this context, there has been a surge of recent effort in the development of stochastic approximation (SA) schemes for monotone stochastic variational inequality problems [19, 20, 21] . However, to the best of our knowledge, the applicability of these schemes is limited to strongly, strictly, or merely monotone maps.
1.1. Motivation. We motivate our study of pseudomonotone stochastic variational inequality problems by considering three sets of problems.
(a) Stochastic fractional programming. Design of engineered systems often require the optimization of ratios. For instance, aircraft design problems require maximization of lift to drag ratios by changing aerofoil dimensions such as thickness and chord length [22, 23] , while in automotive engineering, fuel economy to vehicle performance rations [24, 25] require optimization. Similarly, in wireless networks, one is concerned with the maximization of the corresponding signal-to-noise metric [26, 27] . All of the above problems fall under the umbrella of "fractional programming" and we consider the stochastic generalization of this problem:
where f, g : R n × R d → R and ξ : Ω → R d . While h(x) cannot be guaranteed to be pseudoconvex in general, in automotive problems [24] , f (x; ξ(ω)) corresponds to the uncertain time taken to accelerate from 0 to v max miles per hour while g(x; ξ(ω)) denotes the uncertain fuel economy. The design space x corresponds to engine design specifications such as gear ratios and transmission switching levels. Consequently, the equilibrium conditions are given by a pseudomonotone stochastic variational inequality problem. We extend Lemma 2.1 from [28] (proof omitted) that provides conditions for pseudoconvexity of h(x) under some basic assumptions. Note that h(x) is pseudoconvex if and only if −h(x) is pseudoconcave. and (iii) f (•; ω), g(•; ω) ∈ C 1 in a.s. sense, then the function h : X → R, given by h(x) = f (x)/g(x) is strongly pseudoconvex (pseudoconcave).
(b) Stochastic product pricing. Consider an oligopolistic market with a set of substitutable goods in which firms compete in prices. In such Bertrand markets [29, 30] , the quantity sold by a particular firm is contingent on the prices set by the firms (and possibly other product attributes) and this firm-specific demand is captured by the Generalized Extreme Value (GEV) model [30, 31, 32] . The multinomial logit is a commonly used GEV model that possesses some tractability and finds application in revenue management problems in product pricing. We begin by defining the product pricing problem for firm j: been shown to be pseudoconcave (see [33] ) and its expectation is pseudoconcave (as we show later). The relevance of this observation can be traced to the knowledge that under a pseudoconvexity assumption,
given p * −j , p * j is a stationary point of this problem if and only if p * j is a global minimizer of this problem. Consequently, any solution to the collection of pseudomonotone variational inequality problems is a NashBertrand equilibrium. Note that in Cournot or quantity games, suitably specified inverse demand functions also lead to pseudoconcave revenue functions [34, Th. 3.4] .
(c) Stochastic economic equilibria. We consider a competitive exchange economy in which there is a collection of n goods with an associated price vector p ∈ R n ++ and a positive budget w. The consumption vector F (p, w; ω) specifies the uncertain consumption level and the consumption has to satisfy budget constraints in an expected-value sense, as specified by
This demand function is assumed to be homogeneous with degree zero or F (λp, λw; ω) = F (p, w; ω) for any positive λ. An additional condition satisfied by F (p, w; ω) is the (expected) Weak Weak Axiom of revealed preference (EWWA), which requires that for all pairs (p 1 , w 1 ) and (p 2 , w 2 )
This axiom is an expected-value variant of WWA which itself represents a weakening of the Weak Axiom of revealed preference [35] . Before proceeding, we provide some intuition for this axiom. At prices p 2 and budget w 2 , an agent chooses a bundle F (p 2 , w 2 ). If at the same prices, she can also affort F (p 1 , w 1 ), then we have that p T 2 F (p 1 , w 1 ) ≤ w 2 . Consequently, the consumer believes that the bundle F (p 2 , w 2 ) is at least as good as F (p 1 , w 1 ). If at p 1 and w 1 , the bundle F (p 2 , w 2 ) is cheaper than the chosen bundle F (p 1 , w 1 ), it follows that she can afford a bundle b such that b contains more of each commodity than F (p 2 , w 2 ). It may then be concluded that the agent prefers b to F (p 2 , w 2 ). But F (p 2 , w 2 ) is at least as good as F (p 1 , w 1 ), implying that the bundle b is preferable to F (p 1 , w 1 ). But b is cheaper than F (p 1 , w 1 ), contradicting the choice of F (p 1 , w 1 ) and one can conclude that F (p 2 , w 2 ) cannot be cheaper than F (p 1 , w 1 ) or p By the budget identity, p
It follows that F (•, w) is a pseudomonotone map in (•) for any positive w. We now present how one may model the notion of equilibrium in a general consumption sector with a finite set of agents, denoted by A.
An agent a ∈ A is characterized by an endowment e a ∈ R n ++ and a demand function F a (p, p T e a ), implying that the consumption behavior of agent a is given by 
where e denotes the sector-wide initial endowment. The demand function F (p) satisfies the WWA if
The WWA can be presented in a more convenient fashion if Z(p) = F (p) − e. While the consumption sector is captured by Z(p), the set Y represents the set of technology available and y ∈ Y represents either input (negative) or output (positive) based on sign. The set Y satisfies two requirements: (i) free disposal or that goods may be aribitrarily wasted without using further inputs or −R + n ⊆ Y ; and (ii) production requires some inputs (no free lunch) or Y ∩ R n + = {0}. Consequently, an equilibrium of the economy (Y, Z) is given by a p ∈ P such that
Condition (a) implies that demand is met at equilibrium while (b) implies that firms maximize profits by choosing plans y = Z(p). In fact, by [36, Th. 1] , p is an equilibrium of the economy (Y, Z) if and only if p is a solution of VI(Q, Z), where
pseudomonotone map, leading to a pseudomonotone stochastic variational inequality problem.
1.2. Related work on SA. Stochastic approximation (SA) schemes originate from the seminal paper by Robbins and Monro [15] and have proved useful in solving a host of problems in control theory, operations research, and economics (cf. [16, 17, 18] ). Via averaging techniques proposed by Polyak [37] and Polyak and
Juditsky [38] , asymptotically optimal rates in function values can be derived (see related [39, 40] and prior work [41] on averaging). In the last decade, there has been a surge of interest in the development of techniques for stochastic convex optimization with a focus on optimal constant steplengths [21] , composite problems [42, 43] and nonconvexity [44, 45] . However, in the context of stochastic variational inequality problems, much of the prior work has been in the context of monotone operators. Almost sure convergence of the solution iterates was first proven by Jiang and Xu [19] , while regularized schemes for addressing merely monotone but Lipschitzian maps were subsequently developed [20] . In [46] , Yousefian et al. weakened the Lipschitzian requirement by developing an SA scheme that combined local smoothing and iterative regularization. From a rate standpoint, there has been relatively less in the context of SVIs. A particularly influential paper by Tauvel et al. [47] proved that the mirror-prox stochastic approximation scheme admits the optimal rate of O(1/ √ K) in terms of the gap function when employing averaging over monotone SVIs.
In related work [48] We present a set of verifiable conditions for claiming the solvability of pseudomonotone SVIs. In addition, refined statements are provided for variants of PSVIs such as pseudomonotone stochastic complementarity problems. Finally, we provide analogous conditions for claiming the uniqueness of solutions. Both sets of conditions are novel in that they do not require integration and are distribution independent.
(ii) Almost-sure convergence: We consider a stochastic extragradient method and under standard assumptions on steplength sequences, we show that the generated sequence of iterates converges to a solution in an almost-sure sense. We refine these statements to variants of pseudomonotoncity and extend the convergence statement to the mirror-prox regime as well as specialize it for monotone regimes under weak-sharpness assumptions. To the best of our knowledge, there appears to be no previous a.s. convergence theory for pseudomonotone SVIs.
(iii) Rate analysis: Under slightly stronger settings of pseudomonotonicty, we prove that the extragradient scheme displays the optimal rate for strongly pseudomonotone maps. Additionally, a similar statement is proved for the mirror-prox generalization as well as for problems characterized by the weak-sharpness property. In particular, we emphasize that our work derives rate estimates for the iterates without resorting to averaging, in contrast with available statements for monotone SVIs that provide rate statements in terms of the gap function. Notably, in all three cases, we further refine the bound by optimizing initial steplength.
Again, this appears to be amongst the first rate statements in the regime of pseudomonotone problems.
(iv) Numerical Results: We consider a test suite that consists of monotone, pseudomonotone, and nonmonotone problem instances. The numerical performance on our test set is studied for different choices of algorithmic parameters and insights on practical behavior are obtained and compared. In particular, we examine the empirical benefits of optimizing the initial steplength.
The rest of the paper is organized into four sections. In Section 2, we derive integration-free statements for the existence and uniqueness of solutions to pseudomonotone stochastic variational inequality problems and their variants. In Section 3, we presents the convergence theory and derive rate estimates under different assumptions on the map. Finally, in Section 4, numerical performance of the schemes is investigated and the paper concludes in section 5. amongst other conditions. Our interest lies in regimes where the maps are expectation-valued and the set X is unbounded. In such instances, a direct utilization of the coercivity properties is challenging since it requires a tractable analytical form for the expectation. Obtaining closed form expressions necessitate integration over probability spaces and requires knowledge of the underlying distribution. An alternative to integration was recently proposed in [3] and is reliant on imposing coercivity properties of the sampled map F (x; ω) in an almost sure sense to obtain existence statements for stochastic Nash games. In subsequent work, this avenue was extended to stochastic complementarity problems and quasi-variational inequalities [4] . Unfortunately, a direct application of these statements tends to be somewhat restrictive, thereby motivating a refinement of these statements to pseudomonotone regimes. We begin with an introduction to stochastic pseudomonotone maps in Section 2.1 and apply these findings towards developing sufficiency conditions for existence and uniqueness in Section 2.2.
2.1. Stochastic Pseudomonotone Maps. We begin our study by recalling the definitions of pseudomonotone maps and their variants.
Definition 2.1 (Monotonicity and Pseudomonotonicity). Consider a continuous mapping F : X ⊆ R n → R n . Then, the following hold:
(iv) F is pseudomonotone-plus on X, if it is pseudo-monotone on X and for all vectors x and y in X,
where x = y.
(vi) F is strongly pseudomonotone on X, if for all x, y ∈ X, there exists σ > 0 such that (x − y)
It is relatively easy to show that (i) =⇒ (ii), (i) =⇒ (iii), and (vi) =⇒ (v) =⇒ (iv) =⇒ (iii).
Properties (i) and (ii) may be found in [1, Ch. 2] , while the remainder may be found in [50, 51] . Over a general measure space, evaluating pseudomonotonicity properties can be challenging in that this again requires access to closed form expressions for the expectation. Accordingly we impose properties on the sampled map F (x; ω) in a probabilistic sense, in an effort to make statements over the expected-value map.
Note that in the remainder of this section, µ(U) denotes the probability of event U.
Lemma 2.2. Suppose F (x; ω) is pseudomonotone on X in an a.s. sense. Then the following hold: (i) F (x) is pseudomonotone on X.
(ii) If F (x; ω) is pseudomonotone-plus on X in an a.s. sense, then F (x) is pseudomonotone-plus on X.
(iii) If F (x; ω) is strongly pseudomonotone on X for all ω ∈ U ⊂ Ω and µ(U) > 0, then F (x) is strongly pseudomonotone on X.
(iv) If F (x; ω) is strictly pseudomonotone on X for all ω ∈ U ⊂ Ω and µ(U) > 0, then F (x) is strictly pseudomonotone on X.
Proof. (i) By assumption, F (x; ω) is pseudomonotone on X in an a.s. sense. Then we have
Taking expectations on both sides of (2.1), we have that
The result follows by noting that
(ii) From the plus property of F (x; ω), we have that
Taking expectations on both sides, the claim holds based on the following:
(iii) Using the definition of strong pseudomonotonicity, for all x, y ∈ X and x = y, F (x; ω)
implies that F (y; ω) T (y − x) ≥ σ y − x 2 for every ω ∈ U. Consequently, we have that
(iv) Omitted.
Naturally, even if F (x) is pseudomonotone, then F (x; ω) need not be necessarily pseudomonotone for every ω ∈ Ω. We now define two properties associated with the solution set of VI(X,
Definition 2.3 (Weak sharpness and acute-angle property). Consider VI(X, F ) and let X * denote its set of solutions. Let F : X ⊆ R n → R n be a continuous mapping. Then the following hold:
(i) The problem possesses the weak-sharp property if there exists an α > 0 such that
(ii) The acute angle relation holds if for any vector x ∈ X\X * and a solution x * ∈ X * to the VI(X, F ),
It should be emphasized that for these properties to hold, the mapping need not be necessarily monotone.
Note that the acute angle property is implied by strict or strong pseudomonotonicity. It can be observed that this property is related to a solution x * but does not extend to any two general points in the set (see [10, 52] being compact or the coercivity of the map over X. When F is an expectation-valued map and X is an unbounded set, existence requires ascertaining the coercivity properties on F (x) = E[F (x; ω)]; however such properties are not easily verifiable when considering general measure spaces. We therefore resort to ascertaining whether solvability of the stochastic variational problem (1.1). can be deduced from assuming that the suitable properties of the mapping F (x; ω) hold in an almost sure sense. Throughout this paper, we assume that X is a closed and convex set in R n and F (x; ω) is a continuous map in x for every ω ∈ Ω.
We extend existence theory respectively from Propositions 2. Proposition 2.4 (Solvability of pseudomonotone SVI(X, F )). Suppose F (x; ω) is pseudomonotone over X in an a.s. sense and F (x; ω) 
(ii) There exists a bounded open set C and a vector x ref ∈ X ∩ C such that a.s.:
Then SVI(X, F ) is solvable.
Proof. Let us assume that (i) holds. Consider the set L < defined as follows:
It suffices to prove that L < is bounded given that (i) holds. Note that if L < is bounded then solvability of SVI(X, F ) follows from proposition 2.2.3 in [1] . From (i), L < (ω) be bounded in an almost sure sense. As a contradiction, let us assume that L < is unbounded. Then there exists an unbounded sequence {x k } where
a.s., where u(ω) is a nonnegative integrable function, we may now use Fatou's Lemma to obtain the following:
Therefore, for a set U with positive measure, we have that
But this contradicts the a.s. boundedness of L < (ω) and consequently L < is bounded. From Theorem 2.3.3
in [1] , the solvability of SVI(X, F ) follows.
Suppose (ii) holds, implying that F (x; ω)
The above condition implies that the SVI(X, F ) has a solution from Theorem 2.2.3 in [1] .
We may now provide a result that relies on leveraging monotonicity properties and utilizing the interioricity properties of X. Again, we develop almost sure conditions that obviate the need for integration.
Before proceeding further, we define the recession cone X ∞ and dual cone X • corresponding to X as follows:
Proposition 2.5. Let X ⊆ R n be closed and convex. Suppose F (x; ω) is pseudomonotone and F (x; ω) ≤ B on X a.s., then X * is nonempty and bounded if
Proof. The pseudomonotonicity of F (x) follows from the pseudomonotonicity of F (x; ω) by invoking Lemma 2.2. The boundedness of F (x) follows from the boundedness of F (x; ω) by leveraging Jensen's inequality and convexity of the norm:
From the proof of Prop. 2.2.3 presented in [1] for deterministic variational inequalities, it hence suffices to show that
We proceed to prove the result via a contradiction argument. By hypothesis, let
a.s. for all ω and let there exist a d = 0 and
Then, the above integral can be decomposed as follows:
Clearly, U has to have positive measure to ensure that (2.5) holds. Furthermore, for every ω ∈ U, we have that there exists ω ∈ U such that F (x; ω) T d ≤ 0 and 0 = d ∈ X ∞ . But this contradicts the hypothesis (2.4) that requires that the only such vector d be the zero vector in an a.s. sense. Our result follows.
We now provide a related result that allows for claiming the convexity, compactness, and nonemptiness of the solution set.
Proposition 2.6. Let X ⊆ R n be closed and convex and let F (x; ω) be pseudomonotone on X in an almost sure sense. Then, the following hold:
(ii) Suppose there exists a vector
Then X * is nonempty, convex, and compact.
Proof. (i) From Theorem 2.2, it follows that F (x) is pseudomonotone if F (x; ω) is pseudomonotone in an almost sure sense. The first claim follows from Theorem 2.3.5 in [1] where it is shown that SOL(X, F ) is convex when F (x) is a pseudomonotone map.
(ii) To prove the second claim, we revisit our hypothesis which requires existence of an
Taking expectations, we obtain that When X is a cone, VI(X, F ) is equivalent to CP(X, F ), a problem that requires an x such that:
We extend Theorems 2.4.7, 2.4.4, and Corollary 2.4.5 from [1] to stochastic regimes that mandate some feasibility properties on the stochastic map F (x; ω).
Theorem 2.7 (Solvability of pseudomonotone SCP(X, F )). Let X be a closed convex cone in R n with int(X • ) = ∅. Suppose F (x; ω) is pseudomonotone on X almost surely and one of the following holds:
(i) The dual cone X • has a nonempty interior and the following expression holds:
(iii) The map F (x; ω) = M ω x + q ω and the dual cone X • has a nonempty interior. Additionally, the following holds a.s.:
Then SCP(X, F ) has a nonempty compact solution set.
Proof. (i) It suffices to show that (2.6) implies (ii) By taking expectations, we have that (iii) Consider a d as defined by the left hand side of (2.7). It follows that d ∈ X and (M ω )
where
Since X • has a nonempty interior by hypothesis, CP(X, F ) is solvable from [1, Cor. 2.4.5].
We now turn our attention to providing sufficiency conditions for the uniqueness of solutions to variational inequality problems. We initiate our discussion with a sufficiency condition for ensuring that variational inequality problems with strongly/strictly pseudomonotone maps admit unique solutions. While this condition has been previously studied in [53] , we present it for the sake of completeness.
Theorem 2.8 (Uniqueness of solutions to strongly/strictly pseudomonotone VI(X, F )). Consider a variational inequality problem VI(X, F ) where X is a closed and convex set in R n . Suppose VI(X, F )
is solvable and one of the following holds:
(i) Suppose F is strictly pseudomonotone over X.
(ii) Suppose F is strongly pseudomonotone over X.
Then VI(X, F ) admits a unique solution.
Proof. (i) Suppose F is strictly pseudomonotone over X and assume that VI(X, F ) admits at least two solutions x 1 and x 2 . Then, we have that
In particular, this holds for x = x 1 .
But this contradicts (2.10) and it follows that VI(X, F ) admits a unique solution.
(ii) If F is strongly pseudomonotone over X, it is strictly pseudomonotone over X and the result follows from (i).
We leverage this condition in developing a simple integration-free statement for the uniqueness of solutions to pseudomonotone SVIs.
Proposition 2.9 (Uniqueness of solutions to strongly/strictly pseudomonotone SVI(X, F )). Let X be a closed and convex set in R n and let F : X × Ω → R n be a pseudomonotone map in x for every ω ∈ Ω. Suppose VI(X, F ) is solvable and consider the following statements: (a) F (x; ω) is strictly pseudomonotone on X for ω ∈ U where U ⊆ Ω and µ(U ) > 0.
(b) F (x; ω) is strongly pseudomonotone on X for ω ∈ U where U ⊆ Ω and µ(U ) > 0.
Then SVI(X, F ) admits a unique solution.
Proof. The proof follows from showing that (a) and (b) respectively imply that F is strictly and strongly pseudomonotone over X by leveraging Lemma. 2.2. The required result follows from Theorem 2.8.
Remark:
The above uniqueness result only requires that strong/strict pseudomonotonicity hold for F (x; ω)
for a set of positive measure and not necessarily in an almost sure sense.
3. Extragradient-based stochastic approximation schemes.
Background and Assumptions.
Given an x 0 ∈ X in a traditional SA scheme and a steplength sequence {γ k }, a sequence {x k } is constructed via the following update rule:
where w k is defined as follows:
We consider a stochastic extragradient scheme akin to that presented in [47] . Given an x 0 ∈ X and a steplength sequence {γ k }, this scheme comprises of two steps for k ≥ 0:
We make the following assumptions on the conditional first and second moments:
At an iteration k, the following hold:
Next, we provide assumptions on steplength sequences consistent with most SA schemes.
Assumption 2 (Steplength sequences). The sequence {γ k } is a diminishing sequence satisfying the following:
(A3) The steplength sequence is square-summable or
The steplength sequence is non-summable or
We impose a further requirement on the map given by the following: Assumption 3 (A5). The map F (x) satisfies the following for every x, y ∈ X:
where L, B ≥ 0.
Since we consider a stochastic setting, almost sure convergence is proved via the following supermartingale convergence results from [54, lemma 10, page 49] and [54, lemma 11, page 50] respectively.
Lemma 3.1. Let V k be a sequence of nonnegative random variables adapted to σ-algebra F k and such that
then V k is convergent in an a.s. sense and ∞ k=0 δ k < ∞ in an a.s. sense.
3.
2. An extragradient SA scheme. In this subsection, we prove that the iterates generated by the (ESA) scheme converge to the solution set of the original problem in an almost sure sense by leveraging ideas drawn from the proof of the deterministic version presented in [1, Lemma 12.1.10]. A challenge in this scheme arises due to the two independent stochastic errors from the two sub-steps at every iteration and the lack of a direct expression of x k+1 in terms of F (x k ) unlike the standard projection scheme. We begin by relating any two successive iterates in Lemma 3.3.
Lemma 3.3. Consider SVI(X, F ) where F is a continuous map for all x ∈ X. Suppose x * is any solution of SVI(X, F ). Let the iterates be generated by the extragradient scheme (ESA) and let
. Suppose β and c are constants such that
Then the following holds for any iterate k:
Note that
where the last inequality follows from the projection property. As a consequence, we have that
It follows from (3.4) that
By expanding
Through the addition and subtraction of x k+1/2 , we obtain the following:
By the variational characterization of projection, for any x ∈ R n , we have that
Consequently we have the following set of relationships, where the last inequality follows from the projection property:
Therefore from (3.5),
We may now bound 2γ
) by leveraging the identity 2ab ≤ a 2 + b 2 and subsequently applying (A5), leading to the following sequence of inequalities:
By completing squares in the penultimate term in the previous expression, we have the following:
where β and c are chosen such that (1
Note that in the above proof, β, c ≥ 1 ensures that (1−1/(1+β)−1/(1+c)) ≥ 0. While the above Lemma relates iterates for general mappings F , we use assumptions on monotonicity to develop our convergence theory. We begin our analysis with pseudomonotone-plus problems and prove the a.s. convergence of the iterates generated by the extragradient scheme.
Proposition 3.4 (a.s. convergence of ESA). Let assumptions (A1-A5) hold. Consider SVI(X, F ) where F is a continuous pseudomonotone-plus map over X and let
sense where x * ∈ X * , the solution set of SVI(X, F ).
Proof. Suppose x * is any solution of SVI(X, F ). We use the expression in (3.7) and proceed further.
Taking expectations conditioned over F k+1/2 , we obtain the following:
The remainder of the proof requires application of the super-martingale convergence theorem (Lemma 3.2). Let ψ k and δ k be given by
From the solution property of
we have that { x k − x * 2 } is a convergent sequence in an a.s. sense and k δ k < ∞. Let x k converge tô x wherex is not necessarily a solution to SVI(X, F ), as k → ∞. From (A3), k γ 2 k < ∞, implying that
Hence, x k − x k+1/2 → 0 and x k+1 − x k+1/2 → 0 as k → ∞ in an a.s. sense. Furthermore, {x k } is a convergent sequence in an a.s. sense with a limit point x wherex is not necessarily an element of X * . Furthermore, from the non-summability of γ k , we have that a.s.
But {x k+1/2 } is a convergent sequence, implying that if along some subsequence,
Recall that for anyx ∈ X, we have that
By the pseudomonotonicity of F over X,
Since x k+1/2 →x as k → ∞ in an a.s. sense, from (3.9) we obtain
Invoking the pseudomonotone-plus property of F together with (3.10) and (3.11), we have
Therefore from (3.12), the following holds:
where the last equality follows from (3.11). It follows thatx is a solution to SVI(X, F ) and {x k } converges to some point in X * in an a.s. sense.
It is worth noting that while we impose a bound on γ 0 , the above result can also be proved without such a requirement but by considering a shifted variant of the super-martingale convergence result. Notably,
is akin to the bound on steplength in extragradient methods for deterministic variational inequality problems which is given by γ < 1 L . Next, we extend the convergence theory to accommodate variants of pseudomonotonicity as well as problems satisfing the acute angle property. (ii) F is strictly pseudomonotone on X.
(iii) F is strongly pseudomonotone on X.
(iv) F is pseudomonotone on X and is given by the gradient of E[f (x, ω)].
Then, as k → ∞, x k → x * ∈ X * in an almost sure sense.
Proof. We begin from (3.9) in the proof of Prop. 3.4 and instead of the pseudomonotone-plus property, we impose properties imposed by (i) -(iv).
But for every k, we have that F (x k+1/2 ) T (x k+1/2 −x * ) > 0 for every k implying that along some subsequence, {x k+1/2 } → x * . However, {x k+1/2 } is a convergent sequence, it follows that
(ii) Since F is strictly pseudomonotone, F satisfies the acute angle relation at X * and the result follows.
(iii) Since F is strongly pseudomonotone, F is strictly pseudomonotone and the result follows.
(iv) From the proof of Prop. 3.4, we have that {x k+1/2 } is a convergent sequence in an a.s. sense and its limit point isx which is not necessarily in X * . By the pseudoconvexity of f (x), for any x 1 , x 2 ∈ X,
Applying this onx and x * , we have the following:
But from (3.11), we have that ∇f (x)
Consequently,x is a global solution of the corresponding optimization problem and a solution of SVI(X, F )
Next, we consider some instances where the mapping is monotone and VI(X, F ) satisfies a weak sharpness property. Prior to providing our main convergence statement, we provide an intermediate lemma.
Lemma 3.6. Consider the SVI(X, F ). Let assumptions (A1-A4) hold. Further suppose F (x)−F (y) ≤ L x − y for every x, y ∈ X and F (x) ≤ C for every x ∈ X. Suppose the weak sharp property holds for the mapping F and the solution set X * with parameter α. Suppose F is monotone over X. Let β and c be chosen such that 1 − (1/(1 + β)) − (1/(1 + c)) ≥ 0. Then the following holds for every k:
Proof. After recalling (3.6), we provide an upper bound by first completing squares, and then by invoking Lipschitz continuity of the map:
Suppose t k is defined as
Therefore,
Taking expectations conditioned on F k+1/2 and by noting that
we obtain the following inequality: 19) where the last inequality is a consequence of invoking the weak-sharpness property. We now derive a bound for the last term in this inequality by utilizing (3.17): 20) where the first inequality follows by noting that E w k+1 2 + w k 2 | F k+1/2 ≤ 2ν 2 , and the second inequality is a consequence of noting the following whenc > 0:
As a result, (3.20) can be bounded as follows:
Consequently, we obtain the following expression:
By minimizing the right hand side in x * over X * , we obtain the required relationship:
We now utilize this Lemma in proving that the sequence of iterates produced by the extragradient scheme under a weak-sharpness assumption as well as the additional requirement that the map is Lipschitz continuous and monotone.
Proposition 3.7 (a.s. convergence under monotonicity and weak-sharpness). Consider the SVI(X, F ). Let assumptions (A1-A4) hold. Further suppose F (x) − F (y) ≤ L x − y for every x, y ∈ X and F (x) ≤ C for every x ∈ X. Suppose the weak sharpness property holds for the mapping F and the solution set X * with parameter α.
and suppose F is monotone over X. Let β and c be chosen such that 1 − (1/(1 + β)) − (1/(1 + c)) ≥ 0. Then the sequence {x k } generated by (ESA) converges to an x * ∈ X * in an almost sure sense.
Proof. We begin by noting that when γ k is a non-increasing sequence with γ 0 ≤
, the recursion (3.24) can be simplified as
Since the hypotheses of Lemma 3.2 hold from the square summability of γ k , it follows that dist(x k , X * ) → d ≥ 0 in an a.s. sense (implying that {x k } is a convergent sequence) and k 2γ k αdist(x k , X * ) < ∞ holds in a.s. sense. But k γ k = ∞, implying that the following holds a.s.:
In other words, a subsequence of {x k } converges to a point in X * in an a.s. sense. But {x k } is a convergent sequence, leading to the conclusion that all subsequences of {x k } converge to X * in an a.s. sense. The required result follows.
Remark: A natural question emerges as to the relevance of this result, given that monotone maps have been studied in the past (cf. [47, 20] ). First, we present statements that show that the original sequence converges almost surely to a point in the solution set, rather than showing the averaged counterpart coverges to the solution set. Second, in contrast with [20] , we do not resort to regularization in deriving almost-sure convergence statements. Third, we proceed to show that under the prescribed assumptions, we obtain the optimal rate of convergence in the solution estimators, rather than the gap function. Finally, we do not require that X be bounded for claiming the a.s. convergence of solution iterates in this regime.
Mirror-prox generalizations.
Given a point and a set, the standard projection operation computes the closest feasible point by considering Euclidean norm as the distance function. A generalization to this operation [55, 21] utilizes a class of distance functions that includes the Euclidean norm as a special case. Given a distance metric s(x), the prox function V (x, z) takes the form:
where s(x) is assumed to be a strongly convex function in x. The resulting prox subproblem is given by the following:
It is noted that for s(x) = x 2 and r = γF (x), (3.27) represents the standard gradient projection. Recent work [10] proposes prox generalizations to the extragradient scheme for pseudomonotone deterministic variational problems. Stochastic variants to these prox schemes have been suggested in [47] . However, those settings attempt to obtain error bounds under a monotone setting. We consider a prox-based generalization of the extragradient scheme for stochastic variational problems (referred to as mirror-prox in [47] ). Our contribution lies in showing that the sequence of iterates converges a.s. to the solution set under pseudomonotone settings as shown earlier under appropriate choices of steplengths. Formally, the mirror prox stochastic approximation scheme is defined as follows:
From the strong convexity of s(x), it is easy to ascertain that there exists a positive scalar θ such that 
We use the following result from [10] .
Lemma 3.8. Let X be a convex set in R n and p : X → R be a differentiable convex function. Assume that u * is an optimal solution of min{p(u) + V (x; u) : u ∈ X}. Then the following holds:
The next lemma relates prox functions over successive iterates and is the analog of Lemma 3.3 from standard extragradient schemes.
Lemma 3.9. Consider SVI(X, F ) where F is a continuous map for all x ∈ X. Suppose x * is any solution of SVI(X, F ). Consider the iterates generated by (MPSA) and suppose assumption (A5) holds. Suppose β and c such that θ/2 − 1/(1 + β) − 1/(1 + c) ≥ 0. Then, the following holds for any iterate k:
Proof. From the definition of the iterates, with x k+1/2 being the solution to the first prox-subproblem (MPSA) and using Lemma 3.8, we obtain that 30) implying that
Setting x = x k+1 , we have
Similarly, with x k+1 being the solution to the second prox subproblem (MPSA),
Using the expression for V (x k , x k+1 ) from (3.31), we have
Adding and subtracting x k+1/2 from the first term on the right hand side, we have
Setting x = x * and using F (x k+1/2 ; ω k+1/2 ) = F (x k+1/2 ) + w k+1/2 , (3.33) can be rewritten as follows.
where u k = F (x k+1/2 ) T (x k+1/2 − x * ). Expanding and rearranging, we have
Using the Cauchy-Schwartz inequality, we have
2 and completing squares for the last two terms on the right in (3.34), we have
Using the strong convexity relations,
Choosing β and c such that (θ/2 − 1/(1 + β) − 1/(1 + c)) ≥ 0, our proof follows.
We now proceed to use (3.35) to prove the almost sure convergence of the sequence produced by the (MPSA) scheme. . Then, x k → x * ∈ X * in an almost sure sense.
Proof. From the assumption on steplength, we have θ ≥ 4γ 
Choosing β = c = 1 and invoking assumptions (A1-A2), we have
We consider the term u k in the descent inequalities proposed in Lemma 3.9. On the lines of proposition 3.4, it is easy to claim that lim inf k→∞ (F (x k+1/2 ))
Noting that V (x k , x * ) and V (x k , x k+1/2 ) are convergent, we have lim k→∞ x k+1/2 = lim k→∞ x k , and lim
Convergence of x k → x * ∈ X * in an a.s. sense follows by invoking an argument similar to Proposition 3.4.
Finally, we note that all the convergence theory proved for pseudomonotone variants corresponding to the stochastic extragradient scheme can be extended in a similar fashion to prox based schemes with general distance functions. The next corollary formalizes this extension and is provided without a proof.
Corollary 3.11 (a.s. convergence of MPSA scheme under variants of pseudomonotonicity). Consider the SVI(X, F ). Let assumptions (A1-A5) hold. Consider a sequence of iterates {x k } generated by the MPSA scheme where γ 0 is chosen to be sufficiently small. Suppose one of the following statements hold:
(i) F satisfies the acute angle relation at X * given by (2.3).
(ii) F is strictly pseudomonotone on X.
Rate of convergence analysis.
In the prior section, we proved the a.s. convergence of iterates generated by the ESA and the MPSA scheme. In this section, we consider the development of error bounds.
Rate statements for the gap function have been provided in the context of monotone stochastic variational inequality problems by Tauvel et al. [47] . In this section, we provide rate statements under strong pseudomonotonicity and mere monotonicity with a weak sharpness requirement. In the remainder of this section, we assume that the steplength sequence is given by
where γ 0 is a finite scalar. It is easy to observe that this satisfies assumptions (A3)-(A4).
Proposition 3.12 (Rate statements under strong pseudomonotonicity). Suppose assumptions (A1)-(A5) hold and let L = 0 in (A5). Let F be strongly pseudomonotone on X and let the sequence of iterates {x k } be generated by (ESA). Then, the following holds for K > 0:
where x * is a solution to the SVI(X, F ).
Proof. We begin by noting that (A5) together with L = 0 implies the boundedness of F (x) with constant B/2. We consider (3.7) as earlier:
Since x * is a solution of VI(X, F ), we have that
By recalling the definition of strong pseudomonotonicity, 38) where the expressions follow from using the triangle inequality
Using (3.38) in (3.37),
Using nonexpansivity of projection, noting that the conditional first moment is zero, and by taking expectations, we have the following: 40) where the last inequality follows from observing that F (x)
, where the weaker bound significantly simplifies the algebra. Applying expectations on both sides of (3.39),
where the expression for Term B follows from γ k ≤ γ 0 . We proceed to study Term C.
We proceed with a further analysis by setting β = c = 1, a choice that helps significantly from an algebraic standpoint. Therefore
By assuming that σγ 0 > 1 and by invoking Lemma 6.1 1 , we obtain that
One may to minimize M (γ 0 ) in γ 0 is by minimizing the first expression in the max. function in γ 0 . Therefore,
This quadratic may be expressed as follows:
Through a simplification, we obtain the following:
Through a rearrangement of terms, we obtain that
.
By recalling that M B = 4B 2 and M ν = 4ν 2 , we may simplify this equation as follows:
Considering only the positive root, we have that
Remark: This result is notable from several standpoints. First, in contrast with rate statements for settings that lack strong monotonicity, we provide a rate statement in terms of solution iterates, rather than in terms of the gap function. Second, our rate statement is optimal from a rate standpoint with a poorer constant, in part due to the use of B 2 instead of B 2 /4. Notably, in strongly convex optimization problems (cf. [11] ), it can be seen that based on the optimal initial steplength, we have that
Next, we generalize the above rate result to prox functions with general distance functions.
Corollary 3.13 (Rate statements for MPSA). Suppose assumptions (A1)-(A5) hold and let L = 0 in (A5). Let F (x) be strongly pseudomonotone on X and let the sequence of iterates {x k } be generated by (MPSA). Then, the following holds for K > 0:
Proof. Noting that L = 0, we begin by considering (3.35) as earlier: 3.38) and by utilizing the Lipschitzian relationship
Applying conditional expectations on both sides and leveraging the boundedness of the conditional second moments, we obtain the following:
Taking expectations once again, we obtain the following:
By using the definition of the iterates from (MPSA),
Using (3.28) and (3.42), we have
where the last expression follows from completion of squares with 1 >β > 0. Therefore
Noting thatβ = 1/2 minimizes the expression on the right, we have
As in the prior proof, we utilize B 2 as the bound rather than B 2 /4. Setting β = c = 1 and γ k = γ 0 /k, the prior expression can be simplified as follows:
where M B = 4B 2 and M ν = 4ν 2 . On lines of Proposition 3.12 and (3.28),
Minimizing the first expression in the max. function in γ 0 , we have
Through a simplification, we obtain that
, we obtain the following:
Considering only the positive root for γ * 0 , we obtain the following bounds:
This leads to the required bound:
Remark: When the Euclidean norm is used as the distance function, it can be observed that θ = 2 and L V = 1 and the MPSA scheme reduces to the standard extragradient scheme. While (3.45) can be directly used to obtain the rate estimate, we use (3.44) to obtain a much tighter estimate. Therefore, we
4σ . Applying this value of γ * 0 in (3.43) and following the rest of the algebra from Proposition 3.12, we obtain the same upper bound as with the case of EGA.
However, if we directly substitute L V = 1 and θ = 2 in (3.45), we obtain the slightly weaker bound given by
We conclude this section with a rate analysis on the solution iterates under mere monotonicity of the map but under an additional requirement of weak-sharpness. We observe that the specification of the optimal steplength requires globally minimizing a product of convex functions over a Cartesian product of convex sets. While there are settings where this product is indeed convex, in this instance, the product is a nonconvex function. Yet, we observe that the global minimizer can be tractably obtained by solving two convex programs. The following simple lemma provides the necessary support for this result.
Lemma 3.14. Consider the following problem:
where h and g are positive functions over Γ 0 and Z, respectively. Ifγ 0 andz denote global minimizers of h(γ 0 ) and g(z) over Γ 0 and Z, respectively, then the following holds:
Proof. The proof has two steps. First, we note that
implying that at any global minimizer (γ * 0 , z * ),
has an optimal value that is no smaller than that the value associated with any feasible solution or
By combining (3.46) and (3.47), the result follows.
Next, under a monotonicity and weak-sharpness requirement, the ESA scheme is shown to display the optimal rate of convergence in solution iterates. Additionally, we prescribe the optimal initial steplength that minimizes the mean-squared error by deriving the global minimizer of a nonconvex function in closed-form.
Proposition 3.15 (Rate analysis under monotonicity and weak sharpness). Consider the SVI(X, F ). Suppose assumptions (A1)-(A4) hold and let γ k be defined as per (3.36) . Let constants β and c be chosen such that 1 − (1/(1 + β)) − (1/(1 + c) ) ≥ 0. Let F (x) be a monotone map over the set X.
Additionally, suppose the map F (x) is Lipschitz continuous and bounded over X with constants L and C.
Let the mapping F (x) and solution set X * possess the weak-sharpness property with constant α and let X be compact such that x ≤ U for all x ∈ X. Suppose x k is generated by (ESA). Then, the following holds for K > 0:
Proof. Following along the lines of Proposition 3.6, we take expectations over (3.24) :
2 , the right-hand side of (3.48) is bounded as follows:
Through the application of Lemma 6.1 (as in Proposition 3.12), we obtain the following bound on meansquared error for every positive integer K:
Suppose Γ 0 and Z are convex sets defined as
Moreover, h(γ 0 )g(z) is a product of two (convex) functions, both positive over their prescribed sets, a global minimizer of this product can be tractably obtained by invoking Lemma 3.14 as (γ 0 ,z) whereγ 0 andz denote global minimizers of the convex functions h(γ 0 ) and g(z) over the convex sets Γ 0 and Z, respectively
We now consider the problem of minimizing h(γ 0 ) over Γ 0 and g(z) over Z. It can be seen that h(γ 0 )
is a convex function that attains its globally minimal value when
Note that γ * 0 = 2U/α is feasible with respect to Γ 0 . Furthermore, g(c, β,c) is a separable function given by (1 + c) − 1/(1 + β) ≥ 0}. Consequently, the optimal value is assumed at the left end-point of the feasibility set at which 1/(1 + c) + 1/(1 + β) = 1 implying β = 1/c. Therefore, the problem reduces to
This implies that
The optimal rate of convergence of mean-squared error reduces to the following:
Remark: In past research, the optimality of the rate of convergence has been proved for monotone SVIs but in terms of the gap function. Our result shows that under a suitable weak-sharpness property, rate optimality also holds in terms of the solution iterates. Notably, we further refine the statement by optimizing the initial steplength by (globally) minimizing a nonconvex function.
4. Numerical Results. In this section, we examine the performance of the presented schemes on a suite of four test problems described in Section 4.1 while the algorithm parameters are defined in Section 4.2.
In Section 4.3, we compare the performance of the ESA scheme with the MPSA schemes over the suite of test problems. Finally in Section 4.4, we compare the empirical rates with the theoretically predicted rates and quantify the benefits of optimal initial steplength.
Test Suite.
The first two test problems are stochastic fractional convex quadratic and nonlinear, both of which lead to pseudomonotone stochastic variational inequality problems. The third set of test problems are stochastic variational inequality problems that represent the (sufficient) equilibrium conditions of a stochastic Nash-Cournot game. In particular, the players maximize pseudoconcave expectation-valued functions but the resulting stochastic variational inequality problem is not necessarily pseudomonotone;
however, some choices of parameters lead to pseudomonotone SVIs. Our fourth test problem is Watson's complementarity problem [57] , which is not necessarily monotone.
(i) Fractional Convex Quadratic Problems: The concept of maximizing or minimizing ratios is of significant relevance in an engineering setting. We consider stochastic fractional convex problems of the form:
where E[f (x; ω)] and g(x) are strictly positive convex quadratic and linear functions, respectively, defined as f (x; ω) 0.5x T (θU U T + λV (ω))x + 0.5((c +c(ω)) T x + 4n) 2 and g(x) r T x + t + 4n. We note that V (ω) andc(ω) are randomly generated from standard normal and uniform distributions, U and c are deterministic constants generated once from the standard normal distribution, while r and t are generated once from uniform distributions. We note that θ = 0.025 and λ = θU U Again, it can be observed that this problem leads to a pseudomonotone SVI.
(iii) Nash-Cournot Games: Next we consider a Nash-Cournot game with n selfish players, all of which sell the same commodity [8, 34] at a price given by the function of the aggregate sales as per the Cournot specification [58, 29] . Specifically, the ith agent solves the following problem:
. We note that a = 100 n/3 while b ω is generated from a uniform distribution with mean 1 and standard deviation , where = 0.025. We note that A and v are also generated randomly as stated earlier. The resulting game is a shared constraint Nash game and a (variational) equilibrium of this game [59] is given by a variational inequality problem. Note that agent payoffs are pseudoconcave [34, Theorem 3.4] and the (sufficient) equilibrium conditions are given by a variational inequality VI(X, F ), where
. Note that this variational problem is not necessarily pseudomonotone.
(iv) Watson's Problem: Finally, we consider a stochastic variant of the ten variable non-monotone linear complementarity problem, first proposed by Watson [57] :
and q ω are randomly generated matrices and vectors (from the standard normal distribution) respectively and = 0.025 refers to the level of noise. We omit the definition of the ten-dimensional matrix M, which can be found in [57, Example 3] . Note that q = e i and we consider ten different instances, each corresponding to a coordinate direction e i .
4.2.
Algorithm parameters and termination criteria. We conduct two sets of tests, the first of these pertains to the a.s. convergence behavior while the second set compares the empirical rate estimates with the theoretically prescribed levels. All the numerics were generated with Matlab R2012a on a Linux OS with a 2.39 GHZ processor and 16 GB of memory. For the first two test problem sets, x 0 = 2e and γ 0 is 1 and 2.5 respectively while for the second two test problem sets, x 0 = 0 and γ 0 is 2.5 and 0.6, respectively.
(i) a.s. convergence: Here, n was varied from 10 to 30 in steps of 2 for the first three test problems while ten different instances of q were generated as stated earlier for the Watson's problem, leading to a total of 40 test instances. Recalling that x is a solution of VI(X, F ) if and only if F nat X (x) = x − Π X (x − F (x)) = 0, a.s. convergence can be empirically verified based on the value of ψ(x k ) = F nat X (x k ). Note that our problem choices allow for evaluating the expectation, which is generally not possible.
(ii) Rate statements: When evaluating the rate estimates, we consider a modified Nash-Cournot game. The price was made affine, κ = 1 and the linear constraints were dropped. We generated ten different problem instances for n ranging from 10 to 19 and set a = 0.1 n/10 and b = a/n. Note that b ω was generated from a normal distribution with mean b and standard deviation , where = 0.025b. The associated set and mapping are defined to be F (x) = b(I + ee T )x − ae, X = {x | 0 ≤ x i ≤ 1, i = 1, . . . , n} , where e and I denote the vector of ones and the identity matrix. Next, we estimate the parameters in computing the theoretical rates.
Since ∇F (x) = b(I + ee T ), implying that F (x) is strongly monotone (implies strongly pseudomonotone) with constant σ = b. Further, we have that F (x) = b(I + ee T )x − ae = a n(I + ee T )s − e ≤ a √ n, 
Frac. Quad. where the last inequality follows from b = a/n and 0 ≤ s ≤ e. This implies that B = 2a √ n. If x * denotes the unique solution of VI(X, F ), then the empirical error ψ e (x K ) and theoretical error ψ b (x K ) are defined as follows (see Proposition 3.12):
where ψ e (x K ) is a result of averaging over N sample paths. Since
Our final bounds are a consequence of setting c = β = 1.
4.3. Almost sure convergence behavior. In this subsection, we compare the a.s. convergence behavior of the extragradient and mirror-prox schemes under two different distance metrics. Table 4 .1 displays ψ(x K ) generated from the ESA scheme for increasing number of major iterations for the forty problems of interest. We observe that in the fractional quadratic and nonlinear problems, the ESA scheme performs relatively well, barring two instances. Notably, much of the progress is made in the first 1000
iterations.
Next, we compare the stochastic extragradient scheme with two prox-based generalizations that employ two distance functions proposed by Nemirowski [55] given by s a (x) =
. The variants of MPSA, referred to as MPSA-a and MPSA-b respectively, are studied and the results are compared with the ESA scheme in Table 4 .2 for ten nonlinear fractional problems in the test set for progressively increasing number of major iterations. It is observed that the ESA scheme sometimes (but not always) performs better than MPSA-a from an error standpoint but each step of MPSA-a (and MPSA-b) tends to require more effort as captured by the CPU time.
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1.E--04 1.E--03 1.E--02 1.E--01 1.E+00 1. totics, we now compare the empirical rates with the theoretically predicted rates, as discussed in (3.4) . In obtaining the empirical results, the initial steplength γ 0 was set to be (1 + √ 33)/(4σ) and fifteen different sample paths of ESA were generated to compute Ψ e (4.2). Given that the expectation may be evaluated, we may solve the original problem to obtain an estimate of x * . Table 4 .4 compares the analytical bounds with empirical results for the given set of problems in increasing iterations. For the (monotone) problems considered, the theoretical bound is shown to be valid but relatively weak.
We now investigate the benefit of utilizing the optimal γ 0 , denoted by γ * 0 . Here, we consider the same set of problems as in the previous section and report the behavior of the proposed extragradient scheme Dim (n) K = 1 K = 100 K = 1000 K = 10000 K = 150000 in Table 4 .3 for six different choices of γ 0 , ranging from 0.001γ * 0 to 100γ * 0 in factors of 10. It can be seen that γ * 0 performs either the best (or close to the best) of all schemes. In fact, in some instances, a poorly chosen steplength leads to significant drop off in performance. It should also be noted that much smaller steplengths have drastically poorer peformance while much larger steplengths lead to marginally worse behavior as observed in Figure 4 .1 in which h denotes the scaling of γ * 0 .
Concluding remarks.
Variational inequality problems represent a useful tool for modeling a range of phenomena arising in engineering, economics, and the applied sciences. As the role of uncertainty grows, there has been a growing interest in the stochastic variational inequality problem. However, much of the past research, particularly the algorithmic aspects, have focused on monotone stochastic variational inequality problems. In this paper, we consider pseudomonotone generalizations and consider both the analysis and solution of such problems. In the first part of the paper, faced by the lack of access to a closed-form
