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ABSTRACT
Precipitation sequencing, or the overall temporal pattern of precipitation events and the
persistence of those events, is an important factor in describing nonstationarity in climate
variability. It is a vital, yet often overlooked part of developing long-term climate predic-
tions. Precipitation sequencing, which is based on rainfall of all magnitudes, is not well
understood in part because much of recent research has focused on changes solely in ex-
treme precipitation. This study examines precipitation sequencing pattern changes in North
America over a study period of 1880-2010, and compares sequencing changes for both non-
extreme and extreme rainfall. Results reveal nonstationarity in precipitation sequencing
in North America and indicate that changes in non-extreme rainfall are greater in magni-
tude and more prevalent than those in extreme rainfall. Analysis of the spatial variation of
non-extreme precipitation sequencing reveals both continent-scale trends and, unexpectedly,
strongly localized, regional trends. Results not only validate questions about the assump-
tion of stationarity in climate models and studies but illustrate the importance of conducting
precipitation studies at the proper scale in order to capture significant local trends. Incor-
poration of both elements into climate models can improve the robustness of long-term
predictions. Results from this analysis reveal the need for increased study of non-extreme
rainfall and for moving away from the assumption of stationarity in precipitation patterns
when developing climate predictions. Additionally, results may shed light on the regional
nature of precipitation sequencing changes and its drivers, which may help scientists make
better decisions when choosing which climate models fit their studies.
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CHAPTER 1
INTRODUCTION
In the absence of thorough understanding of high frequency precipitation pattern changes
in North America, this study aims to describe trends in precipitation sequencing, which is
based on precipitation thresholds at different magnitudes ranging from 0.1 mm to extreme
events. Although myriad studies have described extreme precipitation trends at both global
and local scales and for many different temporal scales, little attention has been paid to high
frequency - or non-extreme - rainfall. This work has two main objectives. The first is to
establish whether or not precipitation sequencing patterns are undergoing long-term changes
in North America. The second is to explore if micro-meteorological factors may explain local
patterns of change.
Much is known about patterns and changes in patterns of precipitation frequency, intensity,
and magnitude, but sequencing, or the combination of overall timing of precipitation and
its persistence, is not well understood. Precipitation sequencing describes how often it rains
and for how long it rains; this is different from precipitation frequency, which normally
describes how often a storm event (usually of a more extreme magnitude) arrives. Changes
in precipitation sequencing patterns could have major impacts for many ecological systems,
biological functions, and engineering designs for systems interconnected with the hydrologic
cycle. It is embodied in plant phenology, rain-fed crop yields, sustenance of streams and
aquatic systems, etc. Engineering designs for dams and some hydroelectric power plants and
aquatic ecosystems in particular depend greatly on fluctuations in high-frequency, or non-
extreme, rainfall. Many researchers have studied extreme rainfall events because of their
substantial economic cost, but the cost of repercussions from non-extreme rainfall trends
is at present unknown. It may be possible to ascertain a monetary cost of variability in
non-extreme rainfall associated with dams and engineering systems, but profound effects on
aquatic ecosystems may not be translatable to direct cost at present. This does not mean that
disregarding possible changes in non-extreme rainfall would not be costly. Insights stemming
from analysis performed through the lens of hydrocomplexity make it clear that changes to
something as integral as rainfall sequencing - in any amount, including non-extreme - can
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have repercussions in ecologic, social, and economic systems.
Therefore, incorporating changes in precipitation sequencing in our understanding of cli-
matic variability would allow us to both improve climate models and understand challenges
faced by many systems dependent on the hydrologic cycle. Referring to the former, non-
changing precipitation sequencing relates directly to a concept known as nonstationarity.
The assumption of stationarity in precipitation sequencing patterns suggests that historical
temporal patterns are relatively constant and can therefore be projected. This concept is
inherent to many global climate models, and it weakens the robustness of their long-term
predictions.
In this study, the daily precipitation data for 7,194 North American stations are pre-
processed and then translated to binary sequence based on exceedance or nonexceedance
of a daily minimum threshold. Initially, this threshold is 0.1 mm, the smallest possible
recorded increment for daily data. Precipitation sequencing metrics are calculated on an
annual scale and seasonal scale and their spatial distributions analyzed. The process is then
repeated for daily minimum thresholds defined by percentiles of nonzero rainfall for each
station; this analysis represents sequencing patterns in extreme rainfall. The two results are
then compared.
The chapters of this thesis are arranged as follows:
 Chapter 2 Literature Review: This chapter briefly presents recent research focused on
extreme precipitation and nonstationarity.
 Chapter 3 Materials and Methods: This chapter presents the data set and methodol-
ogy that forms the framework of this study. Data pre-processing, statistical analysis
methods, and the approach to quantifying sequencing are addressed.
 Chapter 4 Results: Results from all analysis steps are presented. Long-term temporal
variation of sequencing and the non-uniformity in spatial variation of sequencing trends
are presented.
 Chapter 5 Discussion: This chapter discusses the implications of the results of non-
extreme rainfall analysis and their potential meaning for the direction of future re-
search.
 Chapter 6 Conclusions: Conclusions from this study and their potential impact on the
future of research in precipitation are presented.
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CHAPTER 2
LITERATURE REVIEW
Nonstationarity in precipitation sequencing refers to the change in long-term timing and
persistence of rainfall. Recently, researchers have begun to describe nonstationarity in rain-
fall by quantifying the seasonality of precipitation [10, 17, 24, 35, 43, 57], but the long-term
changes in overall timing and persistence of daily rainfall events, specifically those of non-
extreme magnitude, are still largely not well understood. This lack of a robust description
of high-frequency rainfall is due largely to the fact that the vast majority of recent stud-
ies have focused on changes in extreme climate patterns, such as large floods and severe
droughts. Studies describing the relationship between fluctuations in temperature and ex-
treme precipitation [1,6,22,28,31,75], the intensification of extreme precipitation [2,50,67],
and climate models’ ability to project these changes [3, 11, 13, 21, 39, 44, 53, 54, 60, 64, 76, 77]
have been well-documented. Patterns in changes in seasonal extremes [14,15,26,30,40] and
the variability in both global [29, 65] and regional [61] extreme precipitation have also been
the subject of numerous studies. Extreme precipitation has not only been examined on
different spatial scales, but different temporal scales, as well: trends in patterns of daily ex-
treme rainfall [38,72,78], hourly extremes [46], and interstorm extreme rainfall variability [37]
have been explored. More recently, researchers have begun to describe nonstationarity in
extreme precipitation as well [14]. The importance of understanding both qualitative and
quantitative aspects of rainfall has been touched on in at least one study with the mention
of simultaneous timing and magnitude change [69], but again, the main focus of this study
was extreme precipitation, and, as in the case of [69], often without regard to long-term
nonstationarity.
Researchers have long understood the importance of extreme rainfall changes as they re-
late to societal impacts and environmental repercussions, often starting with the assumption
(explicit or implicit) that extreme weather has “the strongest impact on society” [7]. These
impacts have been examined in direct and indirect forms (with respect to quality of life).
Easterling, et. al.’s widely cited work [19] discusses widespread consequences of extreme
climate events, including interruption of biological processes, changes in plant phenology,
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species extinction, and economic losses [19, 25]. Plant and vegetation response to extreme
precipitation changes, especially in tropical regions [17, 35], have been a subject of interest,
as has been the adaptability of more widespread ecosystem functions, such as water regu-
lation [36]. Changes in ecosystem and vegetative response may not be immediately felt by
human populations, but economic impacts and natural hazard disasters certainly are. For
example, Kunkel, et. al [44], discuss implications for American and Canadian infrastructure
and suggests adjustments in structural design in response to changes in extreme precipita-
tion [44, 45]. This cautionary sentiment is echoed in Easterling, et. al’s work [18], which
encourages the development of a greater understanding of society’s vulnerability to extreme
climate events and their corresponding threats to infrastructure, health, and economic stabil-
ity [18]. These ideas have also folded into research focusing on water security and emergent
risk in systems closely linked with the hydrologic cycle [42]. The extensive impacts of ex-
treme precipitation events are beginning to be considered in a complex framework similar to
that suggested by [43].
The widespread focus on describing extreme precipitation - its frequency, temporal and
spatial variability, economic and environmental consequences, etc. - is not disputed in its
importance, but this study argues for the equal importance of understanding trends in non-
extreme precipitation events, which may not be considered in studies of low frequency, or
extreme, precipitation. Not accounting for changes in long-term patterns of high frequency
rainfall could have major implications for the robustness of long-term predictions of global
climate models [29, 71] and many systems dependent on the hydrologic cycle. Agricultural
yields and irrigation requirements would certainly be affected by changes in daily rainfall
and its persistence [49,59]. For example, if precipitation magnitude is unchanged but precip-
itation events last longer but are less intense and more frequent, the effect on growing season
could be different than if rainfall fell in short, intense, infrequent bouts; on another temporal
scale beyond growing season, if rainfall were more dissipated throughout the year so that
mean annual rainfall amounts remained unchanged but less rainfall fell during the actual
growing season, crops could likewise be affected. Similarly, maintenance and continued effi-
ciency of hydropower plants [41] and other water resources-related systems would be affected
by variations in moderate rainfall amounts [5], potentially to the point of necessitating the
revision of structural design standards or water management practices [63] as suggested by
Kunkel, et. al. [44], for extreme precipitation. Lastly, aquatic ecosystems are particularly
vulnerable to changes of even small magnitudes to natural flow regimes [8]. With this notion,
nonstationarity in precipitation sequencing, specifically as it pertains to high-frequency pre-
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cipitation, proves to be a crucial piece of information which would strengthen global climate
models’ long-term predictions and provide much-needed information for a larger network of
ecological, social, and economic systems connected by the hydrologic cycle [43].
Departing from the discussion of what magnitude of rainfall is studied is the question of
the scale at which rainfall is studied. In describing why particular trends in precipitation
are observed, a general understanding put forth in many studies is that local precipitation
is determined by the amount of “moisture already in the atmosphere” or by delivery from
global circulation patterns [68,69]. The important role of local features in the development of
extreme events such as flooding has also been noted [69]. However, the actual strength of local
features in determining precipitation trends as compared to suggested surface energy balance-
driven moisture transfer and global circulation patterns is still not largely well understood.
External forcings for extreme precipitation patterns have been explored in many precipitation
studies [47], but the ability to predict or model local precipitation behavior is still not well
developed [9].
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CHAPTER 3
MATERIALS AND METHODS
3.1 Data Filtering
Daily precipitation data from the Global Historic Climatology Network (GHCN) was made
available through Earth Info, Inc. The original dataset included data for stations found
across the globe; however, only North America - including Hawaii - is considered in this study.
Because Hawaii is at a similar latitude as stations in Mexico included in the study, it was
decided that although Hawaii is ecologically different from the contiguous North American
continent, it could be included in the analysis. The earliest data in the set originates in
1833, and the most recent was recorded in 2010. After filtering, however, the timespan of
coverage changes. Daily precipitation data for 7,194 North American stations was recorded
with a precision of up to a tenth of a millimeter (0.1 mm). Due to the presence of missing
or unusable data, daily precipitation records for each station were subject to pre-processing
at which point they were filtered based on the criteria in Table 3.1. The code developed for
pre-processing is represented by the flowchart shown in Figure 3.1.
One additional requirement was stipulated after filtering with regards to years of coverage.
It was decided that a station’s years of coverage should not end before the year 2000. The
reasons for this addition are threefold. First, the chances of having overlapping years of
coverage between stations is increased; without this, it is possible that a station with years
Table 3.1: Minimum Requirements for Station Data
Time Period Minimum Requirement
Month ≤ 10 days missing/bad data
Year ≥ 9 months good data
Decade ≥ 8 years good data
Total ≥ 5 consecutive decades
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Figure 3.1: Flowchart representing raw data processing code. Filtered data from this code
is then used in the next code.
7
of coverage between 1900 and 1950, for example, could be compared to one that covers 1960
to 2010. A comparison of this sort could lead to misleading or meaningless results. Second, it
is assumed that ‘younger’ stations would be better maintained, have more accurate readings,
and would be more numerous in general. Third, by requiring data to be recent, this study
can analyze trends leading up to present day. The hope is that these trends can potentially
aid in better climate predictions in the future.
Figure 3.2: (a) Distribution of number of
consecutive decades of coverage for passing
stations. (b) Distribution of years in which
analysis begins. All stations are required to
have coverage extending past at least the
year 2000.
If a station’s data meets or exceeds the
minimum requirements in Table 3.1 and
have data extending through the most re-
cent possible decades, it is considered pass-
ing and is used in subsequent analysis; else,
it is not considered further.
After initial filtering, 5,259 stations con-
tained data deemed passing for at least five
consecutive decades. However, with the ad-
ditional requirement that the stations years
of coverage end in recent years, the number
of passing stations decreased to 3,030. Fig-
ure 3.2 summarizes statistics for passing sta-
tions. The distribution of number of consec-
utive decades available for passing stations
is shown in Figure 3.2(a). Of the stations
that did not pass filtering, 21% were elimi-
nated outright because the total number of
available years (regardless of whether they
contained good data or not) was less than
the minimum requirement of 50 years. For
many of the remaining failing stations, the
requirement of a minimum of five continuous
decades of data was narrowly missed. Addi-
tionally, several stations fell into clusters in
remote locations, such as the plains areas in southern Saskatchewan, Canada. It is possible
that due to lack of ease of accessibility, instrument errors or calibration issues caused breaks
in data recording. Stations located in Hawaii and Mexico had the highest percentage of
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missing or bad data. However, the highest percentage loss in passing stations resulted from
the requirement that a station’s data extend through at least the year 2000. Approximately
42% of the 5,259 stations with passing data were eliminated. The years in which coverage
begins for those 3,030 stations are shown in Figure 3.2(b). The locations of passing and fail-
ing stations are demonstrated in Figure 3.3, where purple stations indicate stations whose
data passed all pre-processing, and empty circles indicate failing stations.
After filtering, the years of coverage for passing stations fell between 1880 and 2010, with
all stations having data coverage at minimum until the year 2000.
3.2 Modeling Rainfall as Dichotomous Noise
Daily precipitation data that passes the aforementioned filtering is then represented as di-
chotomous noise based on each day’s exceedance of a daily minimum threshold (δ). Days
are assigned a value, α, defined below:
α(i) =
{
1 if δ exceeded
0 if δ not exceeded
The δ can be defined as “Rain/No Rain”, in which the rainfall threshold is simply the
smallest increment that can be recorded (0.1 mm), or it can be defined as some percentile
of each station’s recorded daily precipitation in a given analysis period. If a given day’s
recorded precipitation exceeds the threshold, that day is called “rainy”. If it does not, then
it is called “dry”. The coding written for this process is illustrated in the first inner loop in
Figure 3.4.
This binary simplification of rainfall disregards magnitude, so any emerging patterns are
useful to show timing and to simply describe a trend if one exists. The option to consider
δs of varying magnitude affords the opportunity to examine timing in non-extreme rainfall
amounts as well as extreme. More can be learned about the pattern that emerges from the
binary sequence when it is compared to changes in the actual magnitude of rainfall, which
is explained in the next section.
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Figure 3.3: Locations of North American stations. Purple stations indicate stations with
usable data. Empty circles indicate stations whose data failed to meet filtering standards.
3.3 Sequencing Quantification
In order to quantify and describe precipitation sequencing, several metrics were necessary.
The following variables were calculated for each station on an annual scale and seasonal, but
10
Figure 3.4: Flowchart illustrating main analysis code. The temporal analysis is left general,
indicating that it may be performed for any time period (decade, year, season, etc.)
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they could be calculated at a decadal scale, as well:
P (R) =
∑N
i=1Rex∑
RN
(3.1)
P (D) =
∑N
i=1Rnx∑
RN
(3.2)
Lr =
∑Nr
i=1 Length of rainy period i
Nr
(3.3)
Ld =
∑Nd
i=1 Length of dry period i
Nd
(3.4)
ADP =
∑N
i=1R(i)∑
R
(3.5)
where ADP (mm) is the average daily precipitation in a given time period; R(i) is the
recorded precipitation for a given day; R is the number of days with recorded precipitation;
P (R) (unitless) is the probability of a rainy day; Rex is a day in which the recorded pre-
cipitation exceeds the a specified daily minimum threshold (δ); RN is the total number of
days with data in the time period (year, decade, season) considered; P (D) (unitless) is the
probability of a dry day and the complement of P (R); Rnx is a day in which the recorded
precipitation is less than δ; Lr (days) is the average number of consecutive rainy days; Nr
(unitless) is the number of rainy periods in the time period considered; Ld (days) is the
average number of consecutive dry days; and Nd (unitless) is the number of dry periods in
the time period considered.
Consideration of Equations 3.1 and 3.3 individually or the comparison between the two
begins to describe the timing and persistence of rainfall regardless of magnitude. Changes in
P (R) give an indication as to how individual days of rainfall can be expected in a given time
period (year, decade, season, etc.). The persistence of rain events, however, is described by
Lr, the average length of a rainy period. Equation 3.5, however, adds a qualitative dimension
to these patterns. The addition of this variable indicates whether an area is experiencing
more or less daily rainfall over time, which can show whether precipitation in a certain area
is dissipating throughout the a given time period or becoming more concentrated.
Probability of a dry day, P (D), is essentially redundant as the complement of P (R) and
does not add anything new to the understanding of sequencing patterns, so it is not discussed
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in this paper.
3.4 Statistical Analysis
Figure 3.5: Summary of
trend statistics for
probability of a rainy day,
P (R), average length of
consecutive rainy days, Lr,
and average daily
precipitation, ADP . A
green check indicates the
presence of a monotonic
trend. A red X indicates
that no trend was
detected. An empty box
indicates that the variable
wasn’t considered in that
particular summation.
The final step in determining whether a station’s data can be
included in analysis is to establish whether statistically sig-
nificant changes are occurring in at least one of the variables
above. The Mann-Kendall (MK) test was applied in this case
to test for significant long-term trends in annual values for the
given variables. The test gives an indication if there is either
a monotonically increasing or decreasing trend present in the
station or if there is no trend at all. If a trend is present,
a linear regression is applied over the length of the time pe-
riod considered (year, decade, or season), which determines
the slope of the trend. This linear fit is demonstrated in Fig-
ure 3.6. The presence of any monotonic trend is symptomatic
of nonstationary behavior.
The MK test has been described as an explanatory hypothe-
sis test indicating whether or not a trend exists at a significant
magnitude [34]. The MK test works well with data sets that
have missing data (as is the case with some stations) by es-
sentially consolidating the time series data into a new time
series [23]. The use of Sen Slope estimator method was consid-
ered at one point as the test for statistically significant trend
in place of the MK test or as the estimator of the magnitude
of the slope of the trend in addition to the MK test; however,
the Sen method does not handle gaps in data as well as the
MK test [27], so it was not used.
The statistics for trends for P (R), Lr, and ADP and combi-
nations between the three are summarized in Figure 3.5. From
the 3,030 stations found to have usable data, it was determined
that a statistically significant trend existed in 2,088 stations for P (R) or Lr. The 1,813 show-
ing a trend in P (R) are divided like so: 1,427 showed a trend in both P (R) and Lr, and
386 indicated a trend in P (R) but not Lr. Forty-four percent (or 794) of these 1,813 sta-
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tions indicated a trend in the actual magnitude of rainfall, ADP . Two hundred-seventy five
stations indicated a trend in Lr but not P (R). As for the magnitude of daily rainfall, a
total of 1,182 stations indicated some trend in ADP . In total, 388 stations indicated a trend
in ADP and not P (R). Finally, 829 stations showed no trend in either P (R) or ADP ; no
particular spatial distribution was immediately apparent among them.
The magnitude and direction of trends were determined through linear regression of val-
ues of each variable at an annual scale. Figure 3.6 demonstrates the linear regression and
determination of trend for several example stations. Average annual values for P (R), Lr,
and ADP are plotted underneath the actual recorded daily rainfall for the years of data
available for each station.
3.5 Extreme Rainfall Analysis
This entire process (excluding calculations for ADP ) was repeated for extreme precipitation,
defined by the 50th, 75th, 90th, and 95th percentiles of nonzero recorded rainfall for each
station over the entire period of record. This calculation process is demonstrated in by the
two example stations in Figure 3.7. The two stations have slightly different years of coverage;
it is assumed in this process that stations with at least five decades of consecutive, usable
data which both extend at least past the year 2000 are comparable even if some of that
data is not overlapping. The station on the left demonstrates that a passing station may
have some gaps of missing data; these gaps are designed to be short enough and infrequent
enough that they do not interfere with the linear regression of trends. However, the MK test
handles gaps in data well when testing for trend.
Figure 3.7 demonstrates that the value of the percentile of rainfall varies for each station
based on that station’s recorded nonzero precipitation from all available years of data. Any
days exceeding this percentile are assigned a 1. Nonexceedance is assigned a zero. The same
filtering process is then repeated from that point onward.
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Figure 3.6: Examples of different sequencing indicators for five example stations (station
IDs shown). (a) ∆P (R) < 0, ∆Lr < 0 and ∆ADP < 0. (b) ∆P (R) < 0, ∆Lr > 0 and
∆ADP < 0. (c) ∆P (R) < 0, ∆Lr < 0 and ∆ADP > 0. (d) ∆P (R) > 0, ∆Lr > 0 and
∆ADP > 0. (e) ∆P (R) > 0, ∆Lr > 0 and ∆ADP > 0. Several other combinations of
trends in slope are possible, but not shown. Symbols on map are simply representative;
they are enlarged for clarity and not to scale.
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Figure 3.7: Different daily minimum thresholds (δ) imposed for low-frequency rainfall
analysis. Example stations (station ID shown) cover different years and have different
rainfall amounts. Percentiles are calculated based on non-zero daily recorded rainfall
amounts for each station.
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CHAPTER 4
RESULTS
This study first determines if nonstationarity exists in three key describers of rainfall: aver-
age daily precipitation, ADP , probability of a day with recorded precipitation, P (R), and
average number of consecutive days of precipitation, Lr. Long-term temporal trends in P (R)
and Lr are calculated with respect to non-extreme rainfall on both an annual and seasonal
scale, and the results are spatially analyzed. The spatial and temporal variation of sequenc-
ing patterns in extreme rainfall is then presented and compared to those of non-extreme
rainfall.
4.1 Average Daily Precipitation
In total, 1,182 stations showed a statistically significant trend in ADP . Figure 4.1 shows
the locations of these stations, 136 of which indicate decreasing amounts of daily rainfall,
and 1,046 of which indicate increasing average daily rainfall. Of the total number of stations
showing some trend in ADP , 388 were stations that showed no trend in P (R), meaning
the sequencing of rainfall was not changing but the magnitude was. Figure 4.1 implies
that the majority of stations located in the American Northeast/Canadian Southeast and in
the middle of the continent around the Mississippi River indicate positive slopes in ADP .
Stations showing decreasing ADP were mostly limited to the American Southeast and the
Pacific Northwest. However, several pockets in the American Southwest and at northern
latitudes also showed decreasing ADP . These continental-scale patterns are quite similar
to those shown previously, although the results are decadal averages [58] compared to this
study’s daily averages. The distribution of magnitudes of the change in ADP is presented in
the first column of Table 4.1, which summarizes the slopes of precipitation sequencing metrics
for high-frequency rainfall (δ ≥ 0.1 mm). The median slope of average daily precipitation is
2.61×10−3 mm/yr, meaning that a typical day in 100 years will receive an extra 0.261 mm
of rainfall in a given day.
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Figure 4.1: Statistically significant trends in ADP were detected in 1,182 stations.
Negative slopes in ADP (represented by brown symbols) were detected in 136 stations,
while 1,046 indicated positive ∆ADP (represented by green symbols). The magnitude of
the slope is represented by the size of the symbol.
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4.2 Non-extreme Rainfall
Temporal pattern analysis
For high frequency rainfall, a positive skew in slope of P (R) was seen across the continent.
Table 4.1 summarizes the slopes of precipitation sequencing metrics for high-frequency rain-
fall (δ ≥ 0.1 mm). Across North America, the median slope of P (R) indicates that the chance
of any given day receiving rainfall in exceedance of 0.1 mm is increasing by 5.19×10−4 every
year. This means that in the next 100 years, there could be an extra 19 days with recorded
precipitation compared to present-day (5.19×10−4× 100 yrs× 365 days). The median value
of ∆Lr, 2.31×10−3, indicates increasing persistence of rain events. Although P (D) is simply
the complement of P (R), Ld, the number of consecutive days without rain, changes at a
different rate than Lr. The median value for ∆Ld is -7.09×10−3, meaning that across North
America, the number of consecutive days without rain is decreasing at the same time the
number of consecutive days with rain is increasing. Although this combination of trends
is expected to be more common, it is not necessarily the rule. For example, it is possible
that an area may see more days of rainfall (∆P (R) > 0), fewer consecutive days of rainfall
(∆Lr < 0), and shorter periods without rain (∆Ld < 0). This could mean that the area is
receiving the same amount of rainfall at smaller, more staggered intervals throughout the
year or season, or it could mean that there are more frequent, more intense bouts of rain
spread throughout the year. This example illustrates the qualitative contribution of ∆ADP ,
which makes such changes in timing more meaningful. More often than not, however, on an
annual scale, stations exhibited either both positive or both negative slopes of P (R) and Lr.
Again, interpreting this combination of trends is much more meaningful when considered in
tandem with the change in magnitude of rainfall over time.
Spatial Variation in Sequencing Patterns
Figure 4.2(a) illustrates the spatial variation the temporal trends summarized in columns
2 and 3 of Table 4.1. For clarity, Figure 4.2(b) and Figure 4.2(c) separate the stations
showing ∆P (R) > 0 and ∆P (R) < 0, respectively. Only stations falling into the upper
quartile of positive slopes in P (R) and bottom quartile of negative slopes of P (R) are shown.
Nonuniform spatial variation of sequencing patterns is apparent. The Northeastern United
States and Pacific Northwest appear to show higher magnitude increase in both slope of
P (R) and slope of Lr. It is observed that higher latitudes across the continent appear to
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Table 4.1: Slope Distribution for “Rain/No Rain” Analysis (δ = 0.1 mm)
Percentile ADP ∆P (R) ∆Lr ∆P (D) ∆Ld
1 -9.86×10−3 -2.06×10−3 -1.14×10−2 -3.05×10−3 -9.39×10−2
5 -3.43×10−3 -1.13×10−3 -5.06×10−3 -1.84×10−3 -4.55×10−2
10 -1.72×10−3 -7.28×10−4 -3.17×10−3 -1.44×10−3 -3.15×10−2
25 3.37×10−4 -2.66×10−5 1.64×10−6 -9.21×10−4 -1.64×10−2
50 2.61×10−3 5.19×10−4 2.31×10−3 -5.19×10−4 -7.09×10−3
75 5.54×10−3 9.21×10−4 4.29×10−3 2.66×10−5 1.63×10−3
90 9.31×10−3 1.44×10−3 7.01×10−3 7.28×10−4 1.66×10−2
95 1.21×10−2 1.84×10−3 9.67×10−3 1.13×10−3 3.19×10−2
99 1.84×10−2 3.05×10−3 1.83×10−2 2.06×10−3 8.31×10−2
show larger magnitude increases in P (R). Pockets in the northern Appalachian mountains,
Gulf Coast states, and part of Hawaii also appear to show significant increasing trends in
P (R). The middle of the continent shows increasing slope of P (R) and slope of Lr, but
both in much smaller magnitudes. North-central regions of the continent and parts of the
American Southeast also appear to show small-magnitude decreases in slope of P (R) and Lr.
However, in several areas where ∆P (R) is greatly positively increasing, such as the Pacific
Northwest and the Northeastern United States, stations show largely decreasing ∆P (R).
The analysis for non-extreme rainfall was performed on a seasonal scale in addition to the
annual scale. Figure 4.3 shows the spatial variation of trends seen over four seasons. It is
apparent that each season has distinct sequencing pattern changes, although some regions,
such as the American Northeast/Canadian Southeast, appear to undergo fairly consistent
changes year-round. In these areas, however, several pockets of stations show the opposite
trends. The American Southeast appears to show decreases in winter, spring, and summer.
Areas around the Great Lakes show fairly strong increase in P (R) year-round. Spring appears
to show the strongest negative trends in P (R), particularly in the middle of the continent.
4.3 Comparison with Extreme Precipitation
After analysis for high frequency rainfall was completed, the same process was repeated for
four different levels of low frequency precipitation, defined by the 50th, 75th, 90th, and 95th
percentiles of nonzero rainfall for each station (see Figure 3.7). The 50th, 75th, 90th, and
95th percentiles of all non-zero daily recorded rainfall amounts available for each station
were determined and set as the daily minimum threshold (δ). Table 4.2 summarizes station
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Table 4.2: Trend Statistics for All δs
δ
0.1 mm 50%ile 75%ile 90%ile 95%ile
Showing Trend 2088 1435 1397 1154 962
Showing Positive Trend (≥ 75%ile) 390 276 288 251 207
Showing Negative Trend (≤ 25%ile) 132 83 62 38 33
trend results from the extreme precipitation analyses and compares them the to those of the
non-extreme analysis in the first column. For a δ of the 50th percentile rainfall amount, 1,435
stations showed a statistical trend in one or more sequencing metric. This number decreases
to 1,397 for 75th percentile rainfall, 1,154 for 90th, and 962 for 95th percentile rainfall, less
than half the number of stations showing a trend in high-frequency rainfall. In addition
to the significant decrease in number of stations showing nonstationarity in sequencing, the
range of values of ∆P (R) for extreme rainfall exponentially decreases as the δ magnitude
increases. Figure 4.4 plots the distribution of ∆P (R) for each δ analysis. As the δ increase,
or as rainfall amounts considered become more extreme, the magnitude and range in values
for ∆P (R) exponentially decrease. This means that not only is the median ∆P (R) for high
frequency rainfall much higher than for low frequency rainfall amounts, but the extremes
of high frequency rainfall are changing at a much higher rate than the extremes of low
frequency rainfall. It should be noted that the stations showing trends in each δ category
are not necessarily the same (e.g. a station may show a trend in the 50th or 90th percentile
thresholds, but not the 75th or 95th).
Figure 4.5 reveals which areas consistently show high rates of change for all levels of rainfall
(extreme or non-extreme). Figure 4.5 indicates the location of stations showing trends in the
upper quartile (if ∆P (R) positive) and bottom quartile (if ∆P (R) negative) for only one δ
(Figure 4.5(a)), for two or three δs (Figure 4.5(b)), for four out of five δs (Figure 4.5(c)), and
for all five δs (Figure 4.5(d)). The second and third rows of Table 4.2 summarize the total
number of stations in these quartiles for each δ. Very few stations with negative ∆P (R)
show change in many or all of the δ categories in comparison with stations with positive
∆P (R). Many stations with decreasing trends in ∆P (R) appear in Figure 4.5(a), but much
fewer show trends in Figure 4.5(b), which exhibits two main clusters of decreasing ∆P (R)
stations, one west of the Cascade Mountains in Washington and Oregon and one in the
American Southeast. The Northeastern United States appears to consistently show a high
rate of change for all levels of rainfall, dominating the maps in Figure 4.5(c) and Figure
21
4.5(d). Small pockets in the Southern Rockies and the Ozarks also appear in Figure 4.5(c).
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Figure 4.2: Spatial distribution of changes in P (R) and Lr. Circular symbols represent
stations where ∆P (R) > 0. Triangular symbols represent stations where ∆P (R) < 0. The
size of the symbol is proportional to the strength of the trend. The color of the symbol
represents ∆Lr, where blue is ∆Lr > 0 and red is ∆Lr < 0. The more saturated the color,
the larger the magnitude of the slope. (a) For clarity, only stations falling within the top
and bottom 25th percentiles of slopes are shown. (b) Locations of stations in (a) with
∆P (R) > 0. (c) Locations of stations in (a) with ∆P (R) < 0.
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Figure 4.3: Seasonal analysis of non-extreme precipitation sequencing patterns. Circular
symbols represent stations where ∆P (R) > 0. Triangular symbols represent stations where
∆P (R) < 0. The size of the symbol is proportional to the strength of the trend. The color
of the symbol represents ∆Lr, where blue is ∆Lr > 0 and red is ∆Lr < 0. The more
saturated the color, the larger the magnitude of the slope. (a) Winter. (b) Spring. (c)
Summer. (d) Autumn.
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Figure 4.4: Comparison of distribution of slopes of P (R) for high- and low-frequency
rainfall. The ”Rain/No Rain” category defines a rainy day as any day with recorded
rainfall exceeding 0.1 mm. The following four categories are based on percentiles described
in Figure 3.7. The number of stations showing a trend for each category is summarized in
Table 4.2.
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Figure 4.5: Stations for which positive ∆P (R) appears in the top 75th percentile or
negative ∆P (R) appears in the bottom 25th percentile of: (a) any one of the δ categories;
(b) any two or three δ categories; (c) four of the δ categories; (d) all five δ categories. The
American Northeast/Canadian Southeast, Great Lakes region, and Pacific Northwest, and
parts of the Rockies appear to show strong changes at every level of rainfall.
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CHAPTER 5
DISCUSSION
This study demonstrates that more stations are experiencing changes in non-extreme rainfall
than extreme rainfall, and those changes are occurring at a more rapid rate than they are in
extreme rainfall.
As indicated in Table 4.1, the distribution of rates of change of both P (R) and Lr indicate
overall increases in average number of rainy days per year and length of consecutive days of
rain. It can be inferred from this trend that regardless of the magnitude of rainfall brought
by each extra day of precipitation, the time that land surface is covered by clouds may
increase. Describing regional cloud cover patterns such as this could improve the ability of
climate models to project precipitation response [73].
Results from this study demonstrate the importance of studying precipitation sequencing
in addition to other metrics used to quantify precipitation change, such as frequency and
mean annual rainfall. Studying sequencing adds another dimension to our understanding
of precipitation patterns, especially in comparisons between precipitation timing and, for
example, trends in magnitude. Evidence of this is found in a notable difference between
Figure 4.1 and Figure 4.2. In Figure 4.1, the middle of the continent, specifically in the area
of Texas, Oklahoma, and Missouri, indicates strongly positive ∆ADP over time. However,
in Figure 4.2 stations in these regions are less noticeable because they show much lower
rates of change in both P (R) and Lr. On the other hand, areas such as the American
Northwest/Canadian Southeast, overlap with largely positive trends in both P (R), Lr, and
ADP .
Given the overall positive skew in both ∆P (R) and ∆ADP , it may be tempting to gen-
eralize that stations with increasing numbers of rainy days per year (∆P (R) > 0) would see
an increase the magnitude of daily rainfall (∆ADP > 0), and similarly, that fewer days of
rainfall coincide with less recorded daily rainfall. The former is partially not a poor gen-
eralization given that 84% of stations showing positive ∆P (R) indicated increasing trends
in daily precipitation amounts. However, of the 527 stations with negative ∆P (R), 62%
indicated increasing ADP . In total, nearly a third of all stations showing a positive or neg-
27
ative trend in P (R) do not fit the generalization that more rainy days bring more rain or
fewer rainy days bring less rain. This result was partially surprising because of the generally
accepted idea that with climate change ‘wet areas get wetter and dry areas get drier’ and
that rain events will become more intense [68]. Depending on the combination of trends
in P (R), Lr, and ADP for a given station, this generally accepted idea could prove to be
an oversimplification. For example, in the station shown in Figure 3.6(c), positive ∆P (R)
and positive ∆Lr coincide with negative ∆ADP ; this combination of trends connotes more
dissipated, drawn out rainfall. This finding demonstrates that temporal trends (long-term
or short-term) cannot be assumed based on knowledge of changes in magnitude or other pre-
cipitation metrics. Sequencing gives new information both on its own and when considered
with other variables.
These observations which do not conform to the previously-mentioned assumptions are
likely explained by two factors. First, the focus on non-extreme rainfall in this study reveals
that extreme rainfall does not always behave the same as non-extreme rainfall. This shows
the importance of not operating under the assumption that studies of extreme precipitation
are representative of all important climatic changes. The second explanation relates to the
generally accepted notion that local precipitation is determined by the atmospheric moisture
present before a rainfall event; it is believed that climate change increases moisture in the
air, which in turn intensifies rain events [68]. While logical, the observations made of more
nuanced precipitation patterns in this study suggest a more complex combination of drivers
for local precipitation patterns.
Indeed, the results of this study, specifically the spatial clustering of many of these stations
showing opposing trends in P (R), Lr, and ADP , indicate that climate fluctuations must
be considered on a scale much smaller than can be captured with many current global
climate models. Although continent-wide trends are noted and discussed in this study, several
localized trends are observed Figure 5.1 highlights five regions that are notable because they
consistently show high levels of nonstationarity for both P (R) and Lr and because they
illustrate the presence of opposing trends in adjacent stations. As a result of the stringent
station filtering requirements, it is highly unlikely that discrepancies in adjacent stations are
a result of different years of coverage between stations. In order to explain these spatial
anomalies, each section in Figure 5.1 was examined through the lens of different ecoregions,
land cover, or microclimates. Ecoregions are identified through numerical identifiers listed
in [20].
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Figure 5.1(a), which highlights the Pacific Northwestern Coast of the United States, sug-
gests that stations in Oregon showing strongly decreasing rates of P (R) and Lr are mostly
located in the Willamette Valley (Level III Ecoregion 7.1.9, or III-7.1.9 ). Stations show-
ing strongly increasing slopes surround the Willamette Valley in the coast, in the Cascade
Mountains, and in the Rocky Mountains. The Pacific Northwestern coastline is shown in
a different rendering in Figure 5.2 to highlight sequencing differences based on ecoregion.
The North Cascades ecoregion (III-6.2.5 ) typically receives between 762 and 3810 mm of
rainfall per year [51]. The immediately adjacent Willamette Valley usually receives between
940 and 1500 mm of rainfall per year [55], although Figure 4.1 suggests that unlike regions
directly to the north and east, the daily rainfall amounts in Willamette Valley have been
steadily declining. This localized trend is indicative of more nuanced climatic drivers than
many global climate models can capture.
The Ozark Highlands ecoregion (III-8.4.5 ) is highlighted in Figure 5.1(b) because the
region indicates decreasing P (R) and Lr, while neighboring areas indicate the opposite.
Figure 5.2: Detail of Pacific Northwest region. Red pyramids indicate stations with
∆P (R) < 0 and ∆Lr < 0. Blue spheres indicate stations with ∆P (R) > 0 and ∆Lr > 0.
Willamette Valley (III-7.1.9 ) shows strongly decreasing ∆P (R), while surrounding areas
indicate increasing P (R). Ecoregion legend: III-6.2.3 Northern Rockies, III-6.2.5 North
Cascades, III-6.2.7 Cascades, III-7.1.7 Strait of Georgia, III-7.1.8 Coastal Range, III-7.1.9
Willamette Valley, III-10.1.1 Thompson-Okanagan Plateau, III-10.1.2 Columbia Plateau
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These decreasing trends are noted for all seasons in Figure 4.3 and were confirmed for
extreme rainfall, as well. The ecoregions lying directly to the south, the Boston Mountains
(III-8.4.6 ), Arkansas Valley (III-8.4.7 ), and the Ouachita Mountains (III-8.4.8 ) show fairly
strongly increasing P (R) and Lr trends. The Ozark Highlands ecoregion receives slightly
less average annual precipitation than the other ecoregions mentioned, and its drier years are
much drier. More compelling than these minute precipitation differences is that the Ozark
Highlands region has seen much higher rates of growth both in terms of urbanization and
transition from natural ecosystem to agriculture [70]. It is possible that consistent land-use
changes over time are impacting local long-term sequencing patterns. This simultaneous
influence on precipitation from both macroclimate and anthropogenic factors is discussed
in [47] on a larger scale, but observations in this paper suggest that the influence of external
forcings can be felt at a smaller, local scale.
Figure 5.1(c) focuses on the Southeastern United States and shows the Southern Coastal
Plains ecoregion (III-8.5.3 ) along the coastlines and the Southeastern Plains (III-8.3.5 ) in-
land. Decreasing trends in P (R) are apparent throughout the Southern Coastal Plains
ecoregion in Florida, Georgia, and South Carolina, as well as the southeastern foothills of
the Appalachians. These trends are evident for non-extreme rainfall and the 50th and 75th
percentile rainfall thresholds (see Figure 4.5). It was observed that many ecoregions labeled
“plains” (not limited to this Southeastern region) showed long-term decreases in P (R), while
ecoregions labeled “prairies”, which were often in close proximity to plains, showed slightly
increasing slopes in P (R). This observation gives evidence to the possibility of differences
in vegetative cover and topography being factors in long-term precipitation sequencing pat-
terns. Additionally, the Southern Coastal Plains and Southeastern Plains ecoregions had the
most and second-most percentage change of land cover in the entire Southeastern United
States [16]. Both ecoregions have experienced significant increases in population over time,
as well as rapid changes between natural state, agriculture, and forested land. These land
cover changes take on a more significant meaning when such consistent decreasing trends
in precipitation sequencing are observed at both extreme and non-extreme levels of rainfall.
The role of anthropogenic forcing introduced in [47] is again evident.
The American Northeast and Canadian Southeast, shown in Figure 5.1(d), consistently
shows strongly increasing trends in P (R) and Lr for all δ analyses except for several pockets
that indicate strongly decreasing trends in precipitation sequencing. These are likely due to
valley microclimates and diverse land cover. Figure 4.1 indicates that the region is simulta-
neously experiencing greater magnitudes of daily rainfall. Some studies have suggested that
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long-term increases in magnitude of rainfall in this region are due to natural fluctuations and
not climate change [32]. However, it is entirely possible that the region may simultaneously
undergo changes due to natural and anthropogenic-driven forces, such as land cover change,
and that those changes may simply manifest themselves in different forms. This distinction
in attribution emphasizes the usefulness of examining precipitation changes on a regional
scale or smaller; understanding more nuanced climate variability, which may go undetected
by many global-scale models, could aid in our understanding of climate drivers.
Figure 5.1(e) highlights the ecoregions around the Great Lakes because they demonstrate
consistent increasing trends in P (R) and Lr, although the trend for the latter is often not
as strong for non-extreme precipitation. When viewed in Figure 4.3, the area stands out
showing large magnitude changes in sequencing in every season. In general, most stations
in this area showing ∆P (R) > 0 and ∆Lr > 0 also indicate ∆ADP > 0; the same is true
for negative slopes. However, despite the majority of the stations in the region indicating
∆P (R) > 0, some stations showed significantly decreasing trends in ADP (see Figure 4.1).
This possibly counter-intuitive observation points to the importance of studying precipita-
tion sequencing alongside other variables that are well-documented, such as magnitude and
frequency. Analyzing magnitude alone cannot effectively describe all facets of the variability
in precipitation or, more importantly, its impacts. Even more revealing in this study is the
proof of the presence of nonstationarity in sequencing, which has further implications for the
characterization of precipitation variability and predictability.
The five regions discussed above are notable in the seasonal analysis summarized in Fig-
ure 4.3. Most stations in the Pacific Northwest demonstrate strongly increasing P (R) and
Lr in every season. However, Figure 4.3(a) and Figure 4.3(b) show that Oregon is expe-
riencing decreases in P (R) and Lr during winter and into spring, times which nearly span
Oregon’s rainy season. The American Northeast/Canadian Southeast also generally shows
strongly increasing P (R) and Lr year-round. As mentioned before, slopes in the Ozark
Highlands remain negative year-round. The seasonal analysis reveals trends of ∆P (R) < 0
and decreasing persistence of rain events (∆Lr) in spring and summer in agricultural areas
in the middle of the continent, which could potentially have implications for irrigation us-
age. Overall, spring shows the strongest negative trends, while fall shows generally mildly
increasing trends across the continent. This intra-annual view of nonstationarity can explain
some shifts in rainy seasons or rain distribution within the year, but it also serves to point
out the strength of local drivers in determining long-term trends.
The ecoregion analysis shows that large-scale regions cannot be generalized in climate
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predictions given the evident strength of some local climates. Consideration of long-term
sequencing trends on a local or regional scale suggests that long-term trends in rainfall take on
a more complex form, one that is determined by a combination of interconnected local climate
and anthropogenic factors. This idea is essentially a part of the notion of hydrocomplexity,
which recognizes that hydrological changes cannot be considered in exclusivity, whether
that consideration is between variables or macrosystems. This applies to precipitation of all
magnitudes. The observations presented in this analysis of more nuanced variability in trend
highlight the importance of utilizing appropriate regional climate models and incorporating
nonstationarity of precipitation sequencing into those models. At present, many global
climate models cannot capture the long-term changes observed here, and the economic,
societal, and environmental consequences due to changes non-extreme precipitation are too
far-reaching to be ignored.
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CHAPTER 6
CONCLUSIONS
Findings from this study can be generally summarized in the following conclusions:
1. The presence of nonstationarity in long-term precipitation patterns is shown to be an
actuality. Results in this study validate questions in the scientific community regard-
ing the assumption of stationarity in global climate models and long-term climate
predictions. Probability of a rainy day, length of consecutive rainy days, and average
daily precipitation all showed long-term statistically significant trends, which indicates
nonstationarity.
2. The importance of the increased study of non-extreme rainfall is demonstrated. Al-
though studies of extreme precipitation continue to be important, it is made clear
through this study that disregarding non-extreme rainfall ignores a large part of the
story of climate change and precipitation trends. Sequencing in non-extreme rainfall
is changing at a rate faster than that of extreme rainfall, and its spatial distribution
is more extensive.
3. Local climate, local land features, and regional anthropogenic forcings are stronger
drivers in long-term precipitation trends than previously thought. Although logical
generalizations are still valid in many cases, the understanding of local precipitation
behavior involves a more nuanced and small-scale approach.
These conclusions can be used to improve global climate models and our ability to make
long-term climate predictions. Perhaps more importantly, they also signal the potential for
shifts in the direction of current research. The conclusions suggest that the increased study
of non-extreme rainfall could truly be fruitful and lead to a more in-depth understanding
of precipitation patterns and their changes. The repercussions from nonstationary variabil-
ity in non-extreme rainfall could be profound for many different systems, and this study
demonstrates that they merit further investigation.
34
In addition to the a shift in focus of the magnitude of rainfall, these conclusions suggest
different ways of analyzing precipitation both temporally and spatially. The addition of
precipitation sequencing to the arsenal of tools used to examine precipitation gives new
context to precipitation patterns and reveals potential impacts that may have otherwise
been overlooked. Additionally, the spatial scale at which rainfall is studied proves to be
vital, and results from this study suggest that local long-term patterns are formed by more
complex drivers than previously realized.
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