Cell cycle progression is intimately related to the chromosome dynamics. A quantitative and physical description of chromosome structural transition between de-condensation at interphase and condensation at mitotic phase is still missing. We developed an excitation-relaxation energy landscapeswitching model along with the maximum entropy principle to investigate the cell cycle-dependent chromosome dynamics.
Abstract
Cell cycle is vital for cell function. During the cell cycle, chromosome structurally alternates between condensation and decondensation states in favor of biologically distinct functions at mitotic (M) phase and interphase (I phase). However, it is still unclear how chromosome dynamically operates such large-scale conformational changes between different phases during the cell cycle. We aim to resolve this issue by developing an excitation-relaxation energy landscape-switching model combining with the maximum entropy principle. Our approach includes non-equilibrium effects explicitly, thus can capture the essence of the cell-cycle dynamics far from equilibrium. We quantitatively identified the chromosome conformational transition pathways between the I and M phases in both directions and found they are irreversible and highly heterogeneous, though not random. Heterogeneity reflects the cell-to-cell variability of the cell-cycle dynamics, in line with the single-cell Hi-C experiments. Our results are in good agreement with the experimentally suggested two-stage chromosome condensation process, where interphase chromosome linearly compacts into consecutive loops, followed by the axial compression. The irreversible pathways are due to distinct interplays between short-and long-distance interactions in the two directional chromosome transformations. We further attribute the irreversibility of chromosome conformational transition during the cell cycle to the non-equilibrium dynamics driven by the energy excitation from the underlying chemical reactions. We draw a complete dynamic picture of chromosome structural transformation during the cell cycle. Our findings provide crucial insights into the relationships among the spatial organization, conformational dynamics and biological function of chromosome.
Introduction
There is little doubt that the fundamental structure-function paradigm in biology preserves in a broad range from the very simple single molecule unit such as protein to the highly complex biopolymer assembly such as genome [1] . The biologically functional 3D genome organization has been known to facilitate the gene regulation in terms of engaging two distal enhancer and promoter in physical proximity [2] . However, the details of the connections between structure and function at genomic level are far from clear, as quantifying the spatial organization of genome has been a long-time challenging issue for biologists. Based on the use of DNA-DNA ligation assays, Chromosome Conformation Capture (3C) [3] and its derivative Hi-C method [4] have been rapidly developed since the last two decades. The techniques count the frequency of genomic loci spatially close to each other, therefore are highly informative to infer the structure arrangement of genome. Recent studies have harnessed the power of Hi-C and comprehensively investigated the chromosome structural changes during the cell cycle [5, 6, 7, 8, 9] , where the chromosome exhibits functionally important dynamics between cyclic condensation and de-condensation. Such studies at Hi-C resolution have profoundly enhanced our understanding of the structure-function relationship at the genomic level.
Carefully examining the interphase Hi-C data has uncovered two major structural characteristics for chromatins at different levels: topological associated domains (TADs) [10, 11, 12, 13] and compartments [4] . TADs are characterized by more frequently formed contacts within such megabase-sized domains Fig. 1 : A scheme illustrating the energy landscape-switching model for simulating the chromosome transformation during the cell cycle. There are two energy landscapes, each with one prominent basin, representing chromosome at the I and M phase respectively. Within each basin, there are many potential energy minima, corresponding to different metastable chromosome states. Simulation starts from one structure at the I phase (or M phase) basin and runs for a period of times. Then a sudden excitation action by switching of the energy landscape to the M phase (or I phase) is implemented. Finally, the system relaxes to the new basin within the post-switched energy landscape. We found that the transition between the sub-minima within one basin (phase) is a very slow process and can not be faithfully achieved ( Fig. S5 and S9 ). The extremely low rate to full equilibration along with the highly heterogeneous subdiffusivity of individual chromosomal locus manifests that the chromosome conformational dynamics within either the I or M phase is glassy-like [20] . than that with the outside neighboring regions, while compartments segregate the chromatin in terms of the plaid contact patterns at long-range scale (usually ∼ 5 Mb). TADs have been hypothesized as the fundamental units [14] not only for the chromosome folding [15] , but also for genome function at interphase, including the modulations of DNA replication [16] and regulation at the transcription level [17] . Recent Hi-C datasets of the cell cycle clearly show that TADs and compartments in interphase vanish during mitosis [7, 9] . Furthermore, Hi-C characterized a significant global reshaping of the chromosome from a crumpled fractal globule at the interphase [18] to a condensed quiescent cylinder at the metaphase. Such highly condensed cell-type independent mitotic chromosome favors the movement and separation of genome during cytokinesis, but potentially represses the transcription by limiting the accessibility of promoter regions to the transcription factors [19] . These features underline the prevalence of chromosome structure-function regulation that acts distinctly at different cell cycle stages.
3C experiments only draws a static portrait of spatial chromosome organization, while chromosome dynamics is closely related to the activation of transcriptions and gene regulations [21, 22] . At the long time scale, chromosomal loci exhibit collective movements [23] , which can still be active even beyond the boundary of the TADs and chromosomal territories. This observation indicates that the dynamics among the chromosomal locus is somehow coupled mechanically rather than structurally. It is seemingly deviated from the protein experience that the structures inherently guide the dynamics. Such unprecedented complexities require the improvements of current research approach on the chromosomes by considering both the structure and dynamics, simultaneously.
Up to now, a quantitative and physical picture of dynamic chromosome structural change during cell division is still missing. Such picture pursued as a key question in cell biology, would ultimately clarify the distinct roles of the structural maintenance of chromosome (SMC) protein complexes in organization of chromosome during the cell cycle [24, 25] . Practically, a combination of Hi-C data and theoretical modelling seems to be ideal. However, challenges come in three ways: faithful development of theoretical models that can reproduce the Hi-C data, efficient performance of the simulations that can capture the day-long cell cycle process and the applicability of simulations for non-equilibrium cell-cycle dynamics. Here, we resolved the above-mentioned issues by developing an excitation-relaxation energy landscape switching model along with the maximum entropy principle.
Chromosome dynamics within either the I or M phase may be constantly under the influence of the non-equilibrium effects from the surrounding cellular environments. Nevertheless, it has been demonstrated that the effective equilibrium landscape is capable to describe the non-equilibrium dynamics in some circumstances [26, 27] . The minimally biased energy landscapes led by maximum entropy principle for chromosome dynamics have been practically proved successful in quantifying the spatial organizations of interphase [28] and mitotic chromosome [29] from sparse Hi-C data. Based on the previous investigations by us [30, 31, 32] and many others [33, 34] , it seems to be intuitive to develop a "two-basin" energy landscape that inherits from each individual phase-dependent landscape with reasonable connections in between [33] to investigate the chromosome dynamics during the phase-to-phase transition. However, as an extremely long polymer chain in a strongly confined space, chromosome in cell exhibits glassy behavior [35] , indicating that chromosome may never fully equilibrate even within one phase. More importantly, it is unreasonable to construct the equilibrium "two-basin" energy landscape for the cell-cycle dynamics, which is an active process far from the thermodynamic equilibrium and sensitive under the control of complex regulatory network [36] . This poses a great challenge on exploring the cell-cycle chromosome dynamics via simulations.
The cell-cycle dependent chromosome transformation is biologically participated by various SMC proteins and other biochemical agents [37] . From the physical viewpoint, the process is driven by the forces originated from the non-equilibrium dynamics led by chemical reactions through ATP hydrolysis. We have demonstrated that the cell-cycle dynamics is determined by both the potential landscape and curl probability flux [38, 39] . While the landscape stabilizes the states along the cell cycle, the non-zero flux, which reflects the degree of the detailed balance breaking or nonequilibriumness [40] , drives the stable cell cycle oscillations. Therefore, the effects of the metabolic energy supplies for driving the cell cycle should be taken into account for simulating the processes with efficiency and validity. Here, we mimic such non-equilibrium effect by an "energy excitation" process that ensures the chromosome to successfully transform from one effective energy landscape to the other. In practice, it is implemented by a sudden switch of the chromosome energy landscape from the I (M) phase to M (I) phase ( Fig. 1 ). Such switching implementation has clear biological correspondence, where chromosome gains the energy after cell is regulated to trigger the cycle progression by the rapid change of cyclin concentration [41] . Furthermore, the energy landscape-switching implementation leads to a non-equilibrium cell-cycle dynamics in accordance with the process occurring in the cells. The broken detailed balance caused by non-equilibrium dynamics is expected to have unprecedented effects on chromosome conformational transitions [40] , in contrast to the conventional equilibrium dynamics. The rational of our models for simulating the cell cycle process is based on the assumption that the slow conformational dynamics of chromosome is driven by the external stimuli (i.e. energy pump from ATP hydrolysis). This is seemingly reasonable, as the entire extremely long chromosome never fully equilibrates in the cell cycle time [42] and the local TADs also fluctuate on the time scales of minutes [43] .
We have identified statistically sufficient number of cellcycle dynamics-dependent chromosome pathways, which are highly heterogeneous, though not random. We uncovered the irreversibility in the ensemble-averaged chromosome transition pathways of the two directional transitions between the I and M phases. This reflects the utilization of metabolic energy supplied by different SMC or other biochemical agents during different cell cycle stages [44] . The pathways also show a twostage mitotic chromosome folding, and exhibit faster conformational contact formation at local rather than long distance. Our results are in good agreement with the existing experimental findings [45, 7, 9] and lead to extensive predictions. The picture we drew here provides quantitative explanations to further decipher the dynamic regulation of structure-function relationship in chromosome during the cell-cycle dynamics.
Results

Cell cycle chromosome conformational dynamics triggered by energy landscapeswitching
We used a generic polymer model simulations that were constantly restrained by Hi-C data through the maximum entropy principle to explore the chromosome dynamics in the I phase and M phase separately. The models have successfully reproduced the experimental Hi-C data characteristics, such as segregated hierarchical compartmentalization and TADs leading to crumpled fractal globular chromosome at the I phase ( Fig.  S2 and S3 ), as well as the elimination of compartments and TADs in condensed cylindrical chromosome at the M phase ( Fig. S6 and S7 ). These facts demonstrate the validity of our approach in modelling the chromosome structures from the sparse Hi-C data. Going beyond the thermodynamic structural distributions, we investigated the spatiotemporal chromosome dynamics at the I phase by calculating the mean square dis-placement (MSD) and compared to the available experimental measurements [46] . The sub-diffusive behavior, which has been observed in the experiments, was successfully predicted by our model (Fig. S5 ). Quantitatively, the diffusion scaling factor β = 0.45 in MSD ∼ t β at interphase matches very well with that measured in experiments [46] . Therefore, the potential generated by the maximum entropy principle, referring to as an effective energy landscape, can be used to realistically reproduce the correct thermodynamic distribution of chromosome conformation and kinetic diffusivity of individual locus simultaneously, providing the basis for our following modelling and simulations. The energy landscape-switching approach allows us to observe the chromosome conformational transition between the I and M phase during the cell cycle. As shown in Fig. 2 , the circle at the center exhibits apparent cyclic change of contact probability P s on varying genomic distance s during the cell cycle. P s characterizes the conformational transformation quantitatively between the fast decrease s −1 at the I phase and slow decrease s −0.5 at the M phase ( Fig. S12 ). Notably, P s shows dramatic changes even at the beginning of the relaxation time period in both of the two directional transitions, indicating a fast response at chromosome conformation to the landscape-switching. Bearing in mind that chromosomes often appear to be trapped in multiple disconnected metastable states for remarkably long time on the effective energy landscape within either the I or M phase [47] (Fig. S5 and S9 ), here we clearly showed that the cell-cycle dynamics has been efficiently activated and successfully achieved by the energy landscape-switching.
Evolution of the contact probability heat maps clearly show that chromosome transformation proceeds with condensation (de-condensation), loss (formation) of TADs and compartments in the transition of I → M (M → I) ( Fig. 2) . In transition from the I to M phase, chromosomes initially exhibit the characteristics in the I phase at t = 0τ. After a very short time lag at t = 1τ, there are observably widespread changes on contacts, leading to the slight deviations of TAD and compartment profiles from those in the I phase. Such rapid and acute response reflected by chromosome organization to the phase switching has also been found in the experimental Hi-C when G 2 cells enter into the prophase [9] . Further cell cycle progression continuously increases the condensation extents of the chromosome along with the gradual loss of TADs and compartments. At t = 100τ, TADs seem to be completely lost consistent with what appears in the M phase, while notable extents of compartment still possess at certain regions. Completely disappearance of the compartment profile in chromosome can emerge beyond t = 1000τ (Fig. S13 ). These features indicate that short-distance chromosome conformations form faster than long-distance ones during I → M transition.
On the other hand, a sharp loss of contact formation can be observed at the very beginning of M → I transition at t = 0.1τ ( Fig. S14 ). However, this does not make apparent contribution to compartment or TAD formation ( Fig. S13 ). At t = 1τ, TAD starts to be strengthened and compartments appears to be deviated from that in the M phase. Both of the TADs and compartments are almost formed during the time from t = 1τ to t = 100τ ( Fig. 2) . It is worth noting that there can be more contacts lost at t = 1τ than the final destined I phase ( Fig. S14 ). This implies that chromosome may possess an over-expansion configuration around t = 1τ. From t = 1τ to t = 100τ, a delicately compartmentalized conformational quenching at longdistance and formation of TAD are expected. These features imply that the formation of short-and long-distance chromosome conformations is almost synchronous during the transition from the M to I phase. Overall, we show that chromosome undergoes cycle of condensation and de-condensation, proceeding along with the cell cycle stages. However, the compaction and expansion processes in I-to-M and M-to-I phase transitions may not follow the same routes.
Cell cycle chromosome conformational evolution
We then collected all the simulated trajectories during the phase transitions and projected them to certain order parameters to quantify the transition pathways between the I and M phase ( Fig. 3 and 4 ). We firstly focused on the global structural change of chromosome by examining the extension lengths along the principle axes (PA) [29] , aspheric shape parameter (∆) [48] and radius of gyration (R g ). PA and ∆ are determined from the eigenvectors and eigenvalues of the inertia tensor (Details in SI). The deviation of ∆ from 0 quantifies the extent of the anisotropy [48] . The distributions of the three PA extensions and ∆ of chromosome show a more spherical polymer chain at the I phase in contrast with that of the M phase with a cylindrical shape ( Fig. S3 and S7 ). The results are consistent with previous polymer models and simulations [4, 29, 45] .
Once the energy landscape-switching is triggered from the I to M phase, chromosome starts compaction by decreasing both of the extension lengths at the PA1 and PA3, which are defined as the longest and shortest extensions respectively (Fig.  3A) . The apparent individual pathways are highly heterogeneous and there is no dominant path that can be defined. Nevertheless, all the pathways exhibit stochasticity following par- Chromosome structures are colored from red to green scheme varied by the genomic distance. The black arrows along with the structures illustrate the major shape changes expecting for the next evolution step. ticular rules to accomplish the condensation process. We can readily see that most of the chromosomes likely adopt to compact more at the PA3 than PA1 dimensions at early stage, while shortening the extension of PA1 is more significant in majority at late stage. It can also be reflected by the averaged pathway. Further projecting the pathways onto R g and ∆ provides a con-sistent and complementary explanation for the transition (Fig.  3D ). At the beginning, R g and ∆ decrease and increase respectively at a nearly synchronous step, resulting in an anisotropic compaction of chromosome conformation, while continuously decrease of R g along with unchanged and even slightly decrease of ∆ are found at late stage. The late step is in accordance with the picture that chromosome shortens the extension at longest PA to eventually form the mature mitotic conformation. The typical structures extracted from one particular trajectory which is close to the average pathway clearly show how chromosome evolves to condensed cylinder (Fig. 3G) . The picture is highly in line with the two-stage mitotic chromosome folding hypothesis, where interphase chromosome linearly compacts into consecutive loops, followed by the axial compression [45] .
The transition of M → I, interestingly, provides a different picture of chromosome de-condensation, which is not a simple reversal of chromsome condensation in the transition of I → M. As shown by the trajectories of the extension lengths of PA, chromosomes utilize rapid isotropic expansions at early stage, and then preferentially reach a distinct set of configurations that have even larger extensions along PA1 dimension than chromosome at the I phase ( Fig. 3B ). Such observation can also be readily seen by looking at the pathways projected onto R g and ∆ (Fig. 3E) , where a rapid increase on R g at early stage till a bigger R g beyond the one at the I phase is achieved during the transition (Fig. 3E ). This indicates that chromosome over-expands its conformation primarily along its longest axes dimension. Quenching from the over-expanded chromosome conformation to that in the I phase requires extraordinary compaction along PA1, resulting in a slight condensation process to the globule-like shape shown in terms of decreasing R g and ∆ simultaneously.
Finally, the average pathways for the two directional transitions show completely different routes connecting the I and M phase ( Fig. 3C and 3F) , leading to the conclusion that the cell-cycle dynamics of chromosome transformation is stochastic and irreversible.
We then used the quantities related to contact formation to project the pathways (Fig. 4) . The contact order parameters include the fraction of contacts Q, which is similar with that widely used in protein folding, but with the reference to chromosome ensemble average in either the I or M phase rather than one single existing structure, and the Hi-C-like contact probability P. The subscriptions of Q and P represent the genomic distance range of contacts formed by pairwise beads. It is worth noting that at both the I and M phases, Q presents relatively low values compared to that in protein folding and the local Q is higher than non-local Q. It implies that there are remarkable fluctuations to the ensemble average with more diverse non-local than local chromosome conformations in both the I and M phase [28] .
In transition of I → M, the similarity of the local chromosome conformation to I and M phase decreases and increases simultaneously at the initial stage ( Fig. 4A ). Then after Q M 0−2Mb reaches a plateau (>0.5), which is even a little higher than the value in the final M phase, breaking the local conformation formed in the I phase becomes dominant in finalization of the transition. On the other hand, the non-local contacts initially proceed to form the destined conformation in the M phase without disturbing that in the I phase; then a nearly synchronous step in decreasing Q I 20−40Mb and increasing Q M 20−40Mb can be seen; finally the last step to the M phase mainly corresponds to the breaking the formation of contacts that are in the I phase (Fig. 4D ). The picture shows the local and non-local chromosome conformation undergo asynchronous step in transition, as can be readily observed by retrieving the pathways projected onto the local and non-local contact probability (Fig. 4G ). Local contacts tend to form prior to non-local contacts in transition from the I to M phase.
Intriguingly, the local contact formation proceeds under completely different pathways from the M to I phase, compared to the transition of I → M (Fig. 4B ). We can clearly observe Q M 0−2Mb decreases to an appreciable value that is even lower than the value in the final I phase. Such over-expansion can also be observed at non-local contacts (Fig. 4E) , as well as by the pathway projections onto the contact probability ( Fig.  4H) . Combining with the results from global structural order parameters ( Fig. 3) , we exhibit that the over-expansion chromosome conformation in transition of M → I occur universally throughout the genomic sequence.
The irreversibility of the cell-cycle dynamics on chromosome transformation is distinctly observed by inspecting the average pathways for the two directional transitions (Fig. 4C,  4F and 4I). The local contact formation undergoes two completely separated, non-overlapped pathways for the two tran-sitions that constitute the cell cycle. When the genomic distance range of the pairwise contact increases to non-local, the pathways tend to coincide, in particular at the stage close to the M phase ( Fig. 4F and Fig. S16 ). It is possibly due to the highly condensed mitotic conformations that geometrically limit the number of available configurational space to explore. It is worth noting that TADs forms within ∼ 2Mb range (Fig.  S1 ), so we claim that the formation and deformation of TADs during the cell cycle undergo irreversible pathways.
Heterogeneity in TAD conformational transition during the cell cycle
It is tempting to see how TADs, as structural units in chromosome [14] , evolve during the cell-cycle dynamics. We have identified 40 TADs on the chromosome we investigated, spanning from 0.9 Mb to 3.4 Mb in genomic length (Fig. S1 ). Then we calculated the R g of every TAD for all the trajectories and monitor the average pathways during the transitions. In transition of I → M, most of TADs proceed to the condensation, though there are already abundant contacts formed within TADs [11] . There are roughly two classes of R g evolutions, one decreases R g monotonically to the M phase and the other one increases R g followed by decreasing R g (Fig. 5A ). The observation of the later one is interesting, and can be regarded as a reminiscence of recent single cell cycle Hi-C data, which clearly show that some TADs may undergo de-condensation from early G 1 to S phase before the completion of the I phase [7] . Two typical TADs are chosen to represent these two evolutions. For both of the TADs, note that the variance of the pathways are large, indicating that even one single TAD is capable to undergo highly heterogeneous pathways to accomplish the transition.
On the other hand, in transition from the M to I phase, almost all TADs have to undergo a de-condensation prior to a final condensation, though the magnitude of increasing R g is different. The initial de-condensation may be attributed to the over-expansion process which has been observed in Fig. 3 and 4. The de-condensation processes for all TADs reach the peaks at around 2τ. These facts imply that the TADs conformational dynamics are cooperative processes in M → I transition. Furthermore, it is interesting to see TAD5 may follow the same routes in the two directional transitions with sharing extended intermediates, while TAD36 conformational transition pathway is likely irreversible. The average pathway show the last compaction processes in both transitions take place at similar time step after 1τ, implying that the kinetic rates in TADs are similar in the two directional transitions.
One of the prominent appearance of the M phase is the loss of TAD signals from missing of the TAD boundary due to the high condensation [45] . The strength of TAD can be measured by the insulation at TAD boundary [49] , defined through the degree of contact depletion crossing the TAD borders [7] . It can be tracked here by monitoring the spatial distance d com between the two neighboring TADs during the transitions (Fig.  5C and 5D ). When a short (long) distance d com is observed, the TAD insulation is weak (strong), corresponding to a loss (formation) of TAD boundary. Although there are still highly heterogeneous pathways for one single inter-TAD distance evolu- tions, the spatial distances of the average pathways all monotonically decrease to the M phase in I → M transition. On the other hand, the over-expansion effect in transition from the M to I phase appears to be minor and most of the spatial distances of the pathways increase monotonically till reaching a plateau. Therefore, inter-TAD distance evolves more cooperatively than intra-TAD does and can possibly share the same routes in the two directional transitions.
We monitored contact probability formation evolution of each individual locus interacting with others at different genomic distances and calculated the half lift time during the two directional transitions in the cell cycle (Fig. 6 ). In I → M transition, the highly heterogeneous evolution at short-distance contact formation is present with the extent of heterogeneity of the pathways weakening as the genomic distance increases (Fig. 6A, 6B and Fig. S19A ). There is a positive monotonic relation between the mean τ 1/2 and genomic distance (Fig.  6C) . In particular, the local (0-2 Mb) conformation forms much faster than the other non-local one does. However, by carefully examining the second order movements of τ 1/2 , we observed a very big fluctuation of τ 1/2 at the local genomic distance of 0-2 Mb. It strongly indicates that the conformational kinetics for each individual locus is a non-Poisson process and the quantity τ 1/2 can not be self-averaging [50] , as the distribution possesses a long tail far away from the mean value (Fig. S19B ). Since the formation of TADs falls in the genomic distance of ∼ 2 Mb, we conclude that TAD conformational dynamics in I → M transition is highly heterogeneous for each individual locus and could possibly be accomplished quite late even though the average transformation pathways are shown to be efficiently fast. When the genomic distance increases from 0-2 Mb to 2-5 Mb, < τ 2 1/2 > / < τ 1/2 > 2 decreases sharply near to 2, and keeps slightly decreasing to the longer genomic distances. It indicates that at longer genomic distance beyond TAD range, chromosome transformation is highly cooperative among each individual locus and proceeds more slowly than it at TADs.
On the other hand, there appears to be little differences for the conformational evolution of individual locus at various ge-nomic distances during the transition from the M to I phase (Fig. 6D-F and Fig. S18C ). For different contacting distances, the mean τ 1/2 show very similar small values and the second order movements of τ 1/2 are relatively low close to 1, resulting in similar τ 1/2 distributions (Fig. S19D) . These observations all lead to a conclusion that individual chromosomal locus acts cooperatively to accomplish the transformation from the M to I phase and the kinetics is much faster than the one in the transition from the I to M phase, confirming again the irreversibility of the cell-cycle dynamics.
Broadly distributed and distinguishable bimodal structural transition state ensembles
Precisely characterizing the transition state ensemble (TSE) has always been a challenge in molecular dynamics (MD) simulations, it is anticipatively even more difficult for energy landscape-switching simulations, which corresponds to a nonadiabatic dynamics. Nevertheless, it can be approximately done by using structural reaction coordinates and assuming a structurally formed TS is located at the intermediate half way of the transition [51] . This resembles the widely used kinetic TS definition in conventional MD, where TS has the equal probability to reach reactants and products [52] . Although such definition of structural TS is not exact, it provides an informative way to extract the critical structures during the transition. Practically, we assume structural TS locates at the place when d rms to the I and M phase are the same [51] , where d rms is the pairwise distance root-mean-square deviation. There are two structural TSEs respectively for the two directional transitions in the cell-cycle dynamics. Overall, both of the two TSEs show broad distributions, but they are distinctly different from the structural aspects (Fig. 7) . These findings are in contrast with the equilibrium process, where TSs should be the same for the forward and backward reactions if the same condition is applied. Both of the TSEs have a slight decrease in extension along PA1 relative to that in the I phase, but differentiate along PA3 (Fig. 7A) . The extensions of the most probable TS structures in M → I transition resembles close to that in the I phase, while in the transition of I → M, TSEs are only structurally shortened at PA3 direction. The globally structural order parameter R g is coincidently similar for the two TSEs with quite narrow distributions, while ∆ of TSEs shows a much broader distribution and a higher cylindrical-like value in I → M than M → I transitions (Fig. 7B) . The findings above all indicate that chromosomes in the two structural TSEs are condensed at similar compaction extents, but with quite different aspheric shapes.
From contact perspective, the formation of short-distance interaction is more close to the final destined M phase in the structural TSEs of I → M transition, though an over-stabilized effect can be observed at Q M 0−2Mb , while the short-distance contacts of TSEs in M → I transition are fully distorted from the M phase and proceed nearly at the half way to the I phase conformation (Fig. 7C ). On the other hand, the long-distance contacts in both TSEs resemble the formation in the I phase and are similarly located at the half way to the M phase conformation (Fig.  7D) . We therefore deduce that the structural TSEs of the two directional transitions are largely different at the interactions within local TAD-length range and gradually become similar as the interaction distance increases (Fig. S20 and S21 ).
There are also apparent differences for the two directional transitions in terms of kinetic transition time (Fig. 7E) . The transition from the I to M phase shows that the first passage time to structural TSEs (t T S ) has an extremely broad distribution along with a higher most probable value than the one in M → I transition. We attribute the difference to the formation of short-distance contacts, as they contribute to the major structural differences for the two structural TSEs. 
Discussions
We utilized a landscape-switching model to approximately take into account the non-equilibrium effects of enzymatic activities in regulating the cyclic chromosome transformation during the cell cycle. We showed that chromosome condensation deviates significantly from the reversal of decondensation. Further structural analysis on the pathways uncovered that the major deviation originates from the stage near to the I phase and the local distance contact formation, particularly within the TAD ranges. It is worth noting that during I → M transition, this distance is similar to that of consecutive loops induced by extensive condensin II in chromosome compaction at prophase [53] . In transition of M → I, we showed that chromosome at the late stage acquires the I phase organization via a slight mandatory condensation at both the short and long-distance ranges. It is reminiscent of chromosome interphase compaction, which is modulated by an intimate collaboration of cohesion [54, 55] and Condensin II [56, 57] . These SMC proteins are specifically oriented to be effective at various distances including the establishment of TADs, and large-scale spatial partitioning of compartments and inter-chromosome territory. We therefore assume that the irreversibility in chromosome transformation during the cellcycle dynamics is biologically attributed to the different enzymatic activities participating in the deformation (formation) of the I phase chromosome during mitotic (exit) process [44, 37] . Our statements can be potentially assessed via targeted Hi-C experiments. In this respect, a multiplexed Hi-C with advanced cell cycle phasing particularly focused on the mitotic exit process would provide a comprehensive chromosome decondensation description. This will make essential physical and quantitative complementarity to the available experimental descriptions on chromosome condensation [45, 7] .
The results of our model draw a quite complete picture of chromosome transformation during the cell-cycle dynamics. The transition pathways observed in our simulations are highly heterogeneous, implying the dynamics is stochastic. But they are far from the random, following evident routes. This reflects the cell-to-cell variability discovered in recent single-cell cell cycle Hi-C data [58, 7] . Our description on chromosome condensation is in good agreement with the two-stage mitotic chromosome folding hypothesis [45] . The active anisotropic chromosome compaction from the I to M phase is likely an outcome of asynchronous contact formations at various distances, where the local domains form much faster than the nonlocal contacts. In accompany with the loop extrusion models and other previous experimental findings [45, 9] , we can reasonably make assumptions on the mechanism of mitotic chromosome morphogenesis. The initial formation of shortdistance contacts establishes the chromosomal scaffold axes with the loosely organized loops mainly contributed by condensin II [9] . Later on, the long-range contacts shape the chromosome into a condensed cylinder. At late stage some proportions of local contact stabilization (Fig. S19B ) likely correspond to the formation of smaller nested loops by condensin I at prometaphase [9] . On the contrary, M → I transition isotropically expands at the early stage quickly. It implies an efficient mitotic exit with releasing the condensins that are previously involved during the condensation process. The observed overexpanded chromosome configurations during mitotic exit process can topologically increase the accessible surface to the proteins in the bulk, thus are biologically beneficial. Such effect can be particularly important along with the facts that interphase chromosome experiences a confinement-induced glassy dynamics in crowded cellular environment [35] . Further assessments on our hypothesis are in demand. Finally, it is interesting to see that the chromosome mitotic folding mechanism is reminiscent of protein folding framework model, where the local contacts fold prior to non-local ones, while the concurrent local and non-local structural formation of chromosome during mitotic exit process resembles the nucleationcondensation mechanism of protein folding [59] . Therefore, chromosome condensation and de-condensation mechanisms are the reflections of the underlying local and non-local interaction interplay during the cell cycle process.
Our investigations on the cyclic structural changes of intraand inter-TAD provided detailed descriptions of TAD condensation [11] and insulation [49] during the cell cycle. In line with the recent single-cell Hi-C experiments [7] , the decondensed TADs were largely observed at the I phase, signifying an open chromatin that are functionally advantageous to gene regulation [13] . Additionally, experiments observed that some TADs may de-condense though the overall trend of TAD condensation shows monotonic strengthening. In our simulations, we observed such deviation on particular TADs, and confirmed the heterogeneity in TADs transformation. On the other hand, the insulation of TAD evolves more cooperatively than TAD (de)condensation does, stating that the spatial proximity of neighboring TADs can serve as an indicator of cell cycle progression [7] .
It is tempting to match our kinetic simulations to the real cell-cycle dynamics based on the current available experimental facts. Bearing in mind, our simulation starts from mid-G 1 in the I phase. We can attribute the initial decrease of TAD insulation at ∼ 0.1 − 1τ (Fig. 5C ) to be the arrival of the S or G 2 in the I phase, based on the experimental findings [7] . Then by using τ 1/2 at quasi-short-distance contact range of 2-5Mb as an indicator of loss of TAD boundary, we can deduce the time of prophase is ∼ 20τ. It is coincidentally to find that the time when the slope of the average pathways on PA extension transition reaches the intermediate half values is also roughly ∼ 20τ (Fig. 3A) . Such point of time can be used to separate the first stage of condensin II-dependent linear looping in prophase [60] and second stage of axial compression in prometaphase [61] . Further relaxation of chromosome from prometaphase to metaphase in our simulations can take up to 1000τ and more, which is seemingly consistent with the experimental findings of a long duration time in prometaphase [45] . Overall, our simulations have well predicted the key progression phases associated with the correct chromosome morphogenesis during the cell cycle. There are two factors worth noting here. (1) The underlying kinetics of the system is based on landscape-switching. The timescale estimated in simulations may not be directly used to infer the real reaction rates.
(2) We could not observe additional axial compression of chromosome in anaphase after metaphase [62] . The prediction of anaphase is beyond our simulation scope, as we have approximately assumed metaphase chromosome to be the final destined condensed states in our models.
The simulation strategy applied here is based on the energy landscape theory, which has been widely used to understand the folding and function of proteins [63] . The extension of energy landscape to genomic dynamics seems sensible, however attentions should be paid during the application [64] . Beyond the thermodynamic distributions, here our studies and other previous studies showed that the effective energy landscapes are also capable of characterizing the correct kinetics on chromosome anomalous diffusion [47, 65] . These features suggest a broad applicability of the energy landscape approach into much bigger and more complex system, e. g. chromosome organization, beyond proteins. Nevertheless, the question still remains. Is the effective energy landscape sufficient to describe the chromosome transformation during the cell cycle? Direct utilization of energy landscape concept here seems to be inappropriate, as the driving forces of the cell cycle originate mainly from the non-equilibrium chemical reactions. However, the transition process can be approximately referred to as a switch between the two phases, where the prior and posterior energy landscape for each phase are still effective and corrective for chromosome dynamics. The assessments on the energy landscape-switching model have been done by comparing the mitotic chromosome folding within experiments and our simulations. The emergent pictures are highly consistent with the experiments, supporting the validity and success of our model. The irreversibility of the pathways uncovered in our simulations is an outcome of non-equilibrium dynamics [66] , and would be absent if an equilibrium investigation approach is applied. Therefore, our work serves as an appealing manifestation that energy landscape with rationally incorporating the non-equilibrium effect works effectively on genomic level.
In summary, we developed an energy landscape-switching model to probe the chromosome structural transformation during the cell cycle. The predictions are compared to current available experiments and well reproduced the mitotic chromosome folding mechanism that was previously proposed. The irreversibility revealed by us in the cell cycle can be tested by the further experimental investigations. Our theoretical results can guide future experiments to address the roles of SMC protein complexes and other key molecular components that are found to widely participate into the mitosis. Our findings can ultimately aid to the profound understanding of chromosome functional reorganization in cell developments and pathological disorganization in cancer cells.
Materials and Methods
Hi-C data processing
The Hi-C data of interphase and metaphase for HeLa cells were downloaded from ArrayExpress database with accession number E-MTAB-1948 [45] . It has been established that the Hi-C data of different sub-stages within interphase display quite similar patterns at both short-and long-range pairwise contact regions and are highly correlated [45] , we therefore used mid-G 1 Hi-C data to approximately represent the entire interphase (I phase). On the other hand, we use metaphase Hi-C data to represent the mitotic phase (M phase). Two replicas of the Hi-C data from each phase were combined together and the analysis process was proceeded routinely by the HiC-Pro software [67] . To normalize the pairwise contact frequencies into contact probabilities, which are more straightforward to be implemented into the following polymer simulations, we applied the same method proposed in [28] by reasonably assuming the neighboring beads are always in contact with a probability of P i,i±1 ≡ 1.0. All the Hi-C matrices are done at 100-kb resolution. This is high enough to monitor the chromosome dy-namics. We then focused on a long segment on chromosome 5 from 80 Mb to 161.1 Mb, which eventually leads to 812 beads in the system for the following polymer simulations.
Chromosome simulations guided by maximum entropy principle
The I and M phase chromosome structures are produced by a maximum entropy principle approach with practically incorporating the experimental Hi-C data into the generic polymer simulations [28, 29] . The prominent outcome of the maximum entropy principle approach is to generate an ensemble of chromosome structures that can collectively reconstruct the experimental Hi-C, and furthermore remain as close as possible to the prior distribution from the generic polymer simulations by means of maximizing the relative entropy [68] . More importantly here, the maximum entropy principle can give rise to an interaction potential energy function (i.e. force field) for simulations that are rationally restrained by the experimental ensemble-average Hi-C data, and this eventually leads to a minimally biased energy landscape [28] . Such effective energy landscape not only can have an accurate description of chromosome thermodynamic distributions that constrain the Hi-C data-based contact probability, but also can ultimately provide the details of the kinetics within and between each metastable state during the simulations (Fig. S5 ).
Cell-cycle dynamics revealed by energy landscape-switching model
We developed an energy landscape-switching model to simulate the chromosome transformation during the cell cycle. This goes beyond the previous studies for allosteric protein dynamics [69, 51] . The cell cycle process has been simplified to be made up by two transitions including from the I to M phase and the M to I phase. The algorithm is implemented in the following three steps. Firstly, chromosome in the I phase (M phase) is simulated by the corresponding potential energy function (landscape) obtained from the maximum entropy principle simulation for a duration of 5 × 10 3 τ, where τ is the simulation time unit, approximate to 2s in real time (Fig.  S5 ). Then, a sudden switch of the energy landscape from the I phase (M phase) to the M phase (I phase) is performed. Finally, the simulations under the new energy landscape of the M phase (I phase) run for 1 × 10 4 τ. In practice, simulations are initialized from the structures obtained after clustering the trajectories of the maximum entropy principle for the I or M phase and only the clusters with populations higher than 1% are selected ( Fig. S4 and S8 ). This finally leads to 52 and 56 clusters for the I and M phase chromosome ensemble, respectively. For each cluster, five structures the most close to the cluster centre are chosen. Therefore, we accumulated 260 transitions from the I to M phase, as well as 280 transitions from the M to I phase.
