SEVERAL years ago the author, and independently Smale, generalized the Morse theory of critical points to cover certain functions on hilbert manifolds [5,6 and 91. Shortly thereafter J. Schwartz showed how the same techniques allowed one also to extend the LusternikSchnirelman theory of critical points to functions on hilbert manifolds [7]. Now while Morse theory, by its nature, is more or less naturally restricted to hilbert manifolds, the natural context for Lusternik-Schnirelman theory is a smooth real valued function on a Banach manifold. In this paper we shall extend Schwartz's results to cover this more general situation. It is not however simply a desire for generality in an abstract theorem that prompted the present work. The motivation for considering critical point theory in the context of infinite dimensional manifolds comes from the immediate applicability of results to proving existence theorems in the Calculus of Variations. As long as the integrands one considers are of a basically quadratic nature, hilbert manifolds of maps belonging to some Sobolev space Lf are the natural manifolds in which to formulate the problems. However for more general integrands it becomes necessary to use Banach manifolds, for example manifolds of maps belonging to one of the more general Sobolev spaces Lkp. Applications in this direction will be found in a forthcoming paper of Browder [2].
Given vi and v2 in V and E > 0 choose w $0' so that /vz -wll <f(vJ + E. Then f(ul) <-IlVl -~11 I I[ vl -vtII + IIv2 -wII I IIq -uzll +f(vJ + E and since E is arbitrary f(q) -flu,) I llvl -~~11. Interchanging v1 and u2 gives If(q) -f(v,)l 5 llq -0~11.
Q.E.D The following is immediate from the above definition and the preceding theorems.
2.7 THEOREM. Let \I \I be a Finsler structure for p : E + B.
(1) 11 I( is a continuous function on E. (2) 11 IIt, = II 11 IEt, is an admissibze norm for Eb. (4) IJT: X + B is a continuous map, f *E the induced bundle andf : f *E + E the canonical bundle morphism then 1) 1) 0 f is a Finsler structure forf *E.
(5) Let 1) 11' be a Finsler structure forp': E ' -+Bandde$ne III III onL(E, E')by IllTIll = Sup{llWllJ l141b = llforfe Eb*. Then III III is a Finsler structure for L(E, E').
2.8 LEMMA. Next let E be a Co Hilbert space bundle over B and ( , ) a Co Riemannian structure for E [3, p. 981, so in particular b + ( , )b is a continuous cross-section of Lz(E, E). Define 11 (1 : E + R by llell' = (e, e). Then we shall show that II II is a Finsler structure for E. Since the Fin&r condition is local it suffices to consider the case E = Bx H where H is a Hilbert space with inner product < , > . We must construct a Ck path from a(a) to z(d) and can assume a=O,b=c= 1/2andd= 1. Letrp:R + R be a non-decreasing C" function with ~(0) = 0, p(t) = l/2 if l/4 I t I 3/4 and ~(1) = 1 and define y : 10, l] 3 M by y(t) = 0(9(t)) 0 s t -< 3/4 and y(t) = z(q(t)) l/4 S t I 1.
Q.E.D. Q.E.D. 
I\ X(a(t))lldt < 00 then a(t) has a limit point in M -M* as t --) b. Similarly ifa > -co and 1: II X(a(t))II < co then a(t) has a limit point in M -M* as t --) a.
Proof. Since a'(t) = X(a(t)) it follows from Theorem 3.8 that if js IIX(a(t))lldt < 00 then a(t) must have a limit Proof. Let g : (a, b) -+ M be a maximal integral curve of X. We must show that a= -co and b = co. Suppose for example that b < co. Then since llXl/ is bounded so 11 X(a(t))I[ < co so by 3.9 o(t) has a limit point in M -M = la as t + b, which is absurd.
Q Proof. As in the above remark choose X,ET(M)~ so that IlX,ll c 2lldfJl and X, f > lldf, l12. Extend XP to be a Ck vector field in a neighborhood I/ of p (e.g. let X be constant in a chart at p with domain U) and define 0 = {q E UlX,f > lldf,J2 and 11 XJ < 211dfq,ll}. Since Xf, /df 11, and II XII are continuous in U, 0 is open.
Q.E.D. Proof. For each p E M* let 0, be a neighborhood ofp in M* and Xtp) a C' pseudogradient vector field for f in 0,. By Theorem 3.3 M* is metrizable, hence paracompact, so by Theorem 1.6 there is a Cl-partition of unity {qa}ssB for M* such that for each /I E B there is a p(p) E M* with support 'ps E OPcBj. Then X = c (P~X~(~) is a C'-vector field BEB in M* and by Lemma 4.2 X is a pseudo-gradient vector field for f in M*.
Q.E.D.
EXISTENCE OF CRITICAL. POINTS
In this section M will denote a Banach manifold of class Ck, lim flo(t)) = co, or else /I = co and a(t) has a criticalpoint off as a limit point as t + 00. r+@ Similarly either lim f(a(t)) = -co or else u = -co and a(t) has a criticalpoint off as limit r-+0 pointas t+ -co.
Proof. Let g(t) =f(a(t)).
Then g'(t) = df,&o'(t)) = dfbct,(XdcJ 2 Ildf,(,,112 > 0 (strict inequality because ~(tl, /I) c M*), so g is strictly monotone increasing and hence has a limit B as t + /?. Suppose B < co. Then g(t) = g(0) + IO g'(s)ds 2 g(0) + & IldfUcS, )I 2 ds, and it follows that (*) s B Ild.&l12 ds < 00.
0
Suppose first that /I = co. Then by (*) I/df,,,,II is not bounded away from zero for s E [0, eo). Since g(s) =f(cr(s)) is monotone f(a(0)) <f(a(s)) I B for s E [0, co). Hence by condition (C) o(t) has a critical point off as a limit point as t --f co.
Next suppose that /3 < co. By Schwartz's inequality we have:
and by (*) f6 I]df,,,,]lds < co. But, since X is a pseudo-gradient vector field for f in M Q.E.D.
Theorem 5.4 is of course an extension of the classical technique of "steepest descent" for locating critical points. It is natural to ask when we can assert that lim a(t) actually t-+B exists (and hence is a critical point off). The author [5, $12, Prop. 21 and Smale [8, (c) I] showed that if M is a Hilbert manifold r~ : (cc, p) -+ A4 a maximal integral curve off and if p is a non-degenerate critical point off which is a limit point of a(t) as t + jl then in fact p = lim o(t)_ The following generalization of this result is based on an argument t+8 of Browder [2, Theorem 1.21. 
f-+01
Proof. Suppose not. Let V be an open neighborhood of p so small that there is a sequence tn --t p with a(tJ # V and p is the only critical point off in I'? Let U be a neighborhood of p with 0 E V. Given t < fl with a(t) E U there will be a smallest s' > t with a(s') E P = v-V and a largest s < s' with a(s) E 0 = ii -U. Then a([s, s']) E V-U and p(a(s), a(s')) > p(Lf, P) = do >O. Given such a closed interval [sr, sr'] we can choose t > s' with a(t) E U and hence we can inductively define a sequence {[s", s.']} of disjoint such intervals. Recall that f(a(t)) is monotone and that !i_y f(a(t)) = f(p) since p in a limit 
THEOREM. Let M be a complete C2 Finsler mantfold without boundary andf : M-r R a C' function satisfying condition (C). Iff is bounded below on a component MO of M then f (MO assumes its greatest lower bound. Iff is bounded below then either f assumes its greatest lower bound or else there is a sequence {Mk} of components of M, on each of which f is constant, such that f(Mk) + Znf{f(x)lx E M}.
Proof Let B, = Inf{f(x)lx E MO}. Ch oose x, E MO with f(x,) < B, + I/n. We can assume x, E: K (otherwise by Theorem 5.4 replace x, by a limit point as t --t CI of a(t) where o : (cc, /?) + M is the maximal integral curve of a pseudo-gradient vector field for f, with initial condition x,,). We can assume f is not constant on MO, hence by 5.1 we can assume x, ER. Then by 5. 5.8 THEOREM. Let 
M be a C' Finsler mantfold, f: M + R a C' function satisfying condition (C) and let c be a regular value off Then either c is in the interior of the set of regular values off or else there is a sequence Mk of components of M, on each of which f is constant, such that f(Mk) + c.

Proof. Let S = {c E Rjf has the constant value c on a component of M}. By Theorem 5.1 f(K) = S'U f(R). Since a proper map is closed it follows from 5.3 that if c #f(K) and c is not a limit point of S then c is not a limit point off(K).
Q.E.D 5.9 THEOREM. Let 
M be a complete C2 Finsler ma&old without boundary, f: M-r R a C2-function satisfying condition (C) and assume that the interval (a, b) contains no critical values off, -co 5 a < b I co. If c E (a, b) then W = f -'(cl is a closed Cz submantfold of M, and there is a C' -isomorphism @ of W ~(a, b) onto 0 = f -'(a, b) such that for each dE(a,b)themapw+@(w,d)isaC'-isomorphism of W onto f -'(d) which for d = c is the identity map.
Proof. That W is a C2 submanifold of M follows from [5, $7, Smoothness Theorem for Regular Levels]. Let X be a C'-pseudo-gradient field for f in M* (Theorem 4.4).
Note that 0 G M*. Let w E Wand let c : (a, j) + M* be the maximal integral curve of X with initial condition w. We claim that if d~(a, b) then there exists to E (~1, /?) such thatf(a(t,) = d. Moreover, recalling from the proof of Theorem 5.4 that f(o(t)) is strictly monotone increasing this to is unique. Indeed suppose no such t, existed, and for definiteness assume c < d. By the monotonicity of f(a(t)) we have c = f(a(0)) I f(a(t)) < d for all t E [0, j?) hence by Theorem 5.4 there is a critical point p off and t, -+ /I such that c(t,) +p. Then f(p> = lim f (a(t,,) ) is a critical value off and since a < c < f (a(t,,) ) < d < b it follows that a <f(p) c b contradicting the assumption on (a, b). Since df is C' -and X is C' -it follows that Xf = df(X) is Cl-. Since Xf > Ijdf)j2 > 0 and t -+ l/t is C" for t # 0, l/(Xf) is Cl-, hence Y = X/(Xf) is a C' -vector field on A4 *. Let {qp,} be the maximal local one parameter group generated by Y ([5, $61 and Theorem 1.4) so, for p E M*, t + q,(p) is the maximal integral curve of Y with initial condition p. Since Y is proportional to X with a non-zero proportionality factor t --t q,(p) is also the maximal integral curve of X, but reparameterized.
Since d/dtf(cp,(t)) = Yf = 1 the reparameterization is such that f(q,(p)) = f(p) + t, It is now immediate from what was proved above that if p E 0 then cp,@) is defined for a < f(rp,@)) c b, i.e. for a -f(p) < t < b -f(p).
Define Q.E.D.
THEOREM. Let M be a complete C2 Finsler manifold without boundary, f: M--t R a C2-function satisfying condition (C). Let -co < a I b _< co and assume that there are no critical vaZues off in [a, b] (in [a, co] if b = 00) and that neither a nor b is a limit point of S = {c E Rlf has the constant value c on a component of M}. Then there is a C'-map H: M x I+ M such that if we put H,(p) = H(p, s) then for some E > 0:
(
1) H,isaClisomorphism of M into itself for all s E [O, 1) (AN s E [0, l] $ b c co). (2) H,(m) = m if m $f -'(a -2~, b + 2~). (3) Ho = identity map of M. (4) H,(f-'(-oc), b + E]) =f -'( -cqa-e]ifb<coandH,(M)=f-'(-m,a-2e] ifb = 00.
Proof. By 5.8 there is an E > 0 such that f has no critical points in (a -38, b + 3~). By 5.9 there is a C'-isomorphism Cp : W> < (a -3e, b + 38) z;f-'(a -3e, b + 3~) where W =f- '(a) and (D(Wx(c}) =f -l(c) . 
,(m) = m if f(m) I a -2~. If f(m) 2 a -2e, m = @(w, t) with t 2 a -2&, then H,(m) = cD(w, t + s(a -2~ -t)).
Case2. b<co.
Let h : R + R be the unique continuous function such that h(t) = t for t s a -25 his linear in [a -2.9, b + E] and h(b + E) = a -E, h is linear in [b -I-E, b + 2.~1 and h(b + 2~) =
and for m E f -'(a -3~, u + 3e), say m = @(w, t), define H,(m) = @(w, t + s(h(t) -t)).
Q.E.D. The following result is the crucial lemma of Lusternik-Schnirelman Theory. Proof. The first statement is clear. We can assume U is closed. If no U, E V let {pk} be a sequence with pk E U, and pk 4 U. Since I f(pk) -cl < l/k2, f(P,J --f c and since c is not a limit point of f(int(K -KC)), for large k pk $ int K and replacing pk by a nearby point we can assume pk is not a critical point off. Since f(p& --t c, {f(pk)} is bounded. Choose tk E [-2/k2, 0] so that f&p& E V,. By 5.14 {f((p&+))} is bounded. By demmition of V, the norm of df at cp:,(p& is < l/k. Since for large kpk 4 Kit follows that for those k (p&3 # K (because K and in fact V,+, is pointwise invariant under cp:) hence by condition (C) a subsequence of {(p&+)} converges to q E K. Now by 5.12 Q.E.D.
Remark. Note that minimax(f, %) < co if and only if f is bounded above on at least one FE %, and that a sufficient condition for -co < minimax(f, %) is for f to be bounded below. Let us make the latter assumption. Then the following are some of the customary special cases of Theorem 5.18.
(1) Let % be all the one element subsets of M. Then minimax(f, %) = Inf(f(x)]x E M} and 5.18 in this case gives another proof of Theorem 5.7.
(2) Let H, (M, G) be the singular homology group of M with coefficients in an arbitrary abelian group G. Let a E & (M, G) 
LUSTERNIK-SCHNIRELMAN CATEGORY
Let A be a subset of a space X. A deformation of A in X is a homotopy h, : A + X of the inclusion map of A in X, and A is contractible in X if there exists a deformation h, : A + X with h,(A) = {p}, p E X.
6.1 DEFINITION. The Lusternik-Schnirelman category of A in X, cat(A: X), is the least integer n such that A can be covered by n closed subsets of X each of which is contractible in X. Zf no such integer n exists we put cat(A; X) = co. We define cat(X) = cat(X; X).
Remark. Note that cat(A; X) = 0 if and only if A = @ and cat(A; X) = 1 if and only if A is contractible in X. Also cat(A ; X) = cat@; X) and if A is closed in X then cat(A; X) = n if and only if A is the union of n closed sets each of which is contractible in X. Since h,lAi is a deformation in X of Ai into Bi and since Bi is contractible in X, Ai is contractible in X.
For the definition of an ANR which we shall use see [4, $11. We note here only that it is the customary definition but that we do not demand separability.
IfXisanANRandpE XletSbetheclosedsubset(Xx(0)) u({p}xI) u(Xx{l}) of Xx I and f : S + X the continuous map given by f(
Extend .f to a continuous map F : 0 + X where 0 is a neighborhood of S in Xx Z and let V be a neighborhood of p with V x I s 0. Then FI V x Z is a contraction of V to a point in X. Moreover if 27 is an open neighborhood of p in X then [4, Lemma 3.11 U is an ANR so we can suppose V is a contractible neighborhood of p in 0. Thus every point p of an ANR X has a basis of neighborhoods which are contractible in X.
THEOREM. Zf X is an ANR and A s X then there is a neighborhood U of A in X with cat(8; X) = cat(A; X).
Proof. We can assume cat(A; X) = n < co (otherwise take U = X). Let A E AI u . . . u A, with each Ai closed and contractible in X. It will suffice to prove that each Ai has a neighborhood Ui with cat(Ui; X) = 1, for then U = VI u . . . u U, will do. Let f, be a deformation of Ai to a point p and let 0 be a neighborhood of p with 0 contractible in X (see above remark). By the homotopy extension theorem [4, Theorem 61 f, can be extended to a deformation Ft of X in X. Then Ai = f;- . Let Vi be a neighborhood of Ai with Bi s Fl-'(Oi). Then, by 6.2, cat(Ui, X) I cat(F,(ui); X) I cat(0; X) and, since 0 is contractible in X, cat(8; X) = 1.
In the following dim denotes covering dimension (see [4, $21) 6.4 THEOREM. If X is a connected ANR and A is a closed subset of X then cat(A; X) I dimA+ 1. (f, g,,,) . Now if F G M and q, is an isotopy of M then trivially cat (q,(F); M) = cat@'; M), so 9,,, is isotopy invariant (in fact by 3) of Theorem 6.2 9m is even deformation invariant, in the sense that if FE 9,,, then h,(F) E 9,,, if h, : F-+ M is any deformation of Fin M). Statement (3) now follows from Theorem 5.17. Note that the condition c,,,(j) not a limit point of f(int(K -Kc,(/) )) rules out the second possibility in the conclusion of Theorem 5.17.
To prove (4) note that if c 1 Sup{f( x x E K} then by (2) 
