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Abstract
It has been shown by MacGillivray and Sey-arth (Austral. J. Combin. 24 (2001) 91) that
bridgeless line graphs of complete graphs, complete bipartite graphs, and planar graphs have
small cycle double covers. In this paper, we extend the result for complete bipartite graphs, and
show that the line graph of any complete multipartite graph (other than K1;2) has a small cycle
double cover. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
A cycle double cover (CDC) of a graph G is a collection of cycles, C, such that
every edge of G is contained in exactly two cycles of C. Certainly, a graph with a CDC
must be bridgeless, and it has been conjectured by Seymour [12], and independently
by Szekeres [13], that this condition is also su>cient.
Cycle Double Cover Conjecture. Every bridgeless graph has a CDC.
There has been much interest in this conjecture (cf. [1,6]). Here, we consider a
reAnement of the CDC Conjecture that was Arst proposed by Bondy [3]. If G is a
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simple graph on n vertices, then a small cycle double cover (SCDC) of G is a CDC
containing at most n− 1 cycles.
Small Cycle Double Cover Conjecture (Bondy [3]). Every simple, bridgeless graph has
an SCDC.
Note that a simple graph on n vertices may require as many as n−1 cycles to cover
all of its edges twice. For example, if G is a simple bridgeless graph on n vertices
that contains a vertex of degree n− 1, then a CDC of G requires at least n− 1 cycles.
There are a number of classes of graphs for which the SCDC Conjecture has been
veriAed, including complete graphs [3] (excluding K2), complete bipartite graphs [3]
(other than K1; m), 4-connected planar graphs [11], and simple triangulations of ori-
entable surfaces [3,10]. A common characteristic of these classes of graphs is that
there is some structure to the graphs that allows for assumptions about cycles in the
graphs. This seems to be a desirable property, since it is necessary to keep track of
the number of cycles when constructing SCDCs.
Another class of graphs with an easily described structure is the class of line graphs.
The fact that the edges of a line graph partition into edge-disjoint maximal cliques can
be used to construct CDCs of many such graphs. Note that if a graph G has no vertices
of degree two, then none of the maximal cliques that partition the edges of its line
graph have size two. Thus a CDC of the line graph exists: simply take the union of
the CDCs of the maximal cliques. However, this technique will not usually produce
an SCDC of the line graph.
MacGillivray and Sey-arth [9] prove that if G is a complete graph, a complete
bipartite graph (other than K1;2), or a planar graph with no cut vertices of degree
two, then the line graph of G has an SCDC. In this paper, we extend the technique
used in [9] to show that the line graph of any complete multipartite graph (other than
K1;2) has an SCDC, and provide explicit constructions for these SCDCs. Klimmek [8],
using more complex but related techniques, independently obtained similar and further
results. More details of this approach can be found in Section 5.
Any terminology not deAned follows that of [4]. For our purposes, a graph is always
simple (no loops, no multiple edges), and we use the term multigraph if there is a
possibility of multiple edges. For a graph (multigraph) G and u∈V (G), d(u) denotes
the degree of u, and N (u) denotes the set of neighbours of u. If every vertex of G
has even (odd) degree, then G is said to be even (odd). A cycle of length two in a
multigraph is called a digon. An edge of G is covered by a path (cycle) if the path
(cycle) contains that edge.
Let c= v0v1 : : : vi : : : vj : : : vkv0 be a cycle in a graph, G. The edge e= vivj is called
a chord of c if and only if vi and vj are not adjacent in c but are adjacent in G. A
cycle is said to be chordless if it has no chords. Let C be a collection of cycles in a
graph G. We deAne n to be the number of cycles in C that contain exactly n chords.
Let H be a subgraph of G and suppose c is a cycle in H . Then c is also a cycle
in G, and we deAne ch(c) to be the number of chords of c when c is considered as
a cycle of G. If CH is a collection of cycles in H , we denote by ch(CH ), the total
number of chords of the cycles of CH when considered as cycles of G[V (H)]. In what
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follows we will often use the quantity |CH | + ch(CH ), so for convenience we deAne
(CH )= |CH |+ ch(CH ).
A complete multipartite graph, or complete k-partite graph (k¿2), is a graph G
whose vertex set can be partitioned into k non-empty independent sets X1; X2; : : : ; Xk
such that any two vertices from di-erent sets are joined by an edge. We will call the
sets Xi; 16i6k, the parts of G, and a part (or set) is called even (odd) if it has an
even (odd) number of vertices.
2. Preliminary results
MacGillivray and Sey-arth [9] prove that the line graph of any complete graph
and of any complete bipartite graph, other than K1;2, has an SCDC. The reason for
excluding K1;2 is simple: the line graph of K1;2 is K2, which clearly has no CDC. In
what follows, K1;2 is excluded from the class of complete multipartite graphs, even
though this is not always explicitly stated. Our proof that the line graph of a complete
multipartite graph has an SCDC uses the techniques that were developed in [9], so we
begin with a review of the relevant techniques.
Let G be a graph and x∈V (G). A transition at x is a pair of distinct edges {ax; xb}
incident with x, and any cycle that passes through x deAnes a transition at x. If C
is a CDC of G, then the collection of cycles in C containing x deAnes a system of
transitions, denoted T (x), consisting of all the transitions at x deAned by the cycles
of C. It is clear that for all x∈V (G), |T (x)|=d(x). The transition multigraph, MT (x),
of a vertex x∈V (G) is the multigraph on the vertices of the neighbour set, N (x),
with edges {ab: {ax; xb}∈T (x)}. Since the cycles deAning the transitions in T (x) are
cycles of a CDC, each edge incident to x occurs in two transitions in T (x). Therefore,
MT (x) is a 2-regular multigraph.
For a graph G, we denote its line graph by L(G). A vertex x∈V (G) corresponds,
in L(G), to a complete graph (or clique) K(x) on d(x) vertices; we call K(x) the
vertex clique for x, and say that K(x) is a vertex clique of L(G). The vertex cliques
{K(x): x∈V (G)} partition the edges of L(G).
As observed earlier, if G is a graph with no vertices of degree two, then it is easy
to construct a CDC of the line graph L(G) using CDCs of the vertex cliques. By using
SCDCs of the vertex cliques, the resulting CDC of L(G) is an SCDC if and only if G
is acyclic (see [9, Theorem 2]). Thus if G has cycles, some other method is required;
the method that we use involves path double covers of the vertex cliques.
A perfect path double cover (PPDC) of a graph H is a collection of paths, P, such
that every edge of H lies in exactly two paths of P, and every vertex of H occurs
precisely twice as an endpoint of paths in P. This concept was Arst introduced by
Bondy [2]. Note that the number of paths in a PPDC of H is simply |V (H)|. More
generally, a path double cover (PDC) of a graph H is a collection of paths, P, such
that every edge of H lies in exactly two paths of P.
Let G be a graph and L(G) its line graph. Every complete graph, Kn; n¿1, has a
PPDC (see [2]), and thus for each x∈V (G), the vertex clique K(x) in L(G) has a
PPDC, P(K(x))=P(x). The associated multigraph, MP(x), of a vertex x∈V (G), is
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a multigraph on the vertices of N (x); endpoints vx and ux of a path in P(x) give rise
to the edge vu in the associated multigraph MP(x). Since P(x) is a PPDC of K(x),
each vertex in K(x) is an endpoint of two paths, implying that each vertex of N (x)
has degree two in MP(x) (i.e., MP(x) is a 2-regular multigraph).
Let G be a bridgeless graph, C a CDC of G, and P a PDC of L(G) consisting of
PPDCs of the vertex cliques of L(G). We say that P and C are compatible if and only
if, for every vertex x∈V (G), there is a bijection between the transitions in T (x) and the
endpoints of the paths in P(x) such that every transition {ax; xb}∈T (x) corresponds to
a path in P(x) with endpoints ax and xb. Such a bijection, fx :T (x)→P(x), is called
a compatibility function. The following lemma provides an easy test for compatibility,
using the transition multigraphs arising from C and the associated multigraphs arising
from the PPDCs, P(x), x∈V (G).
Lemma 1 (MacGillivray and Sey-arth [9, Lemma 3]). Let G be a bridgeless graph,
C a CDC of G, and P a PDC of L(G) consisting of PPDCs, P(x), of the ver-
tex cliques K(x); x∈V (G). Then C and P are compatible if and only if, for each
vertex x∈V (G), the transition multigraph, MT (x), is isomorphic to the associated
multigraph, MP(x).
The proof of this result is straightforward, and is omitted for the sake of brevity.
Once it has been veriAed that C and P are compatible, we can construct a CDC of
L(G) as outlined in the following theorem.
Theorem 2 (MacGillivray and Sey-arth [9, Lemma 4]). Let G be a bridgeless graph,
C a CDC of G, and P a PDC of L(G) consisting of the PPDCs, P(x), of the ver-
tex cliques, K(x); x∈V (G). Suppose that C and P are compatible. For each vertex
u∈V (G), =x a compatibility function fu from T (u) to P(u). Let c= v0v1 : : : vq−1v0 be
a cycle in C, and for each i; 06i6q−1, let fi =fvi . By the de=nition of a compatibil-
ity function, fi({vi−1vi; vivi+1})=Pi, where Pi is a path in P(vi) with endpoints vi−1vi
and vivi+1 (subscripts taken modulo q). Then Ec=
⋃q−1
i=0 Pi is an eulerian subgraph of
L(G) with maximum degree at most four. Furthermore, if D(c) is the set of cycles
in a cycle decomposition of Ec; c∈C, then C=
⋃
c∈C D(c) is a CDC of L(G), with
|C|6|C|+ ch(C).
The cycles of the CDC of L(G) are obtained by decomposing each Ec into cycles.
The number of cycles in a decomposition of Ec depends upon the number of vertices
of degree four in Ec. A vertex of degree four in Ec corresponds to a chord of c in G,
and if c has ch(c) chords in G, then E(c) has a decomposition into at most 1 + ch(c)
cycles (see [9, Lemma 5]). Therefore, to determine whether or not the CDC of L(G)
is an SCDC, we must count the number of chords in the cycles of C.
Lemma 1 and Theorem 2 form the basis of our strategy for proving that the line
graph of any complete multipartite graph has an SCDC. Let G be a complete multi-
partite graph. We must And a CDC, C, of G, and a PDC, P={P(x) | x∈V (G)}, of
L(G) such that:
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(i) for each u∈V (G), MT (u)∼=MP(u), and
(ii) |C|+ ch(C)6|V (L(G))| − 1= |E(G)| − 1.
Note that an equivalent formulation of (ii) is simply (CG)¡|E(G)|. The veriAcation
of (i) is simpliAed by the fact that C and P are generally chosen so that for each
u∈V (G), both MT (u) and MP(u) consist of digons if d(u) is even, and of one triangle
and a collection of digons if d(u) is odd. Lemma 3, below, ensures that such PPDCs
exist.
Lemma 3 (MacGillivray and Sey-arth [9, Lemma 7]).
(i) The complete graph, K2m; m¿1, has a PPDC, P, such that MP(K2m) consists of m
digons.
(ii) The complete graph, K2m+1; m¿1, has a PPDC, P, such that MP(K2m+1)
consists of one triangle and m− 1 digons.
A CDC, C of a graph G is called a digon-and-triangle-transitional CDC if and
only if, for each vertex u of G, the transition multigraph MT (u) consists of digons
when d(u) is even, and consists of one triangle and a collection of digons when
d(u) is odd. For brevity, we say that C is DT-transitional, or that G has a DT-
CDC. If every vertex of G has even degree, then the transition multigraph for each
vertex consists of digons, and we may say that C is digon-transitional, and call C
a D-CDC.
Let G be a complete k-partite graph, k¿3. A CDC of G that satisAes the properties
required for an SCDC of L(G) can be obtained by partitioning the edges of G into
subgraphs. The following lemma provides a useful tool.
Lemma 4. Let G be a graph with subgraphs H1; : : : ; Hn that partition E(G), and
suppose that Hi has a CDC, CHi ; 16i6n. Then CG =
⋃n
i=1 CHi is a CDC of G.
Furthermore, if (CHi)6|E(Hi)| for all i; 16i6n, with strict inequality for at least
one i, then (CG)¡|E(G)|.
Proof. Since the subgraphs H1; : : : ; Hn partition E(G),
|E(G)|=
n∑
i=0
|E(Hi)|:
For this reason, and because CHi is a CDC of Hi, 16i6n, it follows that CHi ∩CHj = ∅
for all i 
= j. Therefore, CG =
⋃n
i=1 CHi is a CDC of G, and |CG|=
∑n
i=1 |CHi |.
We claim that ch(CG)=
∑n
i=1 ch(CHi). Let c be a cycle in CHi , and let e be a
chord of c. The cycle c is also a cycle in CG, and still has chord e. Conversely,
suppose that a cycle c of CG, through vertices u and v of G, has chord uv. There is a
unique i, 16i6n, such that c∈CHi , and so u and v must be vertices in the subgraph
Hi. Therefore, uv is a chord in G[V (Hi)], the subgraph induced by the vertices of
Hi, and so by the deAnition of the ch function, uv is counted as a chord in ch(Hi).
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Thus
(CG) =
n∑
i=1
|CHi |+
n∑
i=1
ch(CHi)=
n∑
i=1
[|CHi |+ ch(CHi)]=
n∑
i=1
(CHi)
6
n∑
i=1
|E(Hi)|= |E(G)|:
Therefore, (CG)6|E(G)|, and if (CHi)¡|E(Hi)| for at least one i; 16i6n, then
(CG)¡|E(G)|.
Let G be an eulerian graph. Then G is connected and has a cycle decomposition,
i.e., there is a collection of cycles, C, of G such that every edge of G lies in precisely
one cycle of C. Trivially, G has a CDC consisting of two copies of the cycle decom-
position, C. In this case, the transition multigraph of any vertex of G consists of a
collection of digons. This fact is used often in what follows, so for easy reference we
state it here.
Lemma 5. Let G be an eulerian graph and let C be a cycle decomposition of G.
Then G has a D-CDC, C′, consisting of two copies of C.
3. Certain types of multipartite graphs
In this section, we show that if G is a complete multipartite graph of a particular
type, then G has a CDC, CG, such that (CG)¡|E(G)|; furthermore, L(G) has a PDC P
(consisting of PPDCs of the vertex cliques of L(G)) such that CG and P are compatible.
An immediate consequence of this result is that L(G) has an SCDC. Also, these graphs
will be used later, in conjunction with Lemma 4, to prove that the line graph of any
complete multipartite graph has an SCDC.
We begin with complete graphs, which are simply complete multipartite graphs with
all parts having cardinality one. MacGillivray and Sey-arth [9, Theorem 9] show that
for all n¿2; L(Kn) has an SCDC. The proof uses the following, which is simply a
restatement of the fact that there is a Steiner Triple System on n points if and only if
n≡1; 3 (mod 6) (see [7]).
Lemma 6. For all integers n¿3; Kn has a cycle decomposition into triangles if and
only if n≡ 1; 3 (mod 6).
Combining this result with Lemma 5 gives us the following.
Corollary 7. For all integers n¿3; n≡1; 3 (mod 6); Kn has a D-CDC.
Next we consider complete bipartite graphs in which each part has at least two
vertices. There are three cases: both parts are even, one part is even and the other is
odd, and both parts are odd.
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Lemma 8. If G is a complete bipartite graph with two even parts, then G has a cycle
decomposition, CG, consisting of chordless 4-cycles such that (CG)= |E(G)|=4.
Proof. Let G have parts X = {x0; x1; : : : ; xm−1} and Y = {y0; y1; : : : ; yn−1}: For 06i6
(m− 2)=2 and 06j6(n− 2)=2, let Cij = x2iy2jx2i+1y2j+1x2i. One can easily verify that
CG ={Cij | 06i6(m− 2)=2; 06j6(n− 2)=2}
is a cycle decomposition of G. Because G is bipartite and CG consists of only 4-cycles,
all the cycles are chordless, and thus (CG)= |CG|= |E(G)|=4.
Notice that in this construction, the vertices in each part are paired in a natural way,
with X having pairs {x0; x1}; {x2; x3}; : : : ; {xm−2; xm−1} and Y having pairs {y0; y1},
{y2; y3}; : : : ; {yn−2; yn−1}. These pairs now deAne the cycles of the cycle decomposi-
tion: cycle Cij has, as its vertex set, the ith pair of X and the jth pair of Y . These
pairs will be relevant in later applications of the lemma.
As a consequence of Lemmas 5 and 8, we get the following.
Corollary 9. If G is a complete bipartite graph with two even parts, then G has a
D-CDC CG, consisting of chordless 4-cycles such that (CG)= |CG|= |E(G)|=2¡
|E(G)|.
We next consider the case when the bipartite graph has one even part and one
odd part.
Lemma 10. Let G be a complete bipartite graph with parts X and Y , where |X |¿3
is odd, and |Y | is even. Then G has a DT-CDC, CG, consisting of chordless 4-cycles
such that (CG)¡|E(G)|.
Proof. Let X={x0; : : : ; xm−1} and Y= {y0; : : : ; yn−1}. Let CG consist of the follow-
ing cycles:
Cycle type Cycles Number of cycles
C1 y2j xm−1y2j+1xm−2y2j; 06j6
n− 2
2
n=2
C1 y2j xm−2y2j+1xm−3y2j; 06j6
n− 2
2
n=2
C1 y2j xm−3y2j+1xm−1y2j; 06j6
n− 2
2
n=2
C2 (2 copies) x2iy2j x2i+1y2j+1x2i ;


06i6
m− 5
2
06j6
n− 2
2


2
(
m− 3
2
)(n
2
)
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One can verify that CG is a CDC of G. Since G is bipartite and CG consists only
of 4-cycles, all the cycles are chordless, and so (CG)= 2(mn=4)¡mn= |E(G)|. The
veriAcation that CG is DT-transitional is left to the reader.
Finally, we are left with the case when the bipartite graph has two odd parts. For a
detailed proof, see [9, Theorem 10, Case 2].
Lemma 11. Let G be a complete bipartite graph with two odd parts, X and Y , where
|X |=m; |Y |= n, and m; n¿3. Then G has a DT-CDC, CG, consisting of one cycle
of length six and (mn− 3)=2 cycles of length four, with (CG)¡|E(G)|.
The main idea in the proof is to partition X into two sets, X1 and X2 with |X1|=3
and |X2| even. Similarly, Y is partitioned into set Y1 and Y2 with |Y1|=3 and |Y2| even.
The bipartite subgraph with parts X1 and Y1 has a CDC with one 6-cycle and three
4-cycles; the bipartite subgraph with parts X1 and Y2, as well as the one with parts X2
and Y1, and the one with parts X2 and Y2 all have CDCs with 4-cycles (using Lemmas
8 and 10). These four bipartite subgraphs partition the edges of G, and the union of
their CDCs forms a CDC of G.
As a consequence of the three previous results, Lemmas 1 and 3, and Theorem 2
we get:
Corollary 12. If G is a complete bipartite graph with parts X and Y , where|X |;
|Y |¿2, then L(G) has an SCDC.
We now apply our results about complete bipartite graphs to complete 3-partite
graphs.
Theorem 13. If G is a complete 3-partite graph, then G has a DT-CDC, CG, with
(CG)6|E(G)|. Except for the graph K1;2;2, this inequality is strict.
Proof. Let G be a complete 3-partite graph with parts X = {x0; x1, : : : ; xm−1}, Y = {y0;
y1; : : : ; yn−1}, and Z = {z0; z1; : : : ; zp−1}. An important observation in what follows is
that any 4-cycle in G has at most one chord, since a 4-cycle with two chords is
isomorphic to K4, and a complete 3-partite graph contains no subgraph isomorphic to K4.
The proof has four cases, depending on the parity of X , Y and Z .
Case 1: m, n, and p even. The subgraphs G1 =G[X ∪Y ], G2 =G[Y ∪Z], and
G3 =G[Z∪X ] partition E(G), and each Gi; 16i63, is a complete bipartite graph with
two even parts. By Corollary 9, Gi; 16i63, has a D-CDC, Ci, consisting of two
copies of a cycle decomposition of Gi into chordless 4-cycles. Let CG =C1∪C2∪C3.
Then CG is a CDC of G by chordless 4-cycles, and CG consists of two copies of a cy-
cle decomposition of G, and is therefore a D-CDC. The cycles of CG are all chordless
4-cycles, so |CG|=2|E(G)|=4= |E(G)|=2, and ch(CG)= 0. Therefore,
(CG)= |CG|= |E(G)|=2¡|E(G)|:
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Case 2: m, n, and p odd. Let CG consist of two copies of the following collection
of cycles:
Cycle type Cycles Number of cycles
triangle xm−1yn−1zp−1xm−1 1
C1 y2jzp−1y2j+1xm−1y2j; 06j6
n− 3
2
(n− 1)=2
C1 x2izp−1x2i+1yn−1x2i ; 06i6
m− 3
2
(m− 1)=2
C1 z2lxm−1z2l+1yn−1z2l; 06l6
p− 3
2
(p− 1)=2
C2 x2iy2jx2i+1y2j+1x2i ;


06i6
m− 3
2
06j6
n− 3
2

 ((m− 1)=2)((n− 1)=2)
C2 x2iz2lx2i+1z2l+1x2i ;


06i6
m− 3
2
06l6
p− 3
2


((m− 1)=2)((p− 1)=2)
C2 y2jz2ly2j+1z2l+1y2j;


06j6
n− 3
2
06l6
p− 3
2


((n− 1)=2)((p− 1)=2)
One can verify that these cycles form a cycle decomposition of G, and thus CG is a
D-CDC of G. The cycle decomposition consists of one triangle and (|E(G)| − 3)=4
cycles of length four, and since two copies of this decomposition are used for CG,
(CG) = |CG|+ ch(CG)
= 2
[
1 +
|E(G)| − 3
4
]
+ ch(CG)
= (|E(G)|+ 1)=2 + ch(CG):
The triangles in CG have no chords, and since each of the (|E(G)| − 3)=2 cycles of
length four has at most one chord, ch(CG)6(|E(G)| − 3)=2. Therefore,
(CG)6(|E(G)|+ 1)=2 + (|E(G)| − 3)=2
= |E(G)| − 1¡|E(G)|:
There are two more cases to consider:
Case 3: m and n even, p odd.
Case 4: m and n odd, p even.
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The proofs for these cases are similar to the proofs in the Arst two cases. The
interested reader can And the details in [5]. In all four cases, G has a DT-CDC, CG,
with (CG)6|E(G)|. The inequality is strict except when m=2; n=2, and p=1.
Using this result, we now obtain the following.
Corollary 14. If G is a complete 3-partite graph, then the line graph L(G) has
an SCDC.
Proof. If G is a complete 3-partite graph other than K1;2;2, the result follows directly
from Theorems 13 and 2, and Lemmas 1 and 3.
For G∼=K1;2;2, let the parts of G be X = {x0; x1}, Y = {y0; y1}, and Z = {z0}. Then
V (L(G))= {x0z0; x1z0; y0z0; y1z0; x0y0; x0y1; x1y0; x1y1}:
We write (x0y0)(x0y1) for the edge of L(G) between vertices x0y0 and x0y1. Let CG
consist of the following cycles:
Cycle type Cycles
C1 (x0y0)(x0y1)(x1y1)(y1z0)(x1z0)(y0z0)(x0z0)(x0y0)
C1 (x0y0)(x0y1)(x0z0)(x1z0)(y1z0)(y0z0)(x1y0)(x0y0)
C1 (x1y1)(x1y0)(x1z0)(y0z0)(x0z0)(y1z0)(x0y1)(x1y1)
C1 (x1y1)(x1y0)(x0y0)(y0z0)(y1z0)(x0z0)(x1z0)(x1y1)
C2 (x1y1)(x1z0)(x1y0)(y0z0)(x0y0)(x0z0)(x0y1)(y1z0)(x1y1):
One can easily verify that CG is a CDC of L(G). Since |CG|=5 and |V (L(G))|=8,
|CG|¡|V (L(G))|, and thus CG is an SCDC.
Before we prove that the line graph of any complete multipartite graph has an SCDC,
we need one Anal result: that the complete 4-partite graph with all odd parts has a
CDC with the properties required to use Theorem 2.
Lemma 15. Let G be a complete 4-partite graph with all odd parts. Then G has a
DT-CDC, CG, with (CG)¡|E(G)|.
Proof. Suppose G has parts X; Y; Z and W , and let T1 =G[X ∪Y ∪Z], T2 =G[X ∪Y ∪
W ], T3 =G[X ∪Z∪W ], and T4 =G[Y ∪Z∪W ]. Each Ti, 16i64, is a complete 3-
partite graph with three odd parts. By the proof of Theorem 13 (Case 2), each Ti,
16i64, has a cycle decomposition into one triangle and a collection of 4-cycles.
Every edge of G lies in two of T1, T2, T3, and T4 and so the union of these cycle
decompositions is a CDC, CG, of G that consists of four triangles and a collection of
4-cycles. The triangles in CG have no chords; any 4-cycle in CG contains vertices from
at most three di-erent parts, and thus has at most one chord. The number of 4-cycles
in CG is (2|E(G)| − 12)=4= |E(G)|=2 − 3, implying that ch(CG)6|E(G)|=2 − 3, and
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therefore
(CG) = |CG|+ ch(CG)
6(4 + |E(G)|=2− 3) + (|E(G)|=2− 3)
= |E(G)| − 2¡|E(G)|:
It is routine to verify that CG is DT-transitional, thus completing the proof.
4. Complete multipartite graphs
We now prove that the line graph of any complete multipartite graph has an SCDC.
Theorem 16. If G is a complete multipartite graph other than K1;2, then L(G) has
an SCDC.
Proof. Let G be a complete multipartite graph other than K1;2. The basic strategy is
to And a DT-CDC, CG, of the graph G so that (CG)¡|E(G)|. Once such a CDC of
G has been found, we apply Lemmas 1 and 3, and Theorem 2.
The proof that L(G) has an SCDC is divided into cases depending on the cardinality
and parity of the parts of G. The cases are summarized as follows.
Case 1: G consists of k¿2 even parts.
Case 2: G consists of k¿2 odd parts of cardinality at least three.
2a: k odd.
2b: k even.
Case 3: G consists of k¿2 parts of cardinality one.
Case 4: G consists of r¿1 parts of cardinality one and n¿1 odd parts of cardinality
greater than one.
4a: r=1; n even.
4b: r=1; n odd.
4c: r=2; n even.
4d: r=2; n odd.
4e: r≡ 1; 3; 5 (mod 6); r¿3; n even; or
r≡ 0; 2; 4 (mod 6); r¿4; n odd.
4f: r≡ 1; 3; 5 (mod 6); r¿3; n odd; or
r≡ 0; 2; 4 (mod 6); r¿4; n even.
Case 5: G consists of s¿1 odd parts and t¿1 even parts.
5a: s=1; t even.
5b: s=1; t odd.
5c: s=2.
5d: s¿3.
Case 1: G consists of k¿2 even parts, X1; X2; : : : ; Xk .
Let Hi; j =G[Xi∪Xj]; 16i¡j6k. The subgraphs Hi; j; 16i¡j6k partition E(G)
into ( k2 ) complete bipartite subgraphs, each with two even parts. By Corollary 9, Hi; j;
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16i¡j6k, has a D-CDC, Ci; j, consisting of 4-cycles, and |Ci; j|= |E(Hi; j)|=2; since the
4-cycles are chordless, ch(Ci; j)= 0. Therefore, (CHi; j)¡|E(Hi; j)|. Let
CG =
⋃
16i¡j6k
Ci; j :
Then by Lemma 4, CG is a CDC of G with (CG)¡|E(G)|.
Case 2: G consists of k¿2 odd parts Xi; 16i6k, with |Xi|¿3.
2a: k odd. For each i, 16i6(k − 1)=2, let Hi =G[X1∪X2i∪X2i+1]. Then Hi is a
complete 3-partite graph with three odd parts, and from the proof of Theorem 13,
Hi has a cycle decomposition. Two copies of this cycle decomposition result in a
D-CDC, CHi , with (CHi)¡|E(Hi)|. Let H =
⋃(k−1)=2
i=1 Hi, and let CH =
⋃(k−1)=2
i=1 CHi .
Then by Lemma 4, CH is a CDC of H with (CH )¡|E(H)|. Since each CHi , 16i
6(k − 1)=2, consists of two copies of a cycle decomposition of Hi, CH is a
D-CDC.
If k =3; CH is a CDC of G and we are done. If k¿5, consider the (k−1)=2 supersets
Yi =X2i∪X2i+1; 16i6(k−1)=2. All edges within each of these supersets, as well as all
edges from each of these supersets to X1, have already been covered twice by the cycles
in CH . What remain to be covered are the edges between Yi and Yj; 16i¡j6(k−1)=2:
each such edge must be covered by two cycles.
Since each Xl, 26l6k, is odd and |Xl|¿3, each Yi; 16i6(k − 1)=2, is even and
|Yi|¿6. Let J be the subgraph of G with vertex set V (G)\X1, and edge set con-
sisting of all edges between the supersets Yi and Yj; 16i¡j6(k − 1)=2. Then J
is a complete multipartite graph with all even parts, and from Case 1, J has a D-
CDC, CJ , consisting of two copies of a cycle decomposition of J into 4-cycles. Re-
call that CJ is constructed by taking two copies of a cycle decomposition of each
of the ( (k−1)=22 ) complete bipartite subgraphs with parts Yi and Yj; 16i¡j6
(k − 1)=2.
Let c be a 4-cycle in CJ containing vertices of Yi and Yj; 16i¡j6(k − 1)=2. Then
c uses two vertices from Yi and two vertices from Yj, and thus c could contain ver-
J.M. Fish et al. / Discrete Mathematics 257 (2002) 39–61 51
tices from four di-erent parts X2i, X2i+1, X2j, and X2j+1. To ensure that the number of
chords in cycles of CJ is kept to a minimum, vertices within each set Yi; 16i6k=2,
are paired as follows. Suppose X2i = {a0; a1; : : : ; am−1} and X2i+1 = {b0; b1; : : : ; bn−1},
and let {a0; a1}; : : : ; {am−3; am−2}, {b0; b1}; : : : ; {bn−3; bn−2}, {am−1; bn−1} be the ver-
tex pairs. Note that except for the pair {am−1; bn−1}, each of these pairs is non-
adjacent in G. The vertices of X2j = {c0; c1; : : : ; cp−1} and X2j+1={d0; d1; : : : ; dq−1} can
be paired in a similar fashion so that the only pair of adjacent vertices is {cp−1; dq−1}.
These pairs are used in deAning the cycles in the cycle decomposition of the com-
plete bipartite graph with parts Yi and Yj (Lemma 8). The only cycles that have
chords are the ones that contain the pair {am−1; bn−1} or the pair {cp−1; dq−1}. There
are exactly two such cycles that contain both these pairs, and thus exactly two cy-
cles with two chords each. Also, because each part of G has at least three ver-
tices, there are at least two pairs from each Yi; 16i6k=2, that consist of non-adjacent
vertices. Two pairs of non-adjacent vertices from Yi and two pairs of non-adjacent
vertices from Yj deAne four 4-cycles, and each of these cycles is used twice in the
CDC;CJ .
Since there are ((k−1)=22) complete bipartite subgraphs with parts Yi and Yj; 16i;
j6(k − 1)=2,
2 = 2
(
(k − 1)=2
2
)
=(k2 − 4k + 3)=4
and
0¿
(
(k − 1)=2
2
)
=(k2 − 4k + 3):
Therefore,
(CJ ) = |CJ |+ ch(CJ ) =|CJ |+ (|CJ | − 0 + 2)
62(2|E(J )|=4)− (k2 − 4k + 3) + (k2 − 4k + 3)=4
= |E(J )| − 3(k2 − 4k + 3)=4¡|E(J )|:
Let CG =CH ∪CJ ; then by Lemma 4, CG is a CDC of G with (CG)¡|E(G)|.
2b: k even. If k =2, then G is a bipartite graph with two odd parts, and the result
follows from Corollary 12.
If k¿4, let Hi=G[X2i−1∪X2i], 16i6k=2, and let H =
⋃k=2
i=1Hi. The remainder of
the proof is analogous to the proof in Case 2a.
Case 3: G consists of k¿2 parts of cardinality one.
A complete k-partite graph with all parts of cardinality one is a complete graph
on k vertices. MacGillivray and Sey-arth [9, Theorem 9] prove that Kk , k 
=2, has
a CDC, C, such that (C)= |C| + ch(C)¡|E(Kk)|. Except in the case k =6, C is a
DT-CDC. Furthermore, for k¿3, and trivially for k=2, they show that L(Kk) has an
SCDC.
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Case 4: G consists of r¿1 parts of cardinality one and n¿1 odd parts of cardinality
greater than one.
4a: r=1; n even. This case is analogous to Case 2a with |X1|=1.
Cases 4b, 4c, 4d: In all three of these cases, E(G) is partitioned into three sub-
graphs, H , J and L. We then demonstrate that there are DT-CDCs CH , CJ and CL
of H; J and L, respectively, so that (CH )¡|E(H)|; (CJ )¡|E(J )| and (CL)¡|E(L)|.
Let CG =CH ∪CJ ∪CL; then by Lemma 4, CG is a CDC of G with (CG)¡
|E(G)|.
4b: r=1; n odd. If n=1, then G is a star and L(G) is a complete graph on at
least three vertices. As shown in [3], any complete graph except K2 has an SCDC, and
therefore L(G) has an SCDC.
If n¿3, let v be the vertex in the part of cardinality one, and let Xi; 16i6n, be
the remaining (odd) parts of G, |Xi|¿3. Let H =G[{v}∪Xn−2∪Xn−1∪Xn]; then H is
a complete 4-partite graph with all odd parts. By Lemma 15, H has a DT-CDC, CH ,
with (CH )¡|E(H)|. If n=3; CH is a CDC of G and we are done. From now on we
assume that n¿5.
Let J =G[{v}∪X1∪ · · · ∪Xn−3], and let L be the complete bipartite subgraph of
G with parts A=V (H)\{v} and B=V (J )\{v}. It follows from Case 4a that J has
a D-CDC, CJ , with (CJ )¡|E(J )|, and it follows from Lemma 10 that L has a
DT-CDC, CL, with 4-cycles. As in previous cases, the number of chords in the cycles
of CL is minimized by appropriately pairing the vertices. This results in 2 = 3(n−3)=2
and 0¿6(n− 3). Therefore,
(CL) = |CL|+ ch(CL) =|CL|+ (|CL| − 0 + 2)
62(2|E(L)|=4)− 6(n− 3) + 3(n− 3)=2
= |E(L)| − 9(n− 3)=2¡|E(L)|:
4c: r=2; n even. Let v1 and v2 be the vertices in the two parts of cardinality one,
and let X1; : : : ; Xn be the remaining parts of G, each odd and containing at least three
vertices. Let H =G[{v1; v2}∪Xn−1∪Xn]. Then H is a complete 4-partite graph with
all odd parts. By Lemma 15, H has a DT-CDC, CH , with (CH )¡|E(H)|. If n=2,
J.M. Fish et al. / Discrete Mathematics 257 (2002) 39–61 53
then CH is a CDC of G and we are done. From now on, assume that n¿4.
Let J=G[X1; : : : ; Xn−2], and let L be the complete bipartite graph with (even) parts
V (H) and V (J ). It follows from Case 2a that J has DT-CDC, CJ , with (CJ )¡|E(J )|,
and it follows from Corollary 9 that L has a D-CDC, CL, consisting of two copies of a
cycle decomposition of L into 4-cycles. The vertices in V (H) and V (J ) can be paired
to minimize the number of chords in the 4-cycles of L, resulting in 2 = 2(n− 2) and
0¿4(n− 2). Therefore,
(CL) = |CL|+ ch(CL)=|CL|+ (|CL| − 0 + 2)
62(2|E(L)|=4)− 4(n− 2) + 2(n− 2)
= |E(L)| − 2(n− 2)¡|E(L)|:
4d: r=2; n odd. Let v1 and v2 be the vertices in the parts of cardinality one, and
let Xi; 16i6n, be the remaining (odd) parts of G, |Xi|¿3. Let H =G[{v1; v2}∪Xn].
Then H is a complete 3-partite graph with all odd parts. By Theorem 13 (Case 2),
H has a D-CDC, CH , consisting of two copies of a cycle decomposition of H into
4-cycles, with (CH )¡|E(H)|. If n=1, G is a 3-partite graph and we are done. From
now on, assume that n¿3.
Let J=G[{v1}∪X1 ∪ · · · ∪Xn−1], and let L be the complete bipartite graph with
even parts A=Xn∪{v2} and B=
⋃n−1
i=1 Xi. By Case 4a, J has a D-CDC, CJ , with
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(CJ )¡|E(J )|, and by Lemma 8, L has a D-CDC, CL, consisting of two copies of a
decomposition of L into 4-cycles. The vertices in A and B can be grouped so as to
minimize the number of chords in CL. This results in 2 = (n− 1) and 0¿2(n− 1),
and thus
(CL) = |CL|+ ch(CL)=|CL|+ (|CL| − 0 + 2)
62(2|E(L)|=4)− 2(n− 1) + (n− 1)
= |E(L)| − (n− 1)¡|E(L)|:
4e: r≡ 1; 3; 5 (mod 6), r¿3 and n even; or r≡ 0; 2; 4 (mod 6), r¿4 and n odd. As
in the previous cases, we partition the edges of G into three subgraphs, H , J , and L.
The exact way in which this is done depends on the values of r and n. We deAne two
types of graphs as follows.
Type 1: r≡ 1; 3 (mod 6); r¿3; n even; or
r≡ 0; 4 (mod 6); r¿4; n odd
Type 2: r≡ 5 (mod 6); r¿5; n even; or
r≡ 2 (mod 6); r¿8; n odd:
Let Y = {y1; y2; : : : ; yr} be the set containing the r vertices from the parts of
cardinality one, and let Xi = {xi; j | 16j6|Xi|}; 16i6n, be the remaining (odd) parts,
|Xi|¿3. For Type 1 graphs, let X oddi = {xi;1; xi;2; xi;3}, 16i6n. For Type 2 graphs, let
X oddi = {xi;1; xi;2; xi;3}, 16i6n− 1, and let X oddn = {xn;1}. For both types of graphs, let
X eveni =Xi\X oddi ; 16i6n, and let Xodd =
⋃n
i=1 X
odd
i .
Subgraph H : Let H =G[Y ∪Xodd], and let h= |V (H)|= |Y ∪Xodd|. Regardless of
the values of r and n, h≡1; 3 (mod 6), and thus the complete graph, Kh, has a cycle
decomposition into triangles (see Lemma 6). Denote this cycle decomposition by Ch.
To And a cycle decomposition of H , Ch can be modiAed by removing the edges
between the three vertices in each set X oddi , 16i6n (Type 1), or X
odd
i , 16i6n − 1
(Type 2).
For each i, 16i6n (Type 1), and 16i6n − 1 (Type 2), if Ch contains the tri-
angle xi;1xi;2xi;3xi;1, then simply delete this cycle from Ch, and delete the edges of
the triangle from Kh. If xi;1xi;2xi;3xi;1 is not a triangle in Ch, then the edges xi;1xi;2,
xi;1xi;3, and xi;2xi;3 lie in three distinct triangles, c1 = xi;1xi;2p1xi;1, c2 = xi;1xi;3p2xi;1, and
c3 = xi;2xi;3p3xi;2 (p1 
=p2 
=p3; p1; p2; p3∈V (H)\X oddi ) of Ch. Delete xi;1xi;2, xi;1xi;3,
and xi;2xi;3 from Kh, and delete c1, c2, and c3 from Ch. The deletion of xi;1xi;2, xi;1xi;3
and xi;2xi;3 from c1; c2 and c3, respectively, results in three paths of length two, whose
union is the 6-cycle c∗= xi;1p1xi;2p3xi;3p2xi;1 in H ; add this 6-cycle to Ch. Because
the vertices xi;1, xi;2, and xi;3 are all from the same part of G (and thus are pairwise
non-adjacent in G), c∗ has at most six chords.
With the deletion of edges of Kh to form H , the cycle decomposition Ch of Kh into
triangles becomes a cycle decomposition CH of H into triangles and 6-cycles. Let g
be the number of 6-cycles in CH . Each 6-cycle in CH indicates that three triangles
of Ch have been replaced by a 6-cycle, and thus that 3g triangles have been removed
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from Ch. In addition, for Type 1 graphs, n − g of the sets X oddi , 16i6n, have the
triangle xi;1xi;2xi;3xi;1 in Ch but not in CH ; thus, CH has 3g+ (n− g)= n+ 2g fewer
triangles than Ch. Analogously, for Type 2 graphs, CH has 3g+(n−1−g)= n−1+2g
fewer triangles than Ch. For both types of graphs, CH has g 6-cycles that were not in
Ch, and each of these 6-cycles has at most six chords. Finally, note that Ch can be
chosen so that x1;1x1;2x1;3x1;1 is a triangle in Ch, and thus g6n− 1 for Type 1 graphs,
and g6n− 2 for Type 2 graphs.
Let CH be the CDC of H consisting of two copies of CH ; then CH is D-transitional.
To compute (CH ): suppose Arst that H is Type 1. Then
|E(H)|=
(
r + 3n
2
)
− 3n; (1)
implying that the number of cycles in CH is
1
3
[(
r + 3n
2
)
− 3n− 6g
]
+ g=
1
3
[(
r + 3n
2
)
− 3n
]
− g= 1
3
|E(H)| − g:
If H is Type 2, then
|E(H)|=
(
r + 3n− 2
2
)
− 3(n− 1) (2)
and a similar calculation as for Type 1 graphs yields |CH |= 13 |E(H)| − g. Thus, for
both Type 1 and 2 graphs H , |CH |=2|E(H)|=3− 2g.
Triangles have no chords, and each 6-cycle in H has at most six chords; since each
6-cycle is used twice in CH ,
(CH )= |CH |+ ch(CH )6(2|E(H)|=3− 2g) + 12g=2|E(H)|=3 + 10g:
If H is Type 1, then g6n− 1, and so
(CH )62|E(H)|=3 + 10(n− 1): (3)
Furthermore, r¿3; substituting this into Eq. (1) results in |E(H)|¿(9n2 + 9n+ 6)=2.
Using this inequality and Eq. (3), we get
(CH )6|E(H)| − |E(H)|=3 + 10(n− 1)
6|E(H)| − [(9n2 + 9n+ 6)=2]=3 + 10(n− 1)
= |E(H)| − (3n− 11)(n− 2)=2
and |E(H)| − (3n− 11)(n− 2)=2¡|E(H)| when n¿ 113 . Therefore, (CH )¡|E(H)| for
n¿ 113 , and we must consider the cases n=2 and 3 separately.
When n=3, we substitute this value into Eq. (1) and obtain |E(H)|=(r2 + 17r +
54)=2. Also, 10(n− 1)=20, so Eq. (3) becomes (CH )6|E(H)| − (r2 + 17r − 66)=6,
and |E(H)| − (r2 + 17r − 66)=6¡|E(H)| when r¿4. However, n is odd and H is a
Type 1 graph, so r≡ 0; 4 (mod 6). Therefore r¿4, and (CH )¡|E(H)|.
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When n=2, we substitute this value into Eq. (1) and obtain |E(H)|=(r2 + 11r +
18)=2. Also, 10(n− 1)=10, so Eq. (3) becomes (CH )6|E(H)| − (r + 14)(r − 3)=2,
and |E(H)| − (r + 14)(r − 3)=2¡|E(H)| when r¿3. Since r¿3, this inequality holds
except when r=3.
Therefore, for all Type 1 graphs, except when n=2 and r=3, (CH )¡|E(H)|. The
situation for n=2 and r=3 will be examined in detail at the end of this case.
Now suppose that H is Type 2; then g6n− 2, and so
(CH )62|E(H)|=3 + 10(n− 2): (4)
Furthermore, r¿5; substituting this into Eq. (2) yields |E(H)|¿(9n2 + 9n + 12)=2.
Combining this inequality with Eq. (4) gives
(CH )6|E(H)| − |E(H)|=3 + 10(n− 2)
6|E(H)| − [(9n2 + 9n+ 12)=2]=3 + 10(n− 2)
= |E(H)| − (3n2 − 17n+ 44)=2
and |E(H)| − (3n2 − 17n+ 44)=2¡|E(H)| for all n¿1. Therefore, for Type 2 graphs,
(CH )¡|E(H)|.
Subgraph J : Let Ji; 16i6n, be the bipartite subgraph of G with parts X eveni and
V (H), and all edges that have one end in each of these sets, and let J=
⋃n
i=1 Ji. Each
Xi, 16i6n, is an independent set and so the vertices of X eveni are adjacent to all
vertices in V (H) except those in X oddi . Consequently, we can consider each subgraph
Ji, 16i6n, to be a complete bipartite graph with parts X eveni and V (H)\X oddi . Since
both X eveni and V (H)\X oddi are even, Ji is a complete bipartite graph with two even
parts. By Corollary 9, Ji, 16i6n, has a D-CDC, CJi , consisting of two copies of a
cycle decomposition of Ji into 4-cycles.
Since X eveni ; 16i6n, is an independent set in G, the vertices of X
even
i contribute no
chords to the 4-cycles in CJi . This implies that any 4-cycle in CJi ; 16i6n, has at most
one chord, so ch(CJi)6|CJi |. Therefore
(CJi)=|CJi |+ ch(CJi)62|CJi |=2(2|E(Ji)|=4)=|E(Ji)|:
Let CJ=
⋃n
i=1 CJi . Then it follows from Lemma 4 that CJ is a CDC of J with
(CJ )6|E(J )|. Since each CJi is a D-CDC, CJ is also a D-CDC.
Subgraph L: The only edges of G not included in H and J are the edges between the
vertices in X eveni and X
even
j , 16i¡j6n. Let L=G[
⋃n
i=1 X
even
i ]. Then L is a complete
multipartite graph with all even parts. By Case 1, L has a D-CDC, CL, consisting of
two copies of a cycle decomposition of L into 4-cycles. Since X eveni , 16i6n, is an
independent set in G, all the cycles in CL are chordless, and thus (CL)¡|E(L)|.
Except for when r=3 and n=2, let CG =CH ∪CJ ∪ CL. Then by Lemma 4, CG is
a CDC of G with (CG)¡|E(G)|, and it is easy to verify that CG is DT-transitional.
What remains is to show that the theorem holds when r=3 and n=2. Let X = {x0;
x1; x2} be the three vertices from parts of cardinality one, and let Y and Z be the
remaining two (odd) parts, |Y |; |Z |¿3. Then G can be thought of as the union of a
triangle, G[X ], and a complete 3-partite graph (subgraph W ) with parts X , Y , and
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Z . Clearly G[X ] has a D-CDC, CX , consisting of two copies of the triangle x0x1x2x0.
Since triangles have no chords,
(CX )= |CX |=2¡3= |E(G[X ])|:
From the proof Theorem 13 (Case 2), W has a D-CDC, CW , consisting of two copies
of a cycle decomposition of W , and containing two triangles and (|E(W )|−3)=2 cycles
of length four. Only two 4-cycles (two copies of a C1 cycle) in CW have two chord,
and so 2=2. Also, since |Y |¿3 and |Z |¿3, at least one of the C2 cycles in CW is
chordless, and thus 0¿2. Therefore,
(CW ) = |CW |+ ch(CW )=2 + (|E(W )| − 3)=2 + ch(CW )
= (|E(W )|+ 1)=2 + ((|E(W )| − 3)=2− 0 + 2)
6 |E(W )| − 1− 2 + 2=|E(W )| − 1¡|E(W )|:
Let CG =CX ∪CW ; then by Lemma 4, CG is a CDC of G with (CG)¡|E(G)|.
4f: r≡ 1; 3; 5 (mod 6), r¿3, and n odd; or r≡ 0; 2; 4 (mod 6), r¿4, and n even. Let
Y be the set containing the r vertices from the parts of cardinality one, and let Xi,
16i6n be the remaining odd parts of G, |Xi|¿3.
Let H =G[Y ∪X1∪ · · · ∪Xn−1]. Then when r≡ 1; 3; 5 (mod 6), we have r¿3, and
n − 1 even; when r≡ 0; 2; 4 (mod 6), we have r¿4, and n − 1 odd. In both cases, H
is a complete multipartite graph with r parts of cardinality one and n − 1 odd parts,
Xi; 16i6n − 1, |Xi|¿3. It follows from Case 4e that H has a D-CDC, CH , with
(CH )¡|E(H)|.
The only edges of G that are not in H are those that join the vertices in V (H)
to the vertices in Xn. Let J be the complete bipartite subgraph of G with parts
A=(
⋃n−2
i=1 Xi)∪Y and Xn. Then, J is a complete bipartite graph with one even part,
A, and one odd part of cardinality at least three. By Lemma 10, J has a DT-CDC,
CJ , and CJ consists of 4-cycles. Since Xn is an independent set in G, the vertices of
Xn contribute no chords to the 4-cycles of CJ . Thus, each cycle in CJ has at most one
chord, and it follows that ch(CJ )6|CJ |. Therefore,
(CJ )= |CJ |+ ch(CJ )62|CJ |=2(2|E(J )|=4)= |E(J )|:
The only edges of G not contained in H or J are those between vertices of Xn−1
and Xn. Let L=G[Xn−1∪Xn]. Then L is a complete bipartite subgraph of G with two
odd parts, each with at least three vertices. By Lemma 11, L has a DT-CDC, CL, with
(CL)¡|E(L)|.
Let CG =CH ∪CJ ∪ CL; then by Lemma 4, CG is a CDC of G with (CG)¡|E(G)|.
Case 5: G consists of s¿1 odd parts and t¿1 even parts.
Let Y1; Y2; : : : ; Ys denote the odd parts of G, and X1; X2; : : : ; Xt the even parts of G.
The edges of G can be partitioned into three subgraphs H =G[
⋃s
i=1 Yi], J=G[
⋃t
i=1 Xi],
and L, where L is the complete bipartite subgraph of G with parts Y=
⋃s
i=1 Yi and
X =
⋃t
i=1 Xi. Note that if s=1 (t=1), then H (J ) has no edges, and thus trivially has
a CDC.
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If H and L both have CDCs, then the remainder of the proof is straightforward.
However, if s=1 and Y1 has only one vertex, then L has no CDC; similarly, if s=2
and at least one of Y1 or Y2 has only one vertex, then H has no CDC. We therefore
begin by considering s=1 and 2.
5a: s=1; t even. If t=2, then G is a complete 3-partite graph with one odd part and
two even parts. By Corollary 14, L(G) has an SCDC. If t¿4, the proof is analogous
to Case 2a.
5b: s=1; t odd. If |Y1|=1 and t=1, then G is a star; since G 
∼=K1;2, |X1|¿4 and
thus L(G) is a complete graph on at least Ave vertices. Since Kk , k 
=2, has an SCDC
[3], L(G) has an SCDC.
If |Y1|¿3 and t=1, then G is a bipartite graph with one odd part of cardinality at
least three, and one even part. By Corollary 12, L(G) has an SCDC.
We may now assume that t¿3. Let H =G[Y1∪X1∪ · · · ∪Xt−1]; then H is a com-
plete multipartite graph with one part of odd cardinality, and (t − 1) even parts, Xi,
16i6(t − 1), |Xi|¿3. Since (t − 1) is even, it follows from Case 5a that H has a
DT-CDC CH with (CH )¡|E(H)|.
Let J be the complete bipartite subgraph of G with parts V (H) (odd) and Xt (even).
By Lemma 10, J has a D-CDC, CJ , consisting of 4-cycles. Since Xt is an independent
set in G, the pairs from Xt contribute no chords to the 4-cycles of CJ ; thus each 4-cycle
in CJ has at most one chord, implying that ch(CJ )6|CJ |. Therefore
(CJ =|CJ |+ ch(CJ ))62|CJ |=2(2|E(J )|=4)= |E(J )|:
Let CG =CH ∪CJ ; then by Lemma 4, CG is a CDC of G with (CG)¡|E(G)|.
5c: s=2. Let H =G[Y1∪Y2∪Xt]. Then H is a complete 3-partite graph with two
odd parts and one even part. By of Theorem 13 (Case 4), H has a DT-CDC, CH with
(CH )¡|E(H)|.
If t=1, then we are done. Otherwise, let A=V (H). The edges of G that are not in
H are those edges between every pair of the sets A; X1; : : : ; Xt−1. Let J be the subgraph
of G containing these edges. Since A is even, J is a complete multipartite graph with
all even parts. By Case 1, J has a D-CDC, CJ , consisting of two copies of a cycle
decomposition of J into 4-cycles. Only A is not an independent set in G, and thus
any 4-cycle in CJ contains at most one pair of non-adjacent vertices. Therefore, any
4-cycle in CJ has at most one chord, implying that ch(CJ )6|CJ |, and so
(CJ )=|CJ |+ ch(CJ )62|CJ |=2(2|E(J )|=4)= |E(J )|:
Let CG =CH ∪CJ ; then by Lemma 4, CG is a CDC of G with (CG)¡|E(G)|.
5d: s¿3. Let H =G[
⋃s
i=1 Yi], J=G[
⋃t
i=1 Xi], and let L be the complete bipartite
subgraph of G with parts V (H)=
⋃s
i=1 Yi and V (J )=
⋃t
i=1 Xi. Then H; J , and L par-
tition E(G).
Subgraph H is a complete multipartite graph with all odd parts, and so from Cases
2–4, H has a CDC, CH , with (CH )¡|E(H)|. Furthermore, unless H is isomorphic to
K6, CH is DT-transitional.
If t=1, then J has no edges and so (CJ )= 0= |E(J )|. If t¿2, then from Case 1,
J has a D-CDC, CJ , with (CJ )¡|E(J )|.
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Finally, L is a complete bipartite graph with parts V (H) and V (J ), where |V (J )| is
even and |V (H)| is even or odd, depending on whether or not s is even. By Lemma 8
(if s is even) or Lemma 10 (if s is odd), L has a DT-CDC, CL, consisting of 4-cycles.
Since V (J ) is the union of the even parts of G, the vertices in V (J ) can be paired so
that each pair is non-adjacent in G. Each 4-cycle in CL contains one such non-adjacent
pair from V (J ), and thus each 4-cycle in CL has at most one chord. Therefore,
(CL)=|CL|+ ch(CL)62|CL|=2(2|E(L)|=4)= |E(L)|:
Let CG =CH ∪CJ ∪CL; then for H 
∼=K6, it follows from Lemma 4 that CG is a CDC
of G with (CG)¡|E(G)|.
Suppose that H ∼=K6, and let Y = {y0; : : : ; y5} be the vertices from the parts of
cardinality one; also, let v1; v2∈Xt . DeAne Q=G[Y ∪{v1; v2}], and let Q1 =G[Y ∪{v1}],
and Q2 =G[Y ∪{v2}]. Then Qi, i=1; 2, is a complete graph with seven vertices, and
since 7≡ 1 (mod 6), Qi has a cycle decomposition, CQi , into |E(Qi)|=3=7 triangles (see
Lemma 6). Notice that Q2 can be obtained from Q1 by simply relabeling vertex v1 as
v2, so we may assume that the cycles in CQ2 are simply the cycles of CQ1 with vertex v1
relabeled as v2. Also, without loss of generality, we may assume that the vertices of Y
are labeled so that the triangles in CQi containing vertex vi are the triangles viy0y1vi,
viy2y3vi, and viy4y5vi, i=1; 2. Finally, deAne C1 = v1y0v2y1v1, C2 = v1y2v2y3v1 and
C3 = v1y4v2y5v1. Then it is a routine matter to verify that CQ =CQ1∪CQ2∪{C1; C2; C3}
is a CDC of Q, and |CQ|=17.
Triangles have no chords, but the 4-cycles C1, C2, and C3 each have one chord,
contributed by the pair of adjacent vertices from Y . Therefore, ch(CQ)= 3, and so
(CQ)= |CQ|+ ch(CQ)= 17 + 3=20¡27= |E(Q)|:
We now examine the contributions of CQ to the transition multigraphs of the vertices
in Q. Note that because of the symmetry in the construction, it su>ces to consider
MT (y0) and MT (v1). The triangle v1y0y1v1 contributes edge v1y1 to the MT (y0), while
v2y0y1v2 contributes edge v2y1, and C1 contributes edge v1v2. Any triangle in CQ that
uses only vertices of Y occurs twice, once as a cycle from CQ1 , and once as a cycle
from CQ2 . Therefore, any such triangle containing y0 contributes digons to the MT (y0),
and so MT (y0) consists of one triangle and two digons. The triangles of CQ1 that
contain v1 contribute edges y0y1; y2y3, and y4y5 to MT (v1); the 4-cycles C1; C2, and
C3 also contribute edges y0y1; y2y3, and y4y5 to MT (v1). Thus, MT (v1) consists of
three digons. Therefore, CQ contributes a triangle and digons to MT (yi), 06i65, and
contributes digons to MT (vi), i=1; 2.
Let R be the bipartite subgraph of G with parts Y and A=Xt\{v1; v2}, consisting
of edges incident with vertices in both sets. Then R is a complete bipartite graph with
two even parts. By Corollary 9, R has a CDC, CR, consisting of two copies of a cycle
decomposition of R into 4-cycles, and thus CR contributes digons to MT (u), u∈V (R).
Because A⊆Xt , A is an independent set in G. However, every pair of vertices in Y
is adjacent in G, and thus each 4-cycle in CR has one chord. Therefore, ch(CR)= |CR|,
and
(CR)=|CR|+ ch(CR)=2|CR|=2(2|E(R)|=4)= |E(R)|:
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Finally, let W be the subgraph of G containing the edges not in Q or R. Then W is a
complete multipartite graph, with parts X1; : : : ; Xt−1; (Y ∪Xt). Each Xi; 16i6t is even,
and since |Y |=6, all the parts of W are even. Therefore, by Case 1, W has a CDC,
CW , consisting of two copies of a cycle decomposition of W into 4-cycles, and CW
contributes digons to MT (u), u∈V (G). Since each Xi; 16i6t − 1, is an independent
set, pairs of vertices from these sets contribute no chords to the cycles of CW , and thus
each cycle of CW has at most one chord, implying that ch(CW )6|CW |. Therefore
(CW )=|CW |+ ch(CW )62|CW |=2(2|E(W )|=4)= |E(W )|:
Let CG =CQ∪CR∪CW ; then by Lemma 4, CG is a CDC of G with (CG)¡|E(G)|.
For each u∈Y;MT (u) consists of a triangle, contributed by CQ, and a collection of
digons, while for each u∈X1; : : : ; Xt , MT (u) consists of digons.
In all cases, we have shown that either L(G) has an SCDC or that G has a CDC,
CG, with (CG)¡|E(G)|. In the latter case, it is routine to verify that CG is a DT-
CDC, and we apply Lemmas 1 and 3, and Theorem 2, to conclude that L(G) has an
SCDC. This completes the proof of the theorem.
5. Further results
In her Ph.D. thesis [8], Klimmek proves a number of results concerning cycle
decompositions and cycle double covers of graphs. The main results are as follows:
Theorem 17 (Klimmek [8, Theorem 3.4]). If G is a graph with m edges and L(G) is
eulerian, then L(G) has a cycle decomposition into at most (m− 1)=2 cycles.
Theorem 18 (Klimmek [8, Theorem 3.7]). If G is a 2-connected planar graph, then
L(G) has an SCDC.
Theorem 19 (Klimmek [8, Theorem 3.8]). If G has no vertices of degree two, then
L(G) has an SCDC.
The proof of Theorem 17 is divided into two cases: G even and G odd, since
these are the only circumstances under which L(G) is eulerian. For the case G even,
the proof relies on the fact that any even graph has a cycle decomposition. Klim-
mek deAnes a maximal cycle decomposition to be a cycle decomposition in which the
number of cycles is maximum. Certain properties of maximal cycle decompositions,
along with decompositions of complete graphs into Hamilton paths, are then used to
prove Theorem 17 for G even. The underlying approach in the proof is analogous
to what appears in [9] and in the current paper: the vertex cliques of L(G) are covered
by paths that must somehow be “glued” together in an appropriate manner. The proof
of Theorem 17 for G odd uses a decomposition of G into a maximal eulerian sub-
graph and a forest. This case is substantially more complicated than for G even, and
also requires di-erent decompositions of complete graphs (vertex cliques) into paths
and cycles. Klimmek makes use of auxiliary graphs to And the best way to “glue”
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together the paths of the vertex cliques so that the resulting number of cycles is not
too large.
The proof of Theorem 18 is much more straightforward than that of Theorem 17, but
the technique is analogous. In [9], a proof of the same result is given, except that the
condition that G be 2-connected is weakened to L(G) being 2-connected. Klimmek’s
result can also be extended to the case where L(G) is 2-connected but G is not.
For the most general situation, the proof of Theorem 19, the techniques are very
similar to those used in the proof of Theorem 17: the proof begins with a decomposition
of G into a maximal eulerian subgraph and a forest. Sophisticated double covers of the
complete graph (vertex clique) by paths and cycles are required. The complexity of
the proof makes it impossible to give a brief summary here, and the interested reader
is directed to [8].
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