Given a generic two-dimensional conformal field theory (CFT), we propose an analytically solvable setup to study the Floquet dynamics of the CFT, i.e., the dynamics of a CFT subject to a periodic driving. A complete phase diagram in the parameter space can be analytically obtained within our setup. We find two phases: the heating phase and the non-heating phase. In the heating phase, the entanglement entropy keeps growing linearly in time, indicating that the system keeps absorbing energy; in the non-heating phase, the entanglement entropy oscillates periodically in time, i.e., the system is not heated. At the phase transition, the entanglement entropy grows logarithmically in time in a universal way. Furthermore, we can obtain the critical exponent by studying the entanglement evolution near the phase transition. Mathematically, different phases (and phase transition) in a Floquet CFT correspond to different types of Möbius transformations.
Introduction The dynamics of periodically driven (Floquet) many-body systems has received extensive attentions recently. It sheds light on fundamental issues in condensed matter physics and statistical physics such as the phase structures and thermalization. Striking examples include Floquet topological insulators, [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] Floquet symmetry protected/enriched topological phases, [11] [12] [13] [14] [15] Floquet time crystals, [16] [17] [18] [19] [20] [21] and Floquet thermodynamics. [22] [23] [24] [25] [26] In this work, we are interested in the Floquet dynamics of a (1+1) dimensional quantum critical point which is described by a conformal field theory (CFT). To our knowledge, little attention has been paid in this direction. In Ref. 27 , the Floquet dynamics of a boundary driven quantum critical point was studied. It was found that, depending on the driving frequency, there are multiple dynamics regimes, including a heating regime and several other non-heating regimes. Since the energy injected (from the boundary) per cycle is not extensive in system size, it is still an open question on the Floquet dynamics of a bulk-driven quantum critical point. It is well known that CFTs after a quantum quench have brought to us much insight in the non-equilibrium dynamics of many-body systems. [28] [29] [30] Now, for a periodically bulk-driven CFT, it is desirable to understand its Floquet dynamics. However, an analytically solvable setup is still lacking.
We fill this gap by proposing an analytically solvable setup for a bulk-driven Floquet CFT. Both the correlation functions and the entanglement entropy can be analytically obtained in the whole parameter space within our setup. We find two different phases depending on the driving frequency, namely the heating and non-heating phases. 31 In the heating phase, the entanglement entropy keeps growing linearly in time, which indicates that the system keeps absorbing energy; in the nonheating phase, the entanglement entropy keeps oscillating in time, indicating that the system is not heated. In particular, in the high frequency driving regime of the non-heating phase, the oscillation period of entanglement entropy is independent of the driving frequency. In addition, as we approach the phase transition, the oscillation period of entanglement entropy diverges, based on which we can extract the critical exponent ζ = 1/2. The same critical exponent can be obtained if we approach the phase transition from the heating phase, by studying the slope of the linear growth of entanglement entropy. At the phase transition, in the long time limit, the entanglement entropy grows logarithmically in time as c 3 log t, where c is the central charge of CFT. We confirm our CFT result with a numerical simulation based on a free fermion lattice model. We also find an elegant mathematical structure underlying the phase diagram. The heating phase, non-heating phase and phase transition in the Floquet CFT correspond to three kinds of Möbius transformations, i.e., hyperbolic, elliptic, and parabolic transformations, respectively. Our setup applies to a family of periodically driven CFTs.
Our setup Now we consider a generic (1+1) dimensional CFT defined on a finite space of length L, with conformally invariant boundary conditions imposed at x = 0 and x = L, respectively. 32 The initial state is prepared as the ground state |G of Hamiltonian H 0 , and then we drive the system in the following way where T τ τ (x) is the 'time-time' component of the stress tensor. For later convenience, we have defined our theory in Euclidean space with w = τ + ix, so that T τ τ = T ww + Tww =: T + T . The other Hamiltonian H 1 , among a family of candidates, 61 is constructed by deforming H 0 as follows
where
2π e ±2πw/L T (w) + e ∓2πw/L T (w) . H 1 itself describes a sine-square deformed CFT which was extensively studied recently. Hamiltonian H 1 has a continuous Virasoro algebra that results in a continuous energy spectrum, 45 ,46 which is in contrast with H 0 that has discrete energy spacing ∝ 1/L. 52 In short, starting from the ground state |G of H 0 , we drive the system with H 1 for a time interval T 1 , and then with H 0 for a time interval T 0 , and repeat this driving procedure. To characterize the Floquet dynamics of the system, we study the correlation functions and entanglement entropy evolution at time t = n(T 0 + T 1 ), with n = 0, 1, 2, · · · .
The wavefunction after n cycles of driving can be written as |ψ(t) = e −iH0T0 e −iH1T1 · · · e −iH0T0 e −iH1T1 |G , based on which we can evaluate the multi-point correlation functions. For simplicity, now let us consider the single point correlation function ψ(t)|O|ψ(t) . Its path integral representation in w-plane is shown in Fig.1 , with τ ∈ (−∞, ∞) and x ∈ [0, L], i.e., the path integral is defined on a strip. Note there is Lorentz (real) time evolution introduced by the driving. To evaluate O , we go to the Euclidean space by writing |ψ(t) as |ψ(τ ) = e −H0τ0 e −H1τ1 · · · e −H0τ0 e −H1τ1 |G , and do the analytical continuation τ 0 → iT 0 , τ 1 → iT 1 in the final step.
One-cycle driving Before studying the effect of n-cycle driving, it is helpful to check how a primary operator O evolves under one-cycle driving. First, with a conformal mapping z = e 2πw L , we map the strip in w-plane to the complex z-plane, where the boundaries along x = 0 and x = L in wplane are mapped to the slit along the half real axis Re(z) ≥ 0 in z-plane. Based on the study in Ref. 51 , one can find that under one-cycle driving, the operator O in z-plane evolves from (z,z) to (z 1 ,z 1 ) as follows
where we have defined the time evolution operator U eff := e −H0τ0 e −H1τ1 , 53 and h (h) is the conformal dimension of O. In particular, z 1 (z 1 ) is related to z (z) by a Möbius transformation:
51,54 where we have associated to the Möbius transformation z 1 = f (z) a matrix H, and defined
. As will be seen shortly, the Möbius transformation in Eq.(0.4) determines the Floquet dynamics of our periodically driven CFT. Note that the Möbius transformation has been normalized so that ad − bc = 1. By defining the trace square of H as σ(H) := Tr(H) 2 , it is known that the value of σ(H) classifies different types Möbius transformations. After analytical continuation τ 0 → iT 0 and τ 1 → iT 1 , one can find that
Depending on the values of ∆, there are three types of Möbius transformations as follows:
The elliptic, parabolic, and hyperbolic transformations are conjugate to the operation of rotation, translation, and dilation in z-plane, respectively. As we will see, ∆ = 0 determines the phase transition in a Floquet CFT (see Fig.2 ), and the elliptic and hyperbolic transformations correspond to non-heating and heating phases in the phase diagram, respectively. n-cycle driving To have a more intuitive picture on the effect of different Möbius transformations in Eq.(0.7), let us consider the n-cycle driving. It can be found that the operator O in z-plane, after n cycles of driving, is driven from (z,z) to (z n ,z n ), with 
. The multiplier η shows qualitatively different behaviors depending on the types of Möbius transformations (after analytical continuation):
Parabolic, e 2φ , Hyperbolic.
(0.9) φ and φ are real functions of driving periods T 0 and T 1 , and the explicit expressions will be given in the following discussions on entanglement entropy. Several remarks here: First, as shown in Fig.3 , for ∆ > 0, i.e., the Möbius transformation is elliptic, η is a phase, and one can find that the trajectory of z n in the complex z-plane keeps oscillating as a function of n. 55 On the other hand, for ∆ < 0, i.e., the Möbius transformation is hyperbolic, z n will converge to one of the fixed points γ 1,2 (depending on φ > 0 or φ < 0) exponentially in n, and will not come back to its initial value. This difference will result in different behaviors of correlation functions and entanglement entropy evolution. Second, for ∆ = 0, i.e., the Möbius transformation is parabolic, one can find that η = 1 and the two fixed points merge into a single one, namely γ 1 = γ 2 = γ = (a − d)/2c. In this case, one cannot use Eq.(0.8) to determine the trajectory of z n . It can be found that z n is now determined by (0+1)-d quantum Mathieu's harmonic oscillator. These two systems have similar phase diagrams due to the underlying algebra structures which are isomorphic to each other.
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Single-point function and Entanglement entropy To characterize the Floquet dynamics, now let us focus on two physical quantities, i.e., single-point correlation functions and entanglement entropy for a subsystem A = [0, l]. For a primary operator O, one has ψ(t)|O(w,w)|ψ(t) = ∂z ∂w h ∂z ∂w
is an amplitude depending on the selected boundary condition |b , and is a UV cutoff which may be interpreted as the lattice constant in a lattice model. Then the α-th Renyi entanglement entropy S 
where T α is inserted at w = 0 + il in the w-plane. In later discussion, we will use the von Neumann entropy defined by S A (t) := lim α→1 S A (t) (and vice versa), 59 and therefore we will mainly focus on the entanglement entropy hereafter. In 59, we have obtained the analytical expression of S A (t) for A = [0, l] with l ∈ (0, L) under arbitrary driving periods T 0 and T 1 . Since the expres- sion is quite involved in general, as an illustration, we will mainly focus on l = L/2, for which the entanglement entropy has an elegant expression. Non-heating phase In the non-heating phase, both the correlation functions and the entanglement entropy keep oscillating in time. This phase corresponds to the case ∆ > 0 in Eq.(0.5) and the Möbius transformation is elliptic. One can find the entanglement entropy of subsystem A = [0, L/2] as
(0.12) where the driving time is defined as t := n(T 0 + T 1 ). Here (and in the following) we use " " instead of "=" because we only keep the leading term of S A (t). The subleading constant term that depends on the boundary condition is of order O(1) and is neglected hereafter. The parameters in Eq.(0.12) depend on the driving periods T 0 and T 1 as follows:
L . For n = 0, i.e., there is no driving, one has S A (t = 0) = c 6 log πL , which is the entanglement entropy in the ground state of H 0 , as expected.
There are several remarkable features for S A (t) in Eq.(0.12): (i) S A (t) oscillates as a function of driving cycles n all the way (and so does the single-point correlation function 59 ), indicating that the system is not heated. The oscillation period of entanglement entropy in time t is
(ii) In the high-frequency driving limit T 0 , T 1 L, S A (t) only depends on the ratio of T 1 and T 0 .
59 Here let us take T 0 = T 1 = T , then one can find that in the limit T L, S A (t) has a simple form
where t := n(T 0 + T 1 ) = 2nT . Then the oscillation period of S A (t) is T E = 2L/ √ 3, which is proportional to the length of the system. In other words, in the high frequency limit, T E is independent of the driving frequency, as shown in Fig.5 . To further understand the result in Eq.(0.14), we note that in the high frequency limit T L, one may consider the approximation e −H0T e −H1T e −(H0+H1)T . Then the high-frequency driving limit of Floquet dynamics corresponds to a single quench with the effective Hamiltonian 
(0.15) As before, here we neglect the subleading constant term. The parameters in Eq.(0.15) are as follows. e 2φ := (Q + P )/(Q − P ), where Q has the same expression as the nonheating case, i.e., Q := sin reduces to the ground state entropy. As n grows, S A (t) can be approximated as
I.e., the entanglement entropy grows linearly in time t [see 
We emphasize that here S A (t) keeps growing all the way since there are infinite number of degrees of freedom and the energy spectrum goes to infinity with no upper bound in CFT. 60 In a lattice model, however, the entanglement entropy will finally saturate because of the UV cutoff introduced by the lattice constant. 59 As shown in Fig.6 , we plot the slope of the linear growth, i.e., k E , as a function of T (by choosing T 0 = T 1 = T ). It can be found that the slope goes to zero as we approach the phase transitions, which indicates that the linear-growth behavior disappears at the phase transitions, as expected.
Phase Transition The phase transition between heating and non-heating phases happens at ∆ = 0, where the entanglement entropy grows logarithmically in time, and the singlepoint function decays in a power-law in time. There are two sets of solutions for ∆ = 0 [see Eq.(0.6)]. One is T 0 = mL, with m = 1, 2, 3, · · · , as depicted in the vertical lines in Fig.2 . The entanglement entropy for A = [0, L/2] has a simple expression
where t := n(T 0 + T 1 ) = n(mL + T 1 ). In the large n limit, one has S A (t) c 3 log t. Another set of solutions for ∆ = 0
In this case, one has
Different from S A (t) in Eq.(0.18), now S A (t) decreases first and then grows in time. Again, in the large n limit, one has S A (t) c 3 log t. A typical plot for the entanglement entropy at the phase transitions can be found in Fig.12 .
The correspondence between different phases and Möbius transformations et al. is summarized in Table I .
Near the phase transition Now let us check the entanglement entropy evolution near the phase transition. First, as we approach the phase transition from the non-heating phase, as shown in Fig.5 , one can find that the oscillation period of S A (t) diverges. By taking T 1 = k · T 0 with arbitrary k > 0, one can find that
The critical exponent is independent of k. If we approach the phase transition from the heating phase, as shown in Fig.6 , the slope k E of the linear growth will vanish. In other words, 1/k E will diverge, and we find that
In short, by approaching the phase transition from both sides, one can obtain the critical exponent ζ = 1/2.
Comparison with numerics We compare our CFT calculation with the numerical simulations based on a free fermion lattice which has finite sites L with open boundary conditions. We prepare the initial state as the ground
. with half filling. The sine-square deformed Hamiltonian has the form
, where c i (c † i ) are fermionic operators, which satisfy the anticommutation relations {c i , c j } = {c † i , c † j } = 0, and {c i , c † j } = δ ij . We compare our field theory result with the numerical simulations in Figs.2, 4, 5 and 6, respectively. The agreement in the nonheating phase is remarkable. In the heating phase, the numerical results deviate from the CFT results as t grows. This is as expected, since the lattice system can no longer be well described by a CFT as it keeps absorbing energy. (Recall that only the low energy limit can be well described by a CFT.)
Discussion and Conclusion We have proposed an analytically solvable setup to study the Floquet dynamics of a generic CFT. The phase diagram, entanglement entropy and correlation functions can be analytically obtained. There are many future problems, and we mention a few of them: (i) The Hamiltonians H 0 and H 1 considered in this work are composed of three generators of sl(2, R) algebra, which is a subalgebra of the Virasoro algebra in a two dimensional CFT. Our setup applies to the general case with H(t) = H(t + T ), as long as H(t) is a combination of the three generators of sl(2, R) algebra, i.e., the Virasoro generators L 0 , L n and L −n (and the anti-holomorphic parts), as will be discussed in more detail in Ref.61. On the other hand, it is an open question if the Hamiltonian H(t) is a combination of generators of the Virasoro algebra, which is infinite dimensional. (ii) It is also desirable to study the multi-point correlation functions (although quite involved) in our setup. As discussed in 59, our system with periodic driving is not uniformly heated. It is our future work to use two-point correlation functions to measure the local 'temperature' of the Floquet CFT. (iii) Our setup also works for non-periodic driving schemes, such as the quasiperiodic driving and random driving CFTs, which deserve future studies. (iv) Since our setup applies to a generic CFT including the large-c CFT, it would also be interesting to consider the holographic description of our setup [62] [63] [64] , which may shed new lights on the Floquet dynamics in AdS/CFT.
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(H+ + H−) with θ ≥ 0. For finite θ, H1 has discrete energy spacing ∝ 1/L cosh(2θ). One can find similar physics in the Floquet CFT in this case. 61 . 53 It is noted that studying Ueff is equivalent to studying the property of the Floquet Hamiltonian HF , which is defined through Ueff = e −H F (τ 0 +τ 1 ) . Aside from the types of Möbius transformations in Eq.(0.4), one can alternatively use the Floquet Hamiltonian to characterize/classify different phases. A detailed discussion on the Floquet Hamiltonian and its spectrum in a Floquet CFT will be given in 61. 54 See, e.g., https://en.wikipedia.org/wiki/Mobius_ transformation for more details on Mobius transformation. 55 It is noted that although the trajectory is plotted in a continuous way, it is only well defined at discrete n. It is the same in the following plots for entanglement entropy evolution SA(t), where t is defined at discrete values t = n(T0 + T1). 56 In our setup for the (1+1)-d Floquet CFT, the trajectory of O(zn,zn) in z-plane displays three kinds of behaviors depending on the types of Möbius transformations. This is similar to certain classical Floquet dynamics such as the classical Mathieu's harmonic oscillator (see, e.g., Ref.68), where the harmonic oscillator displays three kinds of trajectories in the phase space depending on the elliptic, parabolic or hyperbolic transformations between (xn, pn) T and (xn+1, pn+1) T . xn and pn are the position and momentum of the harmonic oscillator after n cycles of driving. Depending on the trajectories of the harmonic oscillator, there are stable and non-stable regions separated by a boundary, similar to the non-heating and heating phases with a phase transition in our Floquet CFTs. (For the non-stable region in Mathieu's harmonic oscillator, the amplitude of oscillator keeps increasing by absorbing energy from the external driving. This is similar to the heating phase of our Floquet CFTs, where the entanglement entropy keeps growing in time.) In addition, the 'phase diagram' of Mathieu's oscillator also shows periodic structure as the driving period increases, which results from higher order resonances. In fact, there is a deep reason on the similarity between our (1+1)-d Floquet CFTs and the (0+1)-d quantum Mathieu's harmonic oscillators. The Hamiltonians in our Floquet CFTs are composed of three generators of sl(2, R) algebra, while the Hamiltonians in quantum Mathieu's harmonic oscillators are composed of three generators of su(1, 1) algebra. 69 The similarity on the 'phase diagram' of the two systems originates from the algebraic structure sl(2, R) ∼ = su(1, 1), where ' ∼ =' represents 'is isomorphic to'. From this point of view, we may say that within our setup a 60 It is noted that the UV cutoff in SA(t) is introduced only at the entanglement cut. In the bulk of the subsystem A, there are always infinite degrees of freedom in a quantum field theory. And the energy spectrum (in a CFT) goes to infinity without an upper bound. Then the system can keep absorbing energy. Similar things also appear in the entanglement entropy in a CFT with finite temperature. In the high temperature limit, the entanglement entropy for a finite subsystem of length l is SA(β)
, where is the UV cutoff introduced at the entanglement cut. 70 The entanglement entropy grows linearly with the temperature 1/β all the way. This is not the case in a lattice, where there are always a finite number of degrees of freedom in a finite subsystem, and the bandwidth of energy spectrum is finite. The entanglement entropy in a lattice system will finally saturate as 1/β increases. 61 In the supplementary materials, we present more details on the calculations, as well as analysis and discussions on the results in the main text.
A. More about the setup
The system is driven by two different Hamiltonians periodically, with
where h(x) is the Hamiltonian density which is uniform in space. We start from the ground state of H 0 , and drive the system with H 1 and H 0 periodically (see the main text). In the CFT calculation, it is convenient to rewrite the Hamiltonian in terms of stress energy tensors, i.e.,
,
with T τ τ = T (w) +T (w), and
The CFT lives on a finite space of length L, with conformal boundary condition imposed. In path integral, the partition function is defined on a strip
where τ is the imaginary time, and x is the space, with
The wavefunction after n cycles of driving can be written as
We can evaluate the n-point (equal time) correlation function in state |ψ(t) as follows:
To obtain the correlation functions of operators at different time, we simply need to insert these operators at different time slices. Shown in Fig.1 is the path integral representation of single-point correlation function ψ(t)|O(x)|ψ(t) . In the calculation, we will consider the Euclidean space, i.e., |ψ(τ ) = e −H0τ0 e −H1τ1 · · · e −H0τ0 e −H1τ1 |G , (1. 8) and take analytical continuation τ 0 → iT 0 and τ 1 → iT 1 in the final step. We map the strip w-plane to z-plane as follows, x=0 x=L x τ w z by using the conformal transformation
(1.9)
Instead of studying how e −H0τ0 and e −H1τ1 act on the ground state, we consider the Heisenberg picture here. I.e., we study how the operator evolves during the periodic driving. For the operator O(z,z) in z-plane, it is found that the effect of Hamiltonian H i , with i = 0, 1, is to evolve the operator in the following way 
Then, after one-cycle driving, one can obtain
where we have defined the time evolution operator U eff := e −H0τ0 e −H1τ1 . z 1 has the explicit expression
Written in a normalized form of Möbius transformation, z 1 has the expression:
(1.14)
That is, we have defined a, b, c and d as follows: 15) which satisfies ad − bc = 1. Note that τ 0 and τ 1 are real numbers, andz 1 has the form
This Möbius transformation (before analytical continuation) forms a SL(2, R) group. For later convenience, we write the Möbius transformation in Eq.(1.14) in the normal form: 17) where γ 1 and γ 2 are called 'fixed points', and η is called 'multiplier' in a Möbius transformation. γ 1 , γ 2 and η have the explicit form
(1.18)
Note that one can take an inverse on both sides of Eq.(1.17), so that γ 1 → γ 2 , γ 2 → γ 1 and η → η −1 . Now we repeat the above procedure for n cycles of driving, and denote the coordinate of O as z n andz n . Then one has
19) where
(1.20)
B. Expression for entanglement entropy
The entanglement entropy of subsystem A = [0, l] with 0 < l < L can be obtained by calculating the single-point correlation function of a twist operator T α . The entanglement measure we use is the so-called Renyi entropy
where α is the Renyi index, and the von Neumann entropy
The term tr(ρ α A ) in S where T α is a primary operator with conformal dimension
In the following, we will evaluate the correlation function in Eq.(1.23) with path integral method. Pictorially, ψ(t)|T α (x = l)|ψ(t) is shown in Fig.1 by setting O(x) = T α (x). Note that there are both Euclidean time and Lorentzian time in the path integral. As shown in the following, we will do calculation in the Euclidean space by setting it = τ , and analytically continue back to Lorentzian time in the final step. Let us start by evaluating the single-point correlation function:
where we have considered the fact h =h for the twist operator. Note that T α (z n ,z n ) z is the single point correlation function in the ground state in z-plane, with a slit lying along the half real-axis [0, ∞). Conformal boundary conditions are imposed along the slit. Then one has
where A b α is an amplitude depending on the selected boundary condition |b as well as the Renyi index α. It will affect the entanglement entropy by an order ∼ O(1) term. is a UV cut-off, which may be considered as the lattice spacing in a lattice model. In Eq.(1.25), one has ∂z ∂w
To evaluate other terms in Eq.(1.25), first we rewrite Eq.(1.20) as
where we have defined
(1.29)
One can find that
(1.30) We also need to evaluate the single-point correlation function T (z) α (z n ,z n ) in Eq.(1.26). For convenience, we write z n as 31) where
(1.32)
Then, we have
(1.34)
Collecting all these terms, one can obtain [see Eq.(1.25)]
( One can find the entanglement entropy as
(1.37) where we only keep the leading term, and the subleading term of order O(1) has been neglected. In the following parts, we need to evaluate Eqs.(1.35) and (1.37), by making analytical continuation τ 0 → iT 0 and τ 1 → iT 1 .
II. ENTANGLEMENT ENTROPY EVOLUTION
As discussed in the main text, the behavior of the entanglement entropy evolution is determined by the sign of ∆ in Eq.(0.6). For ∆ > 0, we have the non-heating phase. Both the entanglement entropy and the single-point correlation function oscillate in time; For ∆ < 0, we have the heating phase. The entanglement entropy keeps growing linearly in time, and the single-point correlation function decays exponentially in time; For ∆ = 0, there is a phase transition. The entanglement entropy grows logarithmically in time, and the single point correlation function shows a power-law decay in time.
In the following, we give the explicit expressions of S A (t) in Eq.(1.37) for different cases, by doing analytical continuation τ 0 → iT 0 and τ 1 → iT 1 . The procedure is tedious but quite straightforward, and here we list the main results and give some discussions.
A. Non-heating phase
The non-heating phase corresponds to ∆ > 0 in Eq.(0.6). After doing analytical continuation, one can find
, (2.1) with t := n(T 0 + T 1 ) and
One can find that in the non-heating phase, the entanglement entropy oscillates in time, with the period
Now let us do a self-consistent check. For n = 0, i.e., the system is not driven at all and stays in the ground state, one can find that
where we have considered the fact that W 2 − P 2 = 1. Then one can obtain 6) which is the entanglement entropy in the ground state, as expected. For a generic l, a typical plot deep in the non-heating phase is shown in Fig.7 . It can be found that S A (t) for different l oscillate with the same period, as can be also straightforwardly observed in Eqs. (2.1)∼(2.3). Now let us check the specific case l = L/2 as discussed in the main text. In this case, one has E = R cos(2nφ + ϕ) − K, and F = 0. Moreover, one can find that
based on the following facts:
Therefore, the entanglement entropy in Eq.(2.1) becomes
Note also that K − R cos ϕ = P 2 . Therefore, one has
which is Eq.(0.12) in the main text.
High frequency limit
Now let us look at the behavior of S A (t) in the high frequency limit T 0 , T 1 L. We will show that the result only depends on the ratio
(2.10)
In this limit, one can find that the parameters in Eq.(2.3) can be approximated by (keeping the leading order)
T1 , and Re
L . Then E, F and P in Eq.(2.1) are approximated by
(2.11) From Eqs.(2.1) and (2.11), one can obtain the oscillation period of entanglement entropy as
In particular, for l = L/2, the entanglement entropy has a simple expression
14) where t = 2T . As a self-consistent check, one can find that for t = 0, one has E 3 cos
, which is the entanglement entropy in the ground state, as expected. From Eqs.(2.1) and (2.14), one can find that the oscillation period of entanglement entropy is 15) which is observed in the numerical simulation in Fig.4 and Fig.7 . In particular, for l = L/2, S A (t) can be further simplified as
which is Eq.(0.14) in the main text.
Comparison with a single-quench
As mentioned in the main text, in the high-frequency driving limit, one can consider the approximation e −H0T e −H1T e −(H0+H1)T , and then the Floquet dynamics can be effectively described by a single quench with the effective Hamiltonian H F = 1 2 (H 0 + H 1 ). Here let us check this approximation explicitly.
In Ref.51, we have considered a single quench starting from the ground state of H 0 , and switch the Hamiltonian to H Möb suddenly, with
(2.18) Then the entanglement entropy evolution has the form:
where 20) and
with L eff = L cosh(2θ). Now we consider the high frequency limit of the Floquet CFT with T 0 = T 1 = T . Then one has Then one has e 4θ = 3, cosh(2θ) = 2/ √ 3, and sinh(2θ) = 1/ √ 3. It is straightforward to check that the entanglement entropy evolution in Eq.(2.19) is the same as the high-frequency limit of a Floquet CFT in Eqs.(2.1) and (2.14).
Near the phase transition
As we approach the phase transition from the side of nonheating phase, one can find that the oscillation period of entanglement entropy diverges, as shown in Fig.5 in the main text. [See also Fig.8.] Now let us check the behavior of T E in Eq.(2.4), i.e., T E = π(T 0 + T 1 )/|φ|, near the phase transition explicitly. Since there are two sets of solutions for the phase transition [see the main text], here we consider them separately. We approach the phase transition along
One set of solution are T 0 = mL, with m = 1, 2, 3, · · · [see the vertical lines in Fig.2 ]. Let us take
(2.24)
Since we approach the phase transition from the non-heating phase, then we make T 0 = T * 0 + δ and T 1 = T * 1 + kδ, with δ T * 0 . Expanding to the first order in δ, one has
After some straightforward algebra, one can obtain
where κ := 2π 2 km/L. Therefore, near the phase transition in Eq.(2.24), the oscillation period T E depends on (T 0 − T * 0 ) as follows
(2.27)
In particular, for T 0 = T 1 = T , i.e., k = 1, one has
The other set of solutions for the phase transition are deter- 29) where κ = sin
. In a short summary, for the non-heating phase near the phase transitions, one always has ∆ ∝ δ, and |φ| ∝ δ 1/2 , based on which we can obtain T E ∝ |T 0 − T * 0 | −1/2 .
B. Heating phase
Entanglement entropy evolution
The heating phase corresponds to ∆ < 0 in Eq.(0.6). After doing analytical continuation, one can find
, (2.31) with t = n(T 0 + T 1 ) and where
(2.33)
It is helpful to compare the parameters above with those in Eq.(2.3) for the non-heating phase. As a self-consistent check, now let us look at the case with n = 0, i.e., t = 0. Then one
L , where we have used the fact that W 2 + P 2 = 1. Then S A (t) in Eq.(2.31) can be simplified as
which is the entanglement entropy in the ground state, as expected. Now let us check the specific case with l = L/2, so that S A (t) in Eq.(2.31) can be further simplified. One can find that F = 0, K = W · cos πT0 L + W 2 , and
(2.36)
Then the entanglement entropy can be expressed as
At n = 0, one can check that
Therefore, one has S A (t = 0) = c 6 log L π , which is the entanglement entropy in the ground state. For generic t, one has
which is Eq.(0.15) in the main text. A typical plot of S A (t) for different driving periods is shown in Fig.9 . It is noted that as n grows, S A (t) grows linearly in time as follows
Noting that t := n(T 0 + T 1 ), one has
In the above result, the entanglement entropy keeps growing linearly in time without saturation. This is because in the conformal field theory, the energy spectrum goes to infinity without an upper bound, and there are infinite degrees of freedom. On a lattice, however, we always have a finite number of degrees of freedom for a finite subsystem and the bandwidth of energy spectrum is finite. Therefore the entanglement entropy will finally saturate, as will be discussed shortly. (See Fig.11 ) Now let us check the entanglement entropy for an arbitrary subsystem A = [0, l] with 0 < l < L. Based on Eqs.(2.31) and (2.32), it looks that for a generic l the entanglement entropy will always grow linearly in time in the large n limit. However, this is not the case. Let us rewrite E in Eq.(2.32) as follows
(2.42)
The entanglement entropy will grow linearly in time for large n when satisfying:
One can check that for l = L/2, one of the above situations must be satisfied, and therefore the entanglement entropy will always grow linearly in time for large n. However, one can find there exists a length l * , so that for l < l * , neither condition (i) nor (ii) is satisfied. That is, for
* , the entanglement entropy will not grow linearly in time even for large n. In other words, the region with l < l * is not 'heated', and only the region in (l * , L − l * ) is 'heated'. A typical plot of l * in the heating phase is shown in Fig.10 . For l < l * , one can find that as n grows, S A (t) will not grow linearly in time, but evolve to a stable value with
As a remark, this is a typical feature in a quantum quench by quenching the ground state of H 0 [see Eq.(0.1)] with a new Hamiltonian
. More details will be presented in 61.
In the lattice model under a periodic driving, we did not observe this stable behavior in Eq.(2.43). For arbitrary l < L in a lattice model, we always observed a linear growth in S A (t) before saturation [see Fig.11 for example]. This disagreement may result from the lattice effect, which we leave as a future problem.
Near the phase transition
As shown in Fig.6 , the slope k E of linear growth of the entanglement entropy will vanish near the phase transitions. In other words, 1/k E diverges near the phase transitions. In the following, we will show that as we approach the phase transition along T 1 = k · T 0 , where k is an arbitrary positive real number, 1/k E always diverges as 1/k E ∝ |T 0 − T * 0 | −1/2 . The critical exponent ζ = 1/2 is the same as that obtained from the side of non-heating phase.
The analysis is similar to that in the non-heating phase in Sec.II A 3. There are two sets of solutions for the phase transitions and let us discuss them separately. First, for T 0 = mL, with m = 1, 2, 3 · · · , [see the vertical lines in Fig.2 ]. Let us take T * 0 = mL, T * 1 = kT * 0 . Since we approach the phase transition from the heating phase, then we make T 0 = T * 0 − δ, and T 1 = T * 1 − kδ. Expanding to the first order in δ, one has
Based on the definitions in Eq.(2.33), one can obtain
where κ := 2π 2 km/L. Therefore, near the phase transitions at T 1 = mL with m = 1, 2, 3 · · · , 1/k E for the linear growth of entanglement entropy depends on (T 0 − T * 0 ) as follows
46) The other set of solutions for the phase transition are deter-
where κ = sin
In short, for the heating phase near the phase transitions, one always has ∆ ∝ −δ and |φ | ∝ δ 1/2 , based on which we can obtain 1/k E ∝ |T 0 − T * 0 | −1/2 . As a short summary, by approaching the phase transitions from both the non-heating phase and the heating phase, one can obtain the critical exponent ζ = 1/2 from the entanglement entropy evolution.
Long time limit in a lattice model
As seen from Eqs.(0.15) and (0.16) in the main text, the entanglement entropy for A = [0, L/2] grows linearly in time all the way, without saturation. As we already mentioned, this is because there are infinite number of degrees of freedom inside the subsystem A and the energy spectrum goes to infinity without an upper bound, so that the system can absorb energy all the way. In a lattice model, however, the degrees of freedom in a finite subsystem are finite. The bandwidth of energy spectrum is also finite. It is expected that the entanglement entropy will saturate in the long time limit.
As shown in Fig.11 , we calculate the entanglement evolution in the long time limit on a free fermion lattice (See Sec.III for the lattice model.). The entanglement entropy grows linearly in time first, and then saturates, as expected.
At the current stage, in the field theory approach, it is an open question for us to introduce the saturation in the entanglement evolution in the heating phase. (Note that this is different from the case of a global quench in CFTs where the saturation in entanglement evolution is introduced by the finite energy density in the initial state. 29 In the Floquet CFT, since we drive the system periodically, the system can absorb energy all the way if there are infinite degrees of freedom and the Numerical simulation for the entanglement entropy evolution in the long time limit in the heating phase. We choose T1 = T2 = T = 0.9L, with L = 500.
energy spectrum goes to infinity.) Similar problems also appear in the entanglement entropy in a CFT with finite temperature. In the high temperature limit, the entanglement entropy for a finite subsystem of length l is S A (β)
, where is the UV cutoff introduced at the entanglement cut.
70
The entanglement entropy grows linearly with the temperature 1/β all the way. In a lattice system, however, the entanglement entropy will finally saturate as 1/β increases, since there are a finite number of degrees of freedom in a finite subsystem and the bandwidth (of the energy spectrum) is finite.
C. Phase transitions
The phase transitions happen at ∆ = 0 [see Eq.(0.6)]. To study the entanglement entropy at the phase transition, we cannot use the formula in Eq.(1.37) directly. It is because after analytical continuation, one has η = 1 and γ 1 = γ 2 . Therefore, a = b = c = d = 0 in Eq.(1.29), and then Eq.(1.37) is not well defined. In this case, z n is related to z in Eq.(0.10), i.e., 
where a = 1+nβ·γ, b = −nβ·γ 2 , c = nβ, and d = 1−nβ·γ. Then, following the procedure in Sec.I B, one can obtain the entanglement entropy at the phase transitions as follows:
. (2.51) Note that there are two sets of solutions for ∆ = 0 at the phase transitions, and the expressions of E and F are different for these two sets of solutions, as discussed in the following.
Phase transition I
One set of solutions for the phase transitions are T 0 = mL, with m = 1, 2, 3 · · · , which correspond to the vertical lines in Fig.2 . Here we denote this set of solutions as phase transition I. In this case, one can find that the entanglement entropy has the expression in Eq.(2.51) with
(2.52)
One can check that for t = 0, i.e., n = 0, one has
which is the entanglement entropy in the ground state, as expected. For l = L/2, the entanglement entropy can be simplified as
which is Eq.(0.18) in the main text. A typical plot is shown in Fig.12 (top) . As a remark, it is interesting that S A (n) at phase transition I has the same form as that after a single quench in Ref.51. In Ref.51, we start from the ground state of H 0 , and evolve it with the new Hamiltonian H 1 . Then the entanglement entropy evolution has the expression in Eq.(2.51) with
(2.55)
By making t = nT 1 , Eqs.(2.52) and (2.55) are the same. This is not a coincidence. In the case of Floquet CFTs, for T 0 = mL with m = 1, 2, 3 · · · , the state 'revives' after a time evolution of T 0 with H 0 . Effectively, the state only evolves according to H 1 , corresponding to the single-quench case. This can be easily seen based on Eq.(0.4). After one cycle of driving, one has (after analytical continuation)
One can find that for T 0 = mL with m = 1, 2, 3 · · · , z 1 has the same form as that for T 0 = 0. I.e., effectively, the state only evolves with the Hamiltonian H 1 .
Phase transition II
The other set of solutions for phase transitions are determined by 1 − We denote this set of solution as phase transition II. It can be found that the entanglement entropy has the expression in Eq.(2.51) but with E and F as follows
(2.57)
where we have defined x := L πT1 . As a self-consistent check, for n = 0, one has E = cos 2πl L . Then one can find that
which is the entanglement entropy in the ground state, as expected. For the specific case with l = L/2, one has E = − n 2 · 4 x 2 (1 + x 2 ) − n · 4 1 + x 2 + 1 , (2.59) and F = 0. Then the entanglement entropy can be simplified as
which is Eq.(0.19) in the main text. A typical plot of S A (t) is shown in Fig.12 (bottom) . It is noted that for both phase transitions I and II, the entanglement entropy grows as S A (t) c 3 log t for large n.
D. On single-point correlation function
Since the entanglement entropy in this work is calculated through the correlation function of twist operators which are themselves primary operators, it is straightforward to obtain the correlation functions from the results of entanglement entropy (and vice versa). This can be clearly seen in Eqs.(1.35)∼(1.37).
As an example, for a primary operator in the non-heating phase, one can find that ψ(t)|O(x = l)|ψ(t)
where h is the conformal dimension, and P , E, and F are given in Eqs.(2.2) and (2.3). For l = L/2, one has Table I .
III. A LATTICE MODEL ON CRITICAL FERMION CHAIN
Here we give some details on the calculation of entanglement entropy in a free fermion lattice under periodic driving. The essential part is to calculate the equal time two-point correlation functions. Then based on the method in 71, one can evaluate the entanglement entropy explicitly.
We consider a free fermion chain with half filling. It has finite sites L with open boundary conditions. The Hamiltonians 
(3.9)
That is, and then
(3.14)
Then, it is straightforward to check that
(3.15)
Let us move one step further to the 'double quench', and consider the state |ψ(t) = e −iH0T0 e −iH1T1 |G , with t = T 0 + T 1 . We check the following quantity: 
