observations during solar flares may partly be due to rapid changes of the line profile. These changes are likely caused by heating of the atmosphere by accelerated electrons and should be interpreted with caution.
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Observations of changes of line-of-sight (LOS) photospheric magnetic fields in active regions during solar flares are of high interest for case and statistical studies (e.g. Liu et al. 2018; Castellanos Durán et al. 2018) . The LOS magnetic field maps obtained by the Helioseismic and Magnetic Imager onboard the Solar Dynamics Observatory (SDO/HMI, Scherrer et al. 2012; Couvidat et al. 2012a ) currently represent one of the most widely-used data products in solar physics.
Correct interpretation of these measurements is important for understanding the underlying physics and expansion of our knowledge about magnetic energy release in solar flares.
The HMI images the Fe I 6173Å line, over six wavelength points (filtergrams) in two polarizations (right-circular, RCP, and left-circular, LCP). It takes 45 s to scan the full line. In quiet-Sun conditions the Fe I 6173Å line forms in the photosphere at a height range of 0-300 km (Norton et al. 2006; Nagashima 2014; Kitiashvili et al. 2015) . The HMI observables (line depth and width, continuum intensity, Doppler velocity, and LOS magnetic field) are calculated from the filtergrams using a Gaussian line-profile model (Couvidat et al. 2016) . If the characteristic times of the Fe I line profile variations are lower than or comparable to the HMI cadence, then one should expect deviations of the HMI observables from the properties of the line profile (and consequently, properties of the atmosphere). Taking into account the non-instantaneous nature of the measurements is especially important for interpretation of "magnetic transients" -reversible sharp changes of magnetic field measurements during solar flares (Zirin & Tanaka 1981; Patterson 1984) . Previous reports of such magnetic transients, often accompanied by magnetic polarity reversals observed from SOHO/MDI and SDO/HMI, concluded that these transients may represent real changes of the magnetic field strength (Kosovichev & Zharkova 2001; Zharkova & Kosovichev 2002; Harker & Pevtsov 2013) or may be artifacts due to the data analysis algorithms (Qiu & Gary 2003; Mravcová &Švanda 2017; Maurya et al. 2012) .
The standard flare model (Carmichael 1964; Sturrock 1966; Hirayama 1974; Kopp & Pneuman 1976; Priest & Forbes 2002; Shibata & Magara 2011) describes heating of the solar atmosphere by precipitating high-energy electrons accelerated in the corona. Many results (e.g. Sharykin et al. 2017; Sharykin & Kosovichev 2018) found that impulsive variations observed in SDO/HMI filtergrams are highly correlated with Hard X-ray (HXR) signals, thus qualitatively supporting the standard flare model and demonstrating that deposited high-energy particles can disturb the photosphere (under the assumption that the Fe 6173Å line forms in the photosphere during the flare). Radiative hydrodynamic simulations of the standard flare model developed in recent years allow us to investigate the effects of flare energy release on the HMI observables. Currently one of the most advanced codes for flare modeling is RADYN, a radiative hydrodynamic code (Carlsson & Stein 1997; Abbett & Hawley 1999; Allred et al. 2005 Allred et al. , 2006 Allred et al. , 2015 . A grid of RADYN models available online from the F-CHROMA project (http://www.fchroma.org/) allows us to investigate the response of the solar photosphere to impulsive beam heating.
We use the RADYN models to simulate the Fe I 6173Å line Stokes profiles and derive the corresponding SDO/HMI observables by applying the synthetic data analysis algorithms implemented in the SDO/HMI JSOC pipeline. We analyze deviations of the synthetic observables from the actual line-profile properties and atmospheric conditions in flare models. The modeling of the Fe 6173Å spectral line and the procedure of SDO/HMI LOS observable calculations are explained in Section 2.
The results are presented in Section 3, followed by a short discussion in Section 4.
MODELING OF SDO/HMI OBSERVABLES
The F-CHROMA database is a collection of 1D radiative hydrodynamic (RADYN) models of solar flares driven by an electron beam with a power-law electron energy distribution (averaged energy fluxes from 1.5×10 9 erg cm −2 s −1 to 5.0×10 10 erg cm −2 s −1 , low-energy cutoff values of 10 keV, 15 keV, 20 keV, or 25 keV, and spectral indexes ranging from 3 to 8) heating the atmosphere for 20 s. The RADYN code solves the coupled, non-linear, equations of hydrodynamics, radiation transport, and non-equilibrium atomic level populations, using an adaptive 1D vertical grid. The elements that are important for the chromospheric energy balance are treated in non-Local Thermodynamic Equilibrium (NLTE), and other species are included in the radiative loss function in the LTE approximation.
The atomic level population and radiation transport equations are solved for 6-level-with-continuum hydrogen, 9-level-with-continuum helium, and 6-level-with-continuum Ca II atomic models. For a detailed description of the RADYN code see Allred et al. (2015) and references therein. In the F-CHROMA database, the 1D flare models are calculated with 300 height grid points and 201 frequency points of the radiation spectrum. The initial atmosphere is similar to the VAL3C model (Vernazza et al. 1981 ) but with a somewhat deeper transition region. The temporal profile of the deposited energy flux rate is a triangle; the electron beam heating lasts for 20 s with a peak at 10 s (red line in Figure 1a ). In addition to the F-CHROMA models, we consider one high-energy RADYN model with constant flux, F = 1.0×10 11 erg cm −2 s −1 , injected for a time period of 10 s (Kerr et al. 2019c) . In this case the low-energy cutoff is 20 keV, and the power law index is δ = 4. This high energy model (called "GSK19" hereafter) also uses a different pre-flare atmosphere with a hotter and denser corona (3 MK vs. 1 MK) and a lower chromosphere-corona transition region (at ∼1 Mm above the photosphere). In Figure 1 we show the atmospheric stratification for the pre-flare atmospheres, along with the temporal profiles of energy injection.
For 80 available F-CHROMA models and the GSK19 model, we calculate the Stokes profiles for the Fe I 6173Å line using the RH1.5D code (Pereira & Uitenbroek 2015 ) -the latest massivelyparallel version of the RH code (Rybicki & Hummer 1991 Uitenbroek 2001) . Snapshots of the RADYN flare atmospheres for sequential moments of time are used as input to the RH1.5D code.
Since RH1.5D is a stationary code, the NLTE atomic level populations are solved using statistical equilibrium, meaning that non-equilibrium effects are not included in our model. This is somewhat mitigated by using the non-equilibrium electron density from the RADYN models. Such a procedure has been used by others (e.g., Kerr et al. 2016; Rubio da Costa & Kleint 2017; Sadykov et al. 2019 ).
To take into account magnetic field effects we make the assumption that the beam heating occurs in a vertical flux tube of 100 G or 1000 G uniform vertical magnetic field. The vertical magnetic field is only used for the Fe I forward modelling and has no impact on the hydrodynamics. The Fe atomic states (described by 31 Fe I bound states, one singly-ionized Fe II state, and one twice- and 4) fixed cooling phase t = 50 − 92 s. We are aware that the atmosphere continues to radiate and conduct in dynamic fashion after the flare but assume that this happens much more slowly than the variations during the impulsive phase. For the purposes of this experiment this seems a reasonable approximation. The HMI observing sequence algorithm is illustrated in Figure 1a . The filtergrams are calculated for ±34.4 mÅ, ±103.2 mÅ, and 172.0 ± mÅ relative to λ ref (Nagashima 2014) . The temporal order of scanned wavelengths is assumed as in Table 3 of Schou et al. (2012) . The SDO/HMI transmission profiles for each measurement are modeled with the Gaussian of F W HM = 76 mÅ (Couvidat et al. 2012b) . Because the typical HMI exposure times are much shorter than 1 s (about the synthesized SDO/HMI measurements for the RADYN model "val3c d4 1.0e12 t20s 20keV" and the observing sequences centered at t = 0 s and t = 10 s time moments are illustrated in Figure 2 .
We calculate the line width, line depth, Doppler shift, and vertical LOS magnetic field following the procedure described by Couvidat et al. (2012a Couvidat et al. ( ,b, 2016 . First, we estimate the first and second
Fourier components of the line profile separately for each polarization sequence as:
Then, we estimate the line depth, line width, Doppler velocity, and LOS magnetic field strength as:
I c = 1 6
Here
In the SDO/HMI algorithm, a significant error comes from inaccurate determination of the Gaussian line widths because of the coarse sampling of the line profile. The correction implemented in the SDO/HMI pipeline is based on the azimuthal average of the width measured at the solar disc center during a period of low solar activity (Couvidat et al. 2016) . In our calculations, we assume that the line width is derived from the preflare state (σ = 0.0671Å at t = 0 s). In addition, we multiply the line width and the line depth by the correction coefficients, K 2 = 6/5 and K 1 = 5/6, respectively, as suggested by Couvidat et al. (2016) . Such a correction leads to the closest match between observables and line profile properties during the pre-flare phase.
RESULTS
In this section, we consider the Fe 6173Å line profile properties and corresponding HMI observables for two RADYN models (F-CHROMA "val3c d4 1.0e12 t20s 20keV" and GSK19) in detail. We also study the strongest deviations of the HMI observables from the line profile properties, as functions of the deposited energy flux, for the F-CHROMA database models. (Figure 5g ). Depending on the observing sequence center time, the measured magnetic field can be 50% stronger for the sequence centered around t = 19 s or 50% weaker for t = −11 s than the actual magnetic field strength. Notice here that the HMI observables for the line continuum and line depth are consistently higher than ones derived from the line profile, which is due to a non-Gaussian shape of the Fe I line profile for the GSK19 model. One of the restrictions of our study is that the initial atmospheric models were close to the quietSun VAL3C atmospheres (Vernazza et al. 1981) . However, Hong et al. (2018) demonstrated that, for the same electron beam heating setup, the Fe I 6173Å line profile experiences stronger perturbations if the initial atmosphere model represents the conditions of the sunspot penumbra rather than the quiet Sun. We did not consider non-equilibrium effects on either the hydrogen populations (and therefore background opacity) nor on the Fe I populations. Recently Kerr et al. (2019a,b,c) have investigated non-equilibrium radiation transfer during flares for Mg II and Si IV. They also studied the influence on the Mg II near-ultraviolet spectra of including non-equilibrium hydrogen populations (and opacity) when modeling these lines in flares. It was noted that, in the case of Mg II, up to 10% intensity differences in the line wings can occur if non-equilibrium hydrogen populations are included.
Since the hydrogen continuum can be important for the formation of Fe I, non-equilibrium effects will be the focus of a further study. Also, the flare models have a certain imposed time dependence of the heating phase (triangular-shaped 20 s heating and 10 s uniform heating respectively) which is not necessarily the case for a particular solar flare. We conclude that, for correct interpretation of the SDO/HMI observables during solar flares, it is necessary to model line formation and variations of the line profile, taking into account the HMI observing sequence and data analysis procedure.
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