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Metaphor is a difficult problem in natural language understanding, while it is 
also a hot topic in the cognitive scientific research. Aiming at the general 
phenomenon of metaphor in Chinese, this paper proposes a method of 
formalizing Chinese sentence at first; further more builds a computational 
model of metaphorical semantic network (MSN). On the basis of MSN, a 
systematic method of metaphorical classification is presented. These facilitate 
the later research in automatic metaphor classification and metaphor 
recognition. 
To compute the metaphor similarity – similarity of concepts/terms contained in 
a metaphor vector, some typical language modeling approaches for 
information retrieval are estimated. A new evaluation model termed Sort Order 
Rationality (SOR) is also proposed in this paper. Based on these evaluations, 
we use a probabilistic method – PLSA to score the metaphor similarity, what’s 
more, some experiments are involved. 
In the last place, an algorithm of metaphor recognition is described detailedly, 
but not implemented. A framework of research on metaphor interpretation is 
illustrated, too. All of these makes up of the groundwork of our research about 
Chinese metaphor understanding. 
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第二章  隐喻计算综述 











[28-29]。首先，自 20 世纪 70 年代以来，出现了一些隐喻语言理解的各种初
步模型，如基于类比语义的方法，包括优选语义方法、词汇语义方法、类
比推理方法；基于连接主义的方法[37,41-42]；基于向量空间的方法[43]，通过
潜在语义分析(LSA, Latent Semantic Analysis)来计算词语之间的相关程
度。由于缺乏对隐喻本质的分析，这些方法从根本上来说都是不足取的。
另外在隐喻语言理解模型研究中，比较突出是J.H. Martin提出的MIDAS系
统 (Metaphor Interpretation, Denotation, and Acquisition System) ，采用基
于经典人工智能知识表示和符号处理技术，给出了一种英语隐喻语言理解
方法，并具体应用于UNIX操作系统界面语言教学的对话系统中 [28] 。 
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速度”等信息，对于隐喻句“my car drinks gasoline”，由于动词drink的语


































同祖先的匹配向量进行隐喻的解释。比如对于“My car drinks gasoline”，
词义向量表示为（car，drink，gasoline），这与drink的优先向量(animal，
drink，liquid)不匹配，系统为两个向量搜索一个公共的祖先向量，即（thing，
























































第二章  隐喻计算综述 
但对于结构复杂的隐喻还无法解释，而实现依赖于手工创建的原型关系知
识库。 
Martin[28] 给 出 了 一 种 隐 喻 解 释 的 计 算 模 型 MIDAS(Metaphor 


























































































































个类比表示两个领域（目标域T和源域S）的共有结构。形式为<A is to B as 
C is to D>的类比意思是存在一个关系R，使得 ( , )R A B T∈ 且 。一
个类比可以表示为三元组 ，映射函数f保留源域S的关系结构，使得
如果 ，则对应的
( , )R C D S∈
( , , )S T f
( , )R x y S∈ ( ( ), ( ))R f x f y T∈ 。Steinhart采用受限满足类比映射

























Degree papers are in the “Xiamen University Electronic Theses and Dissertations Database”. Full
texts are available in the following ways: 
1. If your library is a CALIS member libraries, please log on http://etd.calis.edu.cn/ and submit
requests online, or consult the interlibrary loan department in your library. 
2. For users of non-CALIS member libraries, please mail to etd@xmu.edu.cn for delivery details.
厦
门
大
学
博
硕
士
论
文
摘
要
库
