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We consider the following stochastic bin packing process: the items arrive continuously over time to a server and are
packed into bins of unit size according to an online algorithm. The unpacked items form a queue. The items have
random sizes with symmetric distribution.
Our first contribution identifies some monotonicity properties of the queueing system that allow to derive bounds on
the queue size for First Fit and Best Fit algorithms. As a direct application, we show how to compute the stability
region under very general conditions on the input process.
Our second contribution is a study of the queueing system under heavy load. We show how the monotonicity prop-
erties allow one to derive bounds for the speed at which the stationary queue length tends to infinity when the load
approaches one. In the case of Best Fit, these bounds are tight. Our analysis shows connections between our dynamic
model, average-case results on the classical bin packing problem and planar matching problems.
Keywords: Bin packing, stability analysis, heavy traffic, average-case analysis, queueing networks.
1 Introduction
Consider the following bin packing process where items arrive continuously over time to a server and
have random sizes in [0, 1]. The server contains an infinite number of bins of unit capacity that leaves the
system at integer time t = 0, 1, . . . Bin number t leaves the system at time t+ 1 with items in the queue
that arrived in the system before time t + 1, i.e. the t-th bin is packed with items present in the queue at
time t and any item that arrive in the t-th slot. The item that were not packed form a queue. To specify
completely the dynamic of the system, one has to describe the algorithm for packing the bins. For a given
algorithm A, we denote by QA the corresponding queue size, i.e. the sum of the sizes of items present in
the queue. We restrict ourselves to algorithms that allow to pack a bin with information on the items that
are present in the queue and without any information about the items that will arrive in the future.
This general model has been analyzed under various assumptions motivated by bandwidth allocation
scheme. For convenience, bin packing terminology shall be used and we refer to the papers cited below
for more details on the underlying communication problem. In [13], Kipnis and Robert consider a FIFO
scheduling policy and obtain a complete probabilistic distributional solution of the system. In [5], Coff-
man, Feldman, Kahale and Poonen consider the ’Best Fit’ policy for which the largest items departs first.
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In the case of discrete distribution for the size of the items, their stability result is extended in the work of
Coffman and Stolyar [8] (for symmetric distribution) and Gamarnik [11] (for general distribution). In the
most general case, the stability checking algorithm is based on constructing a linear Lyapunov function
on the queue length vector process. Although the algorithm is guaranteed to terminate in finite time, the
computation time grows exponentially in the number of possible item sizes. In [8], the stability region is
derived for the First Fit policy for symmetric discrete distributions and Dantzer and Robert [9] derive also
stability characterization when there are only 3 possible item sizes.
We should stress that there is a fundamental difference between the ’Best Fit’ and the First Fit policy
and we now explain our use of inverted commas. In the classical one-dimensional bin packing problem, an
important distinction is made between offline algorithms and online algorithms [10]. An online algorithm
for bin packing is one that packs each item as soon as it is received. Clearly in our case, we can use such
an online algorithm for our queueing system. In particular, we will show that using the standard First Fit
algorithm (as described in [8] or [9]) or the Best Fit algorithm have different implications for the queue
length. However ’Best Fit’ policy as described in [8], [11] does NOT correspond to the use of the online
algorithm Best Fit to pack the bins of the queue.
Our first contribution gives a method to compute an upper bound on the queue size of the queueing
system. This method is generic in the sense that it does not depend on the stochastic assumptions and is
valid for both First Fit and Best Fit. As an application, we show that it allows to derive the stability region
for symmetric distribution (discrete or continuous) for stationary and ergodic inputs: the average load
being less than one is a necessary and sufficient condition for the stability of algorithms Best Fit and First
Fit. To the best of our knowledge this result was only known for First Fit and for discrete distributions of
the items.
Our second contribution is a study of the queueing system under heavy load (or heavy traffic). Similar
questions have been addressed in [18] for a policy that was not online and required the knowledge of
the rate of arrivals. Moreover only bounds on its performance were derived. Our work allows to derive
the speed at which the average queue length tends to infinity when the load approaches one for Best
Fit algorithm. Our analysis shows connections between our dynamic model, average-case results on the
classical bin packing problem [7] and planar matching problems. Moreover it allows to compare the
performance of algorithms which have the same stability region.
2 Results
We now give the stochastic assumptions made on the model presented in previous section. A summary of
the notation is given at the end of this section. We assume that the arrival process N = {Tn} is stationary
and ergodic [2]: the n-th item arrives at time Tn ∈ R and has size sn. We assume that the sequence {sn}
is a sequence of independent identically distributed (i.i.d) random variables with P(s1 ∈ [0, 1]) = 1 and
for any a < b ≤ 1/2, we assume that P(s1 ∈ (a, b)) = P(s1 ∈ (1 − b, 1 − a)), i.e. the distribution
is symmetric. This property implies that E[s1] = 1/2. We denote by 2λ the intensity of the input point
process, i.e. 2λ = limt→∞
N(0,t)
t , where we used the standard notation N(0, t) =
∑
n 1(Tn ∈ (0, t)). In
this case, the average load is 2λE[s1] = λ.
2.1 Stability
Clearly λ ≤ 1 is a necessary condition for the stability of our queueing system regardless of the algorithm
used to pack the bins. The first natural question is: given an algorithm A is the corresponding queueing
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system (called A-system) stable for any λ < 1? The class of online algorithms if of particular interest:
their implementation is easy but their performance is lower than offline algorithm. For the First Fit policy,
result of [8] answers positively to previous question when items have discrete size (and under stronger
assumption on the input process). Our first theorem extends this result and deals with both Best Fit (BF )
and First Fit (FF ). In the BF algorithm, each item is placed into the fullest bin in which it fits at the time
of arrival. In the FF algorithm, the bins are kept in order. As each item arrives, it is placed into the first
bin in which it fits. For both system, at the end of each time slot, the oldest bin of the queue (i.e. the first
bin in which an item had been packed) leaves the system.
Theorem 2.1 Under previous assumptions, the condition λ < 1 is sufficient to ensure the stability of the
queueing system with First Fit or Best Fit policy.
To prove this result (in Section 3) we derive an upper bound for the stationary queue length which
corresponds to the stationary workload of a single server G/G/1 queue. This technique was introduced
by Baccelli and Foss in [3]. They proved that if a certain monotonicity property is satisfied, then there
is a generic G/G/1 upper bound which is built by making batches of arrivals. Then under the standard
condition λ < 1, we can chose a size of batch sufficiently large in order to make this system stable. In
our case, FF and BF are known to behave badly in term of monotonicity and standard restrictions are
introduced: MFF and MBF to prevent these anomalies. Recall that Matching Best Fit (MBF ) (resp.
Matching First Fit (MFF )) behaves exactly like BF (resp. FF ), except that MBF (resp. MFF ) may
not put an item into a bin containing any item of size less than 1/2. Our first step is then to prove that
replacing FF and BF by MFF and MBF can only increase the queue length process. Then we prove
that the monotonicity property is satisfied for this new system so that we can apply [3].
2.2 Heavy Load Asymptotics
In view of Theorem 2.1, we cannot distinguish between the FF -system and the BF -system in term of
stability region. The main motivation for the rest of our work is to measure the performance of each
system.
From now on, we assume that the arrival process is Poisson of intensity 2λ. We do not think that this
assumption is crucial but it makes the model simpler. Also instead of looking at the queue length Q in
term of the sum of the sizes of the items present in the queue, we consider the variable Z that counts the
number of bins actually used in the queue. Clearly Q ≤ Z and Z is in a sense a more intrinsic variable
since it counts the load of the system in its ’own’ unit: if there were no more arrivals then Z would be
exactly the time to empty the system.
Theorem 2.2 Assume that item size is uniformly distributed on [0, 1]. Then we have as λ→ 1,











This theorem (proved in Section 4) shows that the intuition that the BF -system performs better than
the FF -system is correct: when the load is critical, the queue builds up much faster in the FF -system
than in the BF -system.
The proof of the lower bounds for Theorem 2.2 follows closely the argument for the lower bound given
in [19] for the standard bin packing problem. For the proof of the upper bound, we only deal with the case
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of MBF which allows us to derive the right asymptotics for BF . We use the standard connection with
matching problem [12] but we need to introduce some new constraints on this matching. In our queueing
model, a small item cannot be matched to a big item if this one already left the queue at the arrival time
of the small item. This mechanism forbids matching between items if the difference of arrival times is
large compared to the queue length. Hence we introduce a new system that behaves as the original system
when the queue length is small but when the queue length overtake a threshold, we couple our system
with a constraint matching. We then use standard concentration results of [1] or [21], to chose properly
the threshold and the constraints in order to get the desired upper bound.
To conclude, note that BF is NOT the best online possible bin packing algorithm [20]. Hence there are





. In our case
it is easy to adapt the argument of Shor [19] to show the following result (a short proof is given in Section
4.1):







Note that by considering items of size larger than 1/2 (which have to be packed in distinct bins), we





(which is the standard behavior of a single server
queue in heavy traffic). We see that there is a gap between this lower bound and the one obtained in
Theorem 2.3. This leaves the following question open: does there exist offline algorithms that perform







We use the standard convention for point processes: N = {Tn} indexed by Z with Tn ≤ Tn + 1 and
T0 ≤ 0 < T1. For n ≤ m, we denote by N [n,m] = {T`}n≤`≤m the [n,m] restriction of N . For a < b,
we denote by N(a, b) the number of point in the interval (a, b), which is assumed to be finite for any
−∞ < a < b < ∞. In particular we will use the notation Z(a, b) to count the number of departure of
bins in the interval (a, b). The interval time [t, t+ 1] with t ∈ Z, is called the t-th time slot.
For a list of items L, we denote the packing of L using algorithm A by A(L) and the number of bins
used by this packing by #A(L). For an algorithm A and n ≤ m, let QA[n,m] be the sum of the sizes
of the items present in the queue at time Tm (just after the arrival of the m-th item) with input restricted
to N [n,m] when algorithm A is used to pack the bins and the first bin of the packing is leaving the
system at discrete times. We denote by PA[n,m] the packing of the items in the queue of the system
and by ZA[n,m] = #PA[n,m] the number of bins. Of course QA[n,m] ≤ ZA[n,m]. Note also that
dTme+ZA[n,m] is the time at which the system empties when inputs are restricted toN [n,m] and where
dxe is the integer such that x ≤ dxe < x+ 1.
3 Stability of Online Bin Packing Algorithms
In this section we establish the stability result claimed for BF and FF . Most of the argument is identical
for both algorithms. In particular, we use MBF and MFF in order to find an upper bound with some
monotonicity properties. To state properties that are true for bothBF anf FF , we use the generic notation
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A. For example, #A(L) ≤ #MA(L) means that both #BF (L) ≤ #MBF (L) and #FF (L) ≤
#MFF (L) are correct.
3.1 Monotonicity properties
We first deal with algorithms MBF and MFF . It is convenient to introduce virtual items corresponding
to deleted items: these items are ignored by any packing algorithm. We take the convention that virtual
items have a null size so that the action of deleting an item from a list L is the same as replacing its
positive size by a null size. With this convention, we can state our next lemma,
Lemma 3.1 Let {T ′n, s′n} be a modification of the original input {Tn, sn}, obtained by deletion of some
items, i.e. for all n, we have Tn = T ′n and either s
′
n = sn or s
′
n = 0. Let Z
′
MA[n,m] be the queue size of
the MA-system with deleted items. We have Z ′MA[n,m] ≤ ZMA[n,m].
Proof: We first recall a result that can be found in [4] for MFF and in [19] for MBF . If L′ is a list
obtained by removing one item from L, then if we consider any bin with two items in them to be identical,
MA(L) and MA(L′) differ in at most one bin:
(i) MA(L) can be obtained from MA(L′) by replacing a 1-item bin by a full (2-item) bin.
(ii) MA(L) can be obtained from MA(L′) by adding a 1-item bin.
In particular, the proofs in [4] and [19] show that if we add an item to two packings related by (i) or (ii),
they will still be related by (i) or (ii). In our setting, we need to consider also the case where a bin is
removed.
More precisely, we need to prove Lemma 3.1 for one deletion only, the result then follows by an easy
induction. To simplify notation, assume that item s0 arriving at time T0 is deleted. We have Z ′MA[n,m] =
ZMA[n,m] for m ≤ −1 or n ≥ 1. Consider the case n ≤ 0. We now prove by induction that for m ≥ 0,
we can relate the packing PMA[n,m] and P ′MA[n,m] in one of the following way:
(a) PMA[n,m] can be obtained from P ′MA[n,m] by replacing a 1-item bin by a full bin.
(b) PMA[n,m] can be obtained from P ′MA[n,m] by adding a (1-item or 2-item) bin.
(c) PMA[n,m] = P ′MA[n,m].
Consider two packings related by (a), (b) or (c). From the previous discussion, we see that when adding
an item, these packings are still related by (a), (b) or (c). The only case which requires a proof is when
one packing is obtained from the other by adding a full (2-item) bin. The added item is packed in the same
bin in both packings, so that the two packings are still related by (b). We still consider the two packings
and remove the first bin from each of them. If the two packings were related by (a), then if the first bin
is different, the resulting packings will be related by (c) and by (a) otherwise. If the two packings were
related by (b), then the resulting packings will be related by (b) unless one of the packing was empty and
then the resulting packings are both empty and hence related by (c). We must still do the first case of
the induction: for m = 0, PMA[n, 0] and P ′MA[n, 0] are related by (i) or (ii) defined above which are
sub-cases of (a) or (b). 2
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Lemma 3.2 For all input N ′ = {T ′k} that satisfies T ′k ≥ Tk for all k, we have for all n ≤ m,
dTme+ ZMA[n,m] ≤ dT ′me+ Z ′MA[n,m].
Proof: We clearly need to prove the lemma for one delayed arrival time only. Suppose that Tk ≤ ` < T ′k
with ` ∈ Z. Note in particular that the k-th item is the last one arrived in slot `− 1 in the original system.
Then we have Z[n, k− 1] = Z ′[n, k− 1]. If the k-th item does not leave the original system in slot `− 1,
then we have Z[n,m] = Z ′[n,m] for all m ≥ k. Suppose now that the k-th item leaves the original
system in slot ` − 1. First if k is the only item leaving the original system, then the system is empty at
time `. Hence we have
dTke+ ZMA[n, k] = ` ≤ dT ′ke+ Z ′MA[n, k],
dTme+ ZMA[n,m] = dTme+ ZMA[k + 1,m] ≤ dT ′me+ Z ′MA[n,m] = dT ′me+ Z ′MA[k,m], for m > k.
This implies that for all m ≥ k, we have ZMA[n,m] = ZMA[k + 1,m] and Z ′MA[n,m] = Z ′MA[k,m]
and the claim follows from Lemma 3.1. Now if k is the second item of the bin leaving the original system,
then the first item also leaves the delayed system and the claim still follows from Lemma 3.1. 2
3.2 Upper Bound
Lemma 3.2 proves that delaying arrival times of the items to the MA-system results in a delay for the last
departure time (when arrivals are finite). This property ensures that the MA-system belongs to the mono-
tone separable framework introduced in [3]. The analysis of the stability of such system is then standard
and can be done by considering batches as follows: for j ≤ 0, all items arrived between T(j−1)L+1 and
TjL are delayed to the time TjL. All items form the j-th batch are packed into bins after time TjL and
after all items from previous batch have already left the system. We denote by Z0MA[(j−1)L+ 1, jL] the
number of bins needed by MA to pack the items of the j-th batch. Since we only delayed arrival times,
the following proposition follows from Lemma 3.2. We refer to [17] (Proposition 4.2) for a proof.
Proposition 3.1 Let L > 0 and n ≥ 0. We denote k = bn/Lc, then we have:







Z0MA[(j − 1)L+ 1, jL]− τj
)
, (3.1)
with τj = TjL − T(j−1)L.
Note that the left-hand side of (3.1) is the time of last departure from the original system when arrivals
are stopped after time 0 and the right-hand side is the time of last departure for the delayed system with
batches described above.
We need an auxiliary lemma to relate the A-system to the MA-system, as follows,
Lemma 3.3 We have for any n+ 1 ≤ m, ZA[n,m] ≤ ZMA[n,m].
Proof: Consider the A-system and remove from the arrival process all the items which were packed by
the A-system into a bin already containing an item of size less than 1/2. We remove all items that are
packed into bins considered full by MA, so the A-system and MA-system behave exactly in the same
manner with this thinned arrival process and the lemma follows directly from Lemma 3.1. 2
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3.3 Stability Results
Putting together previous results, it is easy to show that QA := lim supn→∞QA[−n, 0] is finite for
A = FF,BF . The general idea is to choose the size L of the batches sufficiently large so that the right-
hand side of (3.1) is finite when the supremum runs over all i ≤ −1. The condition λ < 1 is sufficient to
ensure the existence of such a L and Theorem 2.1 follows. We refer to [17] for details.
4 Performance of Online Algorithms under Heavy Load
From now on, we assume that the arrival process is a Poisson point process of intensity 2λ and that item
sizes are uniformly distributed in (0, 1). An easy coupling argument gives:
Lemma 4.1 If lim supn→−∞ ZA[−n, 0] < ∞, then the limit limn→∞ PA[−n, 0] = PA exists almost
surely and is the unique stationary A-system. Moreover there are an infinite number of negative times
t ∈ Z and an infinite number of positive times t ∈ N such that the A-system empties at these times.
Note in particular that results of previous section ensure that lim supn→−∞ ZA[−n, 0] < ∞ for A =
BF,FF as long as λ < 1. Hence in this case, there exists an unique stationary A-system.
4.1 A General Lower Bound
We give a short proof of Theorem 2.3 that follows the proof of the lower bound for online binpacking
(Section 2 in [19]). Several concepts will be useful for the rest of the paper.
We assume that algorithm A is online and that the A-system satisfies the conditions of Lemma 4.1 for
all λ < 1. In particular, we can define the stationary A-system for any λ < 1.
To convert the list of items arrived at times {T0, . . . Tn} (with n ≥ 0) to a planar matching problem,
we represent the items received by the algorithm by points in a rectangle [0, n]× [0, 1]. The y-coordinate
will be the size of the item and the x-coordinate will be the index of the item. Note that we use a different
convention from the binpacking literature. To the j-th item arriving at time Tj , we associate the point
(j, sj). Next, we label the items larger than 1/2 with ′+′ and those smaller than 1/2 with ′−′. We then
fold the plane about the line y = 1/2, so a + point with y-coordinate s > 1/2 will be moved so it has
y-coordinate 1 − s. We focus on just those items with size in (1/3, 2/3). We join every + point in this
range to a − point in this range representing an item packed in the same bin, if there is such an item.
This gives a bipartite matching M [0, n] between + and − points. In other words, every couple of items
represented by a matching in M [0, n] will leave the stationary A-system in the same bin. For n > 0, we
denote by U [0, n] the number of unmatched − points in M [0, n] and by L[0, n] the number of items with
size larger than 1/2 arrived on [T0, Tn]. As in [19], L[0, n] + 1/2U [0, n] is a lower bound on the number
of bins used to pack items arrived on [T0, Tn], so that we have for the stationary process,
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n log n+ (λ− 1)n− 1
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4.2 Lower bound for Best Fit
Thanks to Lemma 4.1, we know that there exists an unique stationary process ZBF . The idea is to
consider this process at a well-chosen deterministic time t. By stationarity we have E[ZBF ] = E[ZBF (t)].
Moreover if f(t) is a lower bound on the number of bins packed with items arrived on the time interval
[0, t], we have
E[ZBF (t)] ≥ E[f(t)]− btc, so that, E[ZBF ] ≥ sup
t≥0
E[f(t)]− btc.
We show how to adapt the argument of Section 3b in [19] in order to get a good lower bound f(t). We will
consider the stationary BF -system and what happens to the items that arrive after time 0 and with size
between 1/3 and 2/3. We will call items (arrived after time 0) with size between 1/3 and 1/2 s-items and






the number of these bins by
∣∣ s
s
∣∣ as in [19]. There are five types of bins: [ ss], [ sb ], [ bs], [ s] and [ b]. Note
that we restrict our attention to items arrived after time 0. In particular, any of these bins might contain an
item that arrived before time 0. This would correspond to the case where the s- or b-items are packed in
bins already existing at time 0.
With these notations, we can follow the argument of Section 3b [19] even if our packing is NOT the
same as the one obtained with Best Fit applied on items arrived after time 0. There is an important feature
of our system which shows that Lemma 4 in [19] is still valid in our framework.
Lemma 4.2 For A = BF or FF , we have PA[n,m] = A(L[n,m]) where L[n,m] is the list of items
arrived on the time interval [Tn, Tm] from which we deleted the items departed from the A-queueing
system.
Proof: This lemma follows from the following condition satisfied by A = BF or A = FF :
Suppose B is the set of items contained in Bin j of the packing of L obtained with A. Then if we delete
the items in B from L and pack the resulting list by A, the resulting packing will be identical to that
obtained by deleting Bin j from the original packing. 2We look at the system at time t and denote by n
the number of items arrived on the interval (0, t). Then following the argument of the proof of the lower
bound for Best Fit, we get that there are Ω(
√
n log3/4 n) bins containing no items larger than 1/2 with
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probability at least 1 − 1/n. This shows that the number of bins used is f(n) = n/2 + Ω(
√
n log3/4 n)
with probability at least 1− 1/n. Hence we have for any t > 0, with nt = b2λtc,














where the second inequality follows from a bound for Poisson random variables see Lemma 2.1 [6]. Then,
as explained above, optimizing the right-hand side by taking t ∼ − log
3/2(1−λ)
(1−λ)2 , directly gives






4.3 Lower bound for First Fit
We show how we can adapt the argument of Section 4b of [19]. We call the subsequence of bins that have
more empty space than all preceding bins the greedy decreasing subsequence of bins. An item that is
packed by FF will go into one of the bins of this subsequence. LetQj be the tail of the greedy decreasing
subsequence starting with the first bin less than 2/3 in the packing of PFF (−∞, j]. All the bins in Qj
except possibly for the first one contain only one item. As shown in [19], if |Qj | ≤ k, then there is a
probability 7/12 that an item will leave a space 1/(12k) or greater in a bin. Hence if Qj is never longer
than n1/3 for j ≤ n, then every item had a 7/12 probability of leaving (1/12)n−1/3 or more empty
space in the bin it entered. So we have Ω(n2/3) wasted space in the packing of all the items arrived on
[0, Tn], i.e. the packing obtained by concatenation of all bins that left the system at time Tn and the bins
of PFF (−∞, n]. On the other hand, if the subsequence Qj were longer than n1/3 at some time j ≤ n,
we would have that at this time Ω(n2/3) bins with at least 1/6 empty space. To see this, note that the
argument of Shor using the longest increasing subsequence is still valid. As in [19], one can show that




+ Ω(n2/3), with high probability.
Hence taking the expectation and optimizing in n, we get








Choosing n of order 1(1−λ)3 , it is easy to get as λ→ 1,






4.4 Upper bound for Best Fit
As shown in Section 3, we need to consider the MBF -system only and we first introduce a modification
of this system. ForK > 0 fixed, we consider the (K,MBF )-system that behaves exactly like theMBF -
system except that if a new item arrives at time Tn and if this item would have been packed with an item
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arrived before Tn−K in the original system, then this item is packed in a new bin (and will remain the only
item of its bin). We denote by ZKMBF the corresponding queue length process (measured in number of
non-empty bins). One can relate the (K,MBF )-system to a standardMBF -system with delayed arrivals
and then apply Lemma 3.2, to get:
Lemma 4.3 We have for any n ≤ m, ZMBF [n,m] ≤ ZKMBF [n,m].
Now consider the rectangle [n,m] × [0, 1/2]. For ` ∈ [n,m], we represent the `-th item by a + located
at (`, 1 − s`) if s` > 1/2 and by a − located at (`, s`) otherwise. An up-left matching is a one-to-one
matching of pluses and minuses such that every plus is either unmatched or is matched to a single minus
that lies below and to the right of the plus. It is well-known that MBF produces an optimal up-left
matching (in the sense that the number of pairs is maximized). We denote by MK [n,m] the matching
obtained from this matching on the list of items arrived during the time interval [Tn, Tm] where pairs
(a, b) with x-coordinate na < nb are cut if nb − na > K. Following [15], on can show that (see [16] for
a proof)
Lemma 4.4 With high probability (at least 1− 1/Lα for any α ≥ 1) we have,










We now show how these results allow to get an upper bound for the scaling of the average queue size
of the BF -system.
Lemma 4.5 For K and L defined as above and λ sufficiently close to one, we have
ZMBF (−∞, L] ≤ K + max
{




MK [`, L]− Z(T`, TL)
}}
.
Proof: Recall that ZMBF (−n, 0] ↗ ZMBF (−∞, L] < ∞ as n → ∞ thanks to results of Sec-
tion 3. If ZMBF (−∞, L] ≤ K, then (4.1) is obvious. Assume ZMBF (−∞, L] > K and let τ =
sup{`, ZMBF (−∞, `] ≤ K}. Define the modified system Z̃KMBF (−∞, `] that behaves exactly as
ZMBF (−∞, `] for ` ≤ τ and for ` > τ behaves like the (K,MBF )-system except that bins present
in the queue at time Tτ are considered as closed for new incoming items. We have clearly K ≤
ZMBF (−∞, `] ≤ Z̃KMBF (−∞, `] for all ` ≥ τ + 1. Hence we have
ZMBF (−∞, L] ≤ ZMBF (−∞, τ ] +MK [τ + 1, L]− Z(Tτ , TL).
Since ZMBF (−∞, τ ] ≤ K, note that if τ > 0, there is nothing to prove, if τ < 0, then consider the
modified system from time 1, and we get similarly
ZMBF (−∞, L] ≤ ZMBF (−∞, 0] +MK [1, L]− Z(T0, TL).
2From a recursion like (4.1) it is quite standard to derive an upper bound on the
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mean of ZMBF (−∞, L] see Chapter 5 in [14] we take squares of (4.1) and then expectation. If we write
Y = K +MK [1, L]− Z(T0, TL) and X = K + sup0≤`≤L
{
MK [`, L]− Z(T`, TL)
}
, we obtain





































and the asymptotics for BF in Theorem 2.2 easily follows.
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