In this article, a specific long-term speech spectrum was investigated with respect to its use for speaker recognition. The long-term effect was satisfied by averaging short-term autocorrelation coefficients over the whole utterance. The long-term spectrum was calculated by means of second-order linear prediction using the average autocorrelation coefficients. First, speaker discriminability of 32 individual parameters was evaluated by combining spectral energy and spectral slope in eight different frequency bands covering the range 0−4 kHz (seven narrow nonoverlapping subbands and one band spanning over the full range). Then, four subbands with the most discriminative capability were selected for speaker recognition. These subbands involve the frequencies of 0−1.2 kHz in total. In the main experiments, text-independent speaker recognition based on relative Euclidean distance was performed in each single subband as well as in multiple 2 to 4 subbands applying two types of speech data, complete continuous speech and voiced part of the same speech. The voiced speech seems to be generally more effective for speaker recognition using the long-term speech spectrum. The best recognition rates, i.e. 91.7% on complete speech and 100% on voiced speech, were achieved in optimal paired subbands. The long-term speech spectrum can complement the traditional voice features.
Introduction
One of the issues in speech signal processing as well as in biometric data mining is the investigation "How is the person's individuality reflected in voice?" There is no standard set of speech signal features commonly adopted for speaker recognition. Generally, automatic speaker recognition should be based on features which express both the speaking style and the anatomical structure of the speaker's vocal apparatus Information Technology and Control 2019/3/48 [14] . A brief introduction into speaker recognition can be found in [22, 25] . A more comprehensive overview focused on various aspects of speaker recognition is given in [2] . An overview of technologies dealing with robustness related issues is provided in [30] . A practical introduction into phonetics and phonology is presented in the book [6] . Useful information for voice specialists contains the comprehensive textbook [20] .
The long-term spectrum provides information on spectral energy distribution of a speech signal during a relatively long utterance. Such spectral characteristics make possible to reflect the anatomy and function of a vocal tract independently of current spoken phonemes. In paper [3] , Byrne with his colleagues investigated 12 languages (namely English, French, German, Russian, Swedish, Danish, Welsh, Japanese, Cantonese, Mandarin, Singhalese, and Vietnamese) and compared their spectral characteristics. Although some statistically significant differences have been found among them, researchers concluded that all spectra are similar enough and they suggested a "universal" average spectrum of speech across all investigated languages. This normative spectrum can be used for many clinical objectives such as prescription and evaluation of hearing aid.
Some authors used long-term spectra for specific speech investigation. The study in [24] is focused on differentiating synthetic speech signals generated by vocoders from natural speech. Long-term-speech spectra of two different speeking styles, i.e. reading text and spontaneous speech, are compared in [8] .
Differences by gender in long-term speech spectra of Turkish were observed and analyzed in [27] . The analysis in [10] presents gender differences of adult Iranian speakers. Opera singers performing singing, stage speech and conversational speech are analysed in [5] . Most of the studies concerning long-term spectra are based on processing the whole spectra obtained by the FFT approach as an averaged sequence of short-term speech spectra. The aim of this article is to investigate the discrimination power of the long-term spectrum for speaker recognition in the case where the spectrum is estimated using a low-order linear prediction.
The rest of this article is organized as follows. In Section 2, the applied algorithm for estimating the long-term spectrum is defined. Experimental setups are reported in Section 3 which is divided into four subsections. The first subsection describes speech materials used in our experiments. The second subsection defines individual spectral parameters used in the experiments. The third subsection explains the evaluation of all proposed parameters by means of discrimination power. The fourth subsection presents speaker recognition accuracy. Finally, Section 4 briefly concludes the article.
Estimation of the Long-Term Spectrum
We applied a well-known linear prediction approach which is often used for estimating short-term spectrum of phonemes in speech recognition. The standard approach was modified to directly estimate the long-term spectrum which is independent of linguistic context. Advantages of the modified method lie in its ability to directly provide a smoothed spectral envelope of long speech and its relative high speed of computation. The whole theory of linear prediction is presented in many books; for instance in [17] . In this section, we briefly describe the algorithm as it was applied in our experiments.
First, the speech signal was segmented into short frames of 20 ms using a rectangle window and in each frame the three lowest autocorrelation coefficients were computed. For the j-th frame of the speech signal {s(n)}, there are autocorrelation coefficients
where k=0, 1, 2 stands for lag index corresponding to the time shift (given in samples) and N is the number of signal samples in each frame. The long-term averaging was made by means of short-term autocorrelation coefficients R(j,k) averaged over the whole utterance consisting of J speech frames
Then, two average predictive coefficients were computed from the coefficients
Finally, the long-term magnitude spectrum was estimated by , ) (4) where f s denotes the sampling rate of speech signal and i stands for imaginary unit. In general, the spectrum can be computed for a frequency with a sweep from f=0 Hz up to the Nyquist frequency f s /2. The number of predictive coefficients used to compute the speech spectrum (i.e., the order of linear prediction) can effectively control the degree of spectral smoothness. The full algorithm for estimating the long-term spectrum is computationally very efficient due to the determination of long-term characteristics at the low feature level (using autocorrelation coefficients).
An important factor for practical applications seems to be the needed length of the utterance in order to represent the speakers independently of the spoken text. Experimental results show that speech of approximately 100 seconds (i.e., 5000 voiced and unvoiced speech frames) satisfies statistical reliability. This corresponds to the steadying of some relevant individual features characterizing speakers such as mean value of voice fundamental frequency [21] . Figure 1 illustrates a typical long-term spectrum estimated from the same speech signal using two dif-ferent approaches. The spectrum computed by the above defined algorithm based on linear prediction is graphically compared here with the long-term spectrum obtained by Fourier transform. The spectral values are displayed logarithmically in order to see small differences in the whole frequency range from 0 to 11 kHz. The second order of linear prediction satisfies the best fitting to the long-term FT-spectrum. Moreover, estimation of the LP-spectrum of second order is computationally very simple.
Experimental Results
The purpose of carrying out experiments is to find out which of the long-term spectral parameters are best suited for speaker discrimination. The attention is focused on spectral energy and spectral slope in subband processing. If any subband is corrupted with strong noise, the other subbands may be explored.
Speech Material
All experiments were conducted on Czech speech signals. In the initial measurements, the spectra from 18 male speakers (Czech natives) were investigated. The speakers were asked to read an identical text which is phonetically balanced. In that case, a speech duration of approximately 1.5 minutes was regarded as sufficient enough to get long-term spectra independent of the text. All speakers were instructed to read the text in their natural voice including normal reading tempo and habitual loudness. No speakers indicated pronunciation problems or illness, such as symptoms of cold or acute respiratory infection. The speech was recorded in a quiet environment at 22 kHz and 16 bits per sample using a standard personal computer equipped with an internal sound card and external microphone with very linear frequency response (Behringer ECM 8000). For the experimentation with long-term characteristics, the stored speech signal was resampled at 8 kHz.
Analysed Parameters
The long-term spectrum obtained was divided into 7 adjacent subbands without overlapping. The subbands were nonlinearly spaced on the frequency axis (no frequency warping) according to the curvature of the long-term spectrum averaged across all speak- Comparison of the long-term spectra obtained by Fourier transform (FT) and by linear prediction (LP)
Figure 2
Long-term spectrum averaged across all speakers in the frequency range 0−4 kHz Generally, the spectral variability between speakers seems to be most significant in the lower part of the long-term spectrum.
Long-term spectrum averaged across all speakers in the frequency range 0−4 kHz
Figure 3
Examples of long-term spectra from five speakers in the low frequency range 0−1 kHz Comparison of the long-term spectra obtained by Fourier transform (FT) and by linear prediction (LP)
Figure 2
Figure 3
Examples of long-term spectra from five speakers in the low frequency range 0−1 kHz Figure 3 shows, in detail, individual long-term spectra (non-logarithmic) for five speakers at low frequencies up to 1000 Hz. All spectra (also those not shown in Figure 3 ) decrease monotonously. Comparison of the long-term spectra obtained by Fourier transform (FT) and by linear prediction (LP)
ID 21248: Figutes

Figure 2
Figure 3
Examples of long-term spectra from five speakers in the low frequency range 0−1 kHz Both non-logarithmic and logarithmic spectra were considered in the primary investigation. In each subband as well as in the full frequency band 0−4 kHz, spectral energy and spectral slope were calculated. Thus, altogether 32 parameters were analysed (16 parameters in non-logarithmic spectrum and the same 16 ones in logarithmic spectrum).
The spectral energy E related to a bandwidth with cutoff frequencies f min and f max was calculated using modified Parseval's theorem [15] Both non-logarithmic and logarithmic spectra were considered in the primary investigation. In each subband as well as in the full frequency band 0−4 kHz, spectral energy and spectral slope were calculated. Thus, altogether 32 parameters were analysed (16 parameters in non-logarithmic spectrum and the same 16 ones in logarithmic spectrum).
The spectral energy E related to a bandwidth with cutoff frequencies fmin and fmax was calculated using modified Parseval's theorem [15] .
The second parameter, spectral slope K, represents the slope of a straight line that best approximates the long-term spectrum in the respective subband (see dashed line in Figure 4 ). The optimal approximation was found using the mean-square error criterion [26] .
For calculating K, the usual equation of a straight line in x-y-plane written as
was used, where Q is the point where the line crosses the vertical axis and K is a coefficient of direction, i.e. the sought slope. When K<0, the line has a descending trend, while K>0 means an ascending trend.
where x rep described in for mean of speakers. W significantly gets higher. individual pa speakers and and slope w Table 1 show terms of aver The second parameter, spectral slope K, represents the slope of a straight line that best approximates the long-term spectrum in the respective subband (see dashed line in Figure 4 ). The optimal approximation was found using the mean-square error criterion [26] .
x K Q y + = (6) was used, where Q is the point where the line crosses the vertical axis and K is a coefficient of direction, i.e. the sought slope. When K<0, the line has a descending trend, while K>0 means an ascending trend. 
Evaluation of Used Parameters
In order to select the best subband as well as the best individual parameter for speaker discrimination, the measure V(x) based on variability was applied for evaluation low frequencies up to 1000 Hz. All spectra (also those not shown in Figure 3 ) decrease monotonously.
Figure 3
The spectral energy E related to a bandwidth with cutoff frequencies fmin and fmax was calculated using modified Parseval's theorem [15] 
Evaluation of Used Parameters
In order to select the best subband as well as the best individual parameter for speaker discrimination, the measure V(x) based on variability was applied for evaluation
where x represents each of the 32 parameters described in the previous section, (x) stands for mean of the parameter x and i is index for speakers. When the values of xi differ significantly between speakers, criterion V(x) gets higher. The discrimination power of all individual parameters was calculated across all speakers and then the values of V(x) for energy and slope were averaged in each subband. Table 1 shows frequency bands ranked in , (7) where x represents each of the 32 parameters described in the previous section, m(x) stands for mean of the parameter x and i is index for speakers. When the values of x i differ significantly between speakers, criterion V(x) gets higher. The discrimination power of all individual parameters was calculated across all speakers and then the values of V(x) for energy and slope were averaged in each subband. Table 1 shows frequency bands ranked in terms of average V(x). Table 2 shows the discriminative ranking of frequency bands when the logarithmic spectrum was used. In both tables, the highest values of each parameter representing the best discrimination power are highlighted in bold typeface. Accordingly, the overall best individual parameter was energy in the subband 0.5−0.8 kHz of the non-logarithmic spectrum which achieved a score of V(x)=7.154. Generally, comparing the overall averages of V(x) between non-logarithmic and logarithmic spectrum, i.e. 4.16 versus 2.76 (see the lower right corners in Tables 1 and 2) , the non-logarithmic spectrum offers better discrimination for our purpose. In both kinds of spectrum, lower subbands are better suited for speaker discrimination than higher subbands, as well as the full band of 0−4 kHz. The good efficiency of the low-frequency part of the spectrum in the range of 0−1.2 kHz is related to some significant frequency features characterizing the voice [1, 23] such as fundamental frequency in the range 80−160 Hz for male speakers or 120−300 Hz for female speakers as well as low formants of vowels in the range from 400 Hz above.
Speaker Recognition
In the final experiments, the above described parameters were applied for text-independent speaker recognition within a group of 12 male Czech native speakers. With respect to the discrimination power expressed in Tables 1 and 2 , the most efficient parameters were examined for speaker recognition. Thus, the applied parameters are spectral energies and spectral slopes in four subbands covering the frequency range 0−1.2 kHz of the non-logarithmic spectrum. The speakers spoke different texts in the training and testing phases (each text of approximately 1.5 minutes). The recognition process was based on squared Euclidean distance which quantifies the similarity between an unknown speaker and each known speaker in the system database. The distance of tested (i.e. unknown) speaker to each known speaker was calculated as
where x represents the parameters energy E and slope K, respectively. The superscript R indicates the reference parameters of known speakers. The reference values were obtained and stored in system database during training. Due to the very unbalanced numerical values of both parameter types (e.g., in the lowest Information Technology and Control 2019/3/48 subband E>10 7 and K<-1), each individual difference (x R -x) 2 is scaled by the denominator (x R ) 2 before summing in Equation (8) . In the case of the simplest recognition based on one parameter extracted from one subband, Equation (8) can be reduced to the form
During the experiments, many speaker recognition tests were performed, combining both groups of factors: band parameters and different subbands. The recognition accuracy was estimated in all tests as the ratio where x represents the parameters energy E and slope K, respectively. The superscript R indicates the reference parameters of known speakers. The reference values were obtained and stored in system database during training. Due to the very unbalanced numerical values of both parameter types (e.g., in the lowest subband E>10 7 and K<-1), each individual difference (x R ─ x) 2 is scaled by the denominator (x R ) 2 before summing in Equation (8) . In the case of the simplest recognition based on one parameter extracted from one subband, Equation (8) can be reduced to the form
During the experiments, many speaker recognition tests were performed, combining both groups of factors: band parameters and different subbands. The recognition accuracy was estimated in all tests as the ratio speakers of number total speakers recognised correctly accuracy  .
When using energy and/or slope extracted from only one individual subband, the recognition accuracy seems to be insufficient. In this case, the best recognition rate of 75% was achieved in the subband 0−200 Hz. Thus, there is no narrow single subband applicable for practical tasks in speaker recognition. However, the results will improve significantly when using multiple subbands. The recognition scores achieved for various combinations of 2 to 4 subbands and one or two parameters are summarized in Table 3 . As can be seen, the best recognition rate of 91.7% was achieved in seven different combinations (10) When using energy and/or slope extracted from only one individual subband, the recognition accuracy seems to be insufficient. In this case, the best recognition rate of 75% was achieved in the subband 0−200 Hz. Thus, there is no narrow single subband applicable for practical tasks in speaker recognition. However, the results will improve significantly when using multiple subbands. The recognition scores achieved for various combinations of 2 to 4 subbands and one or two parameters are summarized in Table 3 . As can be seen, the best recognition rate of 91.7% was achieved in seven different combinations of subbands. All these combinations contain the lowest subband 0−200 Hz. The 91.7%-result was achieved with both parameters (energy and slope), but also with one parameter (energy or slope).
Further, the tests as presented in Table 3 were performed newly with voiced speech instead of complete speech. In the case of continuous speech processing, the voiced speech (i.e., voiced phonemes only) is the most common alternative to the complete speech (i.e., all phonemes, voiced and unvoiced). The ratio of voiced and unvoiced speech frames depends on speaking style, speaker environment as well as national language. In the used speech signals, the voiced frames cover on average 58% of all frames of the complete speech.
The long-term spectrum of voiced speech was estimated by the same approach as described in Section 2, but in Equation (2) autocorrelation coefficients R(j,k) extracted solely from voiced frames of the speech signal were taken into account. The obtained results in Table 4 indicate that the voiced speech is better suited for speaker discrimination than the complete speech according to both mean score and the best individual score. In both speech variants, the best recognition rates, i.e. 91.7% on complete speech and 100% on voiced speech, were achieved in the subbands grouped as follows: 0−200 Hz with 200−500 Hz, 0−200 Hz with 500−800 Hz, and 0−200 Hz with 800−1200 Hz. In some subbands of voiced speech, the slope alone provides better recognition accuracy than both parameters energy and slope together.
Conclusion and Future Work
The presented experiments were aimed at comparing differences in speaker specific long-term spectra and their utilization for speaker recognition. In a group of 12 speakers, the highest recognition accuracy of 100% was achieved using spectral energy and spectral slope of voiced speech in three different combinations of subbands. This gives the possibility to prioritize a subband not affected by noise. The results of the research may be generalized to a new finding that one efficient parameter (here the spectral slope) derived from a suitable subband of smoothed long-term spectrum is sufficient to successfully discriminate against speakers. When recognizing speakers and having long utterances available, the long-term speech spectrum can complement the traditional short-term voice features such as pitch [13] , mel-frequency cepstral coefficients [11] , line spectral pair frequencies [19] , etc. and so help to improve recognition systems.
In future work, the long-term speech spectrum and extracted spectral parameters will be tested for their robustness to various factors affecting speech, such as emotions [7] , physical fatigue [12] , vocal effort [9, 28] , and others [4] . Furthermore, it will be useful to also investigate the influence of adverse acoustic conditions, especially non-stationary noises [29] due to their indirect influence on speech production. Contrary to speaker recognition, it may be interesting to investigate the applicability of long-term spectra for spectral normalization in the field of speaker de-identification [16] . Recently, there has been a growing need for de-identification of multimedia data [18] , in order to ensure their anonymity with respect to privacy protection in the European Union.
