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Abstract
Renewable sources of energy such as wind power have become a sustainable alternative to fossil
fuel-based energy. However, the uncertainty and fluctuation of the wind speed derived from
its intermittent nature bring a great threat to the wind power production stability, and to the
wind turbines themselves. Lately, much work has been done on developing models to forecast
average wind speed values, yet surprisingly little has focused on proposing models to accurately
forecast extreme wind speeds, which can damage the turbines. In this work, we develop a
flexible spliced Gamma-Generalized Pareto model to forecast extreme and non-extreme wind
speeds simultaneously. Our model belongs to the class of latent Gaussian models, for which
inference is conveniently performed based on the integrated nested Laplace approximation
method. Considering a flexible additive regression structure, we propose two models for the
latent linear predictor to capture the spatio-temporal dynamics of wind speeds. Our models
are fast to fit and can describe both the bulk and the tail of the wind speed distribution while
producing short-term extreme and non-extreme wind speed probabilistic forecasts.
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1 Introduction
The integration of renewable energies such a wind power into power systems has been develop-
ing on a large scale around the world in the last decade. Wind power generation is sustainable,
emission-free, and its cost is nearly the same as that of coal or nuclear energy (Hering and
Genton, 2010). These advantages are counter-balanced by several challenges, such as high
variability, limited dispatchability, and non-storability (Pinson and Madsen, 2012; Hering and
Genton, 2010). Accurate short-term forecasts of wind power are therefore crucial for power
production planning and risk assessment.
Wind power forecasts can be made directly if power data are available (Lenzi et al., 2017).
However, wind speed forecasting can be more precise than wind power forecasting due to the
spatial correlation of wind, and wind power forecasts can be easily obtained from the forecasted
wind speeds (see, e.g., the deterministic cubic power curve in Figure 5 in Hering and Genton,
2010). In this paper, we focus on wind speed probabilistic forecasting based on 20 turbine
towers measuring hourly average wind speed and wind direction. The towers are installed at
the border between Oregon and Washington, along the Columbia River (see Figure 1). Each
station encompasses between T = 21, 306 and T = 26, 304 hourly measurements of non-zero
wind speed from January 2012 to December 2014. Basic exploratory analyses unveil different
wind regimes among stations, high autocorrelation within stations, seasonal patterns, and
persistence, which refers to the variable’s tendency to maintain its current state. See Section
2 of the Supplementary Material for accompanying graphical results.
Over the last decades, statistical models have shown to be very effective in capturing the
fluctuating characteristics of wind speed to produce accurate short-term wind speed forecasts
(see, e.g., Zhu and Genton, 2012). Purely temporal models are built assuming that wind
speed at each time point is partially predicted by wind speed in its near past. In this context,
different time series models have been proposed for short-term forecasts, such as autoregressive
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Figure 1: Map showing the 20 towers along the Columbia River.
models (Huang and Chalabi, 1995), autoregressive moving average models (Erdem and Shi,
2011), and autoregressive integrated moving average models (Palomares-Salas et al., 2009).
Wind speed is modeled using neural networks in Li and Shi (2010), while a model to assess
wind potential using spectral analysis is proposed in Shih (2008). Models that incorporate both
temporal and spatial correlations in the form of off-site information (i.e., information that is
not collected at the site of interest, but at neighboring sites) have been found to increase
accuracy over conventional time series models. In this framework, Alexiadis et al. (1999) use
off-site predictors to improve wind speed and wind power forecasts, while Gneiting et al. (2006),
Hering and Genton (2010), and Kazor and Hering (2015) assume that wind speeds follow a
truncated normal distribution with regime-dependent mean and variance. See Zhu and Genton
(2012) for a review on statistical wind speed forecasting models.
Our main goal is to develop a flexible space-time model designed to forecast future wind
speeds at the turbine locations, with a particular focus on extreme wind speeds. The statistical
modeling of extremes is challenging, as it usually focuses on the estimation of high (or low)
quantiles, where the available data are limited. To tackle this, we rely on extreme-value
theory, which offers a rigorous mathematical framework to develop techniques and models for
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describing the tail of the distribution; see Davison and Huser (2015) for a review.
In the context of wind-powered energy, a prolonged period of large wind speed values may
pose a considerable risk to the wind turbines, thus affecting wind energy production. In this
context, a suitable definition of extremes is given by the wind speed exceedances, i.e., wind
speeds that exceed a certain high threshold u > 0. The stochastic behavior of exceedances is
described by the conditional probability Pr(Y > u+ y | Y > u) = {1−F (u+ y)}/{1−F (u)},
y > 0, where Y has distribution F . Under broad conditions (Davison and Smith, 1990), it
can be shown that as u becomes large, this conditional probability can be approximated by
1 − HGP (y) = (1 + ξy/σu)−1/ξ+ , where HGP denotes the generalized Pareto (GP) distribution
function with scale parameter σu > 0, shape parameter ξ ∈ R, and a+ = max(0, a). As ξ → 0,
the GP distribution corresponds to the exponential distribution function 1−exp(−y/σu), y > 0.
The shape parameter determines the weight of the upper tail: a heavy tail is obtained with
ξ > 0, a light tail with ξ → 0, and a bounded tail with ξ < 0.
In this paper, we propose a hierarchical Bayesian model based on the spliced Gamma-
Generalized Pareto (Gamma-GP) distribution to describe both non-extreme and extreme wind
speeds in space and time. Our model is designed to provide upper tail forecasts beyond
observed wind speed values. Hierarchical Bayesian models for threshold exceedances were
introduced by Casson and Coles (1999) and Cooley et al. (2007) and fitted using expensive
Markov chain Monte Carlo (MCMC) methods. Spliced extreme-value and alternative extended
GP models were proposed by various authors (Tancredi et al., 2006; Naveau et al., 2016) to
model extreme and non-extreme data simultaneously; see, Scarrott and MacDonald (2012)
for a review and Opitz et al. (2018) for a recent related contribution. We here explore two
different latent processes that drive the space-time trends and dependence structure. The first
one is a temporal model that incorporates spatial information in the form of off-site predictors,
while the second one is a space-time model. As our Bayesian approach relies on latent Gaussian
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processes, we can exploit the integrated nested Laplace approximation (INLA; Rue et al., 2009)
of posterior distributions, conveniently implemented in the R-INLA package, which provides
fast and accurate inference (Rue et al., 2009) for this class of models.
The remainder of the article is organized as follows. In Section 2 we develop our modeling
strategy, while in Section 3 we explain our Bayesian estimation approach using INLA. Section 4
presents the results of our modeling approaches in terms of wind speed forecasting. Conclusions
and an outlook towards future research are given in Section 5.
2 Modeling wind speeds using latent Gaussian models
2.1 General framework
Latent Gaussian models are a broad and flexible class of models, which are well-suited for mod-
eling (possibly non-Gaussian and non-stationary) spatio-temporal data (Rue et al., 2009). They
admit a hierarchical model formulation, whereby observations y (with components y(i), i ∈ I,
for some index set I) are typically assumed to be conditionally independent given a latent
Gaussian random field x (with components x(i), i ∈ I) and hyperparameters θ1, i.e.,
y | x,θ1 ∼
∏
i∈I
p(y(i) | x(i),θ1),
x | θ2 ∼ N (µθ2 ,Q−1θ2 ),
θ = (θT1 ,θ
T
2 )
T ∼ p(θ), (2.1)
where p denotes a generic distribution. The latent Gaussian random field x has mean vector
µθ2 and precision matrix Qθ2 , which are controlled by the hyperparameters θ2. It describes
the trends and the underlying dependence structure of the data, and its specification in (2.1) is
key to generate a flexible and versatile class of models. We here assume that y(i) only depends
on a linear predictor η(i) which has an additive structure with respect to some fixed covariates
5
and random effects, i.e.,
η(i) = µ+
J∑
j=1
βjzj(i) +
K∑
k=1
fk(wk(i)), i ∈ I. (2.2)
Here, µ is the overall intercept, zj(i) are known covariates with coefficients β = (β1, . . . , βJ)
T ,
and f = {f1(·), . . . , fK(·)} are specific (a priori independent) Gaussian processes defined in
terms of a set of covariates w = (w1(i), . . . , wK(i))
T . If we further assume that (µ,βT )T has a
Gaussian prior, the joint distribution of x = (ηT , µ,βT , fT )T is Gaussian, and yields the latent
field x in the hierarchical formulation (2.1); see e.g., Rue et al. (2017) for more details. Note
that in Section 2.3.1 the index set I denotes time, while in Section 2.3.2, it denotes space and
time.
The remainder of this section is organized following the hierarchical representation in (2.1).
Therefore, Section 2.2 presents our model likelihood (with vector of parameters θ1), Section 2.3
introduces our two proposed latent structures, called the off-site model and the SPDE model
(with vector of parameters θ2,off-site and θ2,SPDE, respectively), and Section 2.4 specifies prior
distributions for all the parameters involved, namely θ1, θ2,off-site, and θ2,SPDE.
2.2 A spliced Gamma-GP model
Here we describe the top layer of the hierarchical representation in (2.1), namely, the model
likelihood. Loosely speaking, our model assumes that wind speeds under a certain threshold
follow a Gamma distribution, while those above the threshold follow a generalized Pareto
(GP) distribution. The (non-stationarity) threshold is estimated first using Gamma quantile
regression, and it is then used subsequently to estimate the proportion of observations above
the threshold using a Bernoulli distribution, as well as to fit the GP distribution. For ease
of exposition, we describe our model likelihood in three stages corresponding to the Gamma,
Bernoulli, and GP models, respectively.
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Stage 1. We assume that positive wind speeds y(i) > 0 are characterized by a Gamma
distribution parametrized in terms of an α-quantile ψα(i) > 0 and a precision parameter κ > 0.
With this parametrization, the Gamma density is
hGa(y) =
1
Γ(κ)
{
H−1Ga(α;κ, 1)
ψα(i)
}κ
yκ−1 exp
{
−yH
−1
Ga(α;κ, 1)
ψα(i)
}
,
where H−1Ga(α;κ, 1) is the quantile function of the Gamma distribution with unit rate and shape
κ, evaluated at the probability α ∈ (0, 1).
Stage 2. The value α corresponds to the probability that wind speeds exceed the thresh-
old ψα(i), conditional on being positive. Here we estimate the unconditional probability of
exceeding ψα(i) to account for the few zero wind speed values that were previously excluded
in Stage 1. Writing y(i) as the i-th wind speed observation, we model exceedance indicators
1{y(i) > ψα(i)} using the Bernoulli distribution hB(y) = p(i)y{1− p(i)}1−y, y ∈ {0, 1}, where
p(i) = Pr{y(i) > ψα(i)}, and ψα(i) has been previously estimated in Stage 1.
Stage 3. Since the tail of the Gamma distribution decays exponentially fast, probabilities
associated with extreme events might be underestimated if the true underlying distribution
is heavy-tailed. To more flexibly model the probabilities associated with extreme events, we
correct the tail using a GP distribution; recall Section 1. Threshold exceedances defined as
x(i) = {y(i) − ψα(i)} | y(i) > ψα(i), are characterized by a GP distribution parametrized in
terms of a β-quantile φβ(i) > 0 and a shape parameter ξ ≥ 0. With this parametrization, the
GP distribution is
HGP(y) =
1−
[
1 + {(1− β)−ξ − 1}y/φβ(i)
]−1/ξ
, if ξ > 0,
1− (1− β)y/φβ(i), if ξ = 0,
y > 0.
Note that the goal of the Gamma distribution in Stage 1 is twofold: to describe the dis-
tribution of non-extreme wind speeds and to obtain a suitable threshold ψα(i) to define wind
speed exceedances. The second and third stages model the frequency and intensity of extremes,
respectively, and are connected to the first stage through the threshold ψα(i).
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2.3 Latent structure
Here we detail two approaches to describe the middle layer of the hierarchical representation
in (2.1), namely, the latent Gaussian process specification. The first approach, called the
off-site latent model, corresponds to a temporal model fitted at each station separately, with
off-site information included in the form of covariates. In this case, I ≡ T = {1, . . . , T} (with
T the number of time points) and we denote by ys(t) the wind speed at some fixed location
s ∈ S ⊂ R2 and time t ∈ T . The second approach, called the SPDE latent model, corresponds
to a proper space-time model stemming from a particular stochastic partial differential equation
(SPDE). In this case, I ≡ S × T and we denote by y(s, t) the wind speed at location s ∈ S
and time t ∈ T .
2.3.1 Off-site latent model
For each fixed location s ∈ S, we propose the following linear predictor:
η(1)s (t) = µs +
|Ns|∑
j=1
βjysj(t− 1) + f1(t; ρs,1, τs,1) + f2(w2(t); τs,2), t = 1, . . . , T, (2.3)
where for each j ∈ {1, . . . , |Ns|}, ysj(t− 1) is the lagged time series of wind speeds at the j-th
neighbor of s, Ns is the set of neighbors of s of cardinality |Ns|. The coefficients {βj} (fixed
effects) quantify the effect that wind speeds at the j-th neighbor observed at time lag one
have on the response. The random effects f1(t) ≡ f1(t; ρs,1, τs,1) and f2(w(t)) ≡ f2(w2(t); τs,2)
account for unobserved heterogeneity within each station. Specifically, f1(t) captures the
autocorrelation structure of order one within each wind speed time series, and is assumed to
be described by a zero-mean autoregressive Gaussian process of first order, i.e.,
f1(1) ∼ N (0, {τs,1(1− ρ2s,1)}−1),
f1(t) = ρs,1f1(t− 1) + ε(t), |ρs,1| < 1, ε(t) ∼ N (0, τ−1s,1 ), t = 2, . . . , T,
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where τs,1 > 0 is a precision parameter. Our experiments show that including greater lags do
not significantly improve the fit or predictive power of our model. The random effect f1(t)
along with the lagged covariates account for temporal dependence and persistence.
The random effect f2(w(t)) represents the sub-daily variation of wind speeds, and is similar
in spirit to the semiparametric splines of Hering et al. (2015). It is assumed to be described
by a cyclic Gaussian random walk of second order with precision τs,2 > 0, defined over each of
the 24 hours within a day (Rue and Held, 2005, Ch. 3). Let w2(t) ∈ {1, . . . , 24} denote the
hour associated to time t, then:
f2(w2(t))− 2f2(w2(t+ 1)) + f2(w2(t+ 2)) ∼ N (0, τ−1s,2 ), t = 1, . . . , T − 2.
Both random effects are constrained to sum to zero, and their precision hyperparameters
τs,l, l = 1, 2, have the main goal of controlling the strength of dependence among neighboring
covariate classes, i.e., the smoothness of the corresponding random effect.
The parameters of our spliced Gamma-GP model are linked to different linear predictors of
the form (2.3). For consistency with the off-site model notation, we now write ψs,α(t), ps(t), and
φs,β(t) to indicate time-varying but location-specific Gamma α-quantile, Bernoulli probability,
and GP β-quantile, respectively, and κs and ξs to indicate time-constant, but location-specific
Gamma and GP shape parameters, respectively. The time-varying parameters are finally linked
to the off-site latent model as follows:
Stage 1: ψs,α(t) = exp{η(1)s,Gamma(t)}, where Pr{ys(t) ≤ ψs,α(t)} = α,
Stage 2: ps(t) = exp{η
(1)
s,Ber(t)}/[1 + exp{η
(1)
s,Ber(t)}],
Stage 3: φs,β(t) = exp{η(1)s,GP(t)}, where Pr{ys(t) ≤ φs,β(t)} = β. (2.4)
2.3.2 SPDE latent model
The linear predictor in (2.3) corresponds to a temporal model that introduces spatial infor-
mation using lagged off-site predictors. Here we describe a proper space-time model, which
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explicitly accounts for spatial dependence amongst wind speeds at different stations. Specifi-
cally, we assume that the space-time dependence between wind speeds at different wind towers
can be described by a spatio-temporal term u(s, t) that varies in time according to a first-order
autoregressive structure. Specifically, we assume that u(s, t) = ρ2u(s, t − 1) + z(s, t), where
|ρ2| < 1, and z(s, t) is a zero-mean, temporally independent Gaussian field, that is completely
determined by a stationary Mátern covariance function with marginal variance σ2 > 0, range
r > 0, and fixed smoothness parameter. This gives rise to our second linear predictor:
η(2)(s, t) = µ+ u(s, t) + f2(w2(t); τ2), s ∈ S, t = 1, . . . , T, (2.5)
where µ is an intercept, f2(w2(t)) ≡ f2(w2(t); τ2) is the cyclic random effect described in
Section 2.3.1, capturing the sub-daily variations that are common to all the stations, and
τ2 > 0 is its precision parameter. By contrast with (2.3), the notation η
(2)(s, t) in (2.5)
emphasizes that this second linear predictor is a function of space and time.
The latent process associated with (2.5) has dense covariance and (possibly) precision
matrices, which implies that any attempt to make Bayesian inference can be computationally
demanding. To avoid this issue, we use the Stochastic Partial Differential Equations (SPDE)
approach introduced by Lindgren et al. (2011). The SPDE approach consists in constructing
a continuous approximation to the Gaussian field z(s, t) by using a continuous SPDE latent
model defined over the entire study area. It can be shown that this SPDE has a Gaussian
field with a Matérn covariance function as stationary solution. Under certain conditions (see,
e.g., Lindgren et al., 2011), the continuous SPDE solution has the Markovian property. This
property produces sparse precision matrices that can be easily factorized, and are the focus of
the INLA methodology. An approximate discrete solution of the SPDE in a bounded domain,
defined in our case by the location of the wind towers, can be obtained using a finite element
method that allows for flexible boundaries and different levels of accuracy for the discretization;
see Section 3 of the Supplementary Material for details on the mesh used to discretize the study
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region. For more details on spatial modeling using the SPDE approach, see the recent review
by Bakka et al. (2018).
Because the Cascade Mountains illustrated in Figure 1 naturally divide the study region
into two sub-regions, we consider two independent sub-models for u(s, t), one for stations to
the East and another for stations to the West of the mountains. We fit each set of stations
separately but using the same latent structure specified in (2.5).
The link between this new linear predictor and the model likelihood in Section 2.2 is the
same as in (2.4), with the suitable change of notation. Note that by pooling stations together,
the space-time parameters ψα(s, t) and φβ(s, t) vary in space and time, whereas the Gamma
and GP shape parameters κ and ξ, respectively, are now fixed across locations to limit the
number of hyperparameters to be estimated using INLA.
2.4 Prior specification
Here we describe the bottom layer of the hierarchical representation in (2.1), namely, the
specification of prior distributions. We need to specify priors for the likelihood hyperparameters
θ1 (θ1 = κ for the Gamma model and θ1 = ξ for the GP model; recall that κ = κs and ξ = ξs
for the off-site model), as well as for the hyperparameters of the two latent structures described
in Section 2.3, namely θ2,off-site = (ρs,1, τs,1, τs,2)
T and θ2,SPDE = (σ
2, r, ρ2, τ2)
T .
When little expert knowledge is available, a common practice is to assume non-informative
priors. Alternatively, informative priors can be proposed using Penalized Complexity (PC)
priors (Simpson et al., 2017). In this framework, model components are considered to be
flexible extensions of simpler base models. Priors are then developed in such a way that
the components shrink towards their base models, thus preventing overfitting. Simpson et al.
(2017) propose to use the Kullback-Leibler divergence to measure the squared “distance” from
the base model to its flexible extension, and to penalize this “distance” at constant rate.
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For our likelihood hyperparameters, we assume a slightly informative prior over the Gamma
shape κ, by considering a Gamma distribution with shape 10 and rate 1, which gives a high
probability to values between 5 and 15. A moderately strong PC prior is assumed for the
shape parameter of the GP distribution ξ; since large values of the shape parameter are usually
unrealistic for wind speeds, we here assume that Pr(ξ > 0.4) ≈ 0.01.
Regarding the hyperparameters of the off-site latent model, we assume fairly informa-
tive PC priors for the correlation hyperparameter of the AR(1) process, and the precision
hyperparameter of the random walk of order 2. Specifically, Pr(ρs,1 > 0.9) = 0.95 and
Pr(1/
√
τs,2 > sdwind) = 0.01, where sdwind denotes the empirical standard deviation of the
temporally aggregated wind speeds. A diffuse prior is assumed for τs,1, the precision hyperpa-
rameter of the AR(1) component.
PC priors on the parameters of the Gaussian field in the SPDE latent model, namely
the marginal variance σ2 > 0 and the range of dependence r > 0, are chosen such that the
variance is shrunk towards zero, whereas the range is shrunk towards infinity (Fuglstad et al.,
2018). Specifically, we set Pr(σ > 2 × sdwind) = 0.01 and Pr(r < rmedian) = 0.5, where rmedian
is the median of the distances between stations. For stations to the East of the Cascade
Mountains, rmedian = 94.6 km, and for stations to the West, rmedian = 113.3 km. A PC prior
is also chosen for the correlation coefficient of the autoregressive term in u(s, t), specifically
Pr(ρ2 > 0.9) = 0.95. The PC prior for τ2 is the same as for τs,2 in the off-site latent model.
In general, our prior specification tries to reflect some characteristics observed in the data.
As part of the model selection, we conducted a small sensitivity analysis using a subset of the
data. The results show that the prior specification does not affect the results considerably.
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3 Inference based on INLA
Here we describe the form of the joint posterior distribution for each stage of our spliced
Gamma-GP model detailed in Section 2. In the following, we reuse the generic notation in
Section 2.1 for ease of exposition. Let y denote the vector of observations for any of the three
stages detailed in Section 2.2, with associated hyperparameters θ1 = κ (Gamma likelihood)
or θ1 = ξ (GP likelihood). As in Section 2.1, let x = (η
T , µ,βT , fT )T be the latent Gaussian
random field, θ2 be the vector of hyperparameters of any of the latent models detailed in
Section 2.3, and θ = (θT1 ,θ
T
2 )
T . Then, from (2.1), the joint posterior distribution of parameters
and hyperparameters for any of the three stages, can be written as
p(x,θ | y) ∝ p(θ)p(x | θ2)
∏
i∈I
p(y(i) | x(i),θ1)
∝ p(θ)|Qθ2|1/2 exp
(
−1
2
(x− µθ2)TQθ2(x− µθ2) +
∑
i∈I
log p(y(i) | x(i),θ1)
)
,
(3.1)
where µθ2 and Qθ2 are the mean and precision matrix of x, respectively. Note that for the
off-site latent model, |I| = T (number of time points) for Stages 1 and 2, and |I| is the number
of exceedances in Stage 3, whereas for the SPDE latent model, |I| = ST (number of space-
time points, where S corresponds to the number of stations) for Stages 1 and 2, whereas |I|
is the number of space-time exceedances in Stage 3. We emphasize that each stage is fitted
separately, and therefore (3.1) applies for each stage independently. The main objectives of the
statistical inference are to extract from (3.1) the marginal posterior distributions for each of
the elements of the linear predictor vector, and for each element of the hyperparameter vector,
i.e.,
p(x(i) | y) =
∫
p(θ | y)p(x(i) | θ,y)dθ, p(θk | y) =
∫
p(θ | y)dθ−k, (3.2)
from which predictive distributions may be derived.
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In a Bayesian framework, model estimation is typically performed using simulation-based
techniques, such as MCMC methods. Alternatively, approximate methods can be used to cope
with the computation of high-dimensional integrals needed to obtain posterior distributions.
One of such approaches that has become increasingly popular in the last decade is the inte-
grated nested Laplace approximation (INLA; Rue et al., 2009), where posterior distributions
of interest are numerically approximated using the Laplace approximation, therefore avoiding
the usually complex updating schemes, long running times, and diagnostic convergence checks
of simulation-based MCMC. INLA is designed for latent Gaussian models and therefore, it
can be successfully used in a wide variety of applications (see for instance Riebler et al., 2012;
Lombardo et al., 2018; Krainski et al., 2019). The R-INLA package (Bivand et al., 2015) is
a convenient interface to the INLA methodology. A wide variety of models are already im-
plemented, and the package is continuously maintained and updated. In particular, our work
motivated the INLA implementation of the Gamma and Weibull quantile regressions, both
now available to the users. Details regarding the numerical approximations to (3.2) given by
INLA are provided in Section 1 of the Supplementary Material.
4 Wind speed probabilistic forecasting results
4.1 Automatic off-site predictor selection based on wind direction
An important step to fit our off-site latent model described in Section 2.3.1 is to select a suitable
set of off-site predictors Ns, s ∈ S. Here, we develop a data-driven approach for identifying
dominant wind directions, which we then use subsequently to automatically choose the off-site
predictors. This procedure is similar in spirit to that in Kazor and Hering (2015) who identify
wind regimes by fitting a Gaussian mixture model to the wind vector.
For each station s ∈ S, we fit a mixture of von Mises circular distributions to the time series
of wind directions, θ ∈ [0, 2π). The von Mises density with location parameter µ ∈ R and
14
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Figure 2: Circular histograms and fitted von Mises distribution mixtures with two and three dominating
wind directions for Biddle Buttle (BID), Megler (MEG), and Wasco (WAS).
concentration parameter υ > 0 is given by f(θ | µ, υ) = [exp{υ cos(θ − µ)}]/{2πI0(υ)}, where
I0(υ) is the modified Bessel function of order 0. For a mixture of M von Mises distributions,
we identify the dominant wind directions with the locations parameters µs,m, m = 1, . . . ,M ,
and construct the sets of angles Rs,m(α) = {θ ∈ [0, 2π) : µs,m − α ≤ θ ≤ µs,m + α}, for some
α ∈ [0, π/4], defining station-specific directions of influence. Then, the set of off-site predictors
for the station s ∈ S is chosen as all the stations whose angle with s lies in ∪Mm=1Rs,m(α), such
that their distance to s is less than some maximum distance dmax. We selected the number of
components for the mixture of von Mises distributions via the Bayesian Information Criterion
(BIC), also guided by the wind roses displayed in Figure 1 of the Supplementary Material. The
angle α depends on the geographical conditions and the distance between stations. We choose
α = π/8 for all stations. We take dmax = 176km, which corresponds to the mean distance
among all stations. To illustrate our approach, Figure 2 displays the fitted dominant wind
directions for Biddle Buttle (BID), Megler (MEG), and Wasco (WAS) stations. The number
of off-site predictors for all the stations varies between 2 and 10, while the distance between
off-site predictor locations and s ranges between 13.3km and 175.3km, for all s ∈ S. Because
the procedure described above is fast, it would be possible to extend it in order to dynamically
select potentially different sets of suitable off-site predictors over time.
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4.2 Posterior predictive distributions
Here we briefly explain how to obtain posterior predictive distributions for the 1-hour, 2-
hour, and 3-hour ahead probabilistic forecasts of hourly wind speeds, produced by our spliced
Gamma-GP hierarchical Bayesian model, using the linear predictors introduced in Section 2.3.
For the SPDE latent model, we use a rolling training period of length 5 days, whereas for the
off-site latent model, we multiply this period by the number of stations in each side of the
Cascade Mountains, as a way to balance the effective sample sizes of the SPDE and the off-
site latent models. We generate 10, 000 samples from the posterior predictive distribution, for
each station, each forecasting time horizon, and each latent model, as follows: we extract the
posterior means of the linear predictor and hyperparameters for each stage, and use (2.4) to
obtain 10, 000 samples for the Gamma, Bernoulli, and GP predictive distributions. We replace
Gamma samples by threshold exceedances (GP samples) whenever the threshold is exceeded,
i.e., whenever the associated Bernoulli sample is equal to 1. In other words, the tail of the
Gamma distribution is corrected by the GP distribution in the presence of exceedances. Note
that a more realistic sampling scheme would be to sample non-exceedances from a truncated
Gamma distribution, which implies an additional step between Stages 1 and 2, where a trun-
cated Gamma distribution is fitted up to the threshold ψs,α(t). In this case, all values above
the threshold would come strictly from the generalized Pareto distribution.
Estimates for the GP shape parameter ξ are obtained by fitting the GP distribution to
each training set. The sequence of estimates computed using all the training data indicate
that the wind speed distribution exhibits a moderately heavy upper tail with ξ̂ ≈ 0.07–0.1.
Since we restrict ourselves to ξ ≥ 0, our model cannot produce predictive distributions with
bounded tails, but this does not seem to be a major concern here; see Figure 7 in Section 5 of
the Supplementary Material.
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4.3 Forecast evaluation for extreme and non-extreme wind speeds
We consider performance measures that describe the ability of our spliced Gamma-GP model to
forecast extreme and non-extreme wind speeds. To measure of the overall forecasting ability,
we consider the continuous ranked probability score (CRPS) introduced by Gneiting et al.
(2007). The CRPS is a proper scoring rule that quantifies the calibration and sharpness
of the forecast (Gneiting et al., 2007). In the following, we describe the CRPS using the
notation for the off-site model, but the same definition applies to the SPDE model with the
corresponding change of notation. The CRPS is a function of the observed wind speed ys(t)
and the corresponding predictive distribution F̂s(t), t ∈ T , and it is defined as
CRPS{F̂s(t), ys(t)} =
∫ ∞
−∞
[F̂s(t)(x)− 1{ys(t) ≤ x}]2dx (4.1)
The average CRPS for the h-hour ahead forecast is
CRPS(h) =
1
T
T∑
t=1
CRPS{F̂s(t+ h), ys(t+ h)}. (4.2)
To assess the predictive performance in the upper tail of the distribution, we use the
quantile loss (QL) function and the threshold-weighted continuous ranked probability score
(twCRPS) (Gneiting and Ranjan, 2011). The quantile loss function measures the performance
of a model to estimate a specific quantile τ ∈ (0, 1), and it is defined as
QLτ (y, q) =
{
τ(y − q), if , y ≥ q,
−(1− τ)(y − q), if , y < q.
If Y ∼ F then arg minq E{QLτ (Y, q)} = F−1(τ), so this loss function has been used exten-
sively in non-parametric quantile regression; see Koenker (2005).
The twCRPS is defined as
twCRPS{F̂s(t), ys(t)} =
∫ ∞
−∞
[F̂s(t)(x)− 1{ys(t) ≤ x}]2ω(x)dx,
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where ω(x) is a non-negative weight function on the real line. For ω(x) ≡ 1, the twCRPS
reduces to the CRPS in (4.1). We select two different weight functions that highlight our
interest in the right tail. We set ω1(x) = 1{x ≥ r}, with r equal to the 95% quantile of the
wind speed distribution, and ω2(x) = Φ(x | r, 1), where Φ(·) denotes the standard normal
distribution. While ω2(x) yields a proper scoring rule, ω1(x) does not because the distribution
is left-truncated; see Lerch et al. (2017). The average quantile loss and twCRPS for the h-hour
ahead forecast is defined as in (4.2). Lower values of these criteria are better.
Since our main goal is to accurately forecast extreme wind speeds, we compare our pro-
posed spliced Gamma-GP models against a baseline Gamma model that forecasts wind speeds
using only the first stage described in Section 2.2 (hence, without correcting the upper tail).
This baseline model assumes the two latent structures detailed in Section 2.3. Given that
our proposed model is fairly complex, the purpose of this comparison is to check if the GP
correction of the tail improves the forecast of strong wind speeds. Table 1 shows performance
measures for one-hour ahead forecasts for the baseline and the Gamma-GP models at ten se-
lected stations, as well as average prediction skills at all stations. Throughout all the fits, we
set the probabilities defined in Section 2.2 as α = 0.8 and β = 0.5. The value of α was chosen
as a compromise between having a good approximation to the tail of the wind speed distribu-
tion and having enough exceedances to fit the GP approximation in each time window. The
value of β was chosen pragmatically in order to reduce the correlation between the estimated
GP parameters (see Section 6 of the Supplementary Material for further details regarding the
GP parametrization). The performance measures are the average CRPS, average twCRPS
using ω1(x) and ω2(x) as defined before, and average quantile loss (QL). From Table 1, we can
see that the SPDE latent model performs better than the off-site latent model at predicting
strong values of wind speeds. The difference might be due to the difficulty of the off-site latent
model at estimating the GP shape parameter at each station, while a single shape parameter is
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assumed in the SPDE latent model, reducing dramatically the estimated posterior predictive
uncertainty by borrowing strength across all stations. Both the off-site and the SPDE latent
models appear to be better than their baseline counterparts when focusing on the upper tail of
the distribution, showing that the GP correction may be useful to improve the forecasting of
strong wind speeds, although further diagnostics would be needed to draw firm conclusions.
Table 1: Performance measures for one-hour ahead forecast using (left to right) the off-site model, the off-
site baseline model, the SPDE model, and the SPDE baseline model at ten selected stations. We report the
average continuous ranked probability score (CRPS); average threshold-weighted continuous ranked probability
score (twCRPS) using the indicator weight function ω1(x) and the normal weight function ω2(x); and average
quantile loss (QL) with τ = 0.99. The bottom line is the average for each performance measure over the 20
stations. The best model is highlighted in bold.
twCRPS
Station CRPS ω1(x) = 1{x ≥ r} ω2(x) = Φ(x | r, 1) QL (τ = 0.99)
AUG 0.92/0.93/0.92/0.92 0.06/0.06/0.06/0.05 0.06/0.06/0.06/0.09 0.80/0.81/0.76/0.80
BID 0.90/1.09/0.91/0.92 0.09/0.09/0.08/0.10 0.09/0.09/0.06/0.11 0.77/1.08/0.71/1.06
FOR 0.39/0.39/0.38/0.39 0.04/0.04/0.04/0.06 0.03/0.02/0.02/0.07 0.38/0.40/0.39/0.39
HOO 0.61/0.62/0.60/0.61 0.04/0.04/0.04/0.07 0.05/0.05/0.04/0.09 0.56/0.58/0.53/0.61
KEN 1.14/1.15/1.01/1.13 0.09/0.09/0.06/0.10 0.05/0.05/0.05/0.08 0.95/0.98/0.90/0.10
MEG 0.67/0.68/0.67/0.67 0.07/0.07/0.04/0.08 0.07/0.07/0.06/0.10 0.62/0.65/0.61/0.82
NAS 0.69/0.69/0.50/0.75 0.06/0.06/0.05/0.09 0.06/0.06/0.07/0.09 0.65/0.67/0.64/0.85
SML 0.94/0.95/0.50/0.60 0.06/0.06/0.04/0.10 0.07/0.07/0.07/0.07 0.91/0.93/0.81/0.13
SUN 1.16/1.17/0.71/1.92 0.09/0.09/0.09/0.13 0.08/0.08/0.07/0.12 1.11/1.14/1.01/1.19
WAS 0.82/0.82/0.81/0.81 0.06/0.05/0.05/0.07 0.06/0.06/0.05/0.06 0.77/0.79/0.70/0.81
Avg. 0.82/0.85/0.75/0.84 0.07/0.07/0.06/0.08 0.07/0.07/0.06/0.08 0.76/0.79/0.73/0.78
We assess the calibration of our probabilistic forecasts using reliability diagrams (see, e.g.,
Lenzi et al., 2017). Reliability refers to the ability of the model to match the observation
frequencies. The diagram is constructed as follows: for every station, we compute the nom-
inal coverage rate, which is the proportion of times that the cumulative distribution of our
spliced Gamma-GP model is below a certain threshold. Our model is well calibrated if this
proportion is close to the observed frequencies. Figure 3 shows reliability diagrams for the
off-site latent model (coral line) and the SPDE latent model (cyan line), as well as for their
baseline counterparts (in green and purple, respectively). We can see that both models tend
to overestimate the wind speed quantiles smaller than the median. The off-site latent model
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Figure 3: Reliability diagram for the off-site model (coral line), off-site baseline model (green line), SPDE
model (cyan line), and SPDE baseline model (purple line).
underestimates the wind speed values larger than the median, whereas the SPDE latent model
is better calibrated at higher quantiles.
Finally, to compare the ability of our proposed models to forecast extreme wind speeds, we
compute the pseudo-uniform scores ûs,k(t+ h) = F̂s,k(t+ h)(ys(t+ h)) for all forecasted values
ys(t+h), h = 1, 2, 3, where F̂s,k(t+h) is the predictive distribution for location s ∈ S and time
(t+h) based on the k-th training set. Note that we here use the notation for the off-site model,
but the same definition applies to the SPDE model with the corresponding change of notation.
We then plot the histogram of {ûs,k(t+h)}k≥1 conditional on being greater than 0.6. We refer
to such diagnostics as conditional Probability Integral Transform (PIT) plots. The results for
1h ahead forecasts are shown in Figure 4. Because we condition on ûs,k(t + h) > 0.6, the
conditional PIT plots are informative about the model ability to forecast moderately strong
wind speeds using the Gamma model described in Stage 1, and strong wind speeds using the
GP model in Stage 3; recall Section 2.2. We can see that both the off-site model and the
SPDE model tend to outperform their baseline counterparts, while the SPDE model seems to
perform slightly better than the off-site model at forecasting strong wind speeds.
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Figure 4: Conditional PIT plots for 1h ahead forecasts for the off-site model (first column), the off-site baseline
model (second column), the SPDE model (third column), and the SPDE baseline model (fourth column) at
three selected stations (different rows). Uniform histograms imply good forecasting ability.
5 Conclusion
In this work, we have explored a hierarchical Bayesian spliced Gamma-GP model designed to
forecast extreme wind speeds. Our model corrects the tail of the Gamma distribution by a
generalized Pareto distribution in the presence of exceedances. Each stage of our model belongs
to the class of latent Gaussian models, for which the integrated nested Laplace approximation
(INLA; Rue et al., 2009) method is well-suited. Considering an additive latent structure,
we proposed two types of linear predictors describing the spatio-temporal dynamics of wind
speeds. The first linear predictor includes off-site information in terms of lagged wind speeds
from neighboring stations. To select the neighbors, we propose an automatic method to identify
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dominant wind direction patterns based on mixtures of von Mises circular distributions. The
second linear predictor considers a spatio-temporal term with Matérn covariance structure
(driven by a stochastic partial differential equation), that varies in time according to a first-
order autoregressive dynamics. In terms of forecasting extreme wind speeds, both models
seem to perform decently well, although the SPDE latent model is better calibrated at high
quantiles, because it better exploits spatial information. It would be interesting to explore the
potential of the SPDE latent model to predict extreme wind speeds at unobserved locations,
which could be helpful for optimal design of wind farms.
Thanks to the very powerful and fast INLA estimation approach, we can implement in a
reasonable amount of time complex hierarchical spatial models that are well suited to wind
speed data. Specifically, each set of 1h–3h ahead forecasts using a single core took less than 2
minutes for the off-site model, and less than 20 minutes for the SPDE model. The paralleliza-
tion of these computations was done using resources for distributed computing.
By selecting a suitable distribution in the first stage, our spliced Gamma-GP model for
exceedances can be easily adapted to model and forecast other types of environmental data.
We fitted the bulk and the tail of the wind speed distribution separately, as extreme events
usually behave differently from low and moderately large events, and therefore only extreme
observations may give information about the tail of the distribution (Rootzén et al., 2018).
If the model for the bulk is misspecified, then the α-quantile might not be well estimated.
But unless the fitted proportion of exceedances deviates considerable from the truth (i.e., the
parameter α), this should not considerably affect the fit for the tail.
Improving the quality of wind power forecasts is a constant challenge, but there are many
possible directions on how to incorporate a rigorous extreme value analysis to the estimation
of wind speed. For instance, a better representation of the physical phenomena involved in
the generation of strong wind speeds may be achieved by introducing outputs from numerical
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climate models. Alternatively, non-stationary spatial models with local anisotropies informed
by wind direction could be developed. Moreover, for a broader description of the tail of the
wind speed distribution, it would be interesting to fit the GP distribution with ξ ∈ R (i.e.,
not only ξ ≥ 0), which could be useful for lighter-tailed data. Nevertheless, designing suitable
shrinkage priors for ξ < 0 is still an open question. For computational convenience (and
because of the constraints with INLA), we have assumed conditional independence of the data
given the latent process. In cases where strong (tail) dependence prevails, more specialized
extreme-value models should be considered, such as generalized Pareto processes (Thibaud
and Opitz, 2015), max-stable models (Huser and Davison, 2014), and flexible copula models
(Castro-Camilo and Huser, 2019). Although these models are attractive from a theoretical
viewpoint, they are very cumbersome to fit, especially in high dimensions.
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