The capacity to briefly memorize fleeting sensory information supports visual search and behavioral interactions with relevant stimuli in the environment. Traditionally, studies investigating the neural basis of visual short term memory (STM) have focused on the role of prefrontal cortex (PFC) in exerting executive control over what information is stored and how it is adaptively used to guide behavior. However, the neural substrates that support the actual storage of content-specific information in STM are more controversial, with some attributing this function to PFC and others to the specialized areas of early visual cortex that initially encode incoming sensory stimuli. In contrast to these traditional views, I will review evidence suggesting that content-specific information can be flexibly maintained in areas across the cortical hierarchy ranging from early visual cortex to PFC. While the factors that determine exactly where content-specific information is represented are not yet entirely clear, recognizing the importance of task-demands and better understanding the operation of non-spiking neural codes may help to constrain new theories about how memories are maintained at different resolutions, across different timescales, and in the presence of distracting information.
Introduction
Perception and memory are limited by internal factors such as the finite processing capacity of neural systems, as well as by external factors such as the movement and occlusion of objects in the visual field. Covertly shifting attention and overtly shifting gaze can help to overcome some of these limits; however, occluded objects often remain inaccessible for short periods of time and are thus unavailable for attentive scrutiny, and exploratory eyemovements severely disrupt the continuity of inputs to the retina. As a result, short term memory -or the ability to maintain a coherent representation of sensory information that is no longer present in the visual field -is required to stitch together a useful perceptual representation that persists across discontinuities in the input stream (Goldman-Rakic, 1987; Irwin, 1991; James, 1890; Miller, Galanter, & Pribham, 1960; Rolfs, 2015) .
Experimental efforts to understand the cognitive and neural architecture of short term memory (STM) have long been guided by a high degree of cross-talk between experimental psychology and neuroscience (Baddeley, 1986; Baddeley & Hitch, 1974; Fuster & Alexander, 1971 ; see also: Atkinson & Shiffrin, 1968; Miller et al., 1960) . In one of the most influential early models, Baddeley and Hitch (1974) posited two memory buffers that independently store spatial and verbal information, coupled with a 'central executive' that is responsible for gating and manipulating information within these two content-specific buffers. The central-executive component of this model, or the source of control over STM, is thought to be supported largely via circuitry in the PFC. This account is consistent with well documented cognitive control deficits in patients with damage to the PFC (Badre & D'Esposito, 2009; Chao & Knight, 1998; Fuster, Bauer, & Jervey, 1985; Miller et al., 1960) , as well as single-unit recording and functional neuroimaging evidence suggesting that areas of the PFC are involved in maintaining behavioral goals, task-switching, and adaptively manipulating information held in STM (D'Esposito, Postle, & Rypma, 2000; Miller & Cohen, 2001 ). Thus, even though some would include other non-PFC structures such as the basal ganglia as crucial nodes in an executive control network, few would dispute the key role played by PFC (e.g. McNab & Klingberg, 2008; Miller, 2013) .
However, understanding the neural substrates that support the maintenance of content-specific information in STM has proven to be more controversial. Early evidence suggested a key role for maintenance in PFC, based on observations of sustained and stimulus-specific spiking activity during memory delays and on evidence from positron emission tomography (PET) and functional magnetic resonance imaging (fMRI) studies showing that different sub-regions of the PFC can support different types of remembered information Funahashi, Bruce, & Goldman-Rakic, 1989; Funahashi, Bruce, & Goldman-Rakic, 1993; Goldman-Rakic, 1995; Mendoza-Halliday, Torres, & Martinez-Trujillo, 2014; Qi et al., 2010; Schumacher et al., 1996; Smith & Jonides, 1999; Smith et al., 1995; Wang, 2001) . However, evidence from other studies using a variety of techniques suggest instead that the storage of information in STM is primarily mediated by more specialized sub-regions of cortex that represent low-level visual features or the identity of whole objects (Awh & Jonides, 2001; Chelazzi, Miller, Duncan, & Desimone, 1993; Curtis & D'Esposito, 2003; D'Esposito, 2007; D'Esposito and Postle, 2015; Harrison & Tong, 2009; Lara & Wallis, 2015; Magnussen, 2000; Miller, Li, & Desimone, 1993; Pasternak & Greenlee, 2005; Serences, Ester, Vogel, & Awh, 2009; Sreenivasan, Curtis, & D'Esposito, 2014) . This view is known as the sensory-recruitment hypothesis, and is based on the observation that neurons in early visual cortex are ideal candidates for storage because they exhibit highly selective tuning for different stimulus features such as orientation, spatial frequency and object identity. In effect, neural responses in visual cortex act as a bank of filters that are specialized to extract precise information about low-level properties of images. Thus, the tuning of neurons in early visual areas might be ideally suited to support both perception as well as mnemonic representations of these same features. This model has two intuitively appealing components. First, recruiting specialized regions of visual cortex to support STM might be a highly efficient way to avoid recoding remembered information using other distal anatomical structures or different types of neural codes (e.g. Stokes et al., 2013 , see section below on dynamic and activity (spike) silent codes). Second, the high degree of feature-selectivity found in many areas of early visual cortex is not typically observed in PFC, and a high degree of selectivity may be critical when trying to remember very subtle distinctions between items stored in STM. On the other hand, others have argued that storing information within early visual cortex would leave memory representations susceptible to overwriting as new sensory stimuli are processed, and that circuits in these regions are not intrinsically wired to instantiate the type of recurrent activity that is often thought to support STM (Bettencourt & Xu, 2016; Riley & Constantinidis, 2015; Stokes, 2015; Wang, 2001) . Thus, two general camps have emerged: those who believe that the PFC mediates both control and storage, and those who believe that the PFC largely regulates executive function and that content-specific information is stored primarily in highly-selective regions of early visual cortex.
Here, I will review evidence about the respective roles of PFC and visual cortex in supporting executive control and the storage of content-specific information. For the purpose of focusing on the control/storage distinction, I will not review other important and related topics about the total storage capacity of STM or about the discrete or continuous nature of information in STM (see reviews by Luck & Vogel, 2013; Ma, Husain, & Bays, 2014; van den Berg, Awh, & Ma, 2014; Xu & Chun, 2009 that cover these topics in great detail). Instead, I will focus on the idea that the storage of information in STM can vary along a continuum that depends on task demands, and that considering other types of neural codes beyond the classically described sustained spiking in PFC may reveal previously overlooked mechanisms for adaptively storing remembered information.
Sustained activity and executive control functions in the PFC
Given its intuitive appeal, sustained neural activity during memory delay periods has been traditionally viewed as the most widely accepted signature of information storage in STM. For example, in a delayed-match-to-sample (DMTS) task, a to-beremembered stimulus (sample stimulus) is encoded, and during the retention interval, the sub-set of neurons involved in maintaining a representation of the sample spike in a continuous and highly stereotyped manner until the memory probe (test stimulus) is presented for comparison. In one early paper, Fuster and colleagues used a DMTS task in which a monkey had to covertly encode the spatial position of an occluded object (Fuster & Alexander, 1971) . The majority of PFC neurons that were identified -as well as neurons in the dorsomedial nucleus of the thalamus that provides input to the PFC -exhibited elevated and sustained spiking activity across memory delay periods that lasted up to 30 s. However, these sustained delay-period responses were not selective for the spatial position that the animal was remembering, which led the authors to conclude that sustained spiking in PFC was related to the maintenance of general task rules or behavioral goals as opposed to a spatial memory engram per se.
However, following these initial observations of non-selective sustained responses in PFC, other groups developed variants of the DMTS task in which an animal had to encode a peripheral spatial location that was the target of a saccadic eye movement after a brief 1-6 s delay period. In contrast to the non-selective responses reported by Fuster, many neurons around the principle sulcus, a sub-region of PFC, exhibited a spatially-selective response that carried information about the remembered location (Funahashi et al., 1989) . However, the role of these neurons in supporting spatial STM as opposed to motor planning is not entirely clear, as the remembered position was yoked to the endpoint of the planned saccade. Thus, even in the domain of relatively simple tasks, early unit recording data did not fully distinguish between contentspecific memory signals and more general executive control functions related to task-set and motor planning.
Complementing the single-unit data, early work using fMRI in human subjects also showed sustained activation profiles in PFC during memory delays. However, many of the same issues arose regarding whether these sustained activations reflect mnemonic storage or executive functions such as motor planning. In one early study, Courtney and coworkers used fMRI and a DMTS task in which subjects had to remember either the identity or the location of a series of faces ( Fig. 1 ; Courtney, Petit, Maisog, Ungerleider, & Haxby, 1998; Courtney, Ungerleider, Keil, & Haxby, 1997) . Persistent activity across the memory delay period was observed in different sub-regions of PFC depending on what type of information the subjects were remembering, suggesting a ventral/dorsal split between the storage of object and spatial information, respectively Courtney, Petit, Maisog et al., 1998; Courtney et al., 1997; . In contrast, other investigators argued that the site of delay-period activation in the PFC was more influenced by factors such as covertly planning eye-movements to spatial locations during STM. In support of this view, Curtis and colleagues designed two versions of a DMTS task: in one version subjects were able to plan a saccadic response during the delay period, and in another version subjects were not able to pre-plan the motor response and just had to remember the sensory attributes of the sample stimulus. Many regions of PFC (and parietal cortex) tracked the motor intention of subjects during the memory delay, particularly the dorsal areas that were previously tied to spatial STM (Curtis & D'Esposito, 2003; Curtis, Rao, & D'Esposito, 2004) . Thus, the authors proposed that the dorsal/ventral functional division of PFC was not as tightly associated with representing remembered spatial positions and objects, but instead was likely influenced by other factors including planning spatially covert motor plans (Curtis & D'Esposito, 2003 Curtis, Rao, & D'Esposito, 2004 To avoid the inherent difficulties involved in dissociating spatial WM from spatially-specific response planning, other groups employed non-spatial features such as motion direction, abstract patterns, and oriented gratings to evaluate the significance of sustained activation profiles in PFC. In one line of studies, Postle and colleagues measured fMRI in human subjects while they performed a DMTS task for different directions of motion. However, their approach departed from the traditional method of analyzing the mean timecourse of sustained activation across all voxels (or 'volumetric pixels') within a region. Instead, they used multivariate pattern analysis (MVPA) to examine changes in the pattern of activation across voxels within each sub-region of the PFC. By focusing on changes in the large-scale pattern of responses across many voxels, MVPA is far more sensitive to detect whether a brain region is encoding information about a remembered feature during STM (Postle, 2015; Serences & Saproo, 2012; Tong & Pratte, 2012) . This increase in sensitivity arises because a pattern of activation within a region can systematically track changes in the contents of STM even if the mean amplitude of the responses across all voxels in that region remains perfectly stable. For example, suppose that a spatially intermixed ½ of the voxels in a region increase their response to stimulus A and decrease their response to stimulus B, whereas the other intermixed ½ of the voxels show the opposite pattern of selectivity. As the subject alternately views stimulus A and stimulus B, there would be no net change in the response averaged across all voxels within the region, leading to the erroneous conclusion that no stimulus-specific information was encoded. However, focusing on systematic changes in the spatial distribution of the response pattern can reveal content-specific information and lead to the correct inference that the area is sensitive to changes in the features of the remembered stimulus (Fig. 2) .
Postle and colleagues used this approach to show that information about remembered stimulus features was present in the same areas of early visual cortex that are commonly implicated in the encoding of motion (i.e. the middle temporal area, or MT: see also the next section on the sensory recruitment hypothesis). However, even though they observed sustained increases in univariate responses in PFC, which is the traditional signature of information storage during STM, activation patterns in PFC primarily encoded information about task-set, such as which feature was currently relevant, as opposed to content-specific information about the feature that was being remembered ( Fig. 3 ; Emrich, Riggall, Larocque, & Postle, 2013; Riggall & Postle, 2012) . Using a similar analysis technique, Lee and colleagues also reported that the identity of a remembered object could be decoded based on activation patterns in occipital visual cortex, whereas activation patterns in PFC only encoded information related to the task-set of the subject (Lee, Kravitz, & Baker, 2013) . Finally, Christophel and coworkers carried out a series of studies that examined remembering information about several different types of visual features, including abstract patterns that were designed to eliminate verbal coding. Consistent with findings by the Postle group, they found evidence for contentspecific STM representations within sub-regions of occipital and parietal cortex, but not in the PFC (Christophel, Cichy, Hebart, & Haynes, 2015; Christophel & Haynes, 2014; Christophel, Hebart, & Haynes, 2012) . Together, these failures to find evidence for content-specific information in PFC suggest that commonly reported increases in sustained activity are primarily related to executive control functions rather than to storing specific features of remembered stimuli (D'Esposito and Postle, 2015; Postle, 2015) .
The general conclusion that PFC neurons mediate executive control functions is also consistent with data from a variety of other tasks and experimental methodologies. Miller and colleagues reported that single PFC neurons encoded more task-related information about whether a test stimulus was a match or a non-match to the sample, and less information about the low-level stimulus attributes of the remembered stimulus (Miller, Erickson, & Desimone, 1996) . In another task, they trained monkeys to judge whether or not two stimuli were members of the same category, where category membership was flexibly defined based on the currently cued task set. PFC neurons were sensitive to changes in the task set of the subject, even when the physical properties of the stimulus set did not change and the subjects were asked to generalize the application of the categorization rule to novel stimuli (Wallis, Anderson, & Miller, 2001; Wallis & Miller, 2003; White & Wise, 1999) . Furthermore, PFC neurons encode information about changes in the structure of a memory task, even when the same sensory stimuli are used (e.g. either a recognition or a recall task), and PFC neurons also signal the categorical identity of a continuously varying stimulus that is defined by an arbitrary decision boundary (Freedman, Riesenhuber, Poggio, & Miller, 2001 McKee, Riesenhuber, Miller, & Freedman, 2014; Warden & Miller, 2010) . Thus, in many situations, PFC neurons exhibit a high degree (From Courtney et al., 1998) . Reprinted with permission from the authors and the original publisher.
of task-selectivity and a relative lack of sensitivity to the low-level properties of the visual stimuli that are being stored in STM.
Collectively, these studies underscore the importance of PFC structures in mediating executive control functions in STM. First, retaining information in STM is often accompanied by sustained increases in both spiking activity and mean fMRI activation levels. In some cases, this sustained activity seems to support relatively general cognitive functions such as maintaining tonic attention on the relevant behavioral task (Fuster & Alexander, 1971) . In other cases, the observation of sustained activation has been more closely associated with encoding information about motor intentions or the specific task-set that guides the behavior of the subject ( Fig. 2 . A hypothetical dataset in which activation across a ''region" of 2 voxels carries information which can discriminate between 2 conditions, but in which the mean activation level is equivalent across the two voxels. (A) Scatter plot of activation in each voxel for each trial, color-coded based on their condition. In order to identify which of two conditions (condition 1, orange circles, condition 2, blue triangles) the activation from a given trial corresponds to, a linear classifier can be trained to find a line which best discriminates conditions 1 and 2. Note that a line is used because this is a 2-dimensional space; a hyperplane would be used in a more realistic situation where the pattern extended across many voxels. (B) An independent test set is then used to evaluate how well this decision rule discriminates between the two conditions. Trials in the test set known to be from condition 1 (circles) and condition 2 (triangles) are color-coded based on whether they are accurately classified (green is correct, red is incorrect).
(C) Without this type of multivariate analysis, this 2-voxel activation pattern would be assumed to carry no information about which condition a trial belongs to. Adapted from . Reprinted with permission from the authors and the original publisher. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) Chance is 25%. Bottom panel: decoding accuracy for the task rule indicating whether subjects should remember the motion direction or the motion speed (chance decoding is 50%). (C) Analogous data from a medial occipital cortex that does not show an increased response during the delay period. Note that decoding accuracy for the contents of memory was near chance in PFC and well-above chance in occipital visual cortex. In contrast, both regions encoded information about the task-set (i.e. whether subjects should remember motion direction or speed). These data show a striking dissociation between sustained increases in activation and the amount of information encoded about specific memoranda. All error bars reflect SEM across subjects. Adapted from Riggall and Postle (2012) . Reprinted with permission from the authors and the original publisher. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) Curtis, & D'Esposito, 2014) . Second, there are now many reports that fail to find content-specific information in PFC using MVPA and fMRI (Christophel & Haynes, 2014; Christophel et al., 2012 Christophel et al., , 2015 Emrich et al., 2013; Riggall & Postle, 2012) .
The sensory recruitment hypothesis of content-specific STM representations
As discussed above, there is strong evidence that delay-period activity in the PFC plays a role in mediating executive control over current task-set as well other factors such as motor control. However, the complexity and variety of responses in PFC motivated the search for more unambiguous the content-specific memory representations, and a natural candidate for such representations is the regions of early visual cortex that initially encode low-level features of sensory stimuli. One of the earliest formulations of this hypothesis was put forth by William James over 100 years ago (1890) when he wrote that, ''The same cerebral process which, when aroused from without by a sense-organ, gives the perception of an object, will give an idea of the same object when aroused by other cerebral processes from within". This general idea has come to be known as the sensory recruitment hypothesis and has reappeared in many guises over the years, making contact with other literatures such as embodied cognition and the idea that long-term memory retrieval relies on the reactivation of sensory circuits (Barsalou, 2008; Nyberg, Habib, McIntosh, & Tulving, 2000) .
Renewed focus on the sensory recruitment hypothesis arose from a series of single-unit recording and fMRI studies that were carried out in the 1990's, although in many cases the evidence was not initially interpreted in this framework. In one set of studies, Desimone and colleagues demonstrated that object-selective neurons in ventral visual cortex, or inferotemporal (IT) cortex, exhibit sustained and highly-selective responses during DMTS tasks (Chelazzi, Duncan, Miller, & Desimone, 1998; Chelazzi et al., 1993; Miller, Li, & Desimone, 1991; Miller et al., 1993; see also: Fuster & Jervey, 1981; Miyashita & Chang, 1988; Nakamura & Kubota, 1995) . Interestingly, when compared to neurons in PFC, responses in IT neurons during STM were more susceptible to disruption when distracting stimuli were presented during a memory delay period (Miller et al., 1996 . This disruption of sustained activity by distractors was initially taken to suggest a limited role for IT neurons in STM. Thus, sustained responses in the PFC were assumed to play a relatively important role in supporting content-specific representations in a manner that was more resistant to intervening distractors. However, some of these same studies also demonstrated that the responses of IT neurons were more selective for the remembered object compared to responses in PFC neurons (Miller et al., 1996) . This later result thus suggests that highly-tuned neurons in IT may play a role in remembering the finer details of remembered objects, and suggest that they play a role in maintaining more precise memories, even if those precise memories were subject to overwriting. Roughly analogous results were also reported in early fMRI studies using human subjects: remembering objects that belong to different categories such as faces and non-faces induces sustained increases in the fMRI signal within content-specific object-selective sub-regions of IT cortex (Courtney et al., 1997; O'Craven and Kanwisher, 2000; Ranganath & D'Esposito, 2005; Ranganath, DeGutis, & D'Esposito, 2004) .
While these initial content-specific responses were observed in IT, other data suggest that even earlier regions of retinotopically organized visual cortex can also encode information about remembered features. Awh and colleagues had subjects perform a highly demanding spatial STM task and demonstrated that abruptly appearing objects -which are known to capture spatial attention -also disrupt memory when they are presented in non-remembered locations during the delay period (Awh, AnlloVento, & Hillyard, 2000; Awh, Jonides, & Reuter-Lorenz, 1998; Yantis & Jonides, 1984) . While these behavioral studies are not completely diagnostic of a particular neural substrate, the spatially-selective nature of these effects is consistent with a STM mechanism that relies on activity within the same retinotopically organized regions of visual cortex that support spatial vision. Follow-up studies using fMRI and EEG further demonstrate that remembering the spatial location of an object gives rise to sustained and spatially selective responses in early visual cortex in a manner analogous to modulations observed when spatial attention is deployed to a continuously visible peripheral object (Awh et al., 1999 (Awh et al., , 2000 . Together, these results suggest that at least partially overlapping neural mechanisms sub-serve the initial processing of spatial information as well as the ability to precisely represent an object's location in STM (Awh & Jonides, 2001) .
In addition to the domain of spatial memory, studies also suggest that STM for non-spatial features is supported by the same neural populations in early visual cortex that are known to be involved in basic sensory processing. Using psychophysical methods, Magnussen ran a series of studies to determine if the presentation of a sensory stimulus would systematically interfere with a feature-selective mnemonic representation while subjects remembered the spatial frequency of an oriented grating. During the delay period on some blocks of trials, a distractor stimulus was presented, and significant interference was observed when the spatial frequency of the distractor did not match the spatial frequency of the remembered stimulus (Magnussen, Greenlee, Asplund, & Dyrnes, 1991) . Rademaker further demonstrated that memory for orientation is systematically biased when an oriented distractor is presented mid-way through a memory delay period (Rademaker, Bloem, De Weerd, & Sack, 2015) , and conceptually similar paradigms reveal similar interactions during the encoding of information in STM and during the initial analysis of low-level visual features (Huang & Sekuler, 2010; Magnussen, 2000; Magnussen & Greenlee, 1992 , 1999 Nemes, Parry, Whitaker, & McKeefry, 2012) . These results thus demonstrate that presenting a distractor can interfere with STM in a manner consistent with a co-localized, and thus interacting, representation of both mnemonic and sensory information in early visual cortex.
More recently, studies have followed up on these psychophysical results using MVPA and fMRI to more directly assess the role of early visual cortex in maintaining content-specific representations of information in STM. As noted in the previous section, the use of MVPA represents a significant advance over univariate approaches, particularly in early areas of visual cortex that do not typically show sustained increases in delay-period activation (e.g. Fig. 3 ; Riggall & Postle, 2012) . The lack of a sustained mean response during the delay period in these early visual areas may be due to several factors, but studies of feature-based attention offer a ready example of why using MVPA is so important in this case. When attention is deployed to a feature such as a direction of motion, the response of cells that are tuned to the attended feature are enhanced and the response of cells that are not tuned to the attended feature are suppressed (Martinez-Trujillo & Treue, 2004; Scolari, Byers, & Serences, 2012) . Thus, if a similar combination of response enhancement and suppression is maintained across a memory delay period, there would be little overall change in the mean response amplitude averaged across all voxels because the response enhancement and response suppression would cancel out. However, if different voxels within a visual area exhibit even a slight bias in their response to different feature values, then using MVPA to examine the spatial pattern of response modulations should reveal systematic changes related to the storage of different features in STM (Postle, 2015; Serences & Saproo, 2012; Tong & Pratte, 2012 ).
Using MVPA, several studies now demonstrate that mnemonic representations for basic visual features such as orientation and color can be observed as early as primary visual cortex (V1, Emrich et al., 2013; Harrison & Tong, 2009; Serences et al., 2009) . To address the concern that these modulatory patterns were simply a passive echo of a sensory response evoked by the presentation of the sample stimulus, Harrison and Tong (2009) presented two sequential oriented gratings and then post-cued one of the gratings as the relevant item to remember over the delay period. This method balanced the amount of sensory information that was evoked by the remembered and the non-remembered gratings, so any sustained modulation of activation patterns during the delay period could be unequivocally linked to a memory representation as opposed to a passive sensory trace. Information about the remembered feature was observed across the delay period, whereas information about the non-remembered feature was not. In another study, Serences et al. (2009) manipulated whether the color or the orientation of a sample grating was relevant on each trial. Response patterns in V1 only encoded information about the relevant feature dimension (color or orientation) during the memory delay, suggesting that selective attention governs the information content of activation patterns in early visual cortex during STM. In subsequent studies, this link between featurebased attention and STM was further bolstered by the observation that memory-related activation patterns in early visual areas are modulated in a spatially global manner that is also characteristic of feature-based attention ; but see: Pratte & Tong, 2014) . More strikingly, several studies now demonstrate that shifting attention toward and away from a featureselective mnemonic representation leads to a systematic rise and fall in the amount of information that early visual areas encode about the identity of currently relevant and irrelevant stimuli (Emrich et al., 2013; LaRocque, Lewis-Peacock, Drysdale, Oberauer, & Postle, 2013; Larocque, Lewis-Peacock, & Postle, 2014) . Together, these observations build on earlier work in the domain of spatial STM and bolster the notion that the contents of STM are maintained via a process that shares a representational format with selective attention to continuously visible sensory stimuli.
While the above studies establish that modulations in early visual areas track the information content of STM for spatial positions and features, establishing a direct link between these modulations and behavior is more challenging. Although not causal, several studies have now demonstrated that the information content of response patterns in early visual cortex is positively correlated with behavioral performance on STM tasks (Bettencourt & Xu, 2016; Emrich et al., 2013; Ester, Anderson, Serences, & Awh, 2013) . Ester et al. (2013) asked subjects to remember a single oriented grating across a 10 s delay period. As opposed to using MVPA, Ester used an inverted encoding model (IEM) to reconstruct a representation of the remembered stimulus orientation on each trial. Like MVPA, this method also exploits multivariate activation patterns, but instead of using activation patterns to infer a categorical stimulus label on each trial, IEMs provide a continuous and graded reconstruction of the remembered feature by modelling the response of each voxel using a set of functions that are meant to mimic the response properties of neurons in visual cortex (i.e. basis functions; see Fig. 4A-D) . After the feature-selectivity of each voxel is estimated using this model, a novel activation pattern is combined with information about the selectivity of each voxel to reconstruct an image of the stimulus, where the 'image' of the stimulus is in the native feature space (i.e. orientation space in this example; Fig. 4E , reviewed in Sprague, Saproo, & Serences, 2015) . This approach is therefore more constrained than MVPA in that it requires an explicit model of how stimulus features are processed and represented in a given visual area (whereas MVPA is more flexible and can exploit any consistent patterns in the signal). However, IEMs are potentially more powerful because quantifying the fidelity of reconstructed images can support more precise and graded inferences about how different experimental manipulations impact the quality of internal representations (Brouwer & Heeger, 2009 Naselaris & Kay, 2015; Naselaris, Kay, Nishimoto, & Gallant, 2011; Serences & Saproo, 2012; Tong & Pratte, 2012) .
Using an IEM, Ester et al. (2013) reconstructed representations of remembered orientations based on activation patterns in V1 and V2 and demonstrated a between-subject correlation between the precision of the orientation reconstructions and the precision of behavioral recall performance at the end of the delay period (Fig. 4E-F) . Later, Sprague used a similar IEM method to reconstruct representations of remembered locations and demonstrated a systematic degradation in the fidelity of STM reconstructions as subjects remembered more locations, consistent with the welldocumented drop in memory precision with increasing memory load (Emrich et al., 2013; Ma et al., 2014; Sprague, Ester, & Serences, 2014; Zhang & Luck, 2008) .
Moving beyond these correlational studies, others have experimentally perturbed neural activity to determine if these modulations in early visual cortex are causally involved in STM. In one study, subjects remembered the direction of a peripheral motion stimulus while transcranial magnetic stimulation (TMS) was applied over visual cortex to induce a visual 'phosphene', or the percept of a transiently moving cloud of light. When subjects simultaneously remembered a direction of motion, their perception of the TMS-induced phosphene was systematically biased in the direction of the remembered motion stimulus. This finding again supports overlap in the mechanisms that support visual perception and visual STM (Silvanto & Cattaneo, 2010) . Similarly, TMS over the region of occipital cortex that encodes an array of sample stimuli disrupts encoding and storage in STM, particularly when memory load is high (van de Ven, Jacobs, & Sack, 2012) . When combined with other psychophysical and neuroimaging evidence, these data lend causal support for theories that emphasize a common role of early visual areas in supporting perception and in maintaining content-specific information during STM.
Evidence linking executive control signals in PFC with content-specific signals in early visual areas
As reviewed in the previous sections, the modal model of STM holds that PFC primarily mediates executive control functions such as maintaining information about task-set. In turn, these executive control signals are thought to provide biasing input to the earlier areas of visual cortex that maintain content-specific mnemonic representations (D'Esposito & Postle, 2015) . This theoretical framework is supported by a number of empirical observations made using both human and non-human primate model systems. Pribham and coworkers (1964) reviewed early work suggesting that damage to sub-regions of the PFC reliably produced deficits in tasks that required some element of delay between a stimulus and response, including delayed alternation tasks that were often used to more specifically assay STM (Pribham, Ahumada, Hartog, & Roos, 1964) . Knight and colleagues later demonstrated that lesions in the lateral PFC (lPFC) gave rise to deficits in a more traditional DMTS task, and that EEG markers of distraction from irrelevant sensory stimuli were especially elevated in patients with damage to lPFC compared to controls (Chao & Knight, 1998) . This later finding suggests that PFC damage selectively impairs the ability to suppress distracting information from overwriting contentselective representations stored in earlier visual areas. Finally, Fuster and colleagues showed that reversible inactivation of the PFC led to a reduction in stimulus-specific spiking activity in IT cortex during the delay period of a DMTS task (Fuster et al., 1985) . Similar studies have also shown that reversibly interrupting PFC function using theta-burst TMS in human subjects leads to impaired performance on a DMTS task that is accompanied by corresponding declines in the precision of content-specific representations in visual cortex (Feredoes, Heinen, Weiskopf, Ruff, & Driver, 2011; Higo, Mars, Boorman, Buch, & Rushworth, 2011; Lee & D'Esposito, 2012; Miller, Vytlacil, Fegen, Pradhan, & D'Esposito, 2011; Zanto, Rubens, Thangavel, & Gazzaley, 2011) . Thus, perturbations in PFC can directly impact the quality of stimulus-specific codes in earlier regions of occipital and ventral visual cortex, consistent with the putative role of PFC in exerting executive control over contentspecific memory buffers in early visual cortex.
More than control signals: evidence in favor of contentspecific mnemonic representations in PFC
While the general framework outlined above holds that there is a functional split between PFC control-regions and content-specific early visual areas, much evidence instead suggests a more flexible and nuanced account. As discussed above, some early reports show that sustained spiking activity in PFC might support spatial STM (e.g. Funahashi et al., 1989) . However, as noted previously, some of these findings were difficult to interpret because of simultaneous changes in task-demands and motor preparation.
That said, more recent experimental efforts are better able to dissociate content-specific representations from other executive functions, and they suggest that neural activity in PFC can also encode content-specific representations of remembered stimuli. In one study, monkeys were trained to remember the spatial position of a sample stimulus and then to make a saccade to one of two positions. Importantly, the correct saccade vector could not be anticipated until the animal interpreted a set of cues that were presented at the end of the delay period. Persistent spiking activity that was systematically yoked with a particular remembered location was still observed in this context, even though the animal could not easily pre-plan the required motor response (Funahashi, Chafee, & Goldman-Rakic, 1993; Qi, Meyer, Stanford, & Constantinidis, 2011; Qi et al., 2010) . Another study required remembering and comparing a single feature with a test stimulus that was presented in an unpredictable location. As in the spatial post-cuing task employed by Qi et al. (2010) , this experimental manipulation dissociated the contents of memory from the planning of a motor response, yet robust population coding for the remembered feature was still observed within sub-regions of lPFC (Mendoza-Halliday et al., 2014) . Finally, the magnitude of sustained spiking in PFC has been shown to correlate with the remembered physical intensity of a sample stimulus (Constantinidis, Williams, & Goldman-Rakic, 2002) . This later result suggests that sustained activity in PFC reflects the quality of the internal representation of the remembered stimulus, independent of (or in addition to) the intention to respond via a spatially directed movement. The response in each voxel is modeled using linear regression to estimate the magnitude of the response in different information channels that correspond to hypothesized response properties of underlying neural populations (here two orientation selective tuning functions are shown, and these would be used as the basis set to model the response of each voxel). Once the weight on each channel is computed using an independent training set of data, novel test data collected in each voxel can be mapped back into the space of the information channels, which effectively forms a reconstruction of the remembered stimulus. Illustrated here is a schematic with just two voxels and a 2-channel encoding model for stimulus orientation. (A) shows the set of stimuli used to train the encoding model, and (B) shows the orientation selective basis functions. (C) The response to each of the 5 oriented stimuli is then measured in each voxel, and used to estimate the response in each information channel (shown in D). As in MVPA, you can have an equal average response to each of the 5 stimuli within the region of interest, but there can still be a pattern of activation across the voxels that carries information about the remembered feature (lower panel, C). (E) Reconstruction of a remembered orientation from areas V1 and V2 during the delay period of a recall STM task. (F) Correlations between the bandwidth (dispersion or inverse of precision) of individual subject orientation reconstructions and their behaviorally assess memory recall performance. All error bars reflect SEM across subjects. Panels A-D from , and panels E-F from Ester et al. (2013) . Reprinted with permission from the authors and the original publisher.
In addition to these single-unit studies, recent fMRI studies also support content-specific representations in sub-regions of the PFC. Ester, Sprague, and Serences (2015) used the same multivariate IEM analysis approach described earlier to show that orientationselective information was present in many sub-regions of both parietal and frontal cortex during a memory delay period ( Fig. 5 ; Ester et al., 2015) . At first glance, this demonstration of contentspecific representations in PFC is hard to reconcile with earlier null results in PFC that were obtained with standard MVPA approaches (see e.g. Christophel et al., 2012; Emrich et al., 2013; Lee et al., 2013) . However, there are also hints in some of these previous studies suggesting that at least some information may be present in PFC. Several groups have now used MVPA and IEM approaches to demonstrate that information about remembered spatial locations is present within sub-regions of the PFC around the superior precentral sulcus (sPCS, or the putative human frontal eye fields, Jerde & Curtis, 2013; Jerde, Merriam, Riggall, Hedges, & Curtis, 2012; Sprague et al., 2014) . Moreover, Lewis-Peacock, Drysdale, Oberauer, and Postle (2012) reported significant classification accuracy for different categories of visual stimuli in PFC, although there was considerably less information in PFC compared to other regions in occipital and parietal cortex (Lewis-Peacock et al., 2012) . Together these results suggest that some degree of content-specific information is present within sub-regions of the PFC. However, MVPA, combined with the relatively coarse spatial scale of fMRI, may not be the ideal tool to reveal these modulations if the spatial scale of feature-selective sub-populations of neurons in PFC is much finer than the scale observed in early visual cortex (see: Mendoza-Halliday et al., 2014) . In addition, Ester's result showing feature-selective representations in PFC does suggest that some methods -like the IEM approach they employed -might be more sensitive as it effectively ignores variance in the data that is not systematically related to variations along the feature dimension that is being explicitly modeled. However, additional studies that employ a variety of converging methods and stimulus sets will be needed to establish the stability and generalizability of STM representations in human PFC.
Finally, recent single unit recording studies demonstrate that neurons in the PFC exhibit highly complex tuning profiles that may prove problematic for many methods that attempt to dissociate control and storage operations in PFC. For example, Warden and Miller (2010) demonstrated that many PFC neurons respond to variables related to the current task set as well as to contentselective information about the remembered stimuli (Mante, Sussillo, Shenoy, & Newsome, 2013; Rigotti et al., 2013; Warden & Miller, 2010) . This type of neural 'multiplexing' suggests that the same cells can be selective for sensory attributes of a remembered item as well as for other more abstract factors that govern the behavior of an animal. Thus, the observation that a particular cell seems to exhibit selectivity for encoding variables related to executive control does not rule out a role in simultaneously encoding content-specific information about remembered features. Moreover, this mixed selectivity might undermine the utility of conventional MVPA techniques -in both fMRI studies and in multi-unit physiology studies -if neurons in PFC are simultaneously encoding information about both executive control signals and remembered features. For example, if neural responses to different types of information combine linearly, then standard MVPA should still be able to uniquely associate a pattern of responses with a particular task-set or a particular remembered feature. However, if neural responses combine non-linearly, then standard MVPA approaches will not be as sensitive to learn the proper associations. In either case, it does seem clear that PFC neurons exhibit relatively complex response patterns, and considering this complexity will be important when trying to reconcile competing accounts regarding the role of PFC in mediating executive functions versus maintaining content-specific representations in STM.
Evidence against content-specific representations in early visual cortex
While the evidence reviewed in the preceding section argues against the notion that PFC is solely an executive control center, other recent evidence challenges the companion idea that content-specific representations in visual cortex are the primary mechanism of storage. Bettencourt and Xu (2016) argue against sensory-recruitment on the logical grounds that distractors are almost always present during everyday perception, and should therefore over-write mnemonic representations that are maintained in early visual cortex. Instead, they suggest that areas of parietal and frontal cortex might support WM in a format that is more insulated from distractor interference. Consistent with this theory, Bettencourt and Xu (2016) show that presenting distractors during a memory delay period interferes with mnemonic representations in visual cortex. However, this interference effect only happens when the distractors are expected; unexpected distractors did not lead to a loss of information coding in early visual cortex (Bettencourt & Xu, 2016) . Interestingly, the degree of distracting input that might occur during STM is highly unpredictable in everyday perception, and this situation is arguably more closely related to the experiment in which unexpected distractors failed to interfere with mnemonic representations in early visual cortex (their Experiment 3). Moreover, the authors overall interpretation that early visual areas do not play a role in STM is at odds with other studies showing that expected distractors bias mnemonic representations in a systematic manner and thus implicate a partially shared code for perception and for STM (Awh & Jonides, 2001; Awh et al., 1998 Awh et al., , 2000 Magnussen, 2000; Magnussen & Greenlee, 1999; Rademaker et al., 2015) . The study does raise the important, and usually neglected, point that the expectation or presence of distracting information can systematically bias the anatomical substrates that support mnemonic representations.
To simultaneously evaluate the role of lPFC and early visual cortex in maintaining information in STM, Mendoza-Halliday et al. (2014) used multi-unit electrophysiology and a task that required remembering the direction of a moving-dot field. They found that patterns of spiking activity in motion selective middle temporal area (MT) only encoded information while the sample stimulus was physically present in the display -information about the remembered directions dropped precipitously as soon as the sample stimulus was extinguished and the memory delay period began ( Fig. 6A-B ; Mendoza-Halliday et al., 2014) . In contrast, spiking activity patterns in the medial superior temporal area (MST), which is immediately adjacent to area MT, and in lPFC were able to discriminate the remembered direction across the entire delay period, consistent with the operation of content-specific STM buffers. Based on this failure to observe spike-based coding of remembered features in area MT, the authors argue against the sensory recruitment hypothesis. At the same time, their data also provide compelling evidence for sustained mnemonic representations in sub-regions of the PFC, which simultaneously argues against a restricted role of PFC in mediating executive control.
7. Alternate mechanisms of storage -dynamic and activity (spike) silent codes for short-term memory Until recently, most studies focused on temporally stable activity patterns as the primary signature of information storage in STM (e.g. Fuster, 2000; Miller et al., 1996; Wang, 2001) . However, there is increasing evidence that a variety of alternate neural codes can support content-specific representations, and that understanding these novel codes may reveal new insights about how and where information is stored in STM. In one of the most clear-cut empirical examples to date, Stokes and coworkers trained non-human primates (NHPs) to remember three cue-target pairings. Multi-unit activity patterns were then recorded from PFC while subjects tried to discriminate the cued memory target from a stream of distractors. The firing rate of single neurons was highest following the presentation of the cued target, but quickly drifted back to baseline and did not exhibit sustained activity across the trial. More interestingly, the multivariate pattern of activity across PFC neurons showed a high degree of stimulus selectivity during the initial encoding of the memory cue. Importantly, however, the stimulus-selective response pattern was not static, and instead underwent a continuous transition across the first part of the trial -initially there was little cross-timepoint transfer indicating a highly dynamic code. However, the code continuously evolved and by the end of the trial there was relatively better crosstimepoint transfer (Fig. 7 and see also : Myers et al., 2015) . This finding stands in contrast to previous observations that a relatively sustained and stable code is the hallmark of information storage in STM, and suggests instead that stable mnemonic representations can be maintained even if the underlying neural code is highly dynamic over time. Moreover, one potential advantage of a dynamic code that evolves farther and farther away from the initial sensory-evoked pattern is that it would be more easily separable from the pattern of activity evoked by newly perceived perceptual stimuli (Stokes, 2015) . Thus, temporally dynamic codes could provide a mechanism that insulates STM representations from interference by incoming sensory inputs. While this framework has many appealing features, future studies should evaluate whether these dynamic codes reflect a general mechanism of STM, or whether they are primarily recruited when a relatively small set of highly-trained stimulus-response mappings are used and there is little need to maintain a precise representation of a remembered sensory stimulus in STM.
Other models propose an even more radical departure from traditional accounts by suggesting that mnemonic representations can be retained for short periods of time even in the complete absence of ongoing spiking activity. Mongillo, Barak, and Tsodyks (2008) developed a biologically plausible neural network model and demonstrated that the stimulus-specific pattern of spiking Delayed-match to sample task in which the direction of a sample had to be remembered and then used to guide a saccadic eye movement to the matching test stimulus at the end of the delay period. Note that the monkeys could not plan a saccade before the end of the delay period because the location of the matching test stimulus was unknown in advance. (B) Multivariate patterns of spiking activity in MT, MST and lPFC all decoded the direction of the sample stimulus while it was present on the screen, but only spiking patterns in MST and lPFC decoded the remembered direction for the duration of the delay period. (C) Even though spiking activity in MT was not direction selective during the delay period, there was a significant direction selective modulation of LFPs in MT, especially in lower frequency bands. Error bars reflect SEM. Adapted from Mendoza-Halliday et al. (2014) . Reprinted with permission from the authors and the original publisher.
during the presentation of a sample stimulus would alter the concentration of pre-synaptic calcium (CA+) and would leave a primed pathway in the network that could facilitate the evaluation of a subsequent test stimulus (Mongillo et al., 2008) . Similarly, Sugase-Miyamoto and colleagues proposed that object-selective neurons in IT cortex rapidly adjust their synaptic weights based on the patterns of inputs evoked by a sample stimulus (SugaseMiyamoto, Liu, Wiener, Optican, & Richmond, 2008) . When a subsequent stimulus is presented, the pattern of evoked responses could be combined with the adjusted synaptic weights to determine a correlation between the new stimulus and the remembered sample stimulus. On this account, IT neurons form matched filters and their net output upon the presentation of the test stimulus is sufficient to determine the probability that the sample and the test stimuli are the same (Sugase-Miyamoto et al., 2008) . Importantly, both of these models emphasize that the properties of a network can be rapidly reconfigured via short-term plasticity to support a memory trace that does not depend on sustained spiking during the delay period, providing a metabolically inexpensive and almost entirely passive means to store remembered information (see Stokes, 2015 for a more focused review of activity-silent mechanisms).
Finally, sub-threshold changes in membrane potential within areas of visual cortex can track changes in the low-level properties of a remembered stimulus, thus suggesting another relatively spike-silent STM code. In the same paper that did not find spiking codes for remembered items in MT, Mendoza-Halliday et al. (2014) demonstrated that local field potentials (or LFPs) in MT were reliably modulated by the direction of the remembered stimulus (Fig. 6C) . LFPs can be driven by many sources, including bottomup input, feedback from higher regions, and local connections. Importantly though, there was no bottom-up input available to MT during the memory delay period, so the LFP modulations were most likely driven by top-down input. Consistent with this account, there was significant spike-field synchrony between lPFC and MT during the delay period, suggesting that lPFC exerts a feature-selective biasing influence on LFPs in MT (with the spike-field coherence peaking in the alpha-low-beta range; see also : Liebe, Hoerzer, Logothetis, & Rainer, 2012) .
Although speculative, content-specific patterns of subthreshold modulation may support an adaptive code that can simultaneously provide a high-fidelity memory representation while also protecting that representation from overwriting by intervening distractors (see also : Bisley, Zaksas, Droll, & Pasternak, 2004; Zaksas & Pasternak, 2006) . Consider the three areas studied by Mendoza-Halliday: sensory area MT, association area MST, and the lPFC. On this account, the sample stimulus evokes a feature-selective spiking pattern in MT, and when the sample stimulus is removed from view, spiking activity in MT drops off quickly such that spiking patterns no longer encode information about the remembered stimulus feature. At the same time, however, sustained and content-specific patterns of spiking persist in lPFC, and this persistent spiking in PFC may provide important top-down feedback to MT that induces a locally spike-silent but content-specific modulation (Fig. 8) . Finally, under this coding scheme, the presentation of a matching test stimulus at the end of the delay period may more easily trigger the re-emergence of the same spiking pattern that was present in MT during the encoding of the sample stimulus, as this pattern is held in a 'primed' state during the STM delay period via the continuous top-down input from lPFC (see also : Lui & Pasternak, 2011 for conceptually related ideas). Importantly, because this tonic top-down input to MT is generated via sustained spiking activity in distal lPFC, the content-specific patterns of sub-threshold membrane potentials in MT could co-exist with and persevere through bouts of local spiking in MT that are evoked by other distracting stimuli presented during the delay period. Thus, tonic top-down input may allow a relatively early visual area like MT to retain high-fidelity information about a remembered stimulus in a non-spiking format that could nevertheless facilitate content-specific spiking in response to a test stimulus that would support behavioral performance. This model is appealing because tonic top-down biasing signals from the PFC to early visual areas -where neurons are more precisely tuned to low-level visual features -may provide a means of maintaining a more precise code for low-level sensory features that could support the comparison of sample and test stimuli while simultaneously decreasing the probability that new bottom-up input would overwrite this locally spike-silent mnemonic code.
This kind of locally-spike-silent code in early visual areas may also help to explain why fMRI studies commonly find that modulations of activation patterns in early visual areas such as V1 predict the contents of STM whereas single unit recording studies typically find little evidence for memory-related spiking activity in the same early visual areas (e.g. Mendoza-Halliday et al., 2014) . For example, fMRI is known to be sensitive to a host of factors, including both spiking activity and LFPs (that influence vasodilation via indirect mechanisms : Hillman, 2014; Logothetis, Pauls, Augath, Trinath, & Oeltermann, 2001; Logothetis & Wandell, 2004; O'Herron et al., 2016) . Thus tools such as fMRI-MVPA applied in early visual areas may turn out to be driven in large part by LFP modulations induced by tonic top-down control signals that are generated by distal spiking activity in other cortical areas (such as the lPFC; Fig. 8 ; Mendoza-Halliday et al., 2014) . If this account is correct, then complementary information about both sub and supra-threshold modulations can be usefully assessed by combining information about local spiking activity using NHP models and information from fMRI studies in humans that can simultaneously measure response modulations across entire visual areas. By using these tools in tandem and employing the same behavioral paradigms in both NHPs and human subjects, researchers will hopefully be able to make more rapid and definitive statements about the importance of each of the candidate codes that might support STM. Fig. 7 . Index of population-level information about a memory cue when a classifier is cross-trained and tested on different time bins. Early in the trial, during the presentation of the memory cue, there is a highly selective pattern as evidenced by relatively strong on-diagonal classification accuracy but poor off-diagonal classification accuracy. However, after several hundred msec, the pattern stabilizes into a more generalizable code (as indexed by more off-diagonal information). This dynamic transition in the multivariate code over the course of a trial runs counter to the traditional notion that sustained and stable spiking activity over the entire course of the delay period is the signature pattern of a code for STM. Reprinted with permission from the authors and the original publisher.
Flexible coding of content-specific representations
Motivated in large part by the early work of Baddeley, most studies of STM have focused on dissociating the neural substrates of executive control and information storage (Baddeley, 1986; Baddeley & Hitch, 1974) . This framework has proven remarkably successful, and the role of PFC in mediating executive control now seems well established. However, as more evidence is gathered suggesting that content-specific representations are observed in many different areas of cortex, it is becoming increasingly hard to definitively assign storage operations exclusively to either the PFC or to early visual areas. Unfortunately, the factors that govern exactly how and where content-specific information will be expressed in a given context are not yet entirely clear. Due to this uncertainty, and in an effort to foster discussions about how to productively move forward, several avenues for future inquiry are listed below that may help to clarify some of the discrepancies between current theories of information storage in STM.
First, even subtly different STM tasks can impose very different demands on the precision of the mnemonic representations that are required to support successful behavior. In turn, these differences in task-demands may have a significant influence on where in cortex a content-specific memory representation is expressed. At one end of the spectrum, a subject might have to remember whether a stimulus belongs to one clearly defined category or another (e.g. was the remembered color red or blue? Was it a face or a house?). In situations like this a relatively coarse and categorical representation should be adequate to support high behavioral performance, and a correspondingly coarse neural code based on activity in a relatively non-selective neuronal population might suffice. By a similar logic, coarse categorical memories for only a small set of objects might be more easily supported by a dynamically evolving code that transitions over the course of a delay period, as has been documented in PFC (Stokes et al., 2013) . At the other end of the spectrum, a very demanding STM task might force subjects to use a more analog memory representation in order to differentiate between highly similar stimuli (e.g. is the orientation of the test stimulus ±2°from the sample stimulus). In this situation, the response properties of neurons in early visual cortexwhich are highly selective for specific sensory features -seem ideally suited to support fine-grained discriminations between sample and test stimuli. In practice, most tasks fall somewhere along the continuum and future work may benefit from more formally considering the precision required by a given STM task. For example, models have been developed to describe different neural coding schemes that are required to support fine versus coarse discriminations, and these models might be used as a basis to determine the a priori feasibility of finding content-specific representations in a particular area of cortex (Butts & Goldman, 2006; Jazayeri & Movshon, 2006 , 2007 Navalpakkam & Itti, 2007; Regan & Beverley, 1985; Scolari & Serences, 2009) . Importantly, more carefully considering task-demands may also play an important role in reconciling findings from studies that use human and NHPs. For the most part, studies using NHPs use relatively coarse discriminations, whereas studies using humans often, although not always, require more fine-grained discriminations. Thus, at least some of the variability in the brain structures that are thought to mediate the storage of information in STM might be attributable to changes in task demands. Finally, equating difficulty between tasks used in NHPs and tasks used in humans might be sufficient to ensure generalizability. However, equating difficulty alone does not ensure that analogous strategies are being used to solve the behavioral tasks, and by extension, very different neural mechanisms might be employed by each species.
A second, and related point, concerns the impact of training and its relationship to species-specific differences in how information is represented in STM. NHPs are typically trained for far longer than their human-subject counterparts (many months at the low The presentation of a memory sample stimulus evokes an initial content-specific pattern of spiking activity in MT, followed by a cessation of content-specific spiking activity during the delay period (see Fig. 6 ). However, sustained feedback signals in the form of spike-field coherence from PFC to MT induce a stable sub-spikingthreshold LFP modulation in MT that exhibits selectivity for the remembered motion direction, particularly in the lower frequency bands (shown in red, data from MendozaHalliday et al., 2014) . (B) During the delay period, distracting stimuli might still trigger spiking activity in MT that is unrelated to the identity of the remembered motion direction. However, the sustained top-down input from PFC might maintain neurons in MT in a 'primed' state that will in turn make content-specific spiking patterns more likely to re-emerge upon the presentation of the test stimulus. (C) Bi-directional flow of information between visual areas and PFC under this general account. Bottom-up spiking activity from the presentation of any sensory stimulus (sample, test, or distractor) feeds-forward into PFC, which in turn provides a sustained top-down signal that biases MT neurons in a feature-selective manner that is consistent with the relevant remembered motion direction. This effectively holds MT in a primed state in preparation for the presentation of the test stimulus at the end of the delay interval. Using this architecture, the tonic top-down biasing signals to MT might attenuate the potentially negative overwriting effects of intervening distractors, even in the absence of a sustained content-specific spiking code in MT. Some panels reprinted with permission from the author and the original publisher (Mendoza-Halliday et al., 2014) . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) end for NHPs vs usually about 30 min to an hour in a typical human study). In turn, extended training might give rise to qualitative differences in how a STM task is performed (Birman & Gardner, 2015) . In the domain of perceptual learning, for example, some reports suggest that activity in areas of parietal and frontal cortex is attenuated with training, consistent with the idea that demands on attentional control are reduced as perceptual expertise develops (Mukai et al., 2007; Sigman et al., 2005) . Analogously, sufficiently long periods of training that support the development of perceptual expertise may cause a task to transition from an analog or more continuous representation to a categorical representation, and this might influence where and how content-specific representations are stored. Recording from animals while they are still in the learning-phase of a complex cognitive task might provide a rich set of benchmark data to determine if or when spiking data collected in NHPs maps onto the patterns of modulation that are observed in human subjects.
Third, studies have begun to investigate how the presence of distractors in a delay period might alter the locus of memory representations, especially since data and theoretical considerations suggest that distractor resistance might be higher in PFC than in regions of early visual cortex (Miller et al., 1996; Riley & Constantinidis, 2015; Stokes, 2015) . One solution is that the locus of mnemonic representations is flexible and determined by the expectation of distractors (Bettencourt & Xu, 2016) . Alternatively, spiking activity is likely not the sole currency of STM, and other more dynamic codes or tonic feedback from PFC that produces sub-threshold modulations in early visual areas might provide alternate mechanisms for preserving high-fidelity information even in the presence of bottom-up interference. Understanding how the neural mechanisms that mediate STM can maintain distractor-resistant representations is thus a critical question for future research, and one that should be guided by considering how the visual system might be able to disentangle co-existing representations of remembered items and distractors (Orhan & Ma, 2015) .
Finally, new knowledge about the different neural mechanisms that support memory could potentially be used to generate more specific predictions about the behavioral operating characteristics of STM in different experimental settings. The classic signature of STM, sustained spiking, is certainly intuitive and is one straightforward way to encode information for extended periods of time. However, both theoretical and empirical studies suggest that there are other mechanisms and computational principles that can support STM. For instance, the sub-threshold potentiation of featureselective neurons in early visual cortex (Mendoza-Halliday et al., 2014) or the short-term modification of synaptic weights form two locally spike-silent codes that may provide a relatively efficient way to store information while minimizing metabolic expenditure (Mongillo et al., 2008; Sugase-Miyamoto et al., 2008) . Importantly, each of these mechanisms might express different behavioral phenotypes if STM tasks are designed to target the timescales and hypothesized operating characteristics of each putative neural mechanism. While the feasibility of trying to dissect different mechanisms in this manner may or may not yield useful insights, explicitly acknowledging that there are multiple means of supporting STM might productively move the field away from the implicit assumption that all instances of storing information for less than 20 s relies on the operation of a common mechanism.
Conclusions
Dating back to the start of the cognitive revolution in the 1950's, the field has been guided by the traditional Von Neumann computing architecture in which storage and computation are explicitly separated. However, separating storage and computation can be highly inefficient For example, computing capacity is no longer limited solely by CPU speed, but instead by the limitations imposed by systems that implement memory and computation in separate modules that must continuously exchange information. Hints that the human brain may have evolved from the very start in a manner that sidesteps this limitation are also becoming increasingly evident. For example, some of the models reviewed above suggest that short-term plasticity within visual cortex may simultaneously enable a population of feature-selective cells to store information and to implement a match/non-match decision-rule (e.g. Sugase-Miyamoto et al., 2008) . In addition, others report that there is a high degree of local integration between the neural populations that provide executive control signals and neural populations that encode content-specific information about remembered stimuli. If true, then the utility of viewing computation and storage as separate modules may be limited. Instead many cognitive functions might be supported by more integrated neural mechanisms (e.g. 'multiplexing cells' in PFC), thus obviating some of the need to implement long-rage coordination between distributed functional modules. While data supporting this type of architecture are still sparse, remaining open to nontraditional frameworks may help to gradually change how we understand the organization of the neural systems that support complex cognitive functions such as short-term memory.
