Abstract. Euclid's proof can be reworked to construct infinitely many primes, in many different ways, using ideas from arithmetic dynamics.
question as to whether there are infinitely many primes of the form F n . 1 Nonetheless we can prove that the F n are pairwise coprime in a similar way to the E n , using the identity F n = F 0 F 1 · · · F n−1 + 2 for each n ≥ 1 and the fact that the F n are all odd. We deduce from Proposition 1 that if p n is a prime divisor of F n for each n ≥ 0, then p 0 , p 1 , . . . is an infinite sequence of distinct primes. 2 For any sequence of integers (a n ) n≥0 we call p n a private prime factor of a n if it divides a n and no other a m . The primes p n constructed in Proposition 1 are therefore each private prime factors of the a n .
A SIMPLER FORMULATION.
In Section 1, the sequences (E n ) n≥0 and (F n ) n≥0 were constructed in a similar way, multiplying all of the terms of the sequence so far together and adding a constant. We would like a simpler, unified way to view these two sequences, with an eye to generalization. This is not difficult because the recurrence for the E n can be rewritten as
where f (x) = x 2 − x + 1. Similarly the F n -values can be determined by
where f (x) = x 2 − 2x + 2. So they are both examples of sequences (x n ) n≥0 for which
for some polynomial f (x) ∈ Z [x] . The terms of the sequence are all given by the recursive formula, so that
where the notation f n denotes the polynomial obtained by composing f with itself n times (which is definitely not the nth power of f ). Any such sequence (x n ) n≥0 is called the orbit of x 0 under the map f , since the sequence is completely determined once one knows x 0 and f . We sometimes write the orbit as x 0 → x 1 → x 2 → · · · .
The key to the proof that the E n 's are pairwise coprime is that E n ≡ 1 (mod E m ) whenever n > m ≥ 0; and the key to the proof that the F n 's are pairwise coprime is that F n ≡ 2 (mod F m ) whenever n > m ≥ 0. These congruences are not difficult to deduce using the following lemma from elementary number theory. 1 The only Fermat numbers known to be primes have n ≤ 4. We know that the Fn are composite for 5 ≤ n ≤ 30 and for many other n besides. It is always a significant moment when a Fermat number is factored for the first time. It could be that all Fn with n > 4 are composite, or they might all be prime from some sufficiently large n onwards, or some might be prime and some composite. Currently, we have no way of knowing which is true. 2 Goldbach was the first to use the prime divisors of the Fermat numbers to prove that there are infinitely many primes, in a letter to Euler in late July 1730.
Lemma 1. Let g(x) be a polynomial with integer coefficients. For any integers
For f (x) = x 2 − x + 1, the orbit of 0 under the map f is 0 → 1 → 1 → · · · . Therefore if n > m ≥ 0, then we have
and so (E n , E m ) = (1, E m ) = 1. (For clarity, we have used an "=" sign when two numbers are equal despite working with a congruence. Typically we use the notation (a, b) rather than gcd(a, b).) Similarly if f (x) = x 2 − 2x + 2, then the orbit of 0 under the map f is 0 → 2 → 2 → · · · and so
This reformulation of two of the best-known proofs of the infinitude of primes hints at the possibility of a more general approach.
DIFFERENT STARTING POINTS.
We just saw that the orbit of 2 under the map x → x 2 − x + 1 is an infinite sequence of pairwise coprime integers, 2 → 3 → 7 → 43 → 1807 → · · · . What about other orbits? The orbit of 4 is also an infinite sequence of pairwise coprime integers beginning 4 → 13 → 157 → 24493 → · · · , as is the orbit of 5 which begins 5 → 21 → 421 → · · · . The same proof as before yields that no two integers in a given orbit have a common factor.
The orbit of 3 under the the map x → x 2 − 2x + 2 yielded the Fermat numbers 3 → 5 → 17 → 257 → · · · , but starting at 4 we get 4 → 10 → 82 → 6562 → · · · . These are obviously not pairwise prime as every number in the orbit is even, but if we divide through by 2, then we get 2 → 5 → 41 → 3281 → · · · which are pairwise coprime. To prove this, note that x 0 = 4 and x n+1 = x 2 n − 2x n + 2 for all n ≥ 0, and so the above proof yields that if m < n then (x m , x n ) = (x m , 2) = 2. Therefore, taking a n = x n /2 for every n we deduce that (a m , a n ) = (x m /2, x n /2) = (x m /2, 1) = 1. This same idea works for every orbit under this map: we get an infinite sequence of pairwise coprime integers by dividing through by 1 or 2, depending on whether x 0 is odd or even.
However, things can be more complicated: Consider the orbit of x 0 = 3 under the map x → x 2 − 6x − 1. We have
Here x n is divisible by 3 if n is even, and is divisible by 2 if n is odd. If we let a n = x n /3 when n is even, and a n = x n /2 when n is odd, then one can show the terms of the resulting sequence,
are indeed pairwise coprime. Another surprising example is given by the orbit of 6 under the map x → 7 + x 5 (x − 1)(x − 7). Reducing the elements of the orbit mod 7 we find that as
, which is ≡ x − 1 (mod 7) if x ≡ 0 (mod 7) by Fermat's little theorem. So x n is divisible by 7 for every n ≥ 6, but for no smaller n, and to obtain the pairwise coprime a n we let a n = x n for n ≤ 5, and a n = x n /7 once n ≥ 6.
It starts to look as though it might become complicated to formulate how to define a sequence (a n ) n≥0 of pairwise coprime integers in general; certainly a case-by-case description is unappealing. However, there is a simpler way to obtain the a n : In these last two examples we have a n = x n /(x n , 6) and then a n = x n /(x n , 7), respectively, for all n ≥ 0, a description that will generalize well.
DYNAMICAL SYSTEMS AND THE INFINITUDE OF PRIMES.
One models evolution by determining the future development of the object of study from its current state (more sophisticated models incorporate the possibility of random mutations). This gives rise to dynamical systems, a rich and bountiful area of study. One simple model is that the state of the object at time n is denoted by x n , and given an initial state x 0 , one can find subsequent states via a map x n → f (x n ) = x n+1 for some given function f (.). Orbits of linear polynomials f (.) are easy to understand, 3 but quadratic polynomials can give rise to evolution that is very far from what one might naively guess (the reader might look into the extraordinary Mandelbrot set).
This is the set-up that we had above! For us, f (x) is a polynomial with integer coefficients and x 0 an integer. It will be useful to use dynamical systems terminology.
If f n (α) = α for some integer n ≥ 1, then (the orbit of) α is periodic, and the smallest such n is the exact period length for α. The orbit begins with the cycle
of distinct values, and repeats itself, so that f
is periodic for some m ≥ 0, and is strictly preperiodic if α is preperiodic but not itself periodic. In all of our examples so far, 0 has been strictly preperiodic. In fact, if any two elements of the orbit of α are equal, say
Finally, α has a wandering orbit if it is not preperiodic, that is, if its orbit never repeats itself so that the {f m (α)} m≥0 are all distinct. Therefore, we wish to start only with integers x 0 that have wandering orbits.
We now state our general result for constructing infinitely many primes from orbits of a polynomial map.
, and that 0 is a strictly preperiodic point of the map
The (a n ) n≥0 are an infinite sequence of pairwise coprime integers, and if n ≥ 3 then a n has a private prime factor.
For example, ℓ(f ) = 1, 2, 6 and 7, respectively, for the four polynomials f (x) in the examples of Section 3.
Proof. Suppose that k = n − m > 0. Then, by Lemma 1,
and so gcd(
which is the lcm of a finite number of nonzero integers, as 0 is preperiodic. Therefore
, that is, the lcm of all the elements of the orbit of 0 is the same as the lcm of the first two terms. This then implies that a n = A n for all n.
One can also prove that |a n | > 1 for all n ≥ 3 (see the discussion of one case in Section 9), and all such n must have a private prime factor. The result follows.
2 with 0 → 3 → 3 has a wandering orbit 2 → 1 → −1 → · · · , so that if x 0 = 2 then x 1 = 1 and x 2 = −1. Therefore we cannot in general improve the lower bound, n ≥ 3, in Theorem 1.
We now determine all polynomials f that satisfy the hypothesis of Theorem 1.
POLYNOMIAL MAPS FOR WHICH 0 IS STRICTLY PREPERIODIC.
There are severe restrictions on the possible exact periods.
If 0 is strictly preperiodic, then its exact period length is either one or two. We have already seen the examples x 2 − x + 1 for which 0 → 1 → 1, and x 2 − 6x − 1 for which 0 → −1 → 6 → −1, where 0 is preperiodic with period length one and two, respectively. In fact exact periods cannot be any larger:
. If the orbit of a 0 is periodic, then its exact period length is either one or two.
Proof. Let N be the exact period length so that a N = a 0 , and then
the nonzero number we started with. We deduce that
and so these are all equal. Therefore there must be some j ≥ 1 for which a j+1 − a j = −(a j − a j−1 ), else each a j+1 − a j = a j − a j−1 = · · · = a 1 − a 0 and so
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a contradiction. Therefore a j+1 = a j−1 , and we deduce that
To determine which polynomials can be used in Theorem 1, we need to understand the possible orbits of 0.
A classification of when 0 is a strictly preperiodic point. There are just four possibilities for the period length and the preperiod length of the orbit of 0. We now give examples of each type. For some nonzero integer a, the orbit of 0 is one of:
; and all other possible orbits are obtained from these, by using the observation
It is not difficult to determine all polynomials f for which 0 has one of these orbits. For example, in the first case above we simply need to find all f for which f (0) = f (a) = a. One example is f 0 (x) = a so that f is another example if and only if f − f 0 has roots at 0 and a. That is, f (x) − f 0 (x) equals x(x − a)g(x) for some g(x) ∈ Z[x]. The analogous approach works in all of the other cases. Proving these are the only possible orbits is not difficult using Lemma 1, but a little tedious. To give an example, let's determine the possible orbits of 0 with two elements in the preperiod and period length 1; that is, of the shape 0 → b → a → a → · · · for distinct nonzero integers a and b. Now b = b − 0 divides f (b) − f (0) = a − b and so b divides a. Moreover, a = a − 0 divides f (a) − f (0) = a − b and so a divides b. Therefore |b| = |a|, and so b = −a as a and b are distinct.
We make several deductions from analyzing the four cases of the classification:
1. 0 is strictly preperiodic if and only if f
, as claimed in the proof of Theorem 1;
3. x 0 has a wandering orbit if and only if x 2 = x 4 : To see this, note that if x 0 is periodic, then x n+2 = x n for all n ≥ 0 as the period length is either one or two. Moreover, if x 0 is strictly preperiodic, then 0 is strictly preperiodic for the map
In all four cases of our classification b 2 = b 4 , and so x 2 = x 4 .
6. PRIVATE PRIME FACTORS WHEN 0 IS A PERIODIC POINT. We now turn our attention to maps x → f (x) for which 0 is not strictly preperiodic, beginning with when 0 is periodic with f of degree > 1. We have seen that the period must have length one or two.
When 0 is periodic with period length 1. We must have f (x) = x r g(x) for some g(x) ∈ Z[x] with g(0) = 0, and r ≥ 1. We will assume that g(x) has degree ≥ 1, else the integers in the orbit of x 0 contain only the prime factors of x 0 and of g(0), so do not help us to construct infinitely many primes.
Theorem 2. Suppose that f (x) = x r g(x) for some nonconstant g(x) ∈ Z[x] with g(0) = 0, and r ≥ 1. For any given wandering orbit (x n ) n≥0 with x 0 ∈ Z, define
The (a n ) n≥0 are an infinite sequence of pairwise coprime integers and, once n is sufficiently large, each a n has a private prime factor.
Proof. Given a wandering orbit (x n ) n≥0 we see that x m divides x m+1 = x r m g(x m ) for all m; and so x m divides x n whenever m ≤ n. Now a n+1 is a divisor of x n+1 for all n ≥ 0. If m < n, then
which divides (x n , g(0)), which divides g(0).
Therefore (a m+1 , a n+1 ) = 1, that is, the (a n ) n≥1 are pairwise coprime, and so a n has a private prime factor provided |a n | > 1. Now a n = 0, else x n+1 = 0, which would contradict the assumption that the orbit of x 0 is wandering. If
, that is, x n must be a root of the polynomial
But this has finitely many roots so, as the orbit of x 0 is wandering, there can only be finitely many n for which |a n | = 1. Therefore a n must have a private prime factor for all sufficiently large n.
When 0 is periodic with period length 2. We rule out the polynomials f (x) = a − x for any constant a, else there are no wandering orbits.
with f (x) + x nonconstant, such that 0 is periodic under the map x → f (x), with period length 2. We write f 2 (x) = x r G(x) with G(0) = 0 and r ≥ 1. For any given wandering orbit (x n ) n≥0 with x 0 ∈ Z, define
Proof. We begin by showing that G(x) cannot be a constant, c. If so, then f 2 (x) = cx r but f (0) = 0. Therefore, f (x) has just one root, as f 2 (x) has at least as many distinct roots as c(x − a) d − a are distinct, and so f 2 (c) = c 2 x − ac(c + 1) and so c = −1; that is, f (x) = a − x, which we have already ruled out. Now, by definition, a n+2 is a divisor of x n+2 for all n ≥ 0. Suppose that n > m ≥ 0. If n − m is even, then (G(x m ), G(x n )) divides G(0), by the argument of the previous subsection, and so (a m+2 , a n+2 ) = 1. If n − m is odd, then G(x m ), divides x m+2 and so divides x n+1 . On the other hand, G(x n ) divides x n+2 = f (x n+1 ), and so (G(x m ), G(x m )) divides (x n+1 , f (x n+1 )) = (x n+1 , f (0)) which divides f (0), and so (a m+2 , a n+2 ) = 1.
Therefore the (a n ) n≥2 are pairwise coprime, and so a n has a private prime factor provided |a n | > 1. We then show, just as in the previous subsection, that a n = 0, and there are only finitely many n for which |a n | = 1.
We can combine the first three theorems to obtain the following result:
is not of the form cx d or a − x, for any constants a or c, and that 0 is preperiodic for the map x → f (x). Then, for any given wandering orbit (x n ) n≥0 with x 0 ∈ Z, each x n has a private prime factor for all sufficiently large n.
We now turn our attention to the more difficult case of those f for which 0 itself has a wandering orbit.
7. POLYNOMIAL MAPS WHERE 0 HAS A WANDERING ORBIT Henceforth we will suppose that 0 has a wandering orbit under the map x → f (x), for some polynomial f (x) ∈ Z[x]. We will investigate whether the terms of wandering integer orbits all have private prime factors from some point onwards. Where better to begin than with the orbit that begins with 0?
Orbits that begin with 0 are divisibility sequences.
, and so (x n , x m ) = (x k , x m ). Subtracting m several times from n, we deduce that if n = mq + r then (x n , x m ) = (x r , x m ), which mirrors that (n, m) = (r, m), the key step in the Euclidean algorithm. Therefore, by applying the same steps as in the Euclidean algorithm we deduce that
Therefore (x n ) n≥1 is a strong divisibility sequence; for example, x n = 2 n − 1, the orbit of 0 under the map x → f (x) = 2x + 1. Other examples of strong divisibility sequences include the Fibonacci numbers and any second order linear recurrence sequence starting with 0, and the denominators of multiples of a given point on an elliptic curve.
A divisibility sequence cannot have private prime factors, because if prime p divides x m then it divides x n for every n divisible by m. Instead one looks for primitive prime factors, that is, primes p n that divide x n but do not divide x m for any m, 1 ≤ m < n. It is known that for any second order linear recurrence sequence beginning with a 0, and for any elliptic divisibility sequence, x n has a primitive prime factor for all sufficiently large n. The two key ideas in the proof are to show that the x n are fastgrowing and that if p is prime factor of x n , but not a primitive prime factor, then p but not p 2 divides x n /x n/p . In particular, one deduces that x n is too large for all its prime power factors to be powers of imprimitive primes.
In the example x n = 2 n − 3 (the orbit of −2 under the map x → 2x + 3), and for general wandering orbits, one cannot be so precise about the power to which imprimitive primes p divide x n , and so it is an open question as to whether the x n all have primitive prime factors for sufficiently large n. Nonetheless, we expect that this is true and, in the next subsection, we will consider this question following roughly the same outline.
The growth of the x n and (x m , x n ). The x n grow very fast, and we can gain a quite precise understanding: If f (x) ∈ Z[x] has degree d > 1 and if x 0 is an integer whose orbit is wandering, then there exist real numbers 1 ≥ α > 0 and β, which depend only on f , for which |x n | is the integer nearest to ατ d n + β, when n is sufficiently large,
where τ > 1 is a constant that depends on both f and x 0 . 4 (We will sketch a proof of (1) in Section 8.) In the most interesting case, the orbit of 0, we write τ = τ 0 .
Since α ≤ 1, (1) implies that |x r | ≤ 2τ 
if n is sufficiently large, where τ * = max{τ, τ 0 }.
We can therefore deduce that the x n grow so fast that the product of all of the gcd(x m , x n ) with m < n is far smaller than x n , so it seems very likely that x n has primitive prime factors. However, this argument cannot be made into a proof since some of the primes that divide the x m with m < n might divide x n to an extraordinarily high power.
Ruling out too many large prime power divisors. The abc conjecture can be used to bound solutions to equations in which all of the variables are divisible by surprisingly high powers of primes. The idea is to study pairwise coprime integer solutions to the equation
The abc-conjecture states, in a quantitative form, that a, b and c cannot all be divisible only by large powers of primes. 5 For example if we have a putative solution to Fermat's last theorem, like x n + y n = z n we can take a = x n , b = y n and c = z n , and the abcconjecture should rule out any possible solution, at least once the numbers involved are sufficiently large. One does so by bounding the size of a, b, and c in terms of the product of the distinct primes that divide a, b, and c. To put this in quantitative form requires some ǫ's and that sort of thing.
Fix ǫ > 0 (which should be thought of as being small). There exists a constant κ ǫ > 0 (which depends on ǫ, and chosen so it works for all examples), such that if a 4 More generally, the height, h(r), of a rational number r = p/q is given by max{|p|, |q|}; this equals |r| if r is a nonzero integer. For any orbit {xn} n≥0 of a rational function φ(t) = f (t)/g(t), with f (t), g(t) ∈ Z[t] of degree d, there exists a constant τ > 0 (the exponential of the dynamical canonical height, as in [1] or Section 3.4 of [8] ), and constants c 1 , c 2 > 0 such that c 1 τ d n < h(xn) < c 2 τ d n . 5 Mochizuki has recently claimed to have proved the abc-conjecture, but the experts have as yet struggled to agree, definitively, that Mochizuki's extraordinary ideas are all correct. 
This is the abc-conjecture, one of the great questions of modern mathematics. In the special case that b = 1 we have c = a + 1, and so
The product here is over all primes p that divide the polynomial f (x) = x 2 + x evaluated at x = a. Langevin [5] proved that a far-reaching generalization, which applies to the prime divisors of any given polynomial, is actually a consequence of the abcconjecture.
Consequence of the abc-conjecture: Suppose that f (x) ∈ Z[x] has at least d distinct roots, for some d ≥ 2. For any fixed ǫ > 0, there exists a constant κ ǫ,f > 0, which depends on both ǫ and f , such that for any integer a we have
We will apply this to our polynomial f with ǫ = 1, writing κ for κ 1,f for x n = f (x n−1 ). Therefore, if f has at least two distinct roots, then the abc-conjecture implies that
The product of the primes if x n has no new prime factors. If every prime factor of x n already divides a previous term in the sequence, then we have that Taking the product of (2) over all m, 0 ≤ m ≤ n − 1, we deduce that Given an integer orbit (x n ) n≥0 , let y n = α −1 (x n − β), so that y n+1 − y d n can be written as a polynomial in y n of degree ≤ d − 2 (where the coefficients of the polynomial are independent of n). This implies that, for any ǫ > 0, if n is sufficiently large, then (y n − ǫ) d + ǫ < y n+1 < (y n + ǫ) d − ǫ.
One can then modify the proof above to show that (y n − ǫ)
1/d n tends to a limit τ and that y n − ǫ < τ d n < y n + ǫ. This implies that x n = αy n + β ∈ ατ implies that c 0 = β. For each j ≥ 0, the coefficients of T d−1−j involve polynomials in the c i with i > −j as well as a linear term in c −j , which allows us to determine c −j .
Assuming that P (T ) absolutely converges once |T | is sufficiently large, if x m is large enough there is a unique positive real t for which P (t) = x m . Then P (t d ) = f (P (t)) = f (x m ) = x m+1 , and P (t d 2 ) = f (P (t 2 )) = f (x m+1 ) = x m+2 , etc., so that P (t for all sufficiently large n. One can sidestep the convergence issue by working with finite length truncations of P (T ). Thus if P k (t) =
