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We identify a broad class of phonon modes with persistent vortex fluxes at arbitrarily slow prop-
agating velocities in periodic nano-waveguides. Such phonon vortices are associated with the split
band-edges in dispersion dependencies, which can be engineered by waveguide design. Modulations
introduced in such waveguides can support a pair of defect cavity phonon modes with an arbitrarily
small frequency splitting. These features can find applications for sensing and nano-manipulation.
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I. INTRODUCTION
Periodically modulated nano-waveguides offer unique
potential for controlling the wave propagation velocity
and trapping cavity modes at specially introduced de-
fects, based on dispersion modification and formation of
band-gaps through Bragg reflection effect. Remarkably,
it is possible to design a structure to simultaneously con-
trol waves of different physical origins, including pho-
tons and phonons [1–4]. Such phoxonic crystals can fa-
cilitate strong acousto-optic interactions, opening new
opportunities for frequency conversion, sensing, nano-
manipulation, and other applications [5].
The wave interactions can be enhanced for frequencies
close to band edges. In this regime the group velocity is
strongly reduced, which can lead to the increase of wave
energy density [6]. Importantly, the actual dynamics of
interactions depends on the nano-scale features of the
mode profile. In particular, the structure of energy fluxes
can play a critical role in context of nano-manipulation.
In this paper, we demonstrate an approach for obtain-
ing persistent vortex fluxes for phonons, in the regime
of slow group velocity propagation. We show that this
is realized when the phonon dispersion is specially engi-
neered to feature so-called split band edge (SBE), which
is associated with wavevectors inside a Brillouin zone.
The phenomenon of vortex flows is conceptually analo-
gous to the corresponding features of optical modes in
the SBE slow-light regime [7]. We establish that struc-
ture of vortices for slow phonon modes involving both
transverse and longitudinal oscillations can be explained
by establishing correspondence with the theory of optical
polarization singularities [8].
Furthermore, we demonstrate new possibilities for en-
gineering the acoustic defect cavity modes, by employing
the similarity between photonic and phononic crystals.
∗ yue.s@anu.edu.au
We predict that cavities created by modulating the ge-
ometry of dispersion-engineered waveguides can support
a pair of phonon modes with arbitrarily small frequency
splitting, analogous to optical cavities [9]. Monitoring of
this splitting can be applied for sensing. On the other
hand, the time scale of mode beating, defined as the in-
verse of frequency splitting, can be tuned for resonant
regimes of nano-manipulation.
This paper is organized as follows. In Sec. II, we
present an approach for dispersion engineering in nano-
waveguides, and analyze the properties of slow phonon
modes associated with split band edges. Then in Sec. III
we establish a correspondence between the slow-phonon
vortices and field singularities. Finally, in Sec. IV we
discuss the features of pairs of phonon defect cavity
modes, supported by dispersion-engineered waveguides
with modulated geometrical parameters. We present con-
clusions in Sec. V.
II. SLOW PHONON MODES AND DISPERSION
ENGINEERING
To present the principles of dispersion engineering and
slow phonon mode properties in nanowaveguides, we
consider a periodic structure configuration with exper-
imentally accessible geometry following Refs. [1, 2], see
Fig. 1(a) for the supercell. Whereas here we consider the
properties of phonon modes, the advantage of this struc-
ture is that it can simultaneously provide photonic band-
gaps at optical wavelengths. The structure consists of a
silicon strip waveguide with symmetric ’acoustic wings’
attached at each side and circular air holes drilled at the
centre. The wings provides strong acoustic reflection,
such that the periodic waveguide has a very robust band
gap.
We investigate the acoustic wave propagation in pe-
riodic nano-waveguides using the wave equation for the
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FIG. 1. (a) Schematic top view of the periodic wave-
guide supercell. (b) Band diagram of eigenmode dispersion:
grey shading highlights the band gap, and the split band-
edge modes marked by cyan open circles. The geometry pa-
rameters are l=500nm, w=500nm, wa=1500nm, la=250nm,
r=150nm, and the height of the structure is h=220nm.
mechanical displacement u,
ρ
∂2u
∂t2
= 5 ·
[
C :
(5u)T +5u
2
]
. (1)
This equation expresses the Newton’s second law, that
the equilibrium mass density ρ multiplied by the acceler-
ation vector ∂2u/∂t2 equals to the elastic restoring force
at the right hand side, where C is the stiffness tensor.
We consider lossless regime with no damping.
We seek solutions for periodically oscillating modes
with frequency f as u(x, y, z, t) = u(x, y, z, 0) exp(i2pift),
− Ω2ρu = 5 ·
[
C :
(5u)T +5u
2
]
. (2)
Acoustic eigenmodes in periodic waveguides sat-
isfy the Bloch-Floquet conditions, u(x + l, y, z) =
u(x, y, z) exp(ikxl). In numerical simulations, we apply
these conditions at x = ±l/2 cross-sections, and the rest
of the boundaries are treated as stress free. We nor-
malize the eigenmode solutions such that the maximum
displacement amplitude inside the structure is scaled to
unity, max(|u|) = 1. The simulations are performed
by the eigen-frequency solver in structural mechanics
module provided by COMSOL Multiphysics Finite El-
ement Analysis Software. We treat silicon as a cubic
material with density ρ = 2330 kg/m3 and stiffness ten-
sor C, which has three independent elastic coefficients
c11 = 166 GPa, c12 = 64 GPa, and c44 = 80 GHz [1].
We optimize the structure geometry to obtain the dis-
persion feature of split band edges (SBE), which are
marked by cyan open circles in Fig. 1(b). The corre-
sponding modes have wave-numbers inside the first Bril-
louin zone, while their group velocities can be vanish-
ingly small close to band-edge. The modes are a mix-
ture of transverse and longitudinal waves as it has its
dominant displacement in both x and y directions. We
show the normalised x and y components of the displace-
ment mode profile at kxl/2pi = 0.15 in z = 0 plane in
Figs. 2(a-d). The displacement parallel to propagating
direction, ux, is symmetric with respect to a plane x = 0
and anti-symmetric to y = 0, while the y component
is anti-symmetric with respect to x = 0 and symmet-
ric to y = 0. It is also worth mentioning that there
are clearly phase screw dislocations in both longitudinal
(x) and transverse (y) components, namely at (x = 0,
y ' 0.62µm) in ux and at (x = 0, y ' 0.29µm) in both ux
and uy. We didn’t show the displacement in z direction
since it is three orders of magnitude smaller than these
two dominant components. For the band-edge mode at
kxl/2pi=0.85 the displacement profile has the same sym-
metry and magnitude but with an opposite phase.
For all kinds of band-edge modes the group velocity
approaches zero, and therefore the total energy flux also
has to vanish. However the local energy fluxes can be-
have differently, as these are linked to the local phase
gradients. A key distinctive feature of SBE modes is the
presence of nontrivial phase gradient along the waveguide
according to the Bloch-Floquet conditions, in contrast to
the band-edge modes where phase can remain flat and
only jump by pi. It has been shown that optical SBE
modes in photonic crystals can sustain nonvanishing lo-
cal energy fluxes at arbitrarily small group velocities [7],
and here we extend this analysis to phonon fields. The
energy flow of an acoustic field is defined as
P = −∂u
∂t
·
[
C :
(5u)T +5u
2
]
. (3)
We plot the streamlines of the time-averaged vector on
top of its time-averaged amplitude for the SBE mode in
Fig. 2(e). We observe that non-zero local energy flow
has both forward (+x) and backward (−x) components
at the boundary of x = ±l/2, similar to the photonic
SBE modes.
Furthermore, the time-averaged energy flux also forms
local circular and spiral energy flows. At the centre of
such flux vortices, the energy flow density reaches its lo-
cal minima, see the energy flow across line x = 0 at
z = 0 plane in Fig. 2(f). In order to clearly illustrate
this feature with respect to the phase screw dislocations
in displacement fields, we label the local minima with
open red circles and position vertical dashed lines at all
of the local minima positions in y. Positions y1(y
′
1) and
y2(y
′
2) give zero amplitude and correspond to the vor-
tex centres, while the middle ones in between represent
the saddle points in the flux between two vortices and
have positive energy flow. At y1 ∼ 0.29µm both ux and
uy feature phase singularities and they lead to vanishing
time-averaged energy flow at the vortex core, whereas at
y2 ∼ 0.49µm neither ux nor uy shows phase screw but
the time-averaged energy flow inside vortex is also zero.
We see that the two circulating flows of the same vor-
ticities, e.g. clockwise at y1 and y2, while appearing si-
multaneously at different spatial positions for the same
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FIG. 2. (a-d) Mode profile of the split band-edge mode
at kxl/2pi=0.15 in z = 0 plane. (a,c) Amplitudes and
(b,d) phases of the (a,b) ux and (c,d) uy displacement compo-
nents. (e) The time-averaged energy density flux 〈P〉 shown
with white streamlines on the background color-coded magni-
tude |〈P〉| (f) The amplitude of time-averaged energy density
flux along x = 0 line in (e).
eigenmode as shown in Fig. 2(e), should have very differ-
ent structures. Indeed, the first one at y1, as already
noted above, corresponds to zero displacement ampli-
tudes and screw dislocations of the same chirality in both
linear components of the displacement ux and uy. Thus,
the energy flux and the kinetic energy, under the restric-
tion of finite energy, naturally vanish at this point. It
is not the case for the second type of vortex at y2, as
there are no zeros and no phase singularities in the com-
ponents ux,y. Note, however, that there is another phase
dislocation in the ux component at about y ' 0.62µm,
visually shifted further to the right from the vortex at
y2 ' 0.49µm. Although these two features of the dis-
placement profile do not correspond to each other spa-
tially, they suggest an analogy with optical polarization
singularities, which enables us to explain the differences
in the physical origin of two phonon vortices.
III. PHONON VORTICES AND FIELD
SINGULARITIES
We suggest an approach to the analysis of phonon vor-
tices in analogy of similar treatment of transverse opti-
cal fields [10]. We recall that the uz component of the
displacement is three orders of magnitude smaller than
its in-plane counterparts. These displacements ux,y form
a vector field, and we can apply the mathematical ap-
proaches developed for the two-dimensional transverse
optical fields. Specifically, we can use optical theories by
formally treating ux,y mechanical displacement compo-
nents as the values of linearly polarized components of
the field u. The optical energy flow for the latter vector
field has been analyzed extensively [11–14] in the context
of presence of phase singularities [15, 16] in its compo-
nents as well as polarization singularities [8] in the spatial
map of polarization distribution. At each spatial point of
this map the state of the field vector u is represented by
polarization ellipse, left- or right-handed, depending on
the temporal dynamics of u. Points in plane where the
ellipse is degenerated into a circle, i.e. the points where
polarization is purely circular and the orientation of the
ellipse is undeterminate (singular), are called C-points.
Each C-point corresponds to one of the three topological
types of polarization singularities: lemon, star, and mon-
star [8], as well as two types in the contour classification,
elliptic or hyperbolic [17].
We introduce the circular polarization components of
u = u+c+ + u−c−, namely u± = (ux ± iuy)/
√
2 and
the eigenvectors of circular polarizations are given by
c± = (x∓ iy)/
√
2, here x and y are Cartesian unit vec-
tors. We plot the amplitude and phase profiles of circu-
lar polarization components in Figs. 3(a-d). The whole
structure is summarized in the polarization map plotted
in Fig. 3(e), where we also indicate with circles the posi-
tions y1,2 of two vortices observed in Fig. 2(e).
The first type of vortex at y1 clearly appears as ze-
ros in both u±, because the total field vanishes here,
u(0, y1) = 0. The polarization ellipses degenerate into
linear segments around vortex at y1, i.e. the polarization
is linear at each point in the vicinity of the vortex and
it is directed tangential to concentric circles. This is a
typical picture for an “azimuthally polarized” field [18].
In addition to this expected defect, we also observe in
Figs. 3(b,d) phase dislocations at different locations y3,4
in two components u±, also clearly visible as zeros of cor-
responding amplitudes in Figs. 3(a,c). Polarization map
in Fig. 3(e) illustrates this complex spatial structure. Let
us start with the rightmost zero of the u− component at
y4 ' 0.71µm. Since the u− component vanishes and u+
dominates, the field is right-handed (red crosses), and the
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1FIG. 3. (a-d) Profiles of the circular polarization components
(a,b) u+ and (c,d) u−. Show are the (a,c) amplitudes and
(b,d) phases. (e) Polarization map shown with major axes of
polarization ellipses; blue and red for left- and right-handed
ellipses, respectively. Circles indicate positions of two vortices
at y1,2 [cf. Fig. 2(e)], and triangles indicate the positions of
C-points at y3,4.
resulting C-point is marked by a left-pointing triangle in
Fig. 3(e). The topological index +1/2 of this C-point
can be determined by simply following the direction of
the twist by major axis of polarization ellipse when fol-
lowing a counter-clockwise contour around C-point. Cal-
culation of the characteristic determinant [17] reveals the
hyperbolic type of this polarization dislocation.
Another C-point at y3 is left-handed and corresponds
to phase dislocation in u+ component. Its topological
index is also +1/2 but this point is of elliptic type. The
importance of such classification lies in the fact that, in
general, while hyperbolic singularities correspond to stag-
nation points of the current, the elliptic C-points corre-
spond to a vortex energy flow [13]. Indeed, we find the
position of a vortex at y2 is very close to elliptic C-point
at y3, and there are no vortical flows around hyperbolic
point at y4. Note also that between two C-points there
is a line of pure linear polarization, separating ellipses of
opposite chiralities, see the green line in Fig. 3(e)]. The
phase singularity in the ux component, mentioned above,
lies exactly at this so-called L-line; similar structure has
been observed in laser beams in birefringent crystals [19].
We point out that the vortex near elliptic C-point is
spatially separated from it, their positions do not coin-
cide exactly. The reason is that the C-point is noncircu-
laly deformed [12]. More precisely, such separation is ex-
pected when, in addition to the orbital part of the energy
current there is also spin current present, the distinction
between two contributions into total power flow is most
clear in paraxial laser fields [11, 14]. The effect of spin
current can be opposite to the orbital flow and the vor-
tex is shifted from the position of a deformed C-point, in
contrast to the ideal case of a circular C-point at the ori-
gin of circular streamlines of a vortex current [13]. Thus,
the splitting of the vortex and C-point positions serves as
an indication of the presence of phonon spin currents and
may further stimulate the inquiry into interesting effects
of Berry phase and spin Hall effects for phonons [10].
IV. PAIRS OF PHONON CAVITY MODES
After revealing the similarities and differences between
slow phonons and photons of the SBE modes in periodic
nanowaveguides, in this section, we examine the phononic
defect cavities originating from the SBE modes. In the
context of photonic crystal cavities, it was predicted that
a pair of defect modes can appear [9], and we perform
such analysis for phonon fields.
We introduce the defect modes and create the grad-
ual structural modulation by tapering the width of the
’acoustic wings’ la linearly from outside (la = 250 nm)
to the center (la = 240 nm) along N = 8 periods,
see Fig. 4(a). Such type of structures can be fabri-
cated experimentally with excellent precision [2]. We per-
form simulations using COMSOL solid mechanics eigen-
frequency solver, considering fixed ends and stress-free
conditions at the rest of the boundaries. We find that
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FIG. 4. Defect phonon modes of a modulated waveguide.
(a) 3D schematic with linearly tappered wing width la, as
shown in the inset. (b,c) Top view of the total displacement
for defect modes at resonant frequencies (b) 4.046 GHz and
(c) 4.048 GHz. (d) Resonant frequencies and (e) frequency
splitting of two cavity modes vs. the number of tapering
holes.
such structure indeed supports two defect modes which
originate from the slow-phonon vortices at the band-edge,
see Figs. 4(b,c) for the total displacement field of mode
1 and 2, respectively. We show here only the modes’
top view since, similar to their originating SBE modes,
the out-of-plane displacements of both the defect modes
are substantially weaker than the displacement in other
directions. Defect mode 1 has symmetric ux and anti-
symmetric uy with respect to x = 0, while defect mode 2
has antisymmetric ux and symmetric uy with respect to
x = 0. These two cavity-mode resonances have their fre-
quencies very close to each other. Defect mode 1, shown
in Fig. 4(b), oscillates at 4.046 GHz while defect mode 2,
shown in Fig. 4(c), oscillates at 4.048 GHz.
Furthermore, we find that the frequency splitting be-
tween the paired defect modes depends on the gradient
of defect introduced to the periodic waveguide to cre-
ate the localized resonance. We show the phononic crys-
tal cavity frequencies and the frequency splitting as a
function of the number of periods in the linear taper N ,
see Figs. 4(d,e). The frequency splitting between the
paired defect modes decreases as the defect gradient gets
smaller (N gets larger). The frequency splitting of the
modes is very sensitive to the defect gradient, analogous
to their photonic counterparts [9]. One can obtain arbi-
trarily close resonant frequencies by designing the defect
gradient involving tapering of several geometrical param-
eters, such as width of the strip waveguide w, length of
the ’acoustic wings’ wa or all the geometrical parameters
together.
V. CONCLUSIONS
To summarize, we demonstrated that persistent slow
phonon vortices can appear in periodic nanowaveguides,
which dispersion is engineered to feature split band edges.
We identify two types of vortices, associated with phase
singularity and vanising displacement at the vortex core,
or with characteristics reminiscent of polarization singu-
larities in optics. Furthermore, we find that the wave-
guide modulations lead to the appearance of a pair of
cavity defect phonon modes with small and controllable
frequency splitting. These results suggest new opportuni-
ties for the development of acoustic and acousto-optic de-
vices, including applications for frequency shifting, sens-
ing, and nano-manipulation.
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