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a b s t r a c t
A class of finite-dimensional simple modular Lie superalgebra Ω was constructed and its
derivation superalgebra was determined in Zhang and Zhang (2009) [24]. The purpose
of the present paper is to continue the investigation of finite-dimensional modular Lie
superalgebra Ω . A nonnatural filtration of finite-dimensional modular Lie superalgebra
Ω over a field of positive characteristic is determined. It is proved that the nonnatural
filtration of Ω is invariant under the automorphism group of Ω . Moreover, we obtain
the sufficient and necessary conditions of Ω(r,m, q, s,H) ∼= Ω(r ′,m′, q′, s′,H ′), i.e., we
classified the Lie superalgebra ofΩ type.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The theory of Lie superalgebras over a field of characteristic zero has experienced a rather vigorous development
in mathematics throughout the last fifty years (see [5–7,11]). But the research on modular Lie superalgebras, i.e., Lie
superalgebras over a field of prime characteristic, just began in recent years. Many important results of modular Lie
superalgebras have also been obtained (see [2,9,10,12,20]). However, the complete classification of the finite-dimensional
simple modular Lie superalgebras remains an open problem. So constructing new finite-dimensional simple modular Lie
algebras and studying its derivation algebra, filtration structure as well as other natural properties are of great importance
before the problem is resolved.
It is well known that filtration structures play a predominant role both in the classification of modular Lie algebras (see
[1,4,8,13,15,19]) and nonmodular Lie superalgebras (see [6,11]). Similarly, filtration structures will play an important role
in the classification of modular Lie superalgebras. The filtration structures of modular Lie algebras of Cartan type and
nonmodular Lie superalgebras were studied in [8,14,16,5], respectively. The natural filtrations of modular Lie superalgebras
W and S were proved to be invariant by using ad-nilpotent elements in paper [21]; the same results for modular Lie
superalgebras H and K were obtained by means of a minimal dimension of image spaces (see [22,23]). The invariance of
the nontrivial transitive filtration of modular Lie superalgebra HOwas investigated in paper [18].
This paper is devoted to the study of the filtration structure of the Lie superalgebra Ω by the method of minimal
dimension of image spaces. This paper is organized as follows. In Section 2 we first simply describe the Lie superalgebra
Ω and then review certain known results in [24]. In Section 3 a nonnatural filtration of modular Lie superalgebraΩ is given
and the invariance of the filtration of Ω is proved. Furthermore, we obtain that integers r,m and q in the definition of
modular Lie superalgebraΩ are intrinsic.
2. Preliminaries
Throughout this article, F denotes an algebraic closed field of characteristic p > 3 and F is not equal to its prime fieldΠ .
Let, form > 0, E = {z1, . . . , zm} ∈ F be linearly independent over the prime fieldΠ and the additive subgroup H generated
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by E does not contain 1. If λ ∈ H , then we let λ =∑mi=1 λizi and yλ = yλ11 · · · yλmm , where 0 ≤ λi < p.We use the notation N
for the set of positive integers and N0 for the set of non-negative integers. Let Z2 = {0¯, 1¯} be the ring of integers modulo 2.
Given n ∈ N and r = 2n+ 2, we putM = {1, . . . , r − 1}. Suppose that µ1, · · · , µr−1 ∈ F such that µ1 = 0, µj + µn+j = 1,
j = 2, . . . , n+ 1. Let s
¯
= (s1 + 1, . . . , sr−1 + 1) ∈ Nr−1, where si ∈ N0, i ∈ M . We define a truncated polynomial algebra
A = F[x10, x11, . . . , x1s1 , . . . , xr−10, xr−11, . . . , xr−1sr−1 , y1, . . . , ym]
such that
xpij = 0, ∀i ∈ M, j = 0, 1, . . . , si; ypi = 1, i = 1, . . . ,m.
Let πi = psi+1 − 1, i ∈ M . If ki ∈ N0 is such that 0 ≤ ki ≤ πi, then ki can be uniquely expressed in p-adic form:
ki =∑siv=0 εv(ki)pv, where 0 ≤ εv(ki) < p.We set xiki = ∏siv=0 xεv(ki)iv . For 0 ≤ ki, k′i ≤ πi and xik′i = ∏siv=0 xεv(k′i)iv , it is easy
to see that
xikixik
′
i = xiki+k′i ≠ 0 ⇔ εv(ki)+ εv(k′i) < p, v = 0, 1, . . . , si. (1)
Let Q = {(k1, . . . , kr−1) | 0 ≤ ki ≤ πi, i ∈ M}. If k = (k1, . . . , kr−1) ∈ Q , we write xk = xk11 · · · xkr−1r−1 .
Let Λ(q) be the Grassmann superalgebra over F in q variables ξr+1, . . . , ξr+q, where q ∈ N and q > 1. Denote the
tensor product by Ω := A⊗F Λ(q). Obviously, Ω is an associative superalgebra with a Z2-gradation induced by the trivial
Z2-gradation of A and the natural Z2-gradation ofΛ(q):Ω0¯ = A⊗F Λ(q)0¯, Ω1¯ = A⊗F Λ(q)1¯.
If f ∈ A, g ∈ Λ(q), then we abbreviate f ⊗ g to fg . For k ∈ {1, . . . , q}, we set
Bk = {⟨i1, i2, . . . , ik⟩ | r + 1 ≤ i1 < i2 < · · · < ik ≤ r + q}
and B(q) = qk=0 Bk, where B0 = ∅. If u = ⟨i1, . . . , ik⟩ ∈ Bk, we let |u| = k, {u} = {i1, . . . , ik} and ξ u = ξi1 · · · ξik . Put
|∅| = 0 and ξ∅ = 1. Then {xkyλξ u | k ∈ Q , λ ∈ H, u ∈ B(q)} is an F-basis of Ω .
If L is a Lie superalgebra, then h(L) denotes the set of all Z2-homogeneous elements of L, i.e., h(L) = L0¯ ∪ L1¯. If |x| appears
in some expression in this paper, we always regard x as a Z2-homogeneous element and |x| as the Z2-degree of x.
Set s = r + q, T = {r + 1, . . . , s}, and R = M ∪ T . PutM1 = {2, . . . , r − 1}. Define i˜ = 0¯, if i ∈ M1, and i˜ = 1¯, if i ∈ T . Let
i′ =

i+ n, 2 ≤ i ≤ n+ 1
i− n, n+ 2 ≤ i ≤ r − 1
i, r + 1 ≤ i ≤ s,
[i] =

1, 2 ≤ i ≤ n+ 1
−1, n+ 2 ≤ i ≤ r − 1
1, r + 1 ≤ i ≤ s.
Put ei = (δi1, . . . , δir−1), i = 1, . . . , r − 1. Let Di, i ∈ R, be the linear transformations of Ω such that
Di(xkyλξ u) =

k∗i xk−eiyλξ u, i ∈ M
∂/∂ξi, i ∈ T ,
where k∗i is the first nonzero number of ε0(ki), ε1(ki), . . . , εsi(ki). Then Di ∈ Der Ω . Set
∂¯ = I −
−
j∈M1
µjxj 0
∂
∂xj 0
−
m−
j=1
zjyj
∂
∂yj
− 2−1
−
j∈T
ξj
∂
∂ξj
,
where I is the identity mapping of Ω . For f ∈ h(Ω), g ∈ Ω , we define a bilinear operation [ , ] in Ω such that
[f , g] = D1(f )∂¯(g)− ∂¯(f )D1(g)+
−
i∈M1∪T
[i](−1)i˜|f |Di(f )Di′(g).
Then Ω becomes a simple Lie superalgebra for the operation [ , ] defined above.
Let xi = x1i = xi0,∀i ∈ M . Set π = (π1, . . . , πr−1) ∈ Q , ω = ⟨r + 1, . . . , s⟩ ∈ B(q).
By computation, we obtain the commutator subalgebra of Ω:
[Ω, Ω] = {xkyλξ u | (k, λ, u) ≠ (π, n+ 2− 2−1q, ω)}.
DefineΩ := [Ω, Ω]. In some cases, we denoteΩ byΩ(r,m, q, s,H) in detail and callΩ(r,m, q, s,H) the Lie superalgebra
ofΩ type.
If 2n+ 4− q ≢ 0 (mod p), then λ+ 2−1q− n− 2 ≠ 0. It is easily seen thatΩ = Ω .
Now we give a Z-gradation ofΩ:Ω =i∈X Ωi, where
Ωi = ⟨xkyλξ u |
−
i∈M1
ki + 2k1 + |u| − 2 = i⟩,
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and X = {−2,−1, . . . , τ }, τ = ∑i∈M1 πi + 2π1 + q − 2. Let f ∈ Ω. If f ∈ Ωi, then f is called a Z-homogeneous element
and i is the Z-degree of f which is denoted by zd(f ).
Set DerΩ :=α∈Z2 Der αΩ,where Der αΩ denotes the linear space of all derivations of degree α ofΩ , i.e.,
Der αΩ = {ϕ ∈ DerΩ | ϕ(Ωβ) ⊆ Ωα+β ,∀β ∈ Z2}.
We know that DerΩ is also a Z-graded Lie superalgebra:
DerΩ =

t∈Y
Der tΩ, Der tΩ = {ϕ ∈ DerΩ | ϕ(Ωi) ⊆ Ωi+t ,∀ i ∈ Z},
where Y = {−ζ ,−ζ + 1, . . . , ζ } and ζ = τ + 2.
Let∆ = {θ : H → F | θ(λ+ η) = θ(λ)+ θ(η), ∀ λ, η ∈ H}. For θ ∈ ∆,we define a linear transformation Dθ ofΩ such
that Dθ (xkyλξ u) = θ(λ)xkyλξ u. Clearly Dθ ∈ DerΩ.
PutW1 = {Dθ | θ ∈ ∆}. ThenW1 ism-dimensional linear space. SetW2 = ⟨Dpvii | ∀ i ∈ M, 0 < vi ≤ si ⟩.
Proposition 2.1 ([24]). DerΩ = adΩ ⊕W1 ⊕W2.
Lemma 2.2 ([24]). Let f ∈ Ω . If Di(f ) = 0, ∀ i ∈ R, then f =∑λ∈H aλyλ, where aλ ∈ F.
If 2n+ 4− q ≡ 0 (mod p), thenΩ = {xkyλξ u | (k, λ, u) ≠ (π, 0, ω)}. In this case we writeΩ∗ forΩ .
Proposition 2.3 ([24]). DerΩ∗ = adΩ∗ ⊕ ⟨ad xπξω⟩ ⊕W1 ⊕W2.
3. Filtration
In this section, we first give a nonnatural filtration ofΩ and then introduce some technical Lemmas which will be used
to determine the invariance of the filtration. Finally, an intrinsic property (see, Theorem 3.11) is proved by the invariance
of the filtration; that is, the integers in the definition of modular Lie superalgebraΩ are intrinsic. Therefore, we classify the
modular Lie superalgebra ofΩ type in the sense of isomorphism.
Put I(ϕ) = dim(Imϕ),where ϕ ∈ DerΩ . Let Γ be a set of DerΩ and I(Γ ) := min{I(ϕ) | 0 ≠ ϕ ∈ Γ }. Set
χ(y) =
−
η∈H
yη, b = xπξωχ(y), B = ad b |Ω .
If α := {αλ | λ ∈ H} is a subset of F, then we let
α(y) =
−
λ∈H
αλyλ, Pt(α) =
−
λ∈H
(1− λ)tαλ, t = 0, 1.
Lemma 3.1. The following statements hold.
(1) C := ker B = ⟨xξyλ | dxξ ≥ 2⟩ ⊕ ⟨xξα(y) | dxξ = 1, P0(α) = 0⟩ ⊕ ⟨α(y) | P1(α) = 0⟩, where xξ = xkξ u and
dxξ =
∑
i∈M ki + |u|.
(2) I(B) = s, where s = r + q.
Proof. (1) Clearly B(xξyλ) = 0, where dxξ ≥ 2. Note that χ(y)yλ = χ(y),∀ λ ∈ H . As P0(α) =
∑
λ∈H αλ = 0, by direct
computation we obtain
B(x1α(y)) =
−
λ∈H
αλ

xπξω
−
η∈H
ηyη

− (n+ 2− 2−1q)b

= 0.
Similarly,
B(xiα(y)) = −[i′]
−
λ∈H
αλ

xπ−ei′ ξωχ(y) = 0, ∀ i ∈ M1,
B(ξjα(y)) = (−1)|q|
−
λ∈H
αλ

xπξω−⟨j⟩χ(y) = 0, ∀ j ∈ T .
Since P1(α) =∑λ∈H(1− λ)αλ = 0, we have
B(α(y)) =
−
λ∈H
(λ− 1)αλ

xπ−e1ξωχ(y) = 0.
(2) We see that
B(x1yλ) = xπξω
−
η∈H
ηyη

− (n+ 2− 2−1q)b ≠ 0,
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which is independent of λ. Similarly,
B(xiyλ) = −[i′]xπ−ei′ ξωχ(y) ≠ 0, ∀i ∈ M1,
B(ξjyλ) = (−1)|q|xπξω−⟨j⟩χ(y) ≠ 0, ∀j ∈ T ,
B(yλ) = (λ− 1)xπ−e1ξωχ(y) ≠ 0.
LetN = ⟨1, xi, ξj | ∀ i ∈ M , ∀λ ∈ H , ∀ j ∈ T ⟩. ThenΩ = C⊕N. It is easy to see that B1, Bxi, Bξj, ∀ i ∈ M,∀ j ∈ T , are linearly
independent. Hence I(B) = r + q = s, as desired. 
LetΩ(0) = C,Ω(−1) = Ω and define
Ω(i) = {f ∈ Ω(i−1) | [f ,Ω(−1)] ⊆ Ω(i−1)}, ∀i ≥ 1. (2)
We obtain a descending filtration ofΩ: {Ω(i) | i ≥ −1}.
Lemma 3.2. If f is a nonzero homogeneous element of Ω , f ∉ ⟨xπξωα(y)⟩, then there exist two basis elements f1, f2 with
zd(fi) ≥ 0, i = 1, 2, such that [f , f1] and [f , f2] are linearly independent.
Proof. (1) Let Dj(f ) = 0, ∀ j ∈ T . Then every term of f can be expressed in αkλxkyλ form, where αkλ ∈ F, and two cases
arise:
Case 1: zd(f ) = |π | − 2.We can suppose that f =∑λ∈S απλxπyλ,where 0 ≠ απλ ∈ F and S ⊆ H . So we get
[f , xiξj] = −[i′]
−
λ∈S
απλxπ−ei′ yλξj ≠ 0,
[f , xi′ξj] = −[i]
−
λ∈S
απλxπ−eiyλξj ≠ 0,
and they are linearly independent.
Case 2: zd(f ) < |π | − 2.We may assume that f = ∑k∈∆,λ∈S αkλxkyλ, where ∆ ⊆ Q , S ⊆ H , αkλ ∈ F, and αkλ ≠ 0. Put
βkλ = 1− λ−∑i∈M1 kiµi. For i, j ∈ T and i ≠ j, we have
z1 :=
[ −
k∈∆,λ∈S
αkλxkyλ, x1
]
=
−
k∈∆,λ∈S
αkλ(k∗1x
k−e1x1yλ − βkλxkyλ),
z2 :=
[ −
k∈∆,λ∈S
αkλxkyλ, x1ξi
]
=
−
k∈∆,λ∈S
αkλ(2−1k∗1x
k−e1x1yλξi − βkλxkyλξi),
z3 :=
[ −
k∈∆,λ∈S
αkλxkyλ, x1ξiξj
]
=
−
k∈∆,λ∈S
αkλ(−βkλxkyλξiξj).
If there is k ∈ ∆ such that ε0(k1) ≠ 0, then εv(k1 − 1)+ εv(1) < p for any v ≥ 0. Equality (1) ensures that xk−e1x1 = xk.
Similarly, ε0(k1) = 0 implies that ε0(k1 − 1)+ ε0(1) = p and thereby xk−e1x1 = 0. PutW = {k ∈ ∆ | ε0(k1) ≠ 0}. Thus
z1 =
−
k∈W ,λ∈S
αkλ(k∗1 − βkλ)xkyλ +
−
k∈∆\W ,λ∈S
αkλ(−βkλxkyλ),
z2 =
−
k∈W ,λ∈S
αkλ(2−1k∗1 − βkλ)xkyλξi +
−
k∈∆\W ,λ∈S
αkλ(−βkλxkyλξi),
z3 =
−
k∈∆,λ∈S
αkλ(−βkλxkyλξiξj).
If there is 2-tuple (k, λ), k ∈ ∆, λ ∈ S, such that βkλ ≢ 0 (mod p), then at least two of elements z1, z2, z3 are nonzero and
our assertion is affirmed. Otherwise, z1 and z2 are linearly independent.
If ε0(k1) = 0 for all k ∈ ∆, then xk−e1x1 = 0 ensures that
z1 =
−
k∈∆,λ∈S
αkλ(−βkλxkyλ),
z2 =
−
k∈∆,λ∈S
αkλ(−βkλxkyλξi),
z3 =
−
k∈∆,λ∈S
αkλ(−βkλxkyλξiξj).
If there exists the 2-tuple (k, λ), k ∈ ∆, λ ∈ S, such that βkλ ≢ 0 (mod p), then z1, z2 and z3 are all nonzero elements.
Considering the basic elements xkyλ, xkyλξi and xkyλξiξj on the right-hand side, we know that any two of elements z1, z2, z3
X. Xu et al. / Journal of Pure and Applied Algebra 215 (2011) 1093–1101 1097
are linearly independent. If βkλ ≡ 0 (mod p), ∀ k ∈ ∆,∀ λ ∈ S, then for any k ∈ ∆, there is i ∈ M1 such that ki ≠ 0. For
j ∈ T , we have
[f , x1xi′ ] = [i]αkλk∗i xk−eiyλx1 + · · · ≠ 0, [f , xi′ξj] = [i]αkλk∗i xk−eiyλξj + · · · ≠ 0.
Since their Z-degrees are unequal, [f , x1xi′ ] and [f , xi′ξj] are linearly independent.
(2) If there is l ∈ T such that Dl(f ) ≠ 0, then f has only two cases.
(a) Dπii (f ) ≠ 0, ∀ i ∈ M . Since f /∈ ⟨xπξωα(y)⟩, there exists j ∈ T such that Dj(f ) = 0. So we can suppose that
f = xπyλξ u + · · · , where u ≠ ∅, u ≠ ω and j /∈ {u}. Then
z1 := [f , xiξj] = −[i′]xπ−ei′ yλξ uξj + · · · ≠ 0,
z2 := [f , xi′ξj] = −[i]xπ−eiyλξ uξj + · · · ≠ 0.
It is easy to see that z1 and z2 are linearly independent.
(b) There is i ∈ M such that Dπii (f ) = 0. If Dj(f ) ≠ 0,∀ j ∈ T , then wemay assume that f = xkyλξω+· · · , where ki ≠ πi,
i ∈ M . Hence there exists t (0 ≤ t ≤ si) such that xkxpt ei ≠ 0. Then
z1 := [f , xpt eiξj] = (−1)|q|xkxpt eiyλξω−⟨j⟩ + · · · ≠ 0,
z2 := [f , xpt eiξj+1] = (−1)|q|xkxpt eiyλξω−⟨j+1⟩ + · · · ≠ 0,
and they are linearly independent.
If there exists j ∈ T such that Dj(f ) = 0, then let
f = xkyλξ u +
−
l,η,v
alηvxlyηξ v,
where alηv ∈ F, u ≠ ∅. By Dj(f ) = 0, we see that j /∈ {u}, j /∈ {v}. According to Dπii (f ) = 0, we get ki < πi and li < πi. Now
let ι ∈ {u}. Then
z1 := [f , ξιξj] = (−1)|u|xkyλξ u−⟨ι⟩ξj + · · · ≠ 0.
By virtue of ki < πi, there is t ∈ {0, 1, . . . , si} such that xkxpt ei ≠ 0. Then
z2 := [f , xpt eiξι] = (−1)|u|xkxpt eiyλξ u−⟨ι⟩ + · · · ≠ 0
and our assertion is affirmed. 
We denote by ε(f ) the nonzero Z-homogeneous part of f ∈ Ω with the least Z-degree.
Lemma 3.3 ([22]). Let f1, . . . , ft ∈ Ω\{0}. If {fi | i = 1, . . . , t} are linearly dependent, then {ε(fi) | i = 1, . . . , t} are linearly
dependent.
Lemma 3.4. Let f ∈ h(Ω) and f ∉ ⟨xπξωα(y)⟩. Then I(ad f ) > s.
Proof. According to Lemma 3.3, we can suppose that f is a Z-homogeneous element. We shall proceed in two steps.
(i) [f , 1] = 0. Then we have D1(f ) = 0. Let
R1 =

i | i ∈ M1, [f , xi] = 0

, R2 =

j | j ∈ T , [f , ξj] = 0

.
(a) If R1 ∪ R2 = M1 ∪ T , then Di(f ) = 0, ∀ i ∈ R = M ∪ T . By Lemma 2.2, we may assume that f = yλ, λ ∈ H . Then
[f , xkξ u] = [yλ, xkξ u] = k∗1(λ− 1)xk−e1yλξ u.
Hence I(ad f ) ≥ (ps1+1 − 1)p
∑
i∈M1 (si+1)+m2q ≥ (p− 1)pr−12q > r + q = s.
(b) Let R2 = ∅, |R1| ≤ 1. If |R1| = 0, i.e., R1 = ∅, then {[f , xi], [f , ξj] | i ∈ M1, j ∈ T } are linearly independent. If
|R1| = 1, we let R1 = {l}. Obviously {[f , xi], [f , ξj] | i ∈ M1\{l}, j ∈ T } are linearly independent.
The assumption D1(f ) = 0 implies that D1(∂¯(f )) = 0; that is, x1 does not arise in ∂¯(f ). Hence if ∂¯(f ) ≠ 0, then
xk11 ∂¯(f ) ≠ 0, 0 ≤ k1 ≤ π1. Therefore
[f , xk11 yλ] = −k∗1xk1−11 yλ∂¯(f ) ≠ 0, 1 ≤ k1 ≤ π1.
If ∂¯(f ) = 0, similarly, by Dj(f ) ≠ 0, ∀ j ∈ T , we have
[f , xk11 ξjyλ] = (−1)|f |Dj(f )xk11 yλ ≠ 0, 0 ≤ k1 ≤ π1.
Thus I(ad f ) ≥ (r + q− 3)+ π1pm ≥ (r + q− 3)+ p(p− 1) > s.
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(c) Let ∅ ≠ R1 ∪ R2 ≠ M1 ∪ T . Set J ′ = {i ∈ R1 | i′ ∈ R1}. So we may assume that J ′ = {i1, i′1, . . . , iu, i′u}. Put
J1 = R1\J ′ = {iu+1, . . . , iu+t} and R2 = {j1, . . . , jh}. Let J2 = {i′u+1, . . . , i′u+t} and J = (M1 ∪ T )\(R1 ∪ R2 ∪ J2). Put
xγ =
∏
k∈J ′
xγkek , γk = 0, 1, . . . , πk, ξ v =
∏
j∈R2
ξ
vj
j , vj = 0, 1.
For any l′ ∈ J2 and βl′ ∈ {1, 2, . . . , p− 1}, we see that
[f , xγ xβl′ el′ ξ v] = [l]βl′Dl(f )xγ xβl′ el′−el′ ξ v. (3)
For all j ∈ J , we obtain
[f , xγ xjξ v] = [j′]Dj′(f )xγ ξ v, (4)
[f , xγ ξ vξj] = (−1)|f |Dj(f )xγ ξ v. (5)
Since l′ ∈ J2,Dl(f ) ≠ 0. AsDi(f ) = 0, ∀ i ∈ J ′, f does not contain xi for all i ∈ J ′ and so isDl(f ), which implies thatDl(f )xγ ≠ 0.
By a similar argument we obtain Dl(f )xγ ξ v ≠ 0 and so Dl(f )xγ ξ vxβl′ el′−el′ ≠ 0. Similarly, Dj′(f )xγ ξ v ≠ 0 and Dj(f )xγ ξ v ≠ 0.
It is easy to see that the nonzero elements on the right side of equalities (3)–(5) are linearly independent. Therefore
I(ad f ) ≥ p
∑
i∈J′ (si+1)2h(p− 1)t + p
∑
i∈J′ (si+1)2h(s− 2− 2u− 2t − h)
≥ p2u2h(p− 1)t + p2u2hs− 2− 2u− 2t − h
= p2u2hs− 2− 2u− h+ (p− 3)t.
Let 2u+ h > 0. If t > 0, by s = r + q ≥ 2n+ 2+ 2 ≥ 6, we have
I(ad f ) ≥ 22u+hs− 2− (2u+ h)+ (p− 3)t
= 22u+hs− (2u+ h)+ 22u+h(p− 3)t − 2
≥ 2(s− 1) > s.
If t = 0, then s ≥ 6 implies that
I(ad f ) ≥ p2u2hs− 2− (2u+ h)
= (p− 2)+ 22u2hs− 2− (2u+ h)
≥ (p− 2)2u2hs− 2− (2u+ h)+ 22u+hs− 2− (2u+ h)
≥ 2

22u+h

s− 2− (2u+ h) ≥ 22(s− 3) = s+ (3s− 12) > s.
Let 2u+ h = 0. Then u = h = 0. As R1 ∪ R2 ≠ ∅, t > 0. If t > 1, then I(ad f ) ≥ (s− 2)+ (p− 3)t ≥ s− 2+ 4 > s. If
t = 1, we see that R2 = ∅ and |R1| = 1. Part (b) then yields I(ad f ) > s.
(ii) [f , 1] ≠ 0. If there is a j ∈ T such that [f , ξj] = 0, then
0 ≠ [f , 1] = −f , [ξj, ξj] = −[f , ξj], ξj− (−1)|f |ξj, [f , ξj] = 0,
a contradiction. So [f , ξj] ≠ 0, ∀j ∈ T . Set R1 =

i ∈ M1 | [f , xi] = 0

.
(a) R1 ≠ ∅. Let i ∈ R1. If i′ ∈ R1, then
[i][f , 1] = f , [xi, xi′ ] = [f , xi], xi′+ xi, [f , xi′ ] = 0,
contradicting [f , 1] ≠ 0. Hence i′ /∈ R1. Thus we may assume that R1 = {2, . . . , t}. Put J = {i, i′ | i = 2, . . . , t},J =
(M1 ∪ T )\ J . Set
P = {k2e2′ + · · · + ktet ′ | 0 ≤ ki ≤ p− 1, i = 2, . . . , t}.
For all g ∈ spanF{xk | k ∈ P}, we shall prove: if [f , g] = 0, then g = 0. Otherwise, if g ≠ 0, we choose g ∈ spanF{xk | k ∈ P}
with the least Z-degree satisfying [f , g] = 0. If zd(g) = −2, we let g = 1. Then [f , 1] = 0, a contradiction. Let zd(g) > −2,
then there is a i ∈ {2, . . . , t} such that Di′(g) ≠ 0. Hence
0 = [i][xi, [f , g]] = [i][[xi, f ], g] + [i][f , [xi, g]] = [i][f , [xi, g]] = [f ,Di′(g)].
It contradicts the choice of g with the least Z-degree and the assertion follows. It is easy to see that [f , xj] ≠ 0, [f , ξj] ≠ 0,
∀ j ∈J . Because |P| = pt−1, |J| = s− 2− 2(t − 1), t − 1 > 0,
I(ad f ) ≥ pt−1 + (s− 2− 2(t − 1))
≥ 1+ (t − 1)(p− 1)+ (s− 2− 2(t − 1))
= s− 1+ (p− 3)(t − 1) > s.
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(b) R1 = ∅. Then [f , xi] ≠ 0, ∀i ∈ M1. Moreover [f , ξj] ≠ 0, ∀j ∈ T . By virtue of Lemma 3.2, there exist two basis
elements f1 and f2, zd(fj) ≥ 0, j = 1, 2, such that [f , f1] and [f , f2] are linearly independent. Therefore[f , 1], [f , xi], [f , ξi], [f , fj] | i ∈ R, j = 1, 2
are linearly independent, which means that I(ad f ) > s. The proof is complete. 
Lemma 3.5 ([22]). Let fi = gi + hi, where fi, gi, hi ∈ Ω, i = 1, 2, . . . , t. If {gi | i = 1, 2, . . . , t} are linearly independent and
spanF{gi | i = 1, 2, . . . , t} ∩ spanF{hi | i = 1, 2, . . . , t} = 0. Then {fi | i = 1, 2, . . . , t} are linearly independent.
Theorem 3.6. I(Der(L)) = s. If ϕ ∈ h(Der (L)), then I(ϕ) = s if and only if 0 ≠ ϕ ∈ ⟨B⟩.
Proof. According to Lemma 3.1, we can suppose that I(h(Der (Ω))) ≤ s. Let ϕ ∈ h(Der(Ω)) and I(ϕ) ≤ s. By virtue of
Proposition 2.1, we may assume that
ϕ = ad f +
−
i∈M
si−
v=1
αivD
pv
i + Dθ ,
where f ∈ Ω, αiv ∈ F. We shall prove that αiv = 0 and θ = 0. Suppose that there is a l ∈ M such that αlv ≠ 0. Put
t = max{v | αlv ≠ 0}. Let
U = {k ∈ Q | kl = pt , psi ≤ ki ≤ πi,∀i ∈ M\{l}}.
For any k ∈ U , we have
ϕ(xkyλξ u) = γ xk−pt elyλξ u + g,
where γ ∈ F and g is indeed a F-linear combination of some elements of {xk′yηξ δ | k′l ≠ 0}. It follows from Lemma 3.5 that
{γ xk−pt elyλξ u + g | k ∈ U, λ ∈ H, u ∈ B(q)}
are linearly independent. Then I(ϕ) ≥ (p − 1)r−2pm2q > s, contradicting I(ϕ) ≤ s. So αiv = 0. Now ϕ = adf + Dθ . Put
ε(f ) = h. If zd(h) ≤ −1, then
ε(ϕ(z)) = ε(adh(z)), ∀ z ∈ Ω.
By virtue of Lemma 3.4, we see that I(ad(h)) > s. Then I(ϕ) > s. It is a contradiction. Hence zd(h) ≥ 0. Suppose that θ ≠ 0.
Then there is some η ∈ H such that θ(η) ≠ 0. If zd(h) ≥ 1, we set
U1 =

xkyηξ u | 2k1 +
−
i∈M1
ki + |u| = 2, θ(η) ≠ 0

.
Then
ε(ϕ(z)) = ε(ad h(z)+ Dθ (z)) = θ(η)z, ∀z ∈ U1.
So {ε(ϕ(z)) | z ∈ U1} are linearly independent. Thus I(ϕ) > s, a contradiction. Let zd(h) = 0. Set
h =
−
i,j∈M1
aijxixj +
−
i∈M1,j∈T
bijxiξj +
−
i,j∈T
cijξiξj + µx1

yλ,
where aij, bij, cij, µ ∈ F. Put
U2 =
 t∏
j=1
ξr+jyη | t = 1, . . . , q

∪{xei+ei′ yηξω, x2ei+2ei′ yηξω | i = 2, . . . , n+ 1}
∪{x3ei+3ei′ yηξω, x4ei+4ei′ yηξω | i = 2, . . . , n+ 1}.
By direct computation , we have
ε(ϕ(z))) = (adh+ Dθ )(z) ≠ 0, ∀z ∈ U2.
Considering the Z-degree of ε(ϕ(z)), we obtain that {ε(ϕ(z)) | z ∈ U2} are linearly independent. So I(ϕ) ≥ 4n + q > s,
a contradiction; that is, θ = 0. It follows that ϕ = ad f . Lemma 3.4 implies that I(Der(Ω)) = s and if I(ϕ) = s, then
ϕ = ad xπξωα(y). Assume that α(y) ∉ ⟨χ(y)⟩. Since ⟨χ(y)⟩ is the only one-dimensional ideal of F[y] (see [17]), there is a
ν ∈ H such that α(y) and α(y)yν are linearly independent. Now ϕ(yν) = [xπξωα(y), yν] = (ν − 1)xπ−e1ξωα(y)yν implies
that the images of the s+1 elements 1, yν , xi, ξj, ∀ i ∈ M, ∀ j ∈ T are linearly independent. So I(ϕ) > s. It contradicts the fact
that I(ϕ) = s. Therefore α(y) ∈ ⟨χ(y)⟩ and ϕ ∈ ⟨B⟩. 
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Let ρ be the induced representation of C onΩ/C, i.e.,
ρ(f ) : (g + C) → [f , g] + C, where f ∈ C, g ∈ Ω.
Lemma 3.7. (1) ρ is irreducible.
(2) C is an invariant maximal subalgebra ofΩ .
Proof. (1) For all f ∈ Ω, the element f +C ∈ Ω/Cwill be denoted by f . Assume that V is a nonzero submodule ofΩ/C and
0 ≠ f = γ 1+ δx1 +
−
i∈M1
αixi +
−
j∈T
βjξj ∈ V ,
where γ , δ, αi, βj ∈ F. If there is some i ∈ M1 (or j ∈ T ) such that αi ≠ 0 (or βj ≠ 0), then
ρ(xixi′)f =

xixi′ ,
−
i∈M1
αixi

+ C = [i′]αixi ∈ V (or ρ(ξiξj)f =

ξiξj,
−
j∈T
βjξj

+ C = βjξi ∈ V .)
If αi = βj = 0, ∀i ∈ M1, ∀j ∈ T , when γ ≠ 0, we obtain
ρ(x1xi)f = [x1xi, γ ] + [x1xi, δx1] + C = γ xi ∈ V (or ρ(x1ξj)f = γ ξj ∈ V ).
When γ = 0, we have δ ≠ 0 and then
ρ(xi(1− yλ))f = [xi(1− yλ), δx1] + C = −δ((1− µi)− (1− µi)yλ)xi − δλxiyλ + C = −δλxiyλ ∈ V ;
that is, xi = xiyλ ∈ V . Similarly, ξj = ξjyλ ∈ V . In all cases we have xi ∈ V (or ξj ∈ V ) for some i ∈ M1 (for some j ∈ T ). So
[i′]ρλ−1(1− yλ)xi′xi = [i′]λ−1[(1− yλ)xi′ , xi] + C = λ−1(1− yλ)+ C ≡ 1+ C = 1 ∈ V
or − ρλ−1(1− yλ)ξjξj = 1 ∈ V .
Then x1 = ρ(2−1x21)(1) ∈ V , xi = ρ(x1xi)(1) ∈ V , ∀ i ∈ M1, and ξj = ρ(x1ξj)(1) ∈ V , ∀j ∈ T . It follows that V = Ω/C.
(2) C is invariant according to Lemma 3.1 and Theorem 3.6. Let L be any subalgebra containing C, then L/C is a submodule
ofΩ/C. By the first part of this Lemma, L = Ω or L = C and thereby C is maximal. 
Recall that Ω = Ω(r,m, q, s,H). Set B = ⟨B⟩ = ⟨xπξωχ(y)⟩. Let Ω ′ = Ω(r ′,m′, q′, s′,H ′). Put π ′ = (π ′1, . . . , π ′r−1),
ω′ = ⟨r ′ + 1, . . . , r ′ + q′⟩. SetB′ = ⟨xπ ′ξω′χ ′(y)⟩.
Similarly,Ω ′ possesses a filtration: {Ω ′(i) | i ≥ −1}, whereΩ ′(−1) = Ω ′, C′ = Ω ′(0) and
Ω ′(i) = {f ∈ Ω ′(i−1) | [f ,Ω ′(−1)] ⊆ Ω ′(i−1)}, ∀ i ≥ 1, (6)
Lemma 3.8. If σ is an isomorphism ofΩ ontoΩ ′, then σ(Ω(0)) = Ω ′(0) .
Proof. From Lemmas 3.4 and 3.6, we see that σ(B) = B′. Since
[f ,B] = 0 ⇐⇒ [σ(f ), σ (B)] = 0, ∀f ∈ Ω,
σ (Ω(0)) = σ(C) = σ

f ∈ Ω | [f ,B] = 0 = σ(f ) ∈ Ω ′ | [f ,B] = 0
= σ(f ) ∈ Ω ′ | [σ(f ), σ (B)] = 0 = g ∈ Ω ′ | [g,B′] = 0 = C′ = Ω ′(0). 
By virtue of equalities (2), (6) and Lemma 3.8, we obtain the following Proposition.
Proposition 3.9. Let σ be an isomorphism ofΩ ontoΩ ′. Then σ(Ω(i)) = Ω ′(i), i ≥ −1.
Theorem 3.10. The filtration ofΩ is invariant under the automorphism group ofΩ .
Proof. This is a direct consequence of Proposition 3.9. 
Theorem 3.11. Ω(r,m, q, s,H) ∼= Ω ′(r ′,m′, q′, s′,H ′) ⇐⇒ r = r ′,m = m′, q = q′, s1 = s′1 and{s2, s2′}, . . . , {s(n+1), s(n+1)′} = {s′2, s′2′}, . . . , {s′(n+1), s′(n+1)′}. (7)
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Proof. The sufficient condition is obvious. We shall prove the necessary condition. As dimΩ = dimΩ ′, i.e.,
2qp
∑
i∈M (si+1)+m = 2q′p∑i∈M′ (s′i+1)+m′ . So q = q′. If σ is an isomorphism of Ω onto Ω ′ and D ∈ DerΩ , then the mapping
D → σDσ−1 is an isomorphism of DerΩ onto DerΩ ′, i.e., DerΩ ∼= DerΩ ′. Hence I(DerΩ) = I(DerΩ ′); that is,
r + q = r ′+ q′. Thus r = r ′. Moreover the outer derivation subspace has the same dimension, since the outer derivation Dθ
is not ad−nilpotent,m = m′.
Note thatΩ = C⊕N andΩ ′ = C′⊕N′. One may easily verify that σ(N) = N′ by Lemma 3.8. Recall that σ(Ωα) = Ω ′α,
where α ∈ Z2. Put
Vi = {f ∈ Ω(i) ∩Ω0¯ | ad f (N ∩Ω1¯) = 0}, i ≥ −1, (8)
V ′i = {g ∈ Ω ′(i) ∩Ω ′0¯ | ad g (N′ ∩Ω ′1¯) = 0}, i ≥ −1. (9)
Then Vi = Ω(r,m, s,H)(i) and V ′i = Ω(r,m, s′,H ′)(i). Let V =

i≥−1 Vi and V ′ =

i≥−1 V
′
i . It is easy to show that
V = Ω(r,m, s,H) and V ′ = Ω(r,m, s′,H ′). It follows from (8) and (9) that σ(Vi) = V ′i , ∀i ≥ −1. Hence σ(V ) = V ′.
Therefore Ω(r,m, s,H) ∼= Ω(r,m, s′,H ′). By the consequence of Lie algebra (see [3]), we obtain s1 = s′1 and equality (7)
holds. 
By a slightly refined discussion, similar results can be obtained forΩ∗.
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