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In this paper we study the behavior of the energy of solutions of the wave equation with
localized damping and an external force on compact Riemannian manifold with boundary.
Under the Geometric Control Condition of Bardos et al. (1992) [4] and certain condition on
the force, we prove that the energy goes to zero when the time goes to inﬁnity and we
give the rate of decay of the energy functional. More precisely, the behavior of the energy
depends on the L2 norm of the force and is determined from a forced differential equation.
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1. Introduction
This article is devoted to the study the behavior of the energy of solutions of the wave equation with damping and
external force on a compact Riemannian manifold with boundary. We consider the following system⎧⎪⎨
⎪⎩
∂2t u − u + a(x)g(∂tu) = f (t, x), R+ × M,
u = 0, R+ × ∂M,(
u(0), ∂tu(0)
)= (u0,u1).
(1.1)
Here M = (M,q) is a compact, connected Riemannian manifold with C∞ boundary ∂M .  is the Laplace–Beltrami operator
on M . g is a continuous, monotone increasing function vanishing at the origin. Moreover we assume that there exists a
positive constant m, such that
1
m
|s|2  g(s)sm|s|2, |s| > η (1.2)
for some η > 0. a(x) is a non-negative function in L∞(M) and f is in L2loc(R+, L
2(M)).
We deﬁne the energy space
H= H10(M) × L2(M)
where
H10(M) =
{
u ∈ H1(M); u|∂M = 0
}
.
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u ∈ C0(R+, H10(M))∩ C1(R+, L2(M)).
With (1.1) we associate the energy functional given by
Eu(t) = 1
2
∫
M
∣∣∇u(t, x)∣∣2 + ∣∣∂tu(t, x)∣∣2 dx.
The energy Eu(t) is topologically equivalent to the norm on the space H. Under these assumptions on the behavior of the
damping, the energy functional satisﬁes the following identity
Eu(t) +
t∫
s
∫
M
a(x)g(∂tu)∂tu dxdσ = Eu(s) +
t∫
s
∫
M
f ∂tu dxdσ (1.3)
for every t  s 0.
The topic of interest is to study the behavior of the energy functional. This problem has a very long history. The connec-
tion between controllability, observability and stabilization was discovered [28] and effectively used in the context of linear
PDE systems.
When f = 0 and the damping term acts on the hole manifold, the problem has been studied by many authors (see [2]
and references therein). For the wave equation with localized linear damping term, we mention the works of Rauch and
Taylor [26] and Bardos et al. [4] in which microlocal techniques are used. In particular, the notion of geometric control.
We cite also the works of Lasiecka et al. [19] and Triggiani and Yao [30] in which another approach based on Riemannian
geometry is presented. Particular attention has been paid to the case when M is a bounded domain and the damping is
linearly bounded (see [17,16,10] and references therein). Under certain geometric condition, the energy functional decays
exponentially. Damping that does not satisfy such linear bound near the origin (e.g. when the damping has polynomial,
exponential or logarithmic behavior near the origin) results in a weaker form of the energy that could be expressed by
algebraic, logarithmic (or possibly slower) rates [18,1,22,13,20,24,23,32]. We should also remark that without any geometric
condition and for regular initial data we obtain a very slow (logarithmic or slower) decay (see [11] and references therein).
Finally we mention the works of Cavalcanti et al. [7–9] when M is a compact manifold with or without boundary and the
result of Camille [6] for the semilinear wave equation on manifold without boundary.
When f = 0, the literature is less furnished, we specially mention the works of Haraux [15] (with linear global dis-
tributed damping and a force in L∞(R+, L2(Ω))) and Zhu [31] with polynomially bounded and globally distributed damping.
Note that the methods used in these papers don’t work when the damping is locally distributed. Finally we mention the
result of Nakao et al. [25] for the semilinear wave equation with degenerate localized dissipation.
We assume that the geodesics of M¯ have no contact of inﬁnite order with ∂M . Let ω be an open subset of M and
consider the following assumption:
(G) (ω, T ) geometrically controls M , i.e. every generalized geodesic of M , travelling with speed 1 and issued at t = 0, enters
the set ω in a time t < T .
This condition is called Geometric Control Condition (see e.g. [4]). We shall relate the open subset ω with the damper a
by
ω = {x ∈ M: a(x)μ > 0}.
Under the assumption (G) it was proved in [4,21], that without force the energy decays exponentially, moreover if
there exits a maximal generalized geodesic of M that never meets the support of the damper a, then we don’t have the
exponential decay of the energy for initial data in the energy space.
It is known that the exponential decay of the energy of solutions of the wave equation with linear damping and without
external force is equivalent to the following observability inequality:
(A) Linear Observability Inequality: There exist positive constants T and α = α(T ), such that for every initial condition ϕ =
(u0,u1) ∈H the corresponding solution satisﬁes
Ev(t) α
t+T∫
t
∫
M
a(x)|∂t v|2 dxds, (1.4)
for every t  0.
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(B) Nonlinear Observability Inequality: There exist a constant T > 0 and a concave, continuous, monotone increasing function
h : R+ → R+ , h(0) = 0 (possibly dependent on T ) such that the solution u(t, x) to the nonlinear problem (1.1) with
initial data ϕ = (u0,u1) and f ≡ 0 satisﬁes
Eu(t) h
( t+T∫
t
∫
M
a(x)g(∂tu)∂tu dxds
)
, (1.5)
for every t  0.
The function h(s) in (1.5) depends on the nonlinear map g(s), and ultimately determines the decay rates for the energy
Eu(t). The energy decay for the nonlinear problem will be determined from the following ODE
dS
dt
+ h−1(C S) = 0, S(0) = Eu(0). (1.6)
Before giving the observability for the problem with force, we will deﬁne some needed functions. According to [18] there
exists a concave continuous, strictly increasing function h0, linear at inﬁnity with h0(0) = 0 such that
h0
(
g(s)s
)
 
0
(|s|2 + ∣∣g(s)∣∣2), |s| η (1.7)
for some 
0, η > 0. For example when g is superlinear, odd and the function s 	→ √sg(√s ) is convex, then h−10 (s) =√
sg(
√
s ) when |s| η. For further information on the construction of such function we refer the interested reader to [18,
12]. With this function, we deﬁne
h(s) = s +ma(MT )h0
(
s
ma(MT )
)
, for s 0 (1.8)
where
ma = a(x)dxdt and MT = (0, T ) × M.
In this paper we show that under the assumption (G) we obtain the following observability inequality:
(C) Non-autonomous Observability Inequality: There exist a constant T > 0 and a concave, continuous, monotone increasing
function h : R+ → R+ , h(0) = 0 (possibly dependent on T ) such that the solution u(t, x) to the nonlinear problem (1.1)
with initial data ϕ = (u0,u1) satisﬁes
Eu(t) h
( t+T∫
t
∫
M
a(x)g(∂tu)∂tu dxds +
t+T∫
t
∫
M
∣∣ f (s, x)∣∣2 dxds
)
, (1.9)
for every t  0.
From the observability inequality above, we infer that the behavior of the energy depends on ‖ f (t, .)‖L2(M) . More pre-
cisely, we will prove that this behavior is governed by a forced differential equation and depends on
Γ (t) = ∥∥ f (t, .)∥∥2L2(M) + ψ∗(∥∥ f (t, .)∥∥L2(M))
where ψ∗ is the convex conjugate of the function ψ , deﬁned by
ψ(s) =
{
1
2T h
−1( s2
8CT eT
), s ∈R+,
+∞, s ∈R∗−
(1.10)
with CT  1 and T > 0. If the damping is linear we have h(x)  x therefore Γ (t)  ‖ f (t, .)‖2L2(M) and roughly speaking
‖ f (t, .)‖L2(M) and the energy functional has the same behavior (noting that the best rate of decay is exponential). This fact
is not true when the damping becomes nonlinear and we have a more complicated analysis. More precisely we have: If Γ is
bounded then the energy is bounded. If h ◦ Γ decays to zero slower than the rate of decay of the solution without force,
then the behavior of the energy depends on h ◦ Γ . But if h ◦ Γ decays faster than the rate of decay of the solution without
force, then the rate of decay does not depend on Γ and we obtain the same rate as in the equation without force. Since
the rate of decay of the energy depends on the behavior of h near the origin, we can replace h by h0 (near the origin). If
Γ is strictly increasing, then the behavior of the energy is governed by Γ and we obtain the same result in the linear and
nonlinear cases, due to the fact that the function h is linear near inﬁnity.
We can now proceed to state the main result of this paper.
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Γ (t) = 2(∥∥ f (t, .)∥∥2L2(M) + ψ∗(∥∥ f (t, .)∥∥L2(M))) ∈ L1loc(R+)
where ψ∗ is the convex conjugate of the function ψ , deﬁned by
ψ(s) =
{
1
2T h
−1( s2
8CT eT
), s ∈R+,
+∞, s ∈R∗−
with CT  1. Let u(t) be the solution to the problem (1.1) with initial condition (u0,u1) ∈H. Then
Eu(t) 2eT
(
S(t − T ) +
t∫
t−T
Γ (s)ds
)
, t  T (1.11)
where S(t) is the positive solution of the following ordinary differential equation
dS
dt
+ 1
4T
h−1
(
1
K
S
)
= Γ (t), S(0) = Eu(0) (1.12)
with K  2CT . Moreover:
• If there exists C > 0, such that
t∫
t−T
Γ (τ )dτ  C, for every t  T ,
then Eu(t) is bounded.
• If
t∫
t−T
Γ (τ )dτ −→
t→+∞0,
therefore if Eu(t) admits a limit at inﬁnity, then the limit is zero.
• If Γ ∈ L1(R+), then
Eu(t) −→
t→+∞0.
• If
t∫
t−T
Γ (τ )dτ −→
t→+∞+∞,
then S(t) −→
t→+∞+∞.
The main diﬃculty that occurs in the proof of Theorem 1 is that we don’t have any information that allows us to con-
clude that the energy of solution of (1.1) decays or not. To prove the theorem above, we begin by proving the observability
estimate (1.9), then we give a comparison lemma which is a generalization of a lemma of Lasiecka and Tataru [18]. Com-
bining these results we obtain (1.11). To deduce the behavior of the energy we estimate the behavior of the solution of
Eq. (1.12).
Remark 1. If M is a compact Riemannian manifold without boundary, we consider the following problem{
∂2t u − u + u + a(x)g(∂tu) = f (t, x), R+ × M,(
u(0), ∂tu(0)
)= (u0,u1). (1.13)
Under the same assumptions, the result of Theorem 1 remains true for initial data (u0,u1) in the energy space H1(M) ×
L2(M). Note that the energy of the solution u to (1.13) is deﬁned by
Eu(t) = 1
2
∫
M
∣∣u(t, x)∣∣2 + ∣∣∇u(t, x)∣∣2 + ∣∣∂tu(t, x)∣∣2 dx.
The rest of the paper is organized as follows. In the next section we give some applications of the main result. Section 3
is devoted to the proof of the main theorem.
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2.1. Preliminary results
In the following proposition we give a result on the behavior of the solutions of (1.12).
Proposition 1. Let p be a differentiable, strictly increasing function on R+ with p(0) = 0. We assume that there exists m1 > 0 such
that p(x)m1x for every x ∈ [0, η] for some 0 < η  1 and the following property holds
p(Kx)mp(K )p(x) (2.1)
for some m > 0 and for every (K , x) ∈ [1,+∞[ ×R+ . We suppose that Γ ∈ C1(R+) and is non-negative.
(1) Let p˜ be an increasing function vanishing at the origin. Let S be satisfying the following differential equation
dS
dt
+ p˜(S) = Γ (t), S(0) 0. (2.2)
Then S(t) 0 for every t  0.
(2) Let S be a non-negative function, satisfying the following differential inequality
dS
dt
+ p(S) Γ (t), S(0) 0.
(a) Γ (t) = 0 for every t  0. Then
S(t)ψ−1(t), for every t  0
where
ψ(x) =
S(0)∫
x
ds
p(s)
, x ∈ ]0, S(0)].
(b) Γ (t) > 0 for every t  0.
(i) There exist c > 0 and κ  1 such that
d
dt
p−1
(
Γ (t)
)+ cΓ (t) 0, for every t  0 (2.3)
and
mp(κ) − κc − 1 0,
κ p−1 ◦ Γ (0) S(0). (2.4)
Then
S(t) κψ−1(ct), for every t  0
where
ψ(x) =
p−1◦Γ (0)∫
x
ds
p(s)
, x ∈ ]0, p−1 ◦ Γ (0)].
Note that in this case we have
p−1 ◦ Γ (t)ψ−1(ct), for every t  0.
(ii) There exist c > 0 and κ  1 such that
d
dt
p−1
(
Γ (t)
)+ cΓ (t) 0, for every t  0
and
mp(κ) − cκ − 1 0,
κ p−1 ◦ Γ (0) S(0).
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S(t) κ p−1 ◦ Γ (t), for every t  0.
Note that in this case we have
p−1 ◦ Γ (t)ψ−1(ct), for every t  0
where
ψ(x) =
p−1◦Γ (0)∫
x
ds
p(s)
, x ∈ ]0, p−1 ◦ Γ (0)].
Proof. (1) We assume that there exists t0 > 0 such that S(t0) < 0. S(0)  0 and the function S is continuous, allowing us
to infer that there exists t1 < t0 such that S(t1) = 0 and S(t) 0 on [t1, t0]. Integration of Eq. (2.2) from t1 to t0 gives
S(t0) = −
t0∫
t1
p˜
(
S(θ)
)
dt +
t0∫
t1
Γ (t)dt  0
which contradicts S(t0) < 0.
(2) (a) If S(0) = 0, since S is non-negative and decreasing then S(t) = 0 for every t  0. We assume that S(0) > 0. Let
ψ be the function deﬁned by
ψ(x) =
S(0)∫
x
ds
p(s)
,
then ψ is a strictly decreasing function on (0, S(0)) and limx→0 ψ(x) = +∞. We have
d
dt
ψ ◦ S(t) 1.
Integrating from 0 to t , we obtain
ψ ◦ S(t) t, t  0,
since ψ is decreasing
S(t)ψ−1(t), t  0.
(b) (i) Let ψ be the function deﬁned by
ψ(x) =
p−1◦Γ (0)∫
x
ds
p(s)
.
then ψ is a strictly decreasing function on ]0, p−1 ◦ Γ (0)] and limx→0 ψ(x) = +∞. We have
d
dt
ψ ◦ p−1 ◦ Γ (t) = −
d
dt p
−1(Γ (t))
Γ (t)
from (2.3), we infer that
d
dt
ψ ◦ p−1 ◦ Γ (t) c
for some c > 0. Integrating from 0 to t , we obtain
ψ ◦ p−1 ◦ Γ (t) ct,
this gives
Γ (t) p ◦ ψ−1(ct), for every t  0. (2.5)
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y(t) = κψ−1(ct), t  0,
we have
y′(t) + p(y(t))= −cκ p ◦ ψ−1(ct) + p(κ(ψ−1(ct))).
Using (2.1) and (2.5)
y′(t) + p(y(t)) (mp(κ) − cκ)p ◦ ψ−1(ct)

(
mp(κ) − cκ)Γ (t).
(2.4) gives
y′(t) + p(y(t)) Γ (t),
y(0) S(0)
the result follows from the following lemma.
Lemma 1. Let pi (i = 1,2) be positive strictly increasing functions on R+ . Suppose that S and y are absolutely continuous functions
satisfying
dS
dt
+ p1(S) Γ (t) on [0,+∞[ (2.6)
and
dy
dt
+ p2(y) Γ1(t) on [0,+∞[, (2.7)
where Γ ,Γ1 ∈ L1loc(R+), Γ1  Γ  0, p1  p2  0. In addition, if
y(0) S(0),
then
y(t) S(t), for t  0.
First we ﬁnish the proof of the proposition, then we give the proof of the lemma.
(ii) Setting
y(t) = κ p−1 ◦ Γ (t), t  0,
we have
y′(t) + p(y(t))= κ(p−1 ◦ Γ )′(t) + p(κ p−1 ◦ Γ (t)).
Using (2.1) and the fact that
d
dt
p−1
(
Γ (t)
)+ cΓ (t) 0
for some c > 0, we obtain
y′(t) + p(y(t)) (mp(κ) − cκ)Γ (t).
(2.4) gives
y′(t) + p(y(t)) Γ (t),
y(0) S(0),
the result follows from Lemma 1. 
The proof of Lemma 1 is borrowed from [31]:
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S(t0) = y(t0) and S(t) > y(t) on [t0, t0 + 
]
for some 
 > 0. Integrate (2.6) and (2.7) from t0 to t0 + 
 , we obtain
S(t0 + 
) − S(t0) +
t0+
∫
t0
p1
(
S(t)
)
dt 
t0+
∫
t0
Γ (t)dt
and
y(t0 + 
) − y(t0) +
t0+
∫
t0
p2
(
y(t)
)
dt 
t0+
∫
t0
Γ1(t)dt,
therefore
S(t0 + 
) +
t0+
∫
t0
p1
(
S(t)
)
dt  y(t0 + 
) +
t0+
∫
t0
p2
(
y(t)
)
dt
which gives
S(t0 + 
) − y(t0 + 
)
t0+
∫
t0
p2
(
y(t)
)− p1(S(t))dt

t0+
∫
t0
p1
(
y(t)
)− p1(S(t))dt  0
which contradicts the fact that S(t) > y(t) on [t0, t0 + 
]. 
2.2. Examples
Set
Γ (t) = 2(∥∥ f (t, .)∥∥2L2(M) + ψ∗(∥∥ f (t, .)∥∥L2(M)))
where ψ∗ is the convex conjugate of the function ψ , deﬁned by
ψ(s) =
{
1
2T h
−1( s2
8CT eT
), s ∈R+,
+∞, s ∈R∗−
and
ψ∗(s) = sup
y∈R
[
sy − ϕ(y)].
In order to obtain the rate of decay, we use Proposition 1.
2.2.1. g is linearly bounded
We have h(s) = 2s, then
ψ∗
(∥∥ f (t, .)∥∥L2(M)) C1∥∥ f (t, .)∥∥2L2(M),
for some C1 > 0. The ODE (1.12) governing the energy bound reduces to
dS
dt
+ C S = Γ (t) (2.8)
where the constant C > 0 and it does not depend on Eu(0).
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Γ (t) C0e−θt,
we have
t∫
t−T
e−θ s ds
{ | 1
θ
|[e|θ |T − 1]e−θt, θ = 0,
T , θ = 0, t  T .
Multiplying both sides of (2.8) by exp(Ct) and integrating from 0 to t , we obtain:
(a) C > θ
Eu(t) c
(
1+ Eu(0)
)
e−θt, t  0.
(b) C = θ
Eu(t) c
(
1+ Eu(0)
)
(1+ t)e−θt, t  0.
(c) C < θ
Eu(t) c
(
1+ Eu(0)
)
e−Ct, t  0.
(2) If there are constants C0 > 0 and θ ∈R, such that
Γ (t) C0(1+ t)−θ ,
we have
t∫
t−T
(1+ s)−θ ds
{
T (1+ t − T )−θ , θ > 0,
T (1+ t)−θ , θ  0, t  T .
Then
Eu(t)
{
c(1+ Eu(0))(1+ t − T )−θ , θ > 0,
c(1+ Eu(0))T (1+ t)−θ , θ  0,
t  T (2.9)
where c > 0.
We remark here that in order to obtain (2.9) when θ > 0, we proceed as follows: Set p(s) = Cs and Γ1(t) = C0(1+ t)−θ .
Then
d
dt
p−1
(
Γ1(t)
)+ αΓ1(t) = Γ1(t)
(
α − θ
C
(1+ t)−1
)
.
It is clear that there exists t0 > 0 such that
α = θ
C
(1+ t0)−1 < 1,
therefore we have
d
dt
p−1
(
Γ1(t)
)+ αΓ1(t) 0, for every t  t0.
Set y(t) = S(t + t0), then y satisﬁes
dy
dt
+ C y  Γ1(t + t0), y(0) = S(t0). (2.10)
We choose κ such that
1
C
p(κ) − ακ − 1= κ(1− α) − 1 0,
κ p−1 ◦ Γ1(t0) S(0) +
t0∫
0
Γ1(s)ds S(t0).
Now we can use Proposition 1 and obtain
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(
1+ Eu(0)
)
Γ1(t + t0), for every t  0,
the constant c0 > 0 and it depends on
∫ t0
0 Γ (s)ds, which gives
S(t) c0
(
1+ Eu(0)
)
Γ1(t), for every t  t0
and we conclude that
S(t) c1
(
1+ Eu(0)
)
Γ1(t), for every t  0
for some c1 > 0.
2.2.2. The nonlinear case
The rate of decay of the energy depends only on the behavior of h−1 near zero. To determine it, we have only to ﬁnd
0< N0  1, such that
C1h
−1
0
(
s
2C2
)
 h−1(s), for every 0 s N0,
where
C1 = min
(
ma(MT ),1
)
and C2 = max
(
ma(MT ),1
)
.
(1) If Γ ∈ L1(R+) we choose
K max
(
CT ,
Eu(0) + ‖Γ ‖L1(R+)
N0
)
,
(1.12) governing the energy bound reduces to
dS
dt
+ C1h−10
(
S
2KC2
)
 Γ (t) on [0,+∞[
with S(0) = Eu(0).
(2) If Γ ∈ L1loc(R+) we have
t∫
t−T
Γ (τ )dτ  C, for every t  T .
Since S(t) is bounded, then there exists A > 0 such that S(t) A, for every t  0. We choose
K max
(
CT ,
A
N0
)
.
The ODE (1.12) governing the energy bound reduces to
dS
dt
+ C1h−10
(
S
2KC2
)
 Γ (t)
with S(0) = Eu(0).
(3) If Γ ∈ L1loc(R+) we have
t∫
t−T
Γ (τ )dτ −→
t→+∞+∞.
Then S(t) −→
t→+∞+∞. Therefore there exists t0 > 0 such that
S(t)
K  1 for t  t0. Since the function h is strictly increasing
and linear at inﬁnity, then the ODE (1.12) governing the energy bound reduces to
dS
dt
+ C
K
S  Γ (t) on [t0,+∞[
with S(t0) Eu(0) +
∫ t0
0 Γ (s)ds.
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g(s) =
{
s2e
− 1
s2 , 0 s < 1,
−s2e− 1s2 , −1 < s < 0.
We choose h−10 (s) =
√
sg(
√
s ) = s3/2e− 1s , 0 < s < η  1. We have
ψ∗
(∥∥ f (t, .)∥∥L2(M)) C˜(∥∥ f (t, .)∥∥L2(M)∣∣ln(∥∥ f (t, .)∥∥L2(M))∣∣− 12 + ∥∥ f (t, .)∥∥2L2(M)),
for some C˜ > 0. The ODE (1.12) governing the energy bound reduces to
dS
dt
+ C S3/2e− 1C S  Γ (t)
with C > 0 and depending on K . If there are constants C0 > 0 and θ > 0, such that
Γ (t) C0(1+ t)−θ ,
then
Eu(t)
c0
ln(ct + c1) , t  T
with c, c0, c1 > 0. These constants depend on Eu(0).
2.2.2.2. Sublinear near the origin Assume g(s) = s|s|r0−1, |s| < 1, r0 ∈ (0,1). We choose h−10 (s) =
√
sg−1(
√
s ) = s
1+r0
2r0 for
0 s 1. We have
ψ∗
(∥∥ f (t, .)∥∥L2(M)) C˜(∥∥ f (t, .)∥∥r0+1L2(M) + ∥∥ f (t, .)∥∥2L2(M))
for some C˜ > 0. The ODE (1.12) governing the energy bound reduces to
dS
dt
+ C S(1+r0)/2r0  Γ (t)
with C > 0 and depending on K .
(1) If there are constants C0 > 0 and θ > 0, such that
Γ (t) C0(1+ t)−θ ,
then:
(a) θ ∈ ]0, 1+r01−r0 ]. Then
Eu(t) c(1+ t − T )−
2r0θ
1+r0 , t  T
where c > 0.
(b) θ  1+r01−r0 . Then
Eu(t) c(1+ t − T )−
2r0
1−r0 , t > T
with c > 0 and depending on Eu(0).
(2) If there are constants C0 > 0 and θ > 0, such that
Γ (t) C0e−θt,
then
Eu(t) c(t − T + 1)−
2r0
1−r0 , t > T
with c > 0 and depending on Eu(0).
216 M. Daoulatli / J. Math. Anal. Appl. 389 (2012) 205–2253. Proof of Theorem 1
3.1. Preliminary results
We begin this section by giving an energy inequality satisﬁed by the solution of (1.1).
Proposition 2. Let u be a solution of (1.1) with initial data in the energy space. Then
Eu(t)
(
1+ 1


)
e
(t−s)
(
Eu(s) +
t∫
s
∫
M
∣∣ f (σ , x)∣∣2 dxdσ
)
(3.1)
for every 
 > 0 and for every t  s 0.
Proof. Let t  s 0. From the energy identity (1.3), we infer that
Eu(t) Eu(s) +
t∫
s
∫
M
f ∂tu dxdσ .
Using Young’s inequality, we obtain
Eu(t) Eu(s) + 1


t∫
s
∫
M
∣∣ f (σ , x)∣∣2 dxdσ + 

t∫
s
Eu(σ )dσ
for every 
 > 0. Now Gronwall’s inequality gives
Eu(t) e
(t−s)
(
Eu(s) + 1


t∫
s
∫
M
∣∣ f (σ , x)∣∣2 dxdσ
)
. 
The result below is a generalization of the comparison lemma of Lasiecka and Tataru [18].
Lemma 2. Let T > 0.
• Γ ∈ L1loc(R+) and is non-negative. Set δ(t) =
∫ t+T
t Γ (s)ds, for t  0.• W (t) is a non-negative function for t ∈ R+ . Moreover we assume that there exists a positive, monotone, increasing function α
with α(0) 1, such that
W (t) α(t − s)
[
W (s) +
t∫
s
Γ (σ )dσ
]
, for every t  s 0.
• Suppose that  and I −  :R+ →R are increasing functions with (0) = 0 and
W
(
(m+ 1)T )+ {W (mT ) + δ(mT )}W (mT ) + δ(mT ) (3.2)
for m = 0,1,2, . . . where (s) does not depend on m.
Then
W (t) α(T )
(
S(t − T ) +
t∫
t−T
Γ (s)ds
)
, ∀t  T
where S(t) is the non-negative solution of the following differential equation
dS
dt
+ 1
T
(S) = Γ (t), S(0) = W (0). (3.3)
Moreover, we assume that  is continuous, strictly increasing and lims→+∞ (s) = +∞.
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t∫
t−T
Γ (τ )dτ  C, for every t  T ,
then S(t) is bounded.
• If
t∫
t−T
Γ (τ )dτ −→
t→+∞0,
therefore if S(t) admits a limit at inﬁnity, then this limit is zero.
• If Γ ∈ L1(R+), then
S(t) −→
t→+∞0.
• We assume that lims→+∞(I − )(s) = +∞, then if
t∫
t−T
Γ (τ )dτ −→
t→+∞+∞
we have S(t) −→
t→+∞+∞.
Proof. To prove this result we use induction. Assume that W (mT )  S(mT ) and prove that W ((m + 1)T )  S((m + 1)T )
where S(t) is the non-negative solution of (3.3).
Integrating Eq. (3.3) from mT to (m+ 1)T yields
S
(
(m+ 1)T )= S(mT ) − 1
T
(m+1)T∫
mT

(
S(t)
)
dt + δ(mT ). (3.4)
On the other hand, we have
d
dt
(
S −
t∫
0
Γ (s)ds
)
= − 1
T
(S) 0.
Therefore, for t1  t2
S(t1) S(t2) +
t1∫
t2
Γ (s)ds.
The function  is increasing

(
S(t)
)
 
(
S(mt) +
t∫
mT
Γ (s)ds
)
, formT  t  (m + 1)T
 
(
S(mt) + δ(mT )).
Using now (3.4), we obtain
S
(
(m+ 1)T ) S(mT ) + δ(mT ) − (S(mt) + δ(mT )).
Since the function I −  is increasing
S
(
(m+ 1)T )W (mT ) + δ(mT ) − (W (mt) + δ(mT )),
(3.2) gives
S
(
(m+ 1)T )W ((m + 1)T ).
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W (t) α(τ )
[
W (t − τ ) +
t∫
t−τ
Γ (s)ds
]
 α(τ )
(
S(t − τ ) +
t∫
t−τ
Γ (s)ds
)
 α(T )
(
S(t − T ) +
t∫
t−T
Γ (s)ds
)
, for every t  T .
In the sequel we suppose that  is a continuous, strictly increasing function and lims→+∞ (s) = +∞.
• We assume that there exists C > 0, such that
t∫
t−T
Γ (τ )dτ  C, for every t  T . (3.5)
In order to prove that S(t) is bounded we argue by contradiction. We assume that S(t) −→
t→+∞+∞. We have
1
T
t∫
t−T

(
S(τ )
)
dτ = S(t − T ) − S(t) +
t∫
t−T
Γ (s)ds (3.6)
for t  T . Let
˜(s) =
{
(s), s 0,
−(−s), s < 0. (3.7)
Since the function ˜ is increasing,
1
T
t∫
t−T

(
S(τ )
)
dτ  ˜
(
S(t) −
t∫
t−T
Γ (s)ds
)
 ˜
(
S(t) − C). (3.8)
Therefore
lim
t→+∞
1
T
t∫
t−T

(
S(τ )
)
dτ = +∞. (3.9)
From (3.4) and (3.5), we infer that
S(t − T ) − S(t) 1
T
t∫
t−T

(
S(τ )
)
dτ − C .
(3.9) gives
lim
t→+∞ S(t − T ) − S(t) = +∞.
Let n ∈ N∗ . Then
lim
n→+∞ S
(
(n − 1)T )− S(nT ) = +∞,
which means
there exists n0 ∈N, ∀n n0 we have S
(
(n − 1)T ) S(nT ).
Set (un = S(nT ))nn0 . un is non-negative and decreasing, so the sequence un converges, which contradicts the fact that
limn→+∞ un = limn→+∞ S(nT ) = +∞.
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t∫
t−T
Γ (τ )dτ −→
t→+∞0.
and limt→+∞ S(t) = β  0. We have
˜
(
S(t) −
t∫
t−T
Γ (s)ds
)
 S(t − T ) − S(t) +
t∫
t−T
Γ (s)ds
where ˜ is deﬁned by (3.7), moreover ˜ is continuous and strictly increasing function,
lim
t→+∞ ˜
(
S(t) −
t∫
t−T
Γ (s)ds
)
= ˜(β) 0.
On the other hand,
lim
t→+∞ S(t − T ) − S(t) +
t∫
t−T
Γ (s)ds = 0,
this gives ˜(β) = (β) = 0, which means β = 0.
• We assume that Γ ∈ L1(R+). We have only to prove that S(t) admits a limit when t goes to inﬁnity. We have (S(t) −∫ t
0 Γ (s)ds) is decreasing and
−
+∞∫
0
Γ (s)ds S(t) −
t∫
0
Γ (s)ds S(0).
Then there exits α ∈ R such that
lim
t→+∞ S(t) = α +
+∞∫
0
Γ (s)ds.
• We assume that lims→+∞(I − )(s) = +∞ and
t∫
t−T
Γ (τ )dτ −→
t→+∞+∞. (3.10)
We have
1
T
t∫
t−T

(
S(τ )
)
dτ  
(
S(t − T ) +
t∫
t−T
Γ (s)ds
)
.
Therefore using (3.4), we infer that
S(t) (I − )
(
S(t − T ) +
t∫
t−T
Γ (s)ds
)
 (I − )
( t∫
t−T
Γ (s)ds
)
and the result follows from the fact that lims→+∞(I − )(s) = +∞ and (3.10). 
Now we prove the observability estimate. This estimate and the comparison lemma above constitute the main ingredient
of the proof of Theorem 1.
Proposition 3. Let the function h be deﬁned by (1.8). We assume that (ω, T ) satisﬁes the assumption (G). Then there exists CT > 0,
such that the following inequality holds
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( t+T∫
t
∫
M
a(x)g(∂tu)∂tu +
∣∣ f (s, x)∣∣2 dxds
)
(3.11)
for every t  0, for every solution u of (1.1) with initial data in the energy spaceH, and for every f in L2loc(R+, L2(M)).
Proof. To prove this result we argue by contradiction. We assume that there exist a sequence (un)n solution of (1.1) with
initial data in the energy space, a non-negative sequence (tn)n and fn in L2loc(R+, L
2(M)), such that
Eun (tn) nh
( tn+T∫
tn
∫
M
a(x)g(∂tun)∂tun +
∣∣ fn(t, x)∣∣2 dxdt
)
. (3.12)
Moreover, un has the following regularity
un ∈ C
(
R+, H10(M)
)∩ C1(R+, L2(M)). (3.13)
Setting αn = (Eun (tn))1/2 > 0 and vn(t, x) = un(tn+t,x)αn . Then vn satisﬁes⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂2t vn − vn +
1
αn
a(x)g(αn∂t vn) = 1
αn
fn(tn + t, x), R+ × M,
vn = 0, R+ × ∂M,(
vn(0), ∂s vn(0)
)= 1
αn
(
un(tn), ∂tun(tn)
)
.
(3.14)
Moreover,
Evn (0) = 1
and
1 n
α2n
h
( T∫
0
∫
M
a(x)g(αn∂t vn)αn∂t vn +
∣∣ fn(tn + t, x)∣∣2 dxdt
)
. (3.15)
Since h = I + h0 and h0 is non-negative and increasing function, from the inequality above, we infer that
T∫
0
∫
M
∣∣∣∣ 1αn fn(tn + t, x)
∣∣∣∣
2
dxdt  1
n
−→
n→∞0 (3.16)
and
[
I +ma(MT )h0 ◦ I
ma(MT )
]( T∫
0
∫
M
a(x)g(αn∂t vn)αn∂t vn dxdτ
)
 α
2
n
n
. (3.17)
The re-use of the fact that the function h0 is non-negative, gives
α−1n
T∫
0
∫
M
a(x)g(αn∂t vn)∂t vn dxdτ −→
n→+∞0 (3.18)
and
h0
(
1
ma(MT )
T∫
0
∫
M
a(x)g(αn∂t vn)αn∂t vn dxdτ
)
 α
2
n
nma(MT )
. (3.19)
Denote
M1 =
{
(t, x) ∈ [0, T ] × M; ∣∣αn∂tun(t, x)∣∣< η} and M2 = MT \M1.
Since g has a linear behavior on {|s| η}, using (3.18) we infer that
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T∫
0
∫
M
a(x)g(αn∂t vn)∂t vn dxdτ −→
n→+∞0.
Moreover, h0 is concave, then using (the reverse) Jensen’s inequality
h0
(
1
ma(MT )
T∫
0
∫
M
a(x)g(αn∂t vn)αn∂t vn dxdτ
)
 1
ma(MT )
∫
MT
h0
(
g(αn∂t vn)αn∂t vn
)
dma,
which gives
α−2n
∫
M1
h0
(
g(αn∂t vn)αn∂t vn
)
dma 
1
n
.
Therefore, we obtain from (1.7)∫
M1
a(x)
[
α−2n
∣∣g(αn∂t vn)∣∣2 + |∂t vn|2]dxdt −→
n→+∞0
which yields∥∥a(x)∂t vn∥∥L2(MT ) −→n→+∞0, (3.20)
and we conclude that∥∥∥∥ 1αn a(x)g(αn∂t vn)
∥∥∥∥
L2(MT )
−→
n→+∞0. (3.21)
Let wn be the solution of the following system⎧⎪⎪⎨
⎪⎪⎩
∂2t wn − wn = 0, R+ × M,
wn = 0, R+ × ∂M,(
wn(0), ∂swn(0)
)= 1
αn
(
un(tn), ∂tun(tn)
)
.
(3.22)
The hyperbolic energy inequality gives
sup
[0,T ]
E1/2vn−wn(s) 2
∥∥∥∥ 1αn a(x)g(αn∂t vn) +
1
αn
fn(tn + ., .)
∥∥∥∥
L1([0,T ],L2(M))
.
Now using (3.21) and (3.16), we infer that
sup
[0,T ]
E1/2vn−wn(s) −→n→+∞0. (3.23)
On the other hand,
1
2
T∫
0
∫
ω
|∂t wn|2 dxdt  2T sup
[0,T ]
Evn−wn(s) +
T∫
0
∫
ω
|∂t vn|2 dxdt.
Since a(x)μ > 0 on ω, from (3.20), we deduce that
T∫
0
∫
ω
|∂t vn|2 dxdt −→
n→+∞0.
(3.23) combined with the result above, gives
T∫
0
∫
ω
|∂t wn|2 dxdt −→
n→+∞0.
To obtain a contradiction we use the following classical result.
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Ew(0) αT
( T∫
0
∫
ω
|∂t w|2 dxds
)
(3.24)
for every solution w of⎧⎪⎨
⎪⎩
∂2t w − w = 0, R+ × M,
w = 0, R+ × ∂M,(
w(0), ∂t w(0)
)= (w0,w1)
(3.25)
with initial data in the energy spaceH.
(ω, T ) satisﬁes the Geometric Control Condition of Bardos et al., therefore using the result above, we deduce that
1= Ewn(0) αT
T∫
0
∫
ω
|∂t wn|2 dxdt −→
n→+∞0. 
Noting that the observability estimate (3.24) is a classical linear result and can be proved using theorem of propagation
of singularities of Melrose–Sjostrand as in [4] or microlocal defect measure as in [21,6,5]. These measures were introduced
by P. Gérard [14] and L. Tartar [29]. The deﬁnition and properties of these measures in the case of a compact manifold with
boundary are given by Lebeau in [21].
3.2. Proof of Theorem 1
We assume that (ω, T ) satisﬁes the assumption (G). Let u be a solution of (1.1) with initial data in the energy space.
Then according to Proposition 3, we have
Eu(t) CT h
( t+T∫
t
∫
M
a(x)g(∂tu)∂tu dxdσ +
t+T∫
t
∫
M
∣∣ f (s, x)∣∣2 dxds
)
(3.26)
for some CT  1. The energy identity gives (1.3)
t+T∫
t
∫
M
a(x)g(∂tu)∂tu dxdσ  Eu(t) − Eu(t + T ) +
t+T∫
t
∫
M
∣∣ f (σ , x)∂tu∣∣dxdσ . (3.27)
Let ψ be deﬁned by
ψ(s) =
{
1
2T h
−1( s2
8CT eT
), s ∈R+,
+∞, s ∈R∗−.
It is clear that ψ is convex and proper function. Hence, we can apply Young’s inequality [27]
t+T∫
t
∫
M
∣∣ f (σ , x)∂tu∣∣dxdσ 
t+T∫
t
∥∥ f (σ , .)∥∥L2∥∥∂tu(σ , .)∥∥L2 dσ

t+T∫
t
ψ∗
(∥∥ f (σ , .)∥∥L2)+ ψ(∥∥∂tu(σ , .)∥∥L2)dσ
where ψ∗ is the convex conjugate of the function ψ , deﬁned by
ψ∗(s) = sup
y∈R
[
sy − ϕ(y)].
Using the energy inequality (3.1) and the observability estimate (3.26), we infer that
M. Daoulatli / J. Math. Anal. Appl. 389 (2012) 205–225 223t+T∫
t
ψ
(∥∥∂tu(σ , .)∥∥L2)dσ  12
( t+T∫
t
∫
M
g(∂su)∂sudma +
t+T∫
t
∫
M
∣∣ f (s, x)∣∣2 dxds
)
,
then (3.27) gives
t+T∫
t
∫
M
a(x)g(∂tu)∂tu dxdσ  2
(
Eu(t) − Eu(t + T ) +
t+T∫
t
∫
M
∣∣ f (s, x)∣∣2 dxds
+
t+T∫
t
ψ∗
(∥∥ f (σ , .)∥∥L2)dσ
)
.
The inequality above, combined with the observability estimate (3.26) and the fact that h = I + ma(MT )h0 ◦ Ima(MT ) is
increasing, gives
Eu(t) CT h
(
4
(
Eu(t) − Eu(t + T ) + 2
t+T∫
t
∥∥ f (σ , .)∥∥2L2 + ψ∗(∥∥ f (σ , .)∥∥L2)dσ
))
.
Set
Γ (s) = 2(∥∥ f (σ , .)∥∥2L2 + ψ∗(∥∥ f (s, .)∥∥L2)).
Therefore
Eu(t) +
t+T∫
t
Γ (s)ds Kh
(
4
(
Eu(t) − Eu(t + T ) +
t+T∫
t
Γ (s)dxds
))
with K  2CT . Set θ(t) =
∫ t+T
t Γ (s)ds. Thus
Eu(t + T ) + 1
4
h−1
(
1
K
(
Eu(t) + θ(t)
))
 Eu(t) + θ(t) (3.28)
for every t  0. Take t =mt , m ∈ N,
Eu
(
(m + 1)T )+ 1
4
h−1
(
1
K
(
Eu(mT ) + θ(mT )
))
 Eu(mT ) + θ(mT ).
Set W (t) = Eu(t), (s) = 14h−1 ◦ IK and Γ (s) = 2(‖ f (s, .)‖2L2 + ψ∗(‖ f (s, .)‖L2 )). It is clear that the functions  and I −  are
increasing on the positive axis and (0) = 0. The function Γ ∈ L1loc(R+) and is non-negative on R+ . According to Lemma 2
Eu(t) 2eT
(
S(t − T ) +
t∫
t−T
Γ (s)ds
)
, ∀t  T
where S(t) is the solution of the following differential equation
dS
dt
+ 1
T
(S) = Γ (t), S(0) = W (0).
The function  is continuous, strictly increasing and lims→+∞ (s) = +∞, therefore using Lemma 2, we infer that:
• If there exists C > 0, such that
t∫
t−T
Γ (τ )dτ  C, for every t  T ,
then S(t) is bounded, which gives Eu(t) is bounded.
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t→+∞α  0 and
t∫
t−T
Γ (τ )dτ −→
t→+∞0.
(3.28) gives
Eu(t) + 
(
Eu(t − T ) +
t∫
t−T
Γ (τ )dτ
)
 Eu(t − T ) +
t∫
t−T
Γ (τ )dτ (3.29)
for every t  T . Passing to the limit in the inequality above, we infer that (α) = 0, which means α = 0. Therefore if
Eu(t) admits a limit at inﬁnity, then the limit is zero.
• If Γ ∈ L1(R+), then S(t) −→
t→+∞0, which gives
Eu(t) −→
t→+∞0.
• Since h−1 is linear at inﬁnity, therefore (I − ) is positive and linear at inﬁnity, which gives lims→+∞(I − )(s) = +∞.
Thus, if
t∫
t−T
Γ (τ )dτ −→
t→+∞+∞,
we obtain
S(t) −→
t→+∞+∞.
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