Abstract. We generalize the usual relationship between irreducible Zariski closed subsets of the affine space, their defining ideals, coordinate rings, and function fields, to a non-commutative setting, where "varieties" carry a PGLn-action, regular and rational "functions" on them are matrix-valued, "coordinate rings" are prime polynomial identity algebras, and "function fields" are central simple algebras of degree n. In particular, a prime polynomial identity algebra of degree n is finitely generated if and only if it arises as the "coordinate ring" of a "variety" in this setting. For n = 1 our definitions and results reduce to those of classical affine algebraic geometry.
Introduction
Polynomial identity rings (or PI-rings, for short) are often viewed as being "close to commutative"; they have large centers, and their structure (and in particular, their maximal spectra) have been successfully studied by geometric means; see, for example, [A 2 ], [AS 1 ], [AS 2 ], and [Pr 2 ]. In this paper we revisit this subject from the point of view of classical affine algebraic geometry. We will show that the usual relationship between irreducible Zariski closed subsets of the affine space, their defining ideals, coordinate rings, and function fields, can be extended to the setting of PI-rings.
Before proceeding with the statements of our main results, we will briefly introduce the objects that will play the roles of varieties, defining ideals, coordinate rings, etc. Throughout this paper we will work over an algebraically closed field base field k of characteristic zero. We also fix an integer n ≥ 1, which will be the PI-degree of most of the rings we will consider. We will write M n for the matrix algebra M n (k). The vector space of m-tuples of n × n-matrices will be denoted by (M n ) m ; we will always assume that m ≥ 2. The group PGL n acts on (M n ) m by simultaneous conjugation. The PGL n -invariant dense open subset U m,n = {(a 1 , . . . , a m ) ∈ (M n ) m | a 1 , . . . , a m generate M n as k-algebra} of (M n ) m will play the role of the affine space A m in the sequel. (Note that U m,1 = A m .) The role of affine algebraic varieties will be played by PGL n -invariant closed subvarieties of U m,n ; for lack of a better term, we shall call such objects n-varieties; see Section 3. (Note that, in general, n-varieties are not affine in the usual sense.) The role of the polynomial ring k[x 1 , . . . , x m ] will be played by the algebra G m,n = k{X 1 , . . . , X m } of m generic n×n matrices, see 2.4. Elements of G m,n may be thought of as PGL nequivariant maps (M n ) m −→ M n ; if n = 1 these are simply the polynomial maps k m −→ k. Using these maps, we define, in a manner analogous to the commutative case, the associated ideal I(X) ⊂ G m,n , the PI-coordinate ring k n [X] = G m,n /I(X), and the central simple algebra k n (X) of rational functions on an irreducible n-variety X ⊂ U m,n ; see Definitions 3.1 and 7.1. We show that Hilbert's Nullstellensatz continues to hold in this context; see Section 5. We also define the notions of a regular map (and, in particular, an isomorphism) X −→ Y and a rational map (and, in particular, a birational isomorphism) X Y between n-varieties X ⊂ U m,n and Y ⊂ U l,n ; see Definitions 6.1 and 7.5.
In categorical language our main results can be summarized as follows. Let
Var n be the category of irreducible n-varieties, with regular maps of nvarieties as morphisms (see Definition 6.1), and PI n be the category of finitely generated prime k-algebras of PI-degree n (here the morphisms are the usual k-algebra homomorphisms).
Theorem. The functor defined by
is a contravariant equivalence of categories between Var n and PI n .
In particular, every finitely generated prime PI-algebra is the coordinate ring of a uniquely determined n-variety; see Theorem 6.4. For a proof of Theorem 1.1, see Section 6.
Every n-variety is, by definition, an algebraic variety with a generically free PGL n -action. It turns out that, up to birational isomorphism, the converse holds as well; see Lemma 8.1. To summarize our results in the birational context, let
Bir n be the category of irreducible generically free PGL n -varieties, with dominant rational PGL n -equivariant maps as morphisms, and CS n be the category of central simple algebras A of degree n, such that the center of A is a finitely generated field extension of k. Morphisms in CS n are k-algebra homomorphisms (these are necessarily injective).
is a contravariant equivalence of categories between Bir n and CS n .
Here for any PGL n -variety X, k n (X) denotes the k-algebra of PGL nequivariant rational maps X M n (with addition and multiplication induced from M n ), see Definition 8.2. If X is an irreducible n-variety then k n (X) is the total ring of fractions of k n [X], as in the commutative case; see Definition 7.1 and Proposition 7.3. Note also that g * (α) stands for α • g (again, as in the commutative case). For a proof of Theorem 1.2, see Section 8.
If we set K = k(X) PGLn , then it is well known that central simple algebras A/K of degree n are in a natural bijective correspondence with birational equivalence classes of pairs (X, φ), where X is a generically free PGL nvariety and φ is a field isomorphism k(X) PGLn ≃ K (over k); indeed, both are parametrized by the Galois cohomology set H 1 (K, PGL n ); see, e.g., [P, (1. 3)] and [KMRT, p.396] . Theorem 1.2 may thus be viewed as an explicit way to identify PGL n -varieties with central simple algebras, without going through H 1 (K, PGL n ). The fact that the map X → k n (X) is bijective was proved in [Re, Proposition 8.6 and Lemma 9 .1]; here we give a more conceptual proof and show that this map is, in fact, a contravariant functor.
For n = 1, Theorems 1.1 and 1.2 are classical results of affine algebraic geometry; cf., e.g., [H, Corollary 3.8 and Theorem 4.4] .
Preliminaries
In this section we review some known results about matrix invariants and related PI-theory.
Matrix invariants.
Consider the diagonal action of PGL n on the space (M n ) m of m-tuples of n × n-matrices. We shall denote the ring of invariants for this action by C m,n = k[(M n ) m ] PGL n , and the affine variety Spec(C m,n ) by Q m,n . It is known that C m,n is generated as a k-algebra, by elements of the form (A 1 , . . . , A m ) → tr(M ), where M is a monomial in A 1 , . . . , A m (see [Pr 1 ]); however, we shall not need this fact in the se-
We shall need the following facts about this map in the sequel. Recall from the introduction that we always assume m ≥ 2, the base field k is algebraically closed and of characteristic zero, and
is an immediate consequence of (a).
(c) is a special case of [PV, Corollary to Theorem 4.6] .
we may assume, after possibly renumbering V 1 , . . . , V r , that Y = π(V 1 ). It suffices to show that
since V 1 ∩ U m,n is irreducible, this will complete the proof of part (e). As V 1 is an irreducible component of π −1 (Y ), we clearly have
To prove the opposite inclusion, let y ∈ π −1 (Y ) ∩ U m,n . We want to show
That is, v lies in π −1 (π(y)), which, by part (a) is the PGL n -orbit of y. In other words, y = g · v for some g ∈ PGL n . Since V 1 is PGL n -invariant, this shows that y ∈ V 1 , as claimed.
2.4. The ring of generic matrices and its trace ring. Consider m generic matrices
where x (h) ij are mn 2 independent variables over the base field k. The ksubalgebra generated by
is called the algebra of m generic n × n-matrices and is denoted by G m,n . If the values of n and m are clear from the context, we will simply refer to G m,n as the algebra of generic matrices.
The trace ring of G m,n is denoted by T m,n ; it is the k-algebra gener-
ij ]) can be naturally viewed as regular (i.e., polynomial) maps
ij ] in the coordinate ring of (M n ) m .) Here PGL n acts on both (M n ) m and M n by simultaneous conjugation; Procesi [Pr 1 , Section 1.2] noticed that T m,n consists precisely of those maps (M n ) m −→ M n that are equivariant with respect to this action. (In particular, the i-th generic matrix X i is the projection to the i-th component.) In this way the invariant ring C m,n = k[(M n ) m ] PGLn which we considered in 2.1, is naturally identified with the center of T m,n via f → f I n×n .
We will need the following well-known fact, whose proof is included for lack of a reference.
2.5. Lemma. Let A be a central simple algebra of degree n, and φ : T m,n −→ A a k-algebra homomorphism. Then φ is trace-preserving.
Proof. Let L be a splitting field of A, so that A ֒→ M n (L) is a tracepreserving inclusion of k-algebras. (This is, in fact, the way the trace function on A is defined; see [Pi, §16.1] .) After composing φ with this inclusion, we may assume A = M n (L). As above, write the generic matrix X h as X h = (x (h) ij ). Denote by R the commutative polynomial ring over k generated by all x (h) ij for i, j = 1, . . . , n and h = 1, . . . , m. Then φ induces a k-algebra homomorphism R −→ L, which extends component-wise to a map Φ : M n (R) −→ M n (L), in such a way that Φ is an extension of φ. By our construction, Φ is trace-preserving; hence, so is φ.
We now recall the following definitions.
2.6. Definition. (a) A prime PI-ring is said to have PI-degree n if its total ring of fractions is a central simple algebra of degree n.
(b) Given a ring R, Spec n (R) is defined as the set of prime ideals J of R such that R/J has PI-degree n; cf. e.g., [Pr 2 , p. 58] 
The following lemma shows that Spec n (G m,n ) and Spec n (T m,n ) are closely related.
trace-preserving, and T m,n /J is the trace ring of G m,n /(J ∩ G m,n ).
Proof. (a) Let J ∈ Spec n (T m,n ). By our assumption, the total ring of fractions Q of T m,n /J is a central simple algebra of degree n. Consider the natural algebra homomorphism α : T m,n −→ Q. Since every element of T m,n has the form cp for some c, p ∈ G m,n with c central (cf. [Sch, Theorem 1]), we conclude that Q is also the total ring of fractions of α(G m,n ). Hence
The first assertion follows from the fact that α is trace-preserving, see Lemma 2.5. Since T m,n is the trace ring of
n is the ideal of C m,n generated by the elements of the form tr(p), as p ranges over J.
Recall that C m,n is the center of T m,n .
Proof. (a) By Lemma 2.7, T m,n /J is an algebra with trace, and the quotient map φ : T m,n −→ T m,n /J is trace-preserving. If p ∈ J then φ(tr(p)) = tr(φ(p)) = tr(0) = 0. In other words, tr(p) ∈ Ker(φ) = J, as claimed.
(b) Denote the ideal of C m,n generated by elements of the form tr(p) (p ∈ J) by J ′ . By part (a), J ′ ⊂ J ∩ C m,n . To prove the opposite inequality, note that for every c ∈ J ∩ C m,n , we have
This shows that J ∩ C m,n ⊂ J ′ , as desired.
2.9. Central polynomials. We need to construct central polynomials with certain non-vanishing properties. We begin by recalling two well-known facts from the theory of rings satisfying polynomial identities. For the convenience of the reader and lack of a suitable reference, we include the following definition.
2.11.
Definition. An (m-variable) central polynomial for n × n matrices is an element p = p(x 1 , . . . , x m ) ∈ k{x 1 , . . . , x m } satisfying one of the following equivalent conditions:
(a) p is a polynomial identity of M n−1 , and the evaluations of p in M n are central (i.e., scalar matrices) but not identically zero. (b) p is a polynomial identity for all prime k-algebras of PI-degree n − 1, and the evaluations of p in every prime k-algebra of PI-degree n are central but not identically zero. (c) p is a polynomial identity for all prime k-algebras of PI-degree n − 1, and the canonical image of p in G m,n is a nonzero central element. (d) The constant coefficient of p is zero, and the canonical image of p in G m,n is a nonzero central element.
That the evaluations of p in an algebra A are central is equivalent to saying that x m+1 p − px m+1 is a polynomial identity for A, where x m+1 is another free variable. Thus the equivalence of (a)-(c) easily follows from Proposition 2.10. The equivalence of (c) and (d) follows from [Pr 2 , p. 172]. The existence of central polynomials for n × n-matrices was established independently by Formanek and Razmyslov; see [F] . Because of Proposition 2.10(a), one can think of m-variable central polynomials of n×n matrices as elements of G m,n .
The following lemma, establishing the existence of central polynomials with certain non-vanishing properties, will be repeatedly used in the sequel.
2.12.
Proof. First note that if A i and A j are in the same PGL n -orbit then s(A i ) = s(A j ). Hence, we may remove A j from the set {A 1 , . . . , A r }. After repeating this process finitely many times, we may assume that no two of the points A 1 , . . . , A r lie in the same PGL n -orbit.
By the above-mentioned theorem of Formanek and Rasmyslov, there exists a central polynomial c = c(X 1 , . . . , X N ) ∈ G N,n for n × n-matrices. Choose b 1 , . . . , b N ∈ M n such that c(b 1 , . . . , b N ) = 0. We now define s by modifying c as follows:
where the elements p j = p j (X 1 , . . . , X m ) ∈ G m,n will be chosen below so that for every j = 1, . . . , N , (2.13)
We first check that this polynomial has the desired properties. Being an evaluation of a central polynomial for n × n matrices, s is a central element in G m,n and a polynomial identity for all prime k-algebras of PI-degree n−1. Moreover, s(A i ) = c(b 1 , . . . , b N ) = 0 for every i = 1, . . . , r. Thus s itself is a central polynomial for n × n matrices. Consequently, s(A i ) is a central element in M n , i.e., a scalar matrix. It remains to show that p 1 , . . . , p N ∈ G m,n can be chosen so that (2.13) holds. Consider the representation φ i :
Since each A i lies in U m,n , each φ i is surjective. Moreover, by our assumption on A 1 , . . . , A r , no two of them are conjugate under PGL n , i.e., no two of the representations φ i are equivalent. The kernels of the φ i are thus pairwise distinct by [A 1 , Theorem (9.2)]. The Chinese Remainder Theorem now tells us that φ 1 ⊕ . . . ⊕ φ r : G m,n −→ (M n ) r is surjective; p j can now be chosen to be any preimage of (b j , . . . , b j ) ∈ (M n ) r . This completes the proof of Lemma 2.12.
3. Definition and first properties of n-varieties 3.1. Definition. (a) An n-variety X is a closed PGL n -invariant subvariety of U m,n for some m ≥ 2. In other words, X = X ∩ U m,n , where X is the Zariski closure of X in (M n ) m . Note that X is a generically free PGL nvariety (in fact, for every x ∈ X, the stabilizer of x in PGL n is trivial).
(b) Given a subset S ⊂ G m,n (or S ⊂ T m,n ), we define its zero locus as
Of course, Z(S) = Z(J), where J is the 2-sided ideal of G m,n (or T m,n ) generated by S. Conversely, given an n-variety X ⊂ U m,n we define its ideal as
Similarly we define the ideal of X in T m,n , as
The polynomial identity coordinate ring (or PI-coordinate ring) of an n-variety X is defined as G m,n /I(X). We denote this ring by k n [X].
3.2. Remark. Elements of k n [X] may be viewed as PGL n -equivariant morphisms X −→ M n . The example below shows that not every PGL n -equivariant morphism X −→ M n (k) is of this form. On the other hand, if X is irreducible, we will later prove that every PGL n -equivariant rational map X M n (k) lies in the total ring of fractions of k n [X]; see Proposition 7.3.
3.3. Example. Recall that U 2,2 is the open subset of M 2,2 defined by the inequality c(X 1 , X 2 ) = 0, where
see, e.g., [K, p. 198] or [BB, Section 3] . Thus for X = U 2,2 , the PGL nequivariant morphism f :
3.4. Remark. (a) Let J be an ideal of G m,n . Then the points of Z(J) are in bijective correspondence with the surjective k-algebra homomorphisms φ : G m,n −→ M n such that J ⊂ Ker(φ) (or equivalently, with the surjective k-algebra homomorphisms G m,n /J −→ M n ). Indeed, given a ∈ Z(J), we associate to it the homomorphism φ a given by φ a : p → p(a). Conversely, a surjective homomorphism φ : G m,n −→ M n such that J ⊂ Ker(φ) gives rise to the point a φ = (φ(X 1 ), . . . , φ(X m )) ∈ Z(J) , where X i ∈ G m,n is the i-th generic matrix in G m,n . One easily checks that the assignments a → φ a and φ → a φ are inverse to each other.
(b) The claim in part (a) is also true for an ideal J of T m,n . That is, the points of Z(J) are in bijective correspondence with the surjective k-algebra homomorphisms φ : T m,n −→ M n such that J ⊂ Ker(φ) (or equivalently, with the surjective k-algebra homomorphisms T m,n /J −→ M n ). The proof goes through without changes.
Proof. (a) Clearly, Z(J) ⊂ Z(J ∩ G m,n ). To prove the opposite inclusion, assume the contrary: there exists a y ∈ U m,n such that p(y) = 0 for every p ∈ J ∩ G m,n but f (y) = 0 for some f ∈ J. By Lemma 2.12 there exists a central polynomial s ∈ G m,n for n × n-matrices such that s(y) = 0. By [Sch, Theorem 1], p = s i f lies in G m,n (and hence, in J ∩ G m,n ) for some i ≥ 0. Our choice of y now implies 0 = p(y) = s i (y)f (y). Since s(y) is a non-zero element of k, we conclude that f (y) = 0, a contradiction. (b) Clearly X ⊂ Z(I T (X)) ⊂ Z(I(X)). Part (a) (with J = I T (X)) tells us that Z(I(X)) = Z(I T (X)). It thus remains to be shown that Z(I T (X)) ⊂ X. Assume the contrary: there exists a z ∈ U m,n such that p(z) = 0 for every p ∈ I T (X) but z ∈ X. Since X = X ∩ U m,n , where X is the closure of X in (M n ) m , we conclude that z ∈ X. Let C = PGL n · z be the orbit of z in (M n ) m . Since z ∈ U m,n , C is closed in (M n ) m ; see Proposition 2.3(b). Thus C and X are disjoint closed PGL n -invariant subsets of (M n ) m . By [MF, Corollary 1.2] , there exists a PGL n -invariant regular function f : (M n ) m −→ k such that f ≡ 0 on X but f ≡ 0 on C. The latter condition is equivalent to f (z) = 0. Identifying elements of k with scalar matrices in M n , we may view f as a central element of T m,n . So f ∈ I T (X) but f (z) = 0, contradicting our assumption.
Irreducible n-varieties
Of particular interest to us will be irreducible n-varieties. Here "irreducible" is understood with respect to the n-Zariski topology on U m,n , where the closed subsets are the n-varieties. However, since PGL n is a connected group, each irreducible component of X in the usual Zariski topology is PGL n -invariant. Consequently, X is irreducible in the n-Zariski topology if and only if it is irreducible in the usual Zariski topology.
4.1. Lemma. Let ∅ = X ⊂ U m,n be an n-variety. The following are equivalent:
Proof. (a) ⇒ (b): Suppose first that I T (X) is not prime, i.e., there are ideals J 1 and J 2 such that J 1 · J 2 ⊂ I T (X) but J 1 , J 2 ⊂ I T (X). We claim that X is not irreducible. Indeed, X = X 1 ∪ X 2 , where X 1 = Z(J 1 ) ∩ X and X 2 = Z(J 2 ) ∩ X. It remains to be shown that X i = X for i = 1, 2. Indeed, if say, X 1 = X then every element of J 1 vanishes on all of X, so that J 1 ⊂ I T (X), contradicting our assumption. (c) ⇒ (a): Suppose X is not irreducible; denote its irreducible components by V 1 , . . . , V r , where r ≥ 2. Choose a i ∈ V i so that a i ∈ V j for any j = i.
Then the orbit
Identifying elements of k with scalar matrices in M n , we may view f i as a central element of T m,n .
By Lemma 2.12 there exists a central polynomial s ∈ G m,n for n × n matrices such that s(a i ) = 0 for every i = 1, . . . , r. By [Sch, Theorem 1] , there exists an integer l ≥ 1 such that s l f i ∈ G m,n for all i = 1, . . . , r. Let J i be the two-sided ideal of G m,n generated by s l f i . Then by our choice of f i , J 1 · J 2 · . . . · J r ⊂ I(X) but J 1 , . . . , J r ⊂ I(X). Indeed, if J i ⊂ I(X), then we would have s(a i )f i (a i ) = 0, which is impossible, since s(a i ) and f i (a i ) are non-zero scalar matrices in M n (k). This shows that I(X) is not prime, a contradiction.
Corollary. For any irreducible n-variety X, T m,n /I T (X) is the trace ring of the prime
Proof. By Lemma 4.1, I T (X) is a prime ideal of T m,n , and I(X) = J ∩ G m,n is a prime ideal of G m,n . The desired conclusion now follows from Lemma 2.7(b).
Proof. (a) Clearly Z(J ∩ C m,n ) ⊃ Z(J). To prove the opposite inclusion, it suffices to show that if φ : T m,n −→ M n (k) is a surjective k-algebra homomorphism such that φ(J ∩ C m,n ) = {0} then φ(J) = {0}; see Remark 3.4.
To prove this, recall that φ is a trace-preserving map by Lemma 2.5. Choose j ∈ J; we want to show that φ(j) = 0. Indeed, for every p ∈ T m,n , we have by Corollary 2.8 that
Since φ is surjective, we see that tr(φ(j)m) = 0 for every n × n-matrix m. Since the trace form on M n (k) is nonsingular, we conclude that φ(j) = 0 in M n , as claimed.
(b) Consider the categorical quotient map π :
is the coordinate ring of Q m,n . Note that elements of C m,n may be viewed in two ways: as regular functions on Q m,n or (after composing with π) as a PGL n -invariant regular function on (M n ) m . Let Y ⊂ Q m,n be the zero locus of J ∩ C m,n in Q m,n . Then by part (a),
Since J is a prime ideal of T m,n , J ∩ C m,n is a prime ideal of C m,n ; see, e.g., [Pr 2 , Theorem II.6.5(1)]. Hence, Y is irreducible. Now by Proposition 2.3(e), we conclude that Z(J) = π −1 (Y ) ∩ U m,n is also irreducible, as claimed.
Proof. By Lemma 2.7(a), J 0 = J ∩ G m,n for some J ∈ Spec n (T m,n ). By Proof. First assume that Z(J) = ∅. Since A is a finitely generated k-algebra of PI-degree n, its quotient A/J is clearly a finitely generated algebra of PIdegree ≤ n. To show PIdeg(A/J) ≥ n, recall that a point a = (a 1 , . . . , a m ) ∈ Z(J) gives rise to a surjective k-algebra homomorphism A/J −→ M n (k); see Remark 3.4.
Conversely, assume that A/J is a k-algebra of PI-degree n. In view of Remark 3.4 it suffices to show that every finitely generated prime k-algebra R of PI-degree n admits a surjective homomorphism R −→ M n (k). For lack of a reference, we include a simple proof of this fact.
Since R is a finitely generated prime PI-algebra, it is Jacobson, i.e., the intersection of its maximal ideals is zero (see, e.g., [Pr 2 , p. 102]). If c is a nonzero evaluation in R of a central polynomial for n×n-matrices, then there is some maximal ideal M of R not containing c. Thus R/M has PI-degree n, and replacing R by R/M , we may assume that R is a simple k-algebra of degree n which is finitely generated as a k-algebra. Let L be a splitting field for R which is finite-dimensional over the center of R. Then R ⊗ L ∼ = M n (L) is a finitely generated k-algebra, and so is L (it is generated by the entries of the finitely many matrices generating M n (L)). The commutative weak Nullstellensatz now implies that L = k and R ∼ = M n (k).
Proposition. (Strong form of the
For n = 1 both parts reduce to the usual (commutative) strong form of the Nullstellensatz for prime ideals (which is used in the proof of Proposition 5.2).
Proof. We begin by reducing part (a) to part (b). Indeed, by Lemma 2.7(a), J 0 = J ∩ G m,n for some J ∈ Spec n (T m,n ). Now
where (1) follows from Lemma 3.5(a) and (2) follows from part (b).
It thus remains to prove (b). Let X = Z(J). Then X = ∅ (see Proposition 5.1), X is irreducible (see Proposition 4.3(b)) and hence I T (X) is a prime ideal of T m,n (see Lemma 4.1). Clearly J ⊂ I T (X); our goal is to show that J = I T (X). In fact, we only need to check that
Indeed, suppose (5.3) is established. Choose p ∈ I T (X); we want to show that p ∈ J. For every q ∈ T m,n we have pq ∈ I T (X) and thus
see Corollary 2.8(a). Hence, if we denote the images of p and q in T m,n /J by p and q respectively, Lemma 2.7 tells us that tr(p · q) = 0 in T m,n /J for every q ∈ T m,n /J. Consequently, p = 0, i.e., p ∈ J, as desired. We now turn to proving (5.3). Consider the categorical quotient map π : (M n ) m −→ Q m,n for the PGL n -action on (M n ) m ; here C m,n = k[Q m,n ] is the coordinate ring of Q m,n . Given an ideal H ⊂ C m,n , denote its zero locus in Q m,n by
Zariski open in Q m,n (see Lemma 2.3(d)), and J ∩ C m,n is a prime ideal of C m,n (see [Pr 2 , Theorem II.6.5(1)]), we have
where π(X) is the Zariski closure of π(X) in Q m,n . Now suppose f ∈ I T (X) ∩ C m,n . Our goal is to show that f ∈ J ∩ C m,n . Viewing f as an element of C m,n , i.e., a regular function on Q m,n , we see that f ≡ 0 on π(X) and hence, on π(X). Now applying the usual (commutative) Nullstellensatz to the prime ideal J ∩ C m,n of C m,n , we see that (5.4) implies f ∈ J ∩ C m,n , as desired.
The following theorem summarizes many of our results so far.
5.5. Theorem. Let n ≥ 1 and m ≥ 2 be integers.
(a) Z( ) and I( ) are mutually inverse inclusion-reversing bijections between Spec n (G m,n ) and the set of irreducible n-varieties X ⊂ U m,n .
(b) Z( ) and I T ( ) are mutually inverse inclusion-reversing bijections
between Spec n (T m,n ) and the set of irreducible n-varieties X ⊂ U m,n .
Regular maps of n-varieties
Recall that an element g of G m,n may be viewed as a regular PGL nequivariant map g : (M n ) m −→ M n . Now suppose X is an n-variety in U m,n . Then, restricting g to X, we see that g| X = g ′ | X if and only if g ′ − g ∈ I(X). Hence, elements of the PI-coordinate ring of X may be viewed as PGL n -equivariant morphisms X −→ M n . All of this is completely analogous to the commutative case, where n = 1,
is the usual coordinate ring of X ⊂ k m , and elements of k[X] are the regular functions on X. It is thus natural to think of elements of k n [X] as "regular functions" on X, even though we shall not use this terminology. (In algebraic geometry, functions are usually assumed to take values in the base field k, while elements of k n [X] take values in M n .) We also remark that not every PGL n -equivariant morphism X −→ M n of algebraic varieties (in the usual sense) is induced by elements of k n [X], see Example 3.3. 6.1. Definition. Let X ⊂ U m,n and Y ⊂ U l,n be n-varieties.
(a) A map f : X −→ Y is called a regular map of n-varieties, if it is of the form f = (f 1 , . . . , f l ) with each
(b) The n-varieties X and Y are called isomorphic if there are mutually inverse regular maps X −→ Y and Y −→ X .
given by X i −→ f i for i = 1, . . . , l, where X 1 , . . . , X l are the images of the generic matrices X 1 , . . . ,
6.2. Remark. It is immediate from these definitions that (f * ) * = f for any regular map f : X −→ Y of n-varieties, and (α * ) * = α for any k-algebra
. Note also that (id X ) * = id kn [X] , and (id kn[X] ) * = id X . 6.3. Lemma. Let X ⊂ U m,n and Y ⊂ U l,n be n-varieties, and let k n [X] and k n [Y ] be their respective PI-coordinate rings. Proof. Parts (a) and (b) follow directly from Definition 6.1. The proofs are exactly the same as in the commutative case (where n = 1); we leave them as an exercise for the reader. To prove (c), suppose f : X −→ Y and g : Y −→ X are mutually inverse morphisms of n-varieties. Then by part (a), f * :
are mutually inverse homomorphisms of k-algebras then by part (b), α * and β * are mutually inverse morphisms between the n-varieties X and Y . 6.4. Theorem. Let R be a finitely generated prime k-algebra of PI-degree n. Then R is isomorphic (as a k-algebra) to k n [X] for some irreducible nvariety X. Moreover, X is uniquely determined by R, up to isomorphism of n-varieties.
Proof. By our assumptions on R there exists a surjective ring homomorphism ϕ : G m,n −→ R. Then J 0 = Ker(ϕ) lies in Spec n (G m,n ). Set X = Z(J 0 ) ⊂ U m,n . Then X is irreducible (see Corollary 4.4), and J 0 = I(X) (see Proposition 5.2(a)). Hence R is isomorphic to G m,n /I(X) = k n [X], as claimed. The uniqueness of X follows from Lemma 6.3(c).
We are now ready to prove Theorem 1.1. Recall that for n = 1, Theorem 1.1 reduces to [H, Corollary 3.8] . Both are proved by the same argument. Since the proof of [H, Corollary 3.8] is omitted in [H] , we reproduce this argument here for the sake of completeness.
Proof of Theorem 1.1. By Lemma 6.3, the contravariant functor F in Theorem 1.1 is well-defined. It is full and faithful by Remark 6.2. Moreover, by Theorem 6.4, every object in PI n is isomorphic to the image of an object in Var n . Hence F is a covariant equivalence of categories between Var n and the dual category of PI n , see, e.g., [B, Theorem 7.6] . In other words, F is a contravariant equivalence of categories between Var n and PI n , as claimed.
We conclude our discussion of regular maps of n-varieties with an observation which we will need in the next section. Proof. Denote by k n (X) the common total ring of fractions of k n [X] and T m,n /I T (X). By Lemma 2.12, there exists a central polynomial s ∈ G m,n for n × n matrices which does not identically vanish on X. Then R = G m,n [s −1 ] is an Azumaya algebra. Consider the natural map φ : R −→ k n (X). Then the center of φ(R) is φ(Center(R)); see, e.g., [DI, Proposition 1.11] . Note that k n (X) is a central localization of φ(R). Hence the central element c of k n (X) is of the form c = φ(p)φ(q) −1 for central elements p, q ∈ G m,n with q ≡ 0 on X. All images of p and q in M n are central, i.e., scalar matrices. Thus c(x) is a scalar matrix for each x in the dense open subset of X on which q is nonzero. Consequently, c(x) is a scalar matrix for every x ∈ X.
7. Rational maps of n-varieties 7.1. Definition. Let X be an irreducible n-variety. The total ring of fractions of the prime algebra k n [X] will be called the central simple algebra of rational functions on X and denoted by k n (X).
7.2. Remark. One can also define k n (X) using the trace ring instead of the generic matrix ring. That is, k n (X) is also the total ring of fractions of T m,n /I T (X). Indeed, by Lemma 4.2, T m,n /I T (X) is the trace ring of k n [X], so the two have the same total ring of fractions.
Recall that k n (X) is obtained from k n [X] by inverting all non-zero central elements; see, e.g., [Ro 1 , Theorem 1.7.9]. In other words, every f ∈ k n (X) can be written as f = c −1 p, where p ∈ k n [X] and c is a nonzero central element of k n [X] . Recall from Lemma 6.5 that for each x ∈ X, c(x) is a scalar matrix in M n , and thus invertible if it is nonzero. Viewing p and c as PGL n -equivariant morphisms X −→ M n (in the usual sense of commutative algebraic geometry), we see that f can be identified with a rational map c −1 p : X M n . One easily checks that this map is independent of the choice of c and p, i.e., remains the same if we replace c and p by d and q, such that f = c −1 p = d −1 q. We will now see that every PGL n -equivariant rational map X M n is of this form.
7.3. Proposition. Let X ⊂ U m,n be an irreducible n-variety. Then the natural inclusion k n (X) ֒→ RMaps PGLn (X, M n ) is an isomorphism.
Here RMaps PGLn (X, M n ) denotes the k-algebra of PGL n -equivariant rational maps X M n , with addition and multiplication induced from M n . Recall that a regular analogue of Proposition 7.3 (with rational maps replaced by regular maps, and k n (X) replaced by k n [X]) is false; see Remark 3.2 and Example 3.3.
First proof (algebraic). Recall that k n (X) is, by definition, a central simple algebra of PI-degree n. By [Re, Lemma 8.5 ] (see also [Re, Definition 7.3 and Lemma 9.1]), RMaps PGLn (X, M n ) is a central simple algebra of PIdegree n as well. It is thus enough to show that the centers of k n (X) and RMaps PGL n (X, M n ) coincide.
Let X be the closure of X in (M n ) m . By [Re, Lemma 8.5 ], the center of RMaps PGL n (X, M n ) = RMaps PGL n (X, M n ) is the field k(X) PGLn of PGL ninvariant rational functions f : X k (or equivalently, the field k(X) PGL n ). Here, as usual, we identify f with f · I n : X M n . It now suffices to show that
Recall from Lemma 2.7 that the natural algebra homomorphism G m,n −→ k n (X) extends to a homomorphism T m,n −→ k n (X). So the center of k n (X) contains all functions f | X : X −→ k, as f ranges over the ring
Since X ⊂ U m,n , these functions separate the PGL n -orbits in X; (7.4) now follows a theorem of Rosenlicht; cf. [PV, Lemma 2.1] .
Alternative proof (geometric). By Remark 7.2, it suffices to show that for every PGL n -equivariant rational map f :
It is enough to show that the ideal
contains a PGL n -invariant element h such that h ≡ 0 on X. Indeed, regular PGL n -equivariant morphisms (M n ) m −→ M n are precisely elements of T m,n ; hence, hf : X −→ M n would then lie in k n (X), and so would f = h −1 (hf ), thus proving the lemma.
Denote by Z the zero locus of I in (M n ) m (in the usual sense, not in the sense of Definition 3.1(b)). Then Z ∩ X is, by definition the indeterminacy locus of f ; in particular, X ⊂ Z. Choose a ∈ X \ Z and let C = PGL n · a be the orbit of a in X. Since a ∈ X ⊂ U m,n , Proposition 2.3(b) tells us that C is closed in (M n ) m . In summary, C and Z are disjoint PGL n -invariant Zariski closed subsets of (M n ) m . Since PGL n is reductive, they can be separated by a regular invariant, i.e., there exists a 0 = j ∈ k[(M n ) m ] PGL n such that j(a) = 0 but j ≡ 0 on Z; see, e.g., [MF, Corollary 1.2] . By Hilbert's Nullstellensatz, h = j r lies in I for some r ≥ 1. This h has the desired properties: it is a PGL n -invariant element of I which is not identically zero on X.
7.5. Definition. Let X ⊂ U m,n and Y ⊂ U l,n be irreducible n-varieties.
(a) A rational map f : X Y is called a rational map of n-varieties if f = (f 1 , . . . , f l ) where each f i ∈ k n (X). Equivalently (in view of Proposition 7.3), a rational map X Y of n-varieties is simply a PGL n -equivariant rational map (in the usual sense). (c) A dominant rational map f = (f 1 , . . . , f l ) : X Y of n-varieties induces a k-algebra homomorphism (i.e., an embedding) f * : k n (Y ) −→ k n (X) of central simple algebras defined by f * (X i ) = f i , where X i is the image of the generic matrix X i ∈ G l,n in k n [Y ] ⊂ k n (Y ). One easily verifies that for every g ∈ k n (Y ), f * (g) = g •f , if one views g as a PGL n -equivariant rational map Y M n .
(d) Conversely, a k-algebra homomorphism (necessarily an embedding) of central simple algebras α : k n (Y ) −→ k n (X) (over k) induces a dominant rational map f = α * : X Y of n-varieties. This map is given by f = (f 1 , . . . , f l ) with f i = α(X i ) ∈ k n (X), where X 1 , . . . , X l are the images of the generic matrices X 1 , . . . , X l ∈ G l,n . It is easy to check that for every g ∈ k n (Y ), α(g) = g • α * , if one views g as a PGL n -equivariant rational map Y M n .
7.6. Remark. Once again, the identities (f * ) * = f and (α * ) * = α follow directly from these definitions. Similarly, (id X ) * = id kn(X) and (id kn(X) ) * = id X .
We also have the following analogue of Lemma 6.3 for dominant rational maps. The proofs are again the same as in the commutative case (where n = 1); we leave them as an exercise for the reader. 7.7. Lemma. Let X ⊂ U m,n and Y ⊂ U l,n be irreducible n-varieties, and let k n (X) and k n (Y ) be their central simple algebras of rational functions. belong to the same PGL n -orbit. Say b = h(a), for some h ∈ PGL n . Then f (a) = f (b) = hf (a)h −1 . Since f (a) ∈ U m,n , h = 1, so that a = b, as claimed.
Lemma 8.1 suggests that in the birational setting the natural objects to consider are arbitrary generically free PGL n -varieties, rather than nvarieties. The relationship between the two is analogous to the relationship between affine varieties and more general algebraic (say, quasi-projective) varieties in the usual setting of (commutative) algebraic geometry. In particular, in general one cannot assign a PI-coordinate ring k n [X] to an irreducible generically free PGL n -variety in a meaningful way. On the other hand, we can extend the definition of k n (X) to this setting as follows.
8.2. Definition. Let X be an irreducible generically free PGL n -variety. Then k n (X) is the k-algebra of PGL n -equivariant rational maps f : X M n , with addition and multiplication induced from M n . Proposition 7.3 tells us that if X is an irreducible n-variety then this definition is consistent with Definition 7.1. Note that k n (X) is sometimes denoted by RMaps PGLn (X, M n ).
Definition.
A dominant rational map f : X Y of generically free PGL n -varieties gives rise to a homomorphism (embedding) f * : k n (Y ) −→ k n (X) given by f * (g) = g • f for every g ∈ k n (Y ).
If X and Y are n-varieties, this definition of f * coincides with Definition 7.5(c). Note that (id X ) * = id kn(X) , and that (g • f ) * = f * • g * if g : Y Z is another PGL n -equivariant dominant rational map. We will now show that Definition 7.5 and Remark 7.6 extend to this setting as well.
8.4. Proposition. Let X and Y be generically free irreducible PGL n -varieties and α : k n (X) → k n (Y ) be a k-algebra homomorphism. Then there is a unique PGL n -equivariant, dominant rational map α * : Y X such that (α * ) * = α.
Proof. If X and Y are n-varieties, i.e., closed PGL n -invariant subvarieties of U m,n and U l,n respectively (for some m, l ≥ 2) then α * : Y X is given by Definition 7.5(d), and uniqueness follows from Remark 7.6.
In general, Lemma 8.1 tells us that there are birational isomorphisms X X ′ and Y Y ′ where X ′ and Y ′ are n-varieties. The proposition is now a consequence of the following lemma. Proof. Note that by our assumption, the algebra homomorphism
