Abstract. In this paper, we propose an algorithm estimating parameters of a source term of a linear advection-diffusion equation with an uncertain advection-velocity field. First, we apply a minimax state estimation technique order to reduce uncertainty introduced by the coefficients. Then we design a source localization algoritm which uses the state estimator as a model and estimates the parameters of the source term given incomplete and noisy data. The principal novelty of the proposed algorithm is in that it is robust with respect to the uncertainty in advection coefficients, i.e. wind fields. The localization algorithm is sequential, that is it updates both state estimate and source estimate once a new observation arrives. To demonstrate the efficacy of the proposed algorithm, we present a numerical example of source localization in two spatial dimensions for the advection-dominated transport of a non-reactive pollutant emanating from a point-source.
1. Introduction. Generic Advection-Diffusion-Reaction (ADR) equations are widely used to model and forecast a wide range of atmospheric processes: a good example is given by forecasting ozone concentrations at ground level [11] . An important class of ADR equations is represented by linear Advection-Diffusion (AD) equations which can be used to describe a variety of processes involving heat or mass transfer in which chemically reactive effects are absent or negligible. Examples include the evolution in concentration of a chemically non-reactive pollutant in a fluid, or the change in heat of a non-reactive flowing substance. In this paper, we study the problem of estimating the parameters of source-term included in an AD equation as a means of describing an exogenous input. Many of the previous works in this area have been in the context of air pollution [13] . This is a suitable application of advection-diffusion models, since many pollutants of interest can be assumed to be non-reactive with the atmosphere. Furthermore, the point-source emission of such a pollutant (e.g. a natural gas leak) can be modelled using a source term. The parameter estimation problem could then be to determine the parameters of the source term describing the emission given measurements. For example, the location, intensity and time of origin of the point source may be estimated using measurements provided by the sensors located at points in the spatial domain.
In this work, the advection coefficients of the AD equation is taken to be uncertain. Specifically, we assume that a nominal time-independent advection field,Ū is given but the advection filed of the signal, observed through the sensors, U (x, t) is timedependent, that is U (x, t) =Ū + V (x, t) where V (x, t) is a bounded divergencefree perturbation. In the context of a gas leak problem, this means that while the speed and direction of the prevailing wind are known to be represented byŪ , its * actual direction U (x, t) is uncertain and changes over time. This uncertainty in the advection velocity field is a key differentiating feature of our problem and, in the context of a point-source emission model, plays an important role in the transport of a pollutant. In many previous studies concerning the emission estimation problem, wind is assumed to be available and can be treated in a feed-forward manner. Clearly, in many practical situations this assumption is unrealistic. In this paper we develop a new data fusion algorithm for source-detection and localization that is robust with respect to wind uncertainty.
A suitable application of our problem is the estimation of parameters describing a point-source emission into the atmosphere. Thus, we consider the typically encountered scenario of a gas leak in an urban setting: a gas (for example, methane) plume with intensity I originating at coordinates (x * ) begins at time t * . We assume that the gas is either non-reactive 1 or nearly inert so that the motion of the plume can be modelled reasonably well by a linear advection-diffusion equation (as detailed in Section 2.1). The model begins by assuming zero concentration. An abrupt gas emission is modelled by a source term represented as a product of Gaussian functions (centered at x * with standard deviation correlated with grid size (see section 2.1) and a Heaviside function s (switching from 0 to I at time t * ). In fact, this source term models the continuous emission of the gas at constant rate and fixed location. We will refer to this example throughout the paper.
The model is then projected onto a finite dimensional subspace generated by Lagrange polynomials by using Spectral Element Method (SEM) and we arrive 2 at an Ordinary Differential Equation (ODE) describing the dynamics of projection coefficients. In what follows we refer this ODE as SEM model. Our choice of SEM was motivated by the convenience it affords in dealing with boundary conditions 3 and expedient sparsity patterns for mass and stiffness matrices. In addition, the solution of AD equation is at least 2 times differentiable (in the weak sense) almost everywhere in the domain of interest Ω, provided Ω has a "nice" boundary. Thus, we may use high-order SEM approximations to attain better convergence (over elements) and maintain non-negativity of the solution almost everywhere in Ω. Note that gas flow is advection dominated (diffusion magnitude is proportional to 10 −6 ) and so various numerical instabilities may arise. These instabilities are usually overcome by introducing numerical diffusion in specific directions depending on the advection coefficients [12] . To simplify the presentation this paper uses the standard SEM method and the numerical stabilisation is achieved by a combination of high order Lagrange polynomials and uniform numerical diffusion.
Note that the SEM model is subject to the following uncertainty sources: (i) uncertain but bounded source term (or input) quantifying projection error, and (ii) model error. In the context of the gas leak example, the latter accounts for uncertainty in the wind field. Specifically, the stiffness matrix of SEM model is a function of the advection coefficients describing the velocity field. In its interpretation as a wind-field, the advection velocity is usually approximated by a weather model which provides a nominal (or mean) component and bounds (or confidence intervals) for possible wind fluctuations. Hence, the SEM model has a nominal stiffness matrix and a model error accounting for these fluctuations (see sections 2.2-2.3). Following [25] we suggest to take into account both projection and model errors by introducing a minimax filter. We refer the reader to [14, 2, 10, 15, 23, 24] for the basic information on minimax state estimation framework. The minimax filter constructs a linear estimate of the SEM model's state vector given observations, provided the uncertain parameters (projection error, model error and observation error) belong to a given bounding set. Statistically, the latter assumption implies uniform distributions for uncertain parameters and, under these assumptions, the minimax filter is designed so that for any realisation of uncertain parameters the estimation error is minimal. Being quite conservative, the aforementioned uncertainty description (in terms of a priori bounding set) is aligned with the requirements of our application as reliable statistics from the wind fields, or from projection errors, are often unavailable. As a result, our model of gas transport is represented by the minimax filter. This is a linear ODE which is composed of three terms:
• a non-stationary state transition matrix representing an estimated nominal wind field; • a source term represented by a linear transformation of observations;
• and finally, a source term s(t, t * )L(x * ) where L represents the spectral element projection of the product of Gaussians modelling the point source, which depends on uncertain emission coordinates x * , and s is a Heaviside function switching from 0 to I at uncertain time t * .
The problem of source localization is then recast as the following optimisation problem: minimize (w.r.t. x * , I and t * ) a data misfit function, d(Y − HĈ) measuring the distance between a vector of observed concentrations at given sensor's locations, Y and the corresponding components of the minimax filter's state vector, HĈ. In other words, we define source location and emission time so that the vector of concentrations estimated by the minimax filter is as close as possible (in terms of a chosen data misfit function d) to the observed concentrations. Note that the state vector of the filter is a linear transformation of the source term sL. Thus, by introducing a set of adjoint ODEs we may recast the aforementioned optimisation problem as a non-linear regression problem: minimize d(Y − ΛsL) w.r.t. x * ∈ Ω, 0 < I < I * and 0 < t * < T where the matrix Λ does not depend on x * and is computed beforehand by using solutions of adjoint ODEs (see section 3). This optimisation problem is non-convex and we employ a sampling strategy to find its solution. There are many techniques for dealing with non-convex optimization problems. For convenience, here we apply a particle swarm method to perform a sequential localization, i.e. the estimate of uncertain x * , t * and I at time instant t = t k is updated once a new observation Y (t k+1 ) arrives. We detail this computational strategy and the corresponding numerical results in sections 3 and 4.
As we have already mentioned, the principal novelty in our approach is to use the minimax filter as a model of transport (i.e. gas transport). The filter constructs a set, E which contains the "vector of true concentrations" C * , provided the uncertain parameters belong to the given bounding set. In fact, the minimax center of E,Ĉ coincides with the estimate of the concentrations provided by the filter. This parametrisation of the problem provides a formalisation of intuitively obvious relation between the quality of source localization and sensor topology. Namely, by adjusting (x * , I, t * ) we steer the minimax center of E, the state of the minimax filter towards observed concentrations (tracking). This procedure by itself does not give us any measure of localization quality. However, we know that C * ∈ E and so, by varying sensor topology we can adjust the volume of E: if the volume of E is getting smaller over time then the "vector of true concentrations" C * becomes closer to the center of E,Ĉ and that, in turn improves source localization quality. This feature of the minimax filter affords a systematic degree of freedom to the designer of a sensor network not normally available. Specifically, by appropriately dimensioning and positioning the sensor network the designer may thus explore the trade-off between the prediction accuracy and network cost. This basic intuition is formalised in section 3.
Brief overview of related literature. The use of Kalman filter for gas leak localization purposes is a common direction in the literature (see [20, 21] and references therein). The drawbacks associated with Kalman filters are well documented. These include: unrealistic assumptions on noise; sensitivity to errors in initial estimates of covariance matrices [18] . A further complication in our context is the assumption, made by many authors, that the source can be represented as a linear combination of basis functions, and that these coefficients do not vary over time. The consequence of this is that the dimension of the state vector grows rapidly and the problem quickly becomes intractable [20] . In our case the source is effectively parametrised by 4 parameters (location, intensity and emission time) and so the main computational burden is to compute the minimax filter. The latter may be computed without any special treatment in two dimensions. In 3D one may use localised minimax filters obtained by means of a domain decomposition strategy [16] . A further point to note in the context of Kalman filters is that the model error accounting for the wind uncertainty is unlikely to be drawn from normal distribution 4 . In contrast, we assume that the model error is merely bounded. Another typical assumption is that the given coefficients may indeed reproduce the "true concentration". In other words, the wind is usually assumed to be known which is rarely the case in practice.
A parametrisation of the source as a Dirac distribution was used in the context of source localization by various authors. For instance, Bayesian source localization algorithms locating point sources for simple Gaussian puff models, which admit an analytic solution, were proposed in [5] . A branch and bound based alternative to standard non-linear least squares localization for the model and source of the same type was suggested in [13] . A stochastic gradient method was applied in [17] for the advectiondiffusion equation with stationary wind, homogeneous Dirichlet boundary conditions and point source. In contrast, our source model uses a weak approximation of the Dirac delta in the class of smooth functions in order to achieve numerical advantages (see section 2.1). Generic source localization algorithms for full advection-diffusion equations with mixed type boundary conditions were considered in [1] . Source localization by using adjoint solutions of advection-diffusion equations in 3D together with uncertainty quantification algorithm has been proposed in [22] . The setup of the latter paper is quite close to our setting. However, as we have already mentioned, the key differentiator is that we allow for uncertain advection coefficients. Controllability and identifiability conditions of the source for advection-diffusion equations were derived in [9] . In our context these conditions cannot be applied due to the time varying nature of our problem. Finally, balancing uncertainty of the source localization and energy costs of sensor's network load was considered in [20] in the Kalman filtering framework and this is related to the trade off between number of sensors, and localization accuracy, that we consider briefly in section 4.
2. Problem statement. Our approach is based on three components: first, we introduce a linear advection-diffusion equation and discretise it in space using Spectral Element Method (SEM); second, we apply a minimax filtering algorithm to account for uncertain advection coefficients and also for numerical projection errors. Third and finally, we derive a dual form of the localization problem which is of low dimension and hence may be efficiently solved by sampling. In what follows we briefly describe these components.
Advection-diffusion equations.
To simplify the presentation we do all the following derivations in two dimensions. We stress that the derivations below can be easily generalized to the case of n dimensions. Consider a linear advection-diffusion equation of the following type:
Here u(x, t) stands for the concentration (i.e. gas concentration) at the point x = (x 1 , x 2 ) and time instant t, U = (
T is the given wind field, the term ∇ · ( U (x, t)u) describes how the concentration u is transported by the wind U and ∇ · (ε(x)∇u) defines the rate of the dissipation of u in Ω.
The shape of the source is given by the function, g. We model the source by what is called a "nascent delta function", that is a smooth function which converges to the delta function in the sense of distributions. Specifically,
, where x s = (x * , y * ) is the source location, C is a normalisation constant and ε > 0 is correlated with the spatial discretisation as detailed in section A.1.
We further assume that the initial concentration is zero, u(x, 0) = 0, and after the gas has been emitted at time 0 < t * and location x s ∈ Ω, its transport is governed by (2.1) subject to the following mixed boundary conditions:
where du dn denotes the derivative of u in the direction n, n is the unit normal vector of Γ 1 , where Γ 1 ∪ Γ 2 = ∂Ω, ∂Ω denotes the boundary of Ω, and Γ 1 ∩ Γ 2 = ∅. The first condition simply means that nothing enters the domain through Γ 1 and the concentration may leave the domain through Γ 2 according to the second condition.
Finally, the position of the source, x s within Ω is assumed to be uncertain together with emission time t * ∈ (0, T ), and s(t; t * ) is a function which activates the source, namely s(t; t
is the Heaviside step function and 0 ≤ t * ≤ T . The intensity of the emission is given by I and we assume that it does not change over time. In addition, we suppose that the wind field U may be uncertain as is usually the case in practice. Specifically, we assume that U (x, t) =Ū (x) + V (x, t) whereŪ is a nominal stationary wind field and V (x, t) is bounded and describes fluctuations of the measured/estimated/predicted wind field U aroundŪ . We assume thatŪ and V (x, t) are divergence free, that is div(Ū ) = 0 and div(V ) = 0. The latter assumption implies that the advection field preserves the volume of the concentration within the domain.
SEM model.
To construct a discrete representation of the physical model (2.1) we apply the Spectral Element Method (see appendix A) and arrive at the following discrete in space but continuous in time representation of (2.1):
where the state transition matrix, A(Ū ) ∈ R n×n encapsulates the wind field componentŪ and the diffusion component, and matrix A(V (t)) corresponds to the wind field component V . Note that A(Ū ) is a sum of skew-symmetric matrix A 0 (representing divergence-free advection fieldŪ ) and a symmetric negative definite matrix A 1 (representing diffusion), and A(V (t)) is a skew-symmetric matrix (representing divergence-free perturbation V ). The vector L(x s ) ∈ R n represents the source position in the chosen set of the basis functions. Since the basis is formed using Lagrange interpolation polynomials (see Appendix A), L(x s ) is simply a grid-function approximating g(x−x s ) at the computational nodes (GLL points) as discussed in section A.1.
We stress that the norm of C is not increasing over time provided sL = 0. Indeed, if we multiply (2.3) by C we obtain by skew-symmetry of A 0 and A(V ) that:
This observation motivates our uncertainty description (2.5) in the following section.
Minimax filtering.
In order to account for uncertain advection coefficients and also for numerical projection errors, and to incorporate data from the sensors into the SEM model we apply the minimax filtering. To this end, we assume that a function Y (t) ∈ R p is observed and
where η is noise and H is an observation matrix relating the synthetic vector of concentrations, C(t), to the observed concentrations Y (t) ∈ R p . In fact, C(t) represents concentrations computed by the SEM model at the computational nodes (GLL points). For simplicity we assume here that the sensors are located at computational nodes and in this case the matrix H takes the most simple form, namely H is the identity matrix if there are gas measurements at all GLL points. In the case where p is less that the number of GLL points, the matrix H comprises only the corresponding p rows of the full H (identity matrix). It is not hard to generalise this setup to the case of arbitrary sensor locations within the computational domain by simply setting H to be an interpolating matrix 5 . Using this convention the entries of the vector Y describe the observed concentrations from the network of sensors located at computational nodes.
We define e(t) := A(V (t))C to be a model error and suppose that (2.5)
where Q(t) = Q (t) > 0 and R(t) = R (t) > 0. Here Q and R are weighting matrices associated with the model and set of sensors. Specifically, matrix Q defines the L 2 -magnitude of the deviation of the error caused by the wind fluctuation e(t) from the nominal wind field. This information should be provided by the weather model or obtained experimentally. The matrix R defines the magnitude of the observation error η and characterises the reliability of the sensors. In what follows we assume that these matrices are given.
Finally, given this basic setup we would like to estimate the position of the source, namely (x * , y * ) ∈ Ω, emission time 0 < t * < T and source intensity 0 < I < I * .
3. Source localization. For a fixed s(t; t * )L(x s ) we define the minimax filter estimating the vector of synthetic concentrations C(t) as follows:
where P solves the differential Riccati equation, i.e.
Let us also define β 2 as a solution of the following ODE:
It then follows that for all 0 < t ≤ T we have:
where t → C(t) verifies (2.3)-(2.4) for some e, η satisfying (2.5) and the latter inequality holds true for any such C. In other words, the above ellipsoid represents the set of all reachable states of (2.3) compatible (or conditioned) on data Y . The above interpretation suggests to use the minimax filterĈ as a transport model. Indeed, note that
• the filter constructs the ellipsoid (3.3), E which contains the "vector of true concentrations" C * corresponding to the "true" source vector sL, provided the uncertain parameters belong to the given bounding set;
• the minimax or "Tchebyshev" center of the set E defined by (3.3) coincides with the estimate of the concentrations provided by the filter. Therefore we may reformulate the localization problem in terms of the minimax filter: adjust the source parameters (x * , y * , t * ) so that the minimax filterĈ becomes as close as possible (in some norm) to the vector of the observed concentrations. SinceĈ is the center of E and the truth belongs to E, it then follows that by adjusting the source sL we are steering the entire ellipsoid E towards "the true ellipsoid" E * . We stress that the volume of the ellipsoid reflects the amount of the uncertainty which is accumulated in the system due to model and observation errors. In particular, E shrinks if Q and R are large enough reflecting the situation of little or no model and observation errors. On the other hand, the source vector which minimizes the distance betweenĈ and Y is robust with respect to the observation and model errors.
Recall from section A.1 of the appendix that L(x s ) := M −1 F r (s − K F x C F x ) and s = Φq where Φ is a known matrix and q is a grid function representing g (see (2.2)). We can therefore split (3.1) into independent equations:
so thatĈ = C 1 + C 2 and C 1 depends only on the data and is independent of the source. Let us define the following cost function,
where h := T Nt and d(·) is a norm (either 2-norm or 1-norm). Let us now define the adjoint variable λ n j as follows:
where H j is the j-th column of H . Integrating by parts it is easy to get that
Let us define a matrix Λ := { . Then
Clearly, J is non-convex and non-smooth (in case of d representing 1-norm) function of (x * , y * , I, t * ). In the following section we employ a sampling strategy to find a minimizer of J. The key computational bottleneck of the sampling is in computing Λ. Since each column of this matrix may be computed independently it follows that an appropriate distributed computing strategy may be applied to compute Λ rather quickly.
3.1. Particle Swarm Optimizers. Particle Swarm Optimization (PSO) is a heuristic optimisation approach which has been inspired by the social behaviour of biological organisms [8, 3] . In PSO, a "swarm" of M candidate solutions p (i) is evolved. Here, let p v
where ω k is a time-variant inertia weight, c 1,2 are acceleration coefficients, r 1,k and r 2,k are independent random vectors with uniform distribution in (0, 1), i τ is the index of the best particle so p (iτ ) k = g k , and ρ k is a time variant scaling factor defined as
where m is the smallest allowed value for ρ k given by machine precision, #successes and #failures are the number of consecutive successes/failures respectively, a success is defined as J (g k ) < J (g k−1 ), and a failure is defined as J (g k ) = J (g k−1 ). In order to ensure that (3.9) is well-defined, it is also necessary to use the following rules:
For more details on the implementation of the PSO used in this paper we refer the reader to [19] .
Numerical results.
In this section, we describe the numerical results of the source-localization. In place of a physical experiment, we use the SEM-discretised advection-diffusion model to generate observations (measurements) which we are then used for the localization, which is also based on the SEM model. In order to generate more realistic data, the SEM model used for the observations uses two wind components as described in Section 2.2, each one a velocity field. The nominal velocity-field, U (x) describes the speed and direction of the prevailing wind. This stationary component is assumed to be known, and thus appears in the localization algorithm. The other wind field, V (x, t) is oscillatory (non-stationary) and is present in order to emulate the randomness of the wind. This component is not assumed to be known, and is used only for the generation of observations. In other words, the observations are generated by the SEM-discretisation of the advection-diffusion model with the true source, and with state transition matrix, A = A(Ū ) + A(V ), while the localization is performed using the SEM model using only A(Ū ). Note that A corresponds to both an advective and diffusive component.
Discrete advection-diffusion equation. The advection-diffusion equation (2.1) is discretised in space using 18 × 18 square elements and 4th order Lagrange polynomials over the spatial domain Ω = [0, 1]
2 . The resulting grid is represented on Fig. 4 .2b. We impose homogeneous Dirichlet boundary condition over the bottom and left sides of Ω and homogeneous Neumann conditions over top and right sides. The SEM model (2.3) is then discretised in time over [0, T ] with T = 2 and time step h = 0.01 by using implicit mid-point method as detailed in appendix B. The nominal velocity-field, A(Ū ) is presented in Fig. 4 .1 (red arrows) and the oscillatory component A := τ A 1 + (1 − τ )A 2 where A 1,2 are represented by left and right (w.r.t. the red arrow) black arrows and τ is drawn at each time step from a uniform distribution supported over [0, 1] . Note that typically a gas flow is advection dominated (diffusion magnitude is proportional to 10 −6 ) and so various numerical instabilities may arise. These instabilities are usually overcome by introducing numerical diffusion in specific [12] . To simplify the presentation we use uniform numerical diffusion (ε(x) = 0.01). We run the simulated physical experiment with source placed at x * = 0.2333, y * = 0.15 and starting at t * = 0.1000, and the emission intensity is I 0 = 0.09. The solution of SEM model (2.3) corresponding to A = A(Ū ) + A(V (t)) and "true" source, i.e. source of intensity I 0 placed at (x * , y * ) and starting at t * , is presented in Fig. 4 .2. In Fig. 4 .2a, the leak has already started but it has not reached the sensors yet. We then see its spread across the domain in Figs. 4.2b-4 .2f. Clearly, the gas leaves the domain through the top and right boundaries and is 0 at the bottom and left boundaries of the domain so that the boundary conditions are verified. Note that, the dynamics of the concentration is advection driven and is quite sensitive to wind fluctuations (see Fig. 4.2) . The Figs 4.2c-4.2f also show localization results which will be discussed below.
Minimax filter. To perform the localization we generated 2 different sensor's layouts randomly. In Figure 4 .3, we show 6 sensors representing the 1st layout, and the simulated data "observed" at each sensor location. The sensor readings were taken at every time step so that in total each sensor generated Figure 4 .3c, we see that the gas reaches the sensors at different times, based on their respective distances from the source. The concentration seen on a sensor depends on the wind direction and the distance from the source. We can see that the sensors are quite far from the actual location of the leak and hence the plume reaches sensors only after 60 timesteps. In addition, it can be observed that concentration observed by 3 utmost right sensors (see Fig. 4 .3d) increases and decays over time due to the changing wind direction. This shows that the popular constant wind Gaussian puff models does not apply in this situation.
Both wind uncertainty and number of observations affect the minimax estimate, C, which in turn affects the localization. In Figure 4 .4, the true concentration is compared versus the minimax filter for different numbers of observations at a single quadrature point. Note that the filter is computed given the "true" source to illustrate the impact of the wind uncertainty and sensor locations. Filter parameters are max estimate of the concentration using 26 sensors is the best. However, this is not always the case; a small number of well-placed sensors may provide more informative observations than a larger number of sensors.
Localization. Finally, we apply PSO to approximate the global minima of J. For the experiment we take d as the L 1 -norm, i.e. the sum of absolute values. Note that the localization algorithm uses the following information: if the leak is first detected at time t = t s , then the search for the start-time t of the leak should be performed on the interval, [0, t s ]. We initialize the search as follows: set i = 1, get the vector of observations, Y (t s + ih), use a swarm of M randomly generated particles {p . We then employ the following procedure: we use {Y (t s + ih), Y (t s + (i + 1)h)} and generate (randomly) a swarm of M − 2 particles which is then appended by g 200,i and a particle which represents the position, detection time and intensity provided by the sensor which has the earliest activation time. Once the best particle is found, say g 200,i+1 , we extend the set of observations by Y (t s + (i + 2)h) and repeat the aforementioned procedure until Y (t s + 150h) is included in the set of observations. We use for PSO the following values for the configuration parameters: ω k decreasing linearly from 0.5 down to 0.2, c 1,2 = 2, s c = 15 and f c = 5. Fig. 4 .5a shows the evolution of the source location estimate over time: we can see that y-component converges to 0.1605 which is quite close to the true location y * = 0.15 and x-component converges to 0.1642. The uncertainty in the estimate is due to (i) highly oscillating wind (see Fig. 4 .2), (ii) sensor positions which are quite far off the actual leak location (see Fig. 4.3) , and (iii) the averaging effect of the minimax filter (see Fig. 4 .4) which is required to mitigate the uncertainty brought by the fluctuating wind. Visually, the localization results in space (estimate at a given time step is marked by the white cross) can be assessed by looking upon Figs. 4.2d-4.2f. At the same time, the source emission time and intensity are identified almost exactly (see Figs 4 .5b-4.5c). Fig. 4 .5d shows the dynamics of the relative L 1 -estimation error (for all the components of g 200,t = (x * t , y * t , t * t , I t ) ) which stabilizes at aronund 14%. Both layouts (6 and 26 sensors) exhibit similar behaviour even though the ramp-up time of the second layout is a little longer. Estimation results for both layouts are presented in the Table 4 .1 below.
Conclusion.
We developed a framework for gas leak source-localization using an advection-diffusion equation with uncertain coefficients describing the transport of a point-source pollutant. We used the minimax state estimator as a robust model of gas transport and designed a localization procedure by minimising a distance between the output of the estimator and the data. The results of synthetic experiments are promising. The proposed localization procedure may process observations online. An interesting reseach direction would be to define a minimal number of sensors and their positions to guarantee a prescribed quality of the localization and consider several sources. We leave this as a direction for further research.
A. Spectral element method formulation for 2D advection-diffusion equation. The SEM is based upon the classical Galerkin projection procedure [6] , that is to look for solutions of a PDE in the space, span{φ n (x 1 )φ m (x 2 )} n,m=1...N +1 .
The concentration can then be approximated byû, which is the truncated series,
where u nm are projection coefficients. In SEM, basis functions φ m are chosen so that the coefficients u nm approximate the values of the solution u(x 1 , x 2 , t) at a specified set of points on Ω (as detailed below). Replacing u in (2.1) with its approximation, u, we obtain the residual,
where the dot denotes time-differentiation. In order to incorporate mixed Neumann/Dirichlet boundary conditions into the weak formulation of the problem we require the projection of the residual onto Ψ 0 := span{φ ij , φ ij = 0 on Γ 1 } to vanish, i.e.,
where a, b Ω = Ω abdΩ. Consequently, (A.3) reads as follows:
Using integration by parts on the third integral on the left hand side of (A.4) gives us the following weak formulation of the equation (2.1):
where we applied (i) homogenous Neumann boundary conditions, and (ii) the definition of Φ 0 . The above weak formulation is now used as a starting point for SEM.
The latter involves dividing the spatial domain into a set of non-overlapping elements,
Ω e and constructing basis functions φ e ij compactly supported over the elements. Specifically, over each element Ω e we define basis functions as follows:
• φ jN +1 over Ω a(e) . Using the same argument we can extend φ e 1j over A(Ω e ), the set of all elements adjacent to Ω e , and set it to be 0 outside A(Ω e ). As a result we obtain an H 1 -basis function with compact support over A(Ω e ). Clearly, φ e ij ∈ Ψ 0 provided A(Ω e ) does not intersect with Γ 1 . Taking this into account we setû(x 1 , x 2 , t) = Ne,N +1 e,n,m=1 u nm (t)φ Using Gauss-Legendre-Lobato quadrature to compute integrals in (A.7) we arrive at the following system of ODEs: φ i (x n ) ( * ) .
Note that the values of the exponential function in the above sum may be considered as weights assigned to the values of φ i over the uniform grid given by points x n . Clearly, for our choice of ε = ∆x the exponential vanishes very rapidly away from x * , provided N x is sufficiently large. As a result, only a few adjacent grid points x n have actual impact (numerically) on ( * ). If x * = x n for some n it then follows that e {·} = 1 and φ p (x * ) receives the highest weight and so it has the largest impact on the value of ( * ). Hence, for N → ∞ the above sum converges to φ p (x * ). The same holds true for the 2D case as basis functions and g are separable. As a result, the projected source term is represented by s = Φq where Φ is the matrix such that its e i j row is given by the values of the basis function φ e ij ∈ Φ 0 over the uniform grid on Ω with step ∆x = ∆y and q is a grid function representing g over the same grid.
B. Numerical solution of Ricatti equations. In order to solve (3.4) and (3.2) we employ the method proposed in [4] . Let us introduce a uniform grid on [0, T ] with step h > 0 and define U j and V j from the following system of equations: for j > 0 and P 0 = 0. We also define andĈ j solves the following system of linear equations:
whereĈ 0 = 0. The discretization for C 1 is not required. Instead, to compute λ k j (see (3.6)) one uses exactly the same discretization as shown in (B.2) but backward in time. Since the scheme (B.2) is symmetric it does not change when one reverses the time: namely, to integrate forward in time one uses initial value ofĈ 0 ; to go backward one starts from the final value and uses the same scheme.
