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Let a ∈ Q ∩ (0, 2], a 6= 1. Then the sequence of quantities∫ 1
0
xn(1− x)n
(1− (1− a)x)n+1 dx ∈ Q log a+ Q, n = 0, 1, 2, . . . , (1)
produces ‘good’ rational approximations to log a. There are several ways of perform-
ing integration in (1) in order to show that the integral lies in Q log a + Q; we give
an exposition of different methods below. The aim of this essay is to demonstrate
how suitable generalizations of the integrals in (1) allow to prove the best known
results on irrationality measures of the numbers log 2, π and log 3. Although meth-
ods presented below work in general situations (e.g., for certain Q-linear forms in
logarithms) as well, the three numbers seem to be very nice and important models
for our exposition.
Bounds for irrationality measures are presented by means of upper estimates for
irrationality exponents. Recall that the irrationality exponent of a real irrational
number γ is defined by the relation
µ = µ(γ) = inf{c ∈ R : the inequality |γ − a/b| 6 |b|−c has
only finitely many solutions in a, b ∈ Z}.
The estimates for µ(γ) are deduced by constructing sequences of linear forms in-
volving γ and using standard tools of the following shapes.
∗The work is supported by an Alexander von Humboldt research fellowship and partially sup-
ported by grant no. 03-01-00359 of the Russian Foundation for Basic Research.
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Proposition 1 ([10], Lemma 3.1). Let γ ∈ R be irrational. Suppose that a sequence
of linear forms bnx − an, with integer coefficients from the field of rationals or an
imaginary quadratic field, satisfies
lim sup
n→∞
log |bn|
n
6 C1, lim
n→∞
log |bnγ − an|
n
= −C0
for some positive real C0 and C1. Then µ(γ) 6 1 + C1/C0.
Proposition 2 ([11], Lemma 2.1). Let ω, ω′ ∈ R be two irrational numbers. Suppose
that sequences of linear forms bnx− an and bnx− a′n, with integer coefficients from
the field of rationals or an imaginary quadratic field, satisfies
lim sup
n→∞
log |bn|
n
6 C1, lim
n→∞
log |bnω − an|
n
= −C0, lim
n→∞
log |bnω′ − a′n|
n
= −C ′0
for some positive real constants C0 < C
′
0 and C1. Then any nonzero element γ ∈
Qω+Qω′ is irrational with the bound µ(γ) 6 1+C1/C0 for the irrationality exponent.
Remark. In fact, the statement of Lemma 2.1 in [11] slightly differs from our last
claim, but one can easily verify that the proof given there proves our ‘modification’
as well.
1 Irrationality measure for log 2 (after E. Rukhadze)
1.1 Gauss hypergeometric function
It is worth performing a slightly general integral than (1), namely
I(m,n0, n1; a) =
∫ 1
0
xn0(1− x)n1
(1− (1− a)x)m+1 dx (2)
for non-negative integers m,n0, n1, provided the condition max{m,n0} 6 n1 holds
for further convenience. The integral in (2) is exactly Euler’s integral for the Gauss
hypergeometric series:
I(m,n0, n1; a) =
Γ(n0 + 1) Γ(n1 + 1)
Γ(n0 + n1 + 2)
2F1
(
m+ 1, n0 + 1
n0 + n1 + 2
∣∣∣∣ 1− a)
=
Γ(n1 + 1)
Γ(m+ 1)
∞∑
ν=0
Γ(m+ 1 + ν) Γ(n0 + 1 + ν)
Γ(1 + ν) Γ(n0 + n1 + 2 + ν)
(1− a)ν (3)
(see, e.g., [3], Section 2.2). The latter sum may be written as
I(m,n0, n1; a) =
∞∑
ν=0
R(ν)(1− a)ν , (4)
Irrationality measures of logarithms 3
where
R(t) =
(t+ 1)(t+ 2) · · · (t+m)
m!
· n1!
(t+ n0 + 1)(t+ n0 + 2) · · · (t+ n0 + n1 + 1) (5)
and R(t) = O(t−1) as t → ∞ by m 6 n1. Denote m∗ = min{m,n0} and n∗0 =
max{m,n0} and decompose the rational function (5) in a sum of partial fractions:
R(t) =
n0+n1∑
k=n∗
0
Ak
t+ k + 1
=
n0+n1∑
k=n∗
0
(−1)m+n0−k( k
m
)(
n1
k−n0
)
t+ k + 1
. (6)
Then by (4) we obtain
I(m,n0, n1; a) =
∞∑
ν=−m∗
R(ν)(1− a)ν =
n0+n1∑
k=n∗
0
Ak(1− a)−(k+1)
∞∑
ν=−m∗
(1− a)ν+k+1
ν + k + 1
=
n0+n1∑
k=n∗
0
Ak(1− a)−(k+1)
( ∞∑
l=1
−
k−m∗∑
l=1
)
(1− a)l
l
= − log a ·
n0+n1∑
k=n∗
0
Ak(1− a)−(k+1) −
n0+n1∑
k=n∗
0
k−m∗∑
l=1
Ak(1− a)l−(k+1)
l
, (7)
hence
I(m,n0, n1; a)(1− a)n0+n1+1 · dn0+n1−m∗Dn0+n1−m∗ ∈ Z log a+ Z, (8)
where d denotes the denominator of a and Dn stands for the least common multiple
of the numbers 1, 2, . . . , n. By the prime number theorem, we have the following
asymptotic formula:
lim
n→∞
logDn
n
= 1.
1.2 Arithmetic valuation
The inclusion (8) may be essentially improved in several cases, and it is the obser-
vation that allowed Rukhadze to prove the record irrationality measure for log 2.
The symmetry of the 2F1-series in (3) with respect to its upper parameters m+1
and n0 + 1 gives us a way to write the identity
I(m,n0, n1; a)
Γ(n0 + 1) Γ(n1 + 1)
=
I(n0, m, n0 + n1 −m; a)
Γ(m+ 1) Γ(n0 + n1 −m+ 1) (9)
(which is not so evident if one looks on definition (2)). The inclusion (8) written for
the I-quantity on the right of (9),
I(n0, m, n0 + n1 −m; a)(1− a)n0+n1+1 · dn0+n1−m∗Dn0+n1−m∗ ∈ Z log a + Z,
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and the equality
I(m,n0, n1; a)(1− a)n0+n1+1 · dn0+n1−m∗Dn0+n1−m∗ ·
m! (n0 + n1 −m)!
n0!n1!
= I(n0, m, n0 + n1 −m; a)(1− a)n0+n1+1 · dn0+n1−m∗Dn0+n1−m∗
imply that if Φ(m,n0, n1) is the denominator of the quotient
m! (n0 + n1 −m)!
n0!n1!
,
then
I(m,n0, n1; a)(1−a)n0+n1+1·dn0+n1−m∗Dn0+n1−m∗ ·Φ(m,n0, n1)−1 ∈ Z log a+Z. (10)
By the well-known formula, for each prime p we have ordpN ! = ⌊N/p⌋+⌊N/p2⌋+
⌊N/p3⌋+ · · · , where ⌊ · ⌋ denotes the integral part of a number. Therefore
Φ(m,n0, n1) =
∏
p
pφ(p)+φ(p
2)+φ(p3)+···, (11)
where
φ(t) = max
{
0,
⌊
n0
t
⌋
+
⌊
n1
t
⌋
−
⌊
m
t
⌋
−
⌊
n0 + n1 −m
t
⌋}
.
The final remark (made by G. Chudnovsky in [7] together with introducing the
method of asymptotic evaluation of the factors like (11)) consists in the fact that
the divisor
Φ˜(m,n0, n1) =
∏
p>
√
n1
pφ(p) (12)
of Φ(m,n0, n1) gives the main contribution in the asymptotic of (11) and may be
easily controlled.
1.3 Irrationality result
The choice a = 2 and n0 = 6n, m = 7n, n1 = 8n, where n is the positive integer
parameter increasing to∞, allowed E. Rukhadze in [18] to prove the following result
(see also [10], [19] and [6]).
Theorem 1. The irrationality exponent of log 2 satisfies the inequality
µ(log 2) 6 3.89139977 . . . .
We will briefly indicate required ingredients of the proof. For the above choice
of the parameters we set
In = I(7n, 6n, 8n; 2) =
∫ 1
0
(
x6(1− x)8
(1 + x)7
)n
dx
1 + x
= A¯n log 2− B¯n,
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where, by (6) and (7),
A¯n = (−1)n
14n∑
k=7n
(
k
7n
)(
8n
k − 6n
)
.
Then
lim
n→∞
log In
n
= log max
0<x<1
x6(1− x)8
(1 + x)7
= log
2533(7734633
√
393− 153333125)
77
= −11.84497806 . . . (13)
and, thanks to Stirling’s asymptotic formula for the factorial,
lim
n→∞
log |A¯n|
n
= lim
n→∞
1
n
log max
7n6k614n
(
k
7n
)(
8n
k − 6n
)
= log max
7<y<14
(
yy
77(y − 7)y−7 ·
88
(y − 6)y−6(14− y)14−y
)
= log
2533(7734633
√
393 + 153333125)
77
= 12.68147230 . . . . (14)
Concerning the asymptotic behaviour of the value Φn = Φ˜(7n, 6n, 8n) in (12), we
use the fact φ(t) = ̟0(n/t), where
̟0(x) = max
{
0, ⌊6x⌋+ ⌊8x⌋ − 2⌊7x⌋}
=
{
1 if x ∈ [1
8
, 1
7
) ∪ [1
4
, 2
7
) ∪ [3
8
, 3
7
) ∪ [1
2
, 4
7
) ∪ [2
3
, 5
7
) ∪ [5
6
, 6
7
)
,
0 otherwise.
Therefore,
lim
n→∞
log Φn
n
=
∫ 1
0
̟0(x)dψ(x) = log
21533
77
+
π(3 + 6
√
2− 4√3)
6
= 2.45775406 . . . ,
(15)
where ψ(x) denotes the logarithmic derivative of the gamma function. Using inclu-
sions (10) and the asymptotics (13)–(15), we obtain
C0 = − log(7734633
√
393− 153333125) + 10 log 2− 8 + π(3 + 6
√
2− 4√3)
6
= 6.30273213 . . . ,
C1 = log(7734633
√
393 + 153333125)− 10 log 2 + 8− π(3 + 6
√
2− 4√3)
6
= 18.22371823 . . . ,
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in the notation of Proposition 1 and, finally, conclude with the estimate
µ(log 2) 6 1 +
C1
C0
= 3.89139977 . . . .
The result for the measure of log 2 may be compared with that obtained in
simpler settings n0 = n1 = m = n (as in (1)):
C0 = −2 log(
√
2− 1)− 1 = 2 log(
√
2 + 1)− 1, C1 = 2 log(
√
2 + 1) + 1,
hence
µ(log 2) 6 1 +
C1
C0
6 1 +
2 log(
√
2 + 1) + 1
2 log(
√
2 + 1)− 1 = 4.62210083 . . . .
2 Irrationality measure for π (after M. Hata)
2.1 Simultaneous approximations to logarithms
The change of variable z = 1− (1− a)x in (1) transforms the integral (1) into
(−1)n+1
(1− a)2n+1
∫ a
1
(z − 1)n(z − a)n
zn+1
dz. (16)
Instead of decomposing the latter integral we will perform a more general complex
integral
Ik(a, m,n; a) =
∫
Γ1,a
(z − 1)n0(z − a1)n1 · · · (z − ak)nk
zm+1
dz,
where Γ1,a denotes a smooth oriented path from 1 to a contained in C \ {0};
the parameters a, a1, . . . , ak are complex numbers distinct from 0, 1; the exponents
n0, n1, . . . , nk, m are positive integers. The integral in (16) corresponds to k = 1,
a1 = a and n0 = n1 = m = n. Setting additionally a0 = 1, we may compute, as
in [11], Section 3,
Ik(a, m,n; a) =
n0∑
l0=0
n1∑
l1=0
· · ·
nk∑
lk=0
Al
(
n0
l0
)(
n1
l1
)
· · ·
(
nk
lk
)∫
Γ1,a
zl0+l1+···+lk−m−1 dz
=
∑
· · ·
∑
l0+···+lk 6=m
Al
l0 + · · ·+ lk −m
(
n0
l0
)
· · ·
(
nk
lk
)
(al0+···+lk−m − 1)
+
∑
· · ·
∑
l0+···+lk=m
Al
(
n0
l0
)
· · ·
(
nk
lk
)
· log a, (17)
where
Al = Al0,l1,...,lk = (−1)l0+l1+···+lkan1−l11 · · ·ank−lkk
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and we use the formula∫
Γ1,a
zl−1 dz =
∫ a
1
zl−1 dz =
{
al/l if l 6= 0,
log a if l = 0.
The main idea is that the coefficient of log a in the linear form (17) does not
depend on the choice of a (but of course the analytic behaviour of the integral
does!). The suitable and natural choice of a is from the set {a1, . . . , ak}. Then the
above quantities Ik produce simultaneous approximations to log a1, . . . , log ak.
2.2 Analytic and arithmetic ingredients
Our basic consideration will be devoted to the case k = 2, which is used in [11]
to give the linear independence measure of π and log 2 over Q (in particular, the
irrationality measure of π) and the new irrationality measure of π/
√
3.
Thus, Hata [11] takes k = 2 (that really gives an extension of (16), and hence
of (1)) and substitute a = a1 and a = a2 to get nice simultaneous approximations
to log a1 and log a2. Hata ‘restricts’ himself from the beginning to considering the
particular case n0 = n1 = n2 = 2n and m = 3n, where n is an increasing parameter.
However, this simple choice produces the best possible number-theoretic results, and
our consideration of the general case
n0 = α0n, n1 = α1n, n2 = α2n, m = αn,
where α0, α1, α2, α are positive integers, is mostly due to methodological reasons.
Write the integrals in the form
Jj,n = I2(aj) =
∫
γj
enf(z)
z
dz, j = 1, 2, (18)
where
f(z) = α0 log(z − a0) + α1 log(z − a1) + α2 log(z − a2)− α log z
and the path γj joints the points 1 and aj and goes through the corresponding saddle
point. The saddle points ξ0, ξ1, ξ2 are solutions of the equation f
′(z) = 0 becoming
the cubic polynomial equation: two of these saddles correspond to the growth of the
integrals in (18),
lim
n→∞
log |J1,n|
n
= Re f(ξ1), lim
n→∞
log |J2,n|
n
= Re f(ξ2),
while the third saddle ξ0 determines the asymptotic behaviour of the coefficients of
the linear forms.
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To compute the arithmetic of the coefficients we should evaluate the true de-
nominators of the products
1
l0 + l1 + l2 − αn
(
α0n
l0
)(
α1n
l1
)(
α2n
l2
)
, l0 + l1 + l2 6= αn.
Clearly the least common multiple Dβn, where β = max{α, α0 + α1 + α2 − α},
is required but some primes p >
√
Cn may be then excluded from this Dβn by
considering the following problem: determine primes p dividing all the integers(
α0n
l0
)(
α1n
l1
)(
α2n
l2
)
under the additional condition l0 + l1 + l2 ≡ αn (mod p). Writing x = {n/p} and
yj = {lj/p}, j = 0, 1, 2, for the fractional parts, we reduce the problem to minimizing
the 1-periodic integer-valued function
̟(x, y0, y1, y2) =
2∑
j=0
(⌊αjx⌋ − ⌊yj⌋ − ⌊αjx− yj⌋)
on the cube (y0, y1, y2) ∈ [0, 1)3 under the additional hypothesis y0 + y1 + y2 ≡
αx (mod 1). (The last condition means that knowledge of x, y0, y1 determines the
remaining value y2 uniquely.) Denote by ̟0(x) the required minimum. For example,
Hata’s choice α0 = α1 = α2 = 2, α = 3 gives
̟0(x) =
{
1 if x ∈ [1
2
, 2
3
)
,
0 otherwise.
There is also a ‘problem’ of finding the true denominators ofAl and Ala
l0+l1+l2−m.
For example, in the case a1 = 2, a2 = 1+ i (of simultaneous approximations to log 2
and π) we have
(−1)l0+l1+l2Alal0+l1+l2−m0 = 2n1−l1(1 + i)n2−l2 ∈ Z[i],
(−1)l0+l1+l2Alal0+l1+l2−m1 = 2n1+l0+l2−m(1 + i)n2−l2
= 2n1+l0−m(1 + i)l2(1− i)l2 · (1 + i)2⌊n2/2⌋(1 + i)2{n2/2}−l2
= 2n1+⌊n2/2⌋−m+l0i⌊n2/2⌋(1 + i)2{n2/2}(1− i)l2 ∈ Z[i],
(−1)l0+l1+l2Alal0+l1+l2−m2 = 2n1−l1(1 + i)n2+l0+l1−m
= (1 + i)n1−l1(1− i)n1−l1(1 + i)n2+l0+l1−m
= (1 + i)n1+n2−m+l0(1− i)n1−l1 ∈ Z[i],
provided that n1 + ⌊n2/2⌋ −m > 0 and n1 + n2 −m > 0 (i.e., that α1 + α2/2 > α).
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2.3 Measure for π
Thus, Hata’s choice a1 = 2, a2 = 1 + i and n0 = n1 = n2 = 2n, m = 3n with the
help of Proposition 2 gives the following result.
Theorem 2. The irrationality exponent of any nonzero γ ∈ Q log 2 + Qπ satisfies
the inequality
µ(γ) 6 8.01604539 . . . .
We would like to refer the interested reader to the notes [5] that could give some
feelings of how difficult is evaluating the irrationality measure of π.
2.4 Double hypergeometric series
Here we present a connection of Hata’s construction with hypergeometric series (that
were a major tool in Section 1).
For simplicity, we will set a = a1, b = a2 and deal with the integrals
J =
∫ a
1
(z − 1)n0(z − a)n1(z − b)n2
zm+1
dz
and
J∗ =
∫ b
1
(z − 1)n0(z − a)n1(z − b)n2
zm+1
dz
giving the simultaneous approximations to log a and log b. Applying the starting
change of variable z = 1− (1− a)x to the first integral we obtain the single integral
J = (−1)n0+1(1− a)n0+n1+1(1− b)n2
∫ 1
0
xn0(1− x)n1
(
1− 1− a
1− b x
)n2
(1− (1− a)x)m+1 dx (19)
that may be identified with the Appell hypergeometric function
J = (−1)n0+1(1− a)n0+n1+1(1− b)n2 Γ(n0 + 1) Γ(n1 + 1)
Γ(n0 + n1 + 1)
× F1
(
n0 + 1;m+ 1,−n2;n0 +m+ 2; 1− a, 1− a
1− b
)
(see [4], Section 9.3, formula (4)), where the series
F1(A;B,B
′;C;X, Y ) =
∞∑
ν=0
∞∑
µ=0
(A)ν+µ(B)ν(B
′)µ
ν!µ!(C)ν+µ
XνY µ
is absolutely convergent in the domain |X| < 1, |Y | < 1.
The next change of variable
x = (1− y)
/(
1− 1− a
1− b y
)
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in (19) gives the integral representation
J = (−1)n0+m(1− a)n0+n1+1(1− b)n0+n2+1(a− b)n1+n2+1
×
∫ 1
0
yn1(1− y)n0 dy(
a(1− b)− b(1− a)y)m+1((1− b)− (1− a)y)n0+n1+n2−m+1 (20)
= (−1)n0+m (1− a)
n0+n1+1(a− b)n1+n2+1
am+1(1− b)n1+1
Γ(n0 + 1) Γ(n1 + 1)
Γ(n0 + n1 + 1)
× F1
(
n1 + 1;m+ 1, n0 + n1 + n2 −m+ 1;n0 + n1 + 2; b(1− a)
a(1− b) ,
1− a
1− b
)
.
The case a = 2, b = 1 + i gives us the following arguments of the last F1-series:
1− a
1− b = −i = e
−pii/2,
b(1− a)
a(1− b) =
1√
2
e−pii/4.
Finally, the above changes of variable applied to the integral J∗ produce the
same integrals as in (19) and (20) but with integrations over smooth paths from 0
to (1− b)/(1− a) and from ∞ to 1, respectively.
3 Irrationality measure for log 3 (after G. Rhin)
3.1 Preliminary remark
As mentioned, the method of Section 2 have several other applications. For instance,
the choice a = 4/3, b = 3/2 and n0 = n1 = n2 = 2n, m = 3n (cf. Section 2.3) with
the help of Proposition 2 implies that the irrationality exponent of γ ∈ Q log 2 +
Q log 3 satisfies the inequality µ(γ) 6 11.1017577 . . . (see [12], Corollary 3.1).
3.2 Back to rational approximations to log 2
As we already know from Section 1.1, for our starting integral (1) in the case a = 2
we have
Dn
∫ 1
0
(
x(1− x)
1 + x
)n
dx
1 + x
∈ Z log 2 + Z,
hence
Dn
∫ 1
0
(
x(1− x)
1 + x
)k
dx
1 + x
∈ Z log 2 + Z
for any non-negative integer k 6 n. Considering linear combinations of the latter
integrals we arrive at general inclusions
Dn
∫ 1
0
Gn
(
x(1− x)
1 + x
)
dx
1 + x
∈ Z log 2 + Z (21)
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valid for all polynomials Gn(y) ∈ Z[y] of degree degGn 6 n. To guess a ‘nice’ choice
for the polynomial Gn, we start with notifying that∫ 1
0
(
x(1− x)
1 + x
)n
dx
1 + x
= C
∫ b
0
(
x(1− x)
1 + x
)n
dx
1 + x
,
where C is a constant (in our case C = 2) and b is the saddle point for the integrand:
b =
√
2− 1; therefore,∫ 1
0
(
x(1− x)
1 + x
)n
dx
1 + x
= C
∫ (√2−1)2
0
ynx(y) dy,
where y = x(1− x)/(1 + x) and x(y) (0, (√2− 1)2)→ (0, b) is the inverse function.
Finally, ∫ 1
0
Gn
(
x(1− x)
1 + x
)
dx
1 + x
= C
∫ (√2−1)2
0
Gn(y)x(y) dy;
thus, evaluating the required asymptotic, using inclusions (21) and applying Propo-
sition 1 result in the estimate µ(log 2) 6 1 + C1/C0, where
C0 = −1− lim
n→∞
log max
06y6(
√
2−1)2
{|Gn(y)|1/n},
C1 = 1 + lim
n→∞
log max
06y6(
√
2+1)2
{|Gn(y)|1/n}.
One might now think to look for a polynomial Gn ∈ Z[y] of degree 6 n admitting
the minimum for the quantity C1/C0. Unfortunately, the (non-linear!) problem
seems to be very hard for being solved.
The idea of Rhin [15], [16], who introduced the above construction, was to ‘lin-
earize’ the optimization. He suggested to look for a polynomial G∗ ∈ Z[y] of degree
6 n∗, say, which is close enough to the optimal polynomial choice in the problem
min
G∈Z[y]
16degG6n∗
max
06y6(
√
2−1)2
{|G(y)|1/n∗}, (22)
and then take Gn(x) to be (G
∗(x))⌊n/n
∗⌋ for n sufficiently greater than n∗. For
instance, the fact (
√
2 − 1)2 ≈ 1/6 gives one the first non-trivial approximation
G∗(y) = y6(6y − 1) in the problem.
The problem of minimizing the quantity (22) is deeply related to evaluating the
Z-transfinite diameter of the segment [0, (
√
2− 1)2]. (The Z-transfinite diameter of
the set Y ⊂ R is defined by the formula
tZ(Y ) = inf
G∈Z[x]
degG>1
max
y∈Y
{|G(y)|1/degG},
see [1] for problems of computing the quantity.) This relationship is described in
[2]; there one can also find the result µ(log 2) < 3.991, which may be achieved by
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the method. The latter estimate looks rather close to the inequality in Theorem 1;
however, it seems to be very ‘computer dependent’.
The above method may be used in situations a` la Section 2 as well. For example,
we may go back to simultaneous Z[i]-approximations to log a1 and log a2 and write∫ a1
1
Gn
(
(z − 1)2(z − a1)2(z − a2)2
z3
)
dz
z
= Bn log a1 − B′n,∫ a2
1
Gn
(
(z − 1)2(z − a1)2(z − a2)2
z3
)
dz
z
= Bn log a2 − B′′n
for any polynomial Gn(y) ∈ Z[y] of degree 6 n, where
dnBn, d
nD3nB
′
n, d
nD3nB
′′
n ∈ Z[i],
the integer d > 0 emanates from denominators to the numbers a1, a2, a
−1
1 , a
−1
2 . (Us-
ing the better inclusions achieved by Hata in [11] is in this case rather problematic.)
Unfortunately, this way does not look perspective, again due to the fact that we are
required to ‘linearize’ the appeared optimization problem.
3.3 Another generalization of the integral in (1)
On the other hand, we may perform integration in (1) by putting a general polyno-
mial of degree 6 2n in the numerator of the integrand (in place of xn(1− x)n). Of
course, in this case the polynomial is required to satisfy some additional conditions.
Let a = c/d ∈ Q with pairwise coprime c and d > 0, and let ∆ be a common
multiple of the numbers c and d. Suppose that a polynomial Hn(z) ∈ Z[z] of degree
6 2n may be represented in the form
Hn(z) =
n∑
ν=0
Bν∆
n−νzν +
2n∑
ν=n+1
Bνz
ν , where Bν ∈ Z, ν = 0, 1, . . . , 2n. (23)
(Clearly, for a = 2 the polynomial Hn(z) = (z − 1)n(z − 2)n has the desired form.)
Then for the integral
I(n) = (1− a)
∫ 1
0
Hn(d− d(1− a)x)
dn(1− (1− a)x)n+1 dx
we deduce
I(n) =
n∑
ν=0
Bν∆
n−νdν−n(1− a)
∫ 1
0
(1− (1− a)x)ν−n−1 dx
+
2n∑
ν=n+1
Bνd
ν−n(1− a)
∫ 1
0
(1− (1− a)x)ν−n−1 dx
=
n−1∑
ν=0
Bν∆
n−νdν−n
aν−n − 1
n− ν −Bn log a−
2n∑
ν=n+1
Bνd
ν−n1− aν−n
ν − n ,
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hence
I(n) ·Dn ∈ Z log a+ Z.
In general, having a set of k rational numbers aj = cj/d for j = 1, . . . , k, we
suppose that the polynomial Hn(z) ∈ Z[z] of degree 6 2n has representation (23)
with ∆ being a multiple of the numbers c1, . . . , ck, d. Then setting
I(n; aj) = (1− aj)
∫ 1
0
Hn(d− d(1− aj)x)
dn(1− (1− aj)x)n+1 dx, j = 1, . . . , k, (24)
we obtain
I(n; aj) ·Dn = −Bn log aj + Anj ∈ Z log aj + Z, j = 1, . . . , k,
again simultaneous approximations to log a1, . . . , log ak. (In fact, the choice
Hn(z) = ∆
2n(z − 1)⌊β0n⌋(z − a1)⌊β1n⌋ · · · (z − ak)⌊βkn⌋
where βj = αj/α for j = 0, 1, . . . , k, gives us exactly the same approximations as in
Section 2. The case β1 = · · · = βk was previously treated in [15] and [17].)
Finding a suitable polynomial Hn(z) for a given set of the numbers a1, . . . , ak
is very similar to that of Section 3.2. The change of variable zj = d − d(1 − aj)x
in the integrals (24) (hence, integrating then a simpler expression over the segment
[d, daj]) leads to the problem of finding a polynomial Hn(z) ∈ Z[z] of degree 6 2n
with expansion (23) such that the quantity
max
z∈Z
{∣∣∣∣Hn(z)z
∣∣∣∣1/n}, Z = k⋃
j=1
[d, daj],
is as small as possible. The algorithmic solution to this optimization problem by
means of the LLL-algorithm was recently proposed by Q. Wu [20]. This gives one
a machinery to produce fairly good estimates for linear forms in the logarithms of
rational numbers.
3.4 Measure for log 3
To derive a nice irrationality measure for log 3, Rhin constructs in [16] simultaneous
approximations to the logarithms of a1 = 2/3, a2 = 4/3 and use the following (very
complicated) choice of the polynomial (23):
Hn(z) = 2
14 · 32n+7 · (z − 1)⌊0.704324n⌋
(
z − 2
3
)⌊0.552418n⌋(
z − 4
3
)⌊0.447582n⌋
× (5z − 4)⌊0.109072n⌋(17z2 − 34z + 16)⌊0.038934n⌋(19z2 − 36z + 16)⌊0.054368n⌋
(a ‘justification’ of the choice is done in [20]). By these means he proves
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Theorem 3. The irrationality exponent of any nonzero γ ∈ Q log 2+Q log 3 satisfies
the inequality
µ(γ) < 8.616.
Further results in this direction (e.g., irrationality measures for log 5, log 7 etc.)
may be found in [20].
4 Concluding improvisations
Connections with the hypergeometric subject (indicated in Sections 1.1 and 2.4
above) could play a role in further improvements of the irrationality measures of
logarithms and related constants. For instance, Euler’s transform (see, e.g., [4],
Section 2.4, formula (1))
2F1
(
A, B
C
∣∣∣∣ z) = 1(1− z)A · 2F1
(
A, C − B
C
∣∣∣∣ −z1− z
)
translates the value z = 1− a = −1 of Section 1 into −z/(1− z) = 1/2. This leads
to a 2F1-series with positive terms and makes possible the analytic evaluation of the
quantity (3) without using the integral representation (2)—we may get rid of the
integral (the idea belongs to K. Ball, cf. [21], the proof of Lemma 4). However,
other hypergeometric ingredients are required for real improvements.
We find quite curious that Ramanujan’s formulae for π, in particular
∞∑
ν=0
(1/4)ν(1/2)ν(3/4)ν
ν!3
(21460ν + 1123) · (−1)
ν
8822ν+1
=
4
π
,
∞∑
ν=0
(1/4)ν(1/2)ν(3/4)ν
ν!3
(26390ν + 1103) · 1
994ν+2
=
1
2π
√
2
(25)
(see [14], equations (39) and (44)) and several others, might be used for constructing
good rational approximations to π and π
√
d, where d is a positive integer. Namely,
one can expect reasonable estimates for the corresponding irrationality measures
by constructing explicit Pade´ approximations (of either first or second type) to the
functional system 1, f(z), f ′(z), f ′′(z), where
f(z) =
∞∑
ν=0
(1/4)ν(1/2)ν(3/4)ν
ν!3
zν = 3F2
(
1
4
, 1
2
, 3
4
1, 1
∣∣∣∣ z).
The paper [13] provides Pade´ approximations to the homogeneous system f(z),
f ′(z), f ′′(z) (without 1) that are not enough for our purposes. Finally, we should
mention that a general result of A. Galochkin in [8] (proved by a proper variation of
Siegel’s method) yields the qualitative linear independence of the numbers 1, f(1/b),
f ′(1/b), and f ′′(1/b) for integers b satisfying |b| > b0, where the value of b0 is so huge
that b = −8822 and b = 994 in (25) do not suit.
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