In this study we developed a graph based semi-supervised learning (SSL) scheme using deep convolutional neural network (CNN) for breast cancer diagnosis. CNN usually needs a large amount of labeled data for training and fine tuning the parameters, and our proposed scheme only requires a small portion of labeled data in training set. Four modules were included in the diagnosis system: data weighing, feature selection, dividing co-training data labeling, and CNN.
Introduction
Computerized breast cancer diagnosis (CADx) system has played an important role in the early cancer diagnosis and treatment for the last two decades, which combined with improved treatment strategies significantly reduced patients' mortality and morbidity rates [1] [2] . In CADx development, groups of researchers have designed and tested many computational features including morphological features, texture features and intensity features. For example, area, circularity, ratio of semi-axis are very typical and useful morphological features [3] ; average intensity, mean gradient of region boundary, density uniformity are very common density features used for mass detection [4] ; wavelet features, gray-level co-occurrence matrix (GLCM) features, run length features are powerful texture features we used in our previous researches [5] [6] [7] [8] [9] . From the combined feature pool, the feature selection method was usually used to choose certain combination of features and the selected features were sent to classifiers for training and prediction. However, many factors are still restricting the efficacy of screening mammography and CADx system due to the large variability of breast abnormalities, overlapping dense fibro-glandular tissues, and the low detection rate [10] . Feature design is considered as an essential module for most existing CADx which it is a time consuming and complicated task. Recent days, deep learning algorithms demonstrated the superior performance in many computer vision tasks. And researchers started to seek for solutions by migranting the deep learning applications into medical image areas, and the results are promising [11] [12] [13] [14] . Instead of using hand-crafted features, these deep structured algorithms can automatically generate the features at multiple levels of abstraction.
However, deep learning algorithms require large amount of training data for fine tuning the parameters. But for most medical image projects, acquiring data base with enough labeled data is very difficult [15] , and the process of making diagnosis on such large number of cases is a heavy burden for radiologists. To label all these data correctly, we need several radiologists to evaluate all the data individually, then compare their evaluation results with one another, and discuss the results case by case to reach a final conclusion. Besides these heave workload, confidentiality agreement is another obstacle for acquiring these labeled data, and typically neither the doctors nor the patients are willing to reveal this information. However, at the same time, abundance of unlabeled data is relatively easier to acquire in most situations and will significantly reduce the problem of confidential sensitivity [16] .
In this study we hypothesize that combining a small amount of labeled data with a large amount of unlabeled data is one solution to collect enough data to train the deep learning algorithms.
Using both labeled data and unlabeled data at the same time is not the new concept, and this technique is called semi-supervised learning (SSL) in machine learning area. The procedure allows computer to integrate the information from labeled data and unlabeled data at the same time without any user intervention. It starts with the initial labeled dataset and gradually adding unlabeled data to the labeled dataset. Co-training [17] is one of the most popular and promising SSL algorithms, it trains two classifiers by labeling the unlabeled data for the other classifier, and makes decisions based on the agreement of these two classifiers. The drawback of cotraining is it requires two sufficient and redundant feature subsets for each classifier, which can be hardly satisfied in CADx systems [18] [19] .
To test this hypothesis, we designed a graph based SSL algorithm and a deep convolutional neural network (CNN), and we tested the performance of the algorithms using a small amount of labeled data and large amount of unlabeled data. The CNN is a deep learning algorithm that does not require unsupervised pre-training, and the structure we developed in this study is based on 3 4 5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 LeCun's model [20] [21] . The proposed SSL scheme consists of three modules: data weighing, feature selection and a newly proposed dividing co-training data labeling. The details of our proposed methods and the results are described in the following sections. view and one pair of mediolateral-oblique (MLO) view breast images. The ages of participants range from 32 to 74, and the average age is 51. From these mammogram images, 3158 region of interests (ROIs) with each containing a mass extracted based on the radiologists' notations, and 1434 of them were diagnosed as malignant and the rest 1724 were diagnosed as benign. All these masses were extracted from the 2472 images including 1580 images with one detected mass, 368 images with two detected masses, and 36 images with three or more detected masses. All the data we used in this research are labeled data, and for the evaluation purpose, the truth files (practitioner diagnosis) from some of the data were removed and treated as unlabeled data. The distribution of Breast Imaging Reporting and Data System (BIRADS) ratings, mass types and ROI types are shown in Figure 1 . 
Materials and methods

Methodology
The proposed method uses only a small amount of labeled data and large amount of unlabeled data for the deep neural network algorithm. All the mammograms with detected masses mentioned above were preprocessed using the techniques from our previous publications [22] [5] .
The truth files of the majority of the data are covered to simulate the unlabeled data in this study, and the algorithm labeled data were combined with originally labeled data for the training deep neural network. Figure 2 demonstrates the flowchart of our proposed method, and the details of each module are described below. 
Extracted features
For both labeled and unlabeled ROIs, all the computational features were identical, including the features extracted from inside mass areas and outside. Besides the features inside the mass regions, the information from the surrounding areas or even whole breast, like breast density, spiculations, can be used as indicators of women having or developing breast abnormalities and cancers [23] [24] [4] . According to the reported work by Wang et al. [25] , using the automatically computed mammographic density features in CAD schemes made it possible to achieve better performance compared to using manually assessed density by the radiologists. The local features were calculated from the mass region itself; the global features measure the global density from the whole breast image and the textures of the surrounding mass areas.
For each mass we extracted 21 computational features respectively. There were 7 basic local features calculated inside of each mass region: area, circularity, ratio of semi-axis, longest radial length, mean intensity, intensity variation, and mass boundary irregularity factor. Then we calculated the grey level co-occurrence matrix (GLCM) [26] of the mass region, and measured mean, variance, contrast, correlation, entropy and homogeneity features of the matrix. For the global features we computed eight features: number of spiculations around masses, average speculation length, number of spiculations exceeds certain threshold, spiculation angular distribution, mean and variation of intensity of the surrounding background of the masses, mean and variation of intensity of the whole breast areas.
From these 21 features, we applied dimension reduction method to them to reduce the feature correlations and redundancies. In this study, we tested three popular dimension reduction 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 methods: Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA), and Multidimensional Scaling (MDS).
Data weighing and confident data labelling
Since the data labelling process starts with the initial labeled data, the influence of noisy data or atypical data (outliers) will be amplified after labelling more data based on the biased criterions.
To minimize such effect, we initialized the SSL procedure with data weighing module. Inspired by DROP3 instance selection method [27] , we developed three data weighing equations using exponential function, Gaussian function, and Laplacian function. Compared to the instance selection methods, we assigned different weights to different data instead of eliminating the atypical data. For each case L i , we calculated the accuracy A k of keeping the case in the original labeled dataset and accuracy A r of removing the cases from the labeled dataset. Then we assigned the weight to each case using the weighing function, and for the comparison reason, we tested three data weighing formulas:
With the weights of all instances computed, the unlabeled data were gradually labeled based on graph based semi-supervised learning algorithm [28] [29] . The original co-training method begins with training two independent attribute subsets, and whenever the two classifiers reached an agreement the unlabeled data were being labeled. But in medical imaging area, preparing two sufficient and redundant attribute subsets is difficult. In this study, we divided the labeled data 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 into several equal-sized subsets instead of struggling to create two redundant feature sets extracted from one dataset. In this study we use L denote labeled dataset and U denote unlabeled dataset, and x i is the feature vector for one sample and y i is the corresponding label. We constructed a weighted graph to measure the similarity of each labeled data and unlabeled data, the nodes in Figure 3 reflect the labeled or unlabeled data, and the connections show the similarities between two samples. The similarity function is shown in Eq. 4, and compared to previous work [28] [29] the weights were incorporated into the calculations.
For the unlabeled data, there is no weight available so we manually assigned 1 as their weights, and k-nearest-neighbors (kNN) was used to locate the adjacent nodes (in this experiment, we set k=5). As our scheme is based on the so-called "cluster assumption" algorithm which is 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 summarized by [30] : if there is a path connecting two points that only passes through regions of high density, the possibility of them belonging to the same class is high. The following function (Eq. 5) first introduced by [31] satisfies this assumption, and its solution is shown in Eq. 6.
 
where f is the predicted score vector, μ is the tradeoff parameter, I is identity matrix, and L is the graph Laplacian matrix defined as .
Semi-supervised learning procedure
Since the semi-supervised learning is very sensitive on the initial labeled data, we designed a dividing co-training procedure to try its best to make confident labelling. The concept is similar to majority voting, but simply splitting the labeled dataset into many groups result in making each subgroup too small to build a reliable classifier [32] . In our proposed procedure, we shuffled and divided the original dataset into two equal-sized subgroups five times, so each subgroup was just half of the original size.
At first, the initial 10 subgroups of labeled data were used to train the 10 classifiers with the graph based data labelling method described above. All these 10 classifiers were used for every unlabeled data according to Eq. (6), and the common confident data were appended to the labeled dataset. The common confident data were chosen by setting a threshold of minimum number of classifiers. Then the whole process kept repeating until no more common confident data appeared, the final labeled dataset was used for classifying the test data. To control the quality of the classifier and the accuracy of newly labeled data for every iteration t, we calculated 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 the prediction accuracy shuffled and re-divided until the prediction accuracy improved.
Since our algorithm only added the confident data to the labeled dataset, not all unlabeled data was eventually appended to the labeled dataset. The rest unlabeled data were treated as noisy data or atypical data, and they will not be used to build the deep neural network.
Deep convolutional neural network
Deep convolutional neural network has a hierarchical architecture with several levels of composition of non-linear operations in the learned functions. Compared to other traditional CADx systems, it doesn't require us to manually design the hand-crafted features. The architecture of the CNN model we used in this study is shown in Figure 4 . The network begins with sub-patches extracted from the ROIs and the last layer is a fully-connected layer connecting several convolutional layers and subsampling layers [20] [21] . The structure contains three pairs of convolutional layers, with each convolutional layer followed by max-pooling layer. For each convolutional layer, 12, 8 and 6 kernels were applied for the previous feature maps respectively, and the kernel size was set to 5 by 5. The batch size was 100 for the input, subsampling rate was 2, and the learning rate was set to 0.1 for 100 epochs. 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 64 65 Figure 4 : The structure of CNN we used in this study
Experimental design
From the 3158 ROIs, we randomly selected 2400 ROIs as training data and the rest 758 ROIs as testing data. Among the 2400 training ROIs, we randomly removed truth files of 2300 ROIs, so 2300 unlabeled data and 100 labeled data were used for this study. Then the proposed data labeling method was applied to these 2400 ROIs, and the majority of the unlabeled data were automatically labeled by our algorithm. The initially labeled data and newly labeled data were used to train the deep neural network. Since the CNN requires its input of the same size, so we processed the original ROIs according to the following criterion: if the small dimension of segmented mass region is less than 52 pixels, it was placed to the center of the 52 by 52 pixel area; otherwise it was downsampled to the size of 52 by 52 pixels. The resized images were rotated to four different directions, and then vertically mirrored and rotated again. After the data augmentation, one image generated eight images after this step. The testing images were resized by the same procedure, but they will not be mirrored and rotated.
Results
We first evaluated the influences of three different dimension reduction methods. Table 1 shows the data labeling accuracy using PCA, LDA and MDS. For the comparison reason, we tested the reduced dimensions at 3, 6, 9, and 12. Since LDA only produces at most number of classes -1 feature projections, only 1 feature projection can be produced in this study. That explains the reason LDA has the same accuracy with different dimension settings. The performance of different method was measured by calculating the accuracy of newly labeled data. We tested the performance of different thresholds of minimum classifiers in majority voting.
Method
Using the minimum classifiers from 5 to 9 as the threshold, we counted the amount of final labeled data, and we used these data for CNN, and calculated their accuracies on testing data. The accuracy of newly labeled data and CNN using different minimum classifier threshold Figure 6 shows the performance of CNN, support vector machine (SVM) and artificial neural network (ANN) using different amount of initial labeled data. And we also compared the performance using labeled data only and mixed data. Since using labeled data only cannot provide enough data to properly train the CNN, we excluded the comparison of CNN using labeled data only from the Figure 6 . 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 64 65 To compare the performance using labeled data only and mixed data, we uncovered the truth files for all data in our dataset. Then we used all the uncovered data to train the CNN and compared the accuracy using mixed data. The accuracy of using fully unlabeled data is 85.52% compared to 82.43% using same amount of mixed data but with only 100 being labeled. The first layers of learnt features from both datasets are shown in Figure 7 . 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 64 65 
Discussion
In this study we developed a semi-supervised deep convolutional neural network for breast cancer diagnosis, which can use large amount of unlabeled data to improve the accuracy. This study gives a new way to incorporate deep learning algorithms to medical image studies.
Different from other image classification tasks, medical images are much more difficult to collect and label. The method we introduced in this study only requires a small amount of labeled data, and the abundant resources of unlabeled data can be exploited.
To develop a system can use the unlabeled data as efficient as possible, we tested different settings for the proposed scheme, and the highest accuracy we get in this study is 82.43% using 100 labeled data and all unlabeled data. From the comparison of three dimension reduction methods (PCA, LDA and MDS), we noticed that the MDS has the best performance when we set the value of reduced dimension to 9, and generally MDS and PCA have very similar performance. Besides, we also tested three different weighing functions: exponential function, Gaussian function, and Laplacian function. And exponential function generates the best performance in terms of accuracy, sensitivity and also specificity. Based on the comparisons of different amounts of labeled data ( Figure 6 ), it can be concluded that the amount of labeled data has a significant impact on the performance of the system. The accuracy and AUC grows with the size of labeled data, but the accuracy difference and AUC difference decrease when the amount of labeled data becomes larger. And we noted this trend for all the three tested ANN, SVM and CNN algorithms. Based on these observations we conclude that our proposed scheme 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 is less sensitive to initial labeled data than schemes using the labeled data only, since the unlabeled data provides additional information for the training; also the influence of small dataset will become more significant when the size of labeled data is extremely small (for example 40 in our study), then the ability of incorporating information from unlabeled data would become limited. Because splitting the initial labeled dataset is the essential part of our algorithm, if the size is extremely small the split dataset will be even smaller and makes the scheme more sensitive to noise. Figure 6 also shows the algorithms performance of using labeled data only and both labeled and unlabeled data, and the AUC of SVM and ANN increased 3.63% and 3.23%. As for the CNN, if we only use the labeled data, the dataset is too small to train the CNN, so no comparison was based on this data. For the majority voting, we tested different thresholds of minimum classifiers for adding the unlabeled data into the labeled dataset. As we set the threshold value higher, the accuracy on newly labeled data increased, but the total amount of newly labeled data decreased, which affected the overall CNN performance. And from the test results shown in Figure 5 , we set the threshold to 7.
We also compared the CNN performances using mixed data and same amount of all labeled data.
As we expected, the scheme using all labeled data generated 3.75% higher accuracy compared to using a small portion of labeled data and large portion of unlabeled data. Figure 7 shows the trained features from CNN using mixed data and same amount of unlabeled data, and the feature patterns trained from both datasets are very similar. The unlabeled data could never replace labeled data, and using unlabeled data is only a supplement. Labeled data contains more accurate information from the radiologist compared to computer automatically labeled data, which will definitely help improve the accuracy. However, in some situations, when the labels are not all available, then our proposed scheme can help achieve an acceptable performance for research 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 purpose. In our experiments, the SSL method enables us to use unlabeled data to train the CNN, and it achieved the AUC of 0.8818; if we use the labeled data only, the best AUC is 0.8236 observed by using SVM; using the mixed data for the same SVM scheme, the AUC is 0.8535, which is also higher than using labeled data only.
In summary, this study we developed a new SSL algorithm enables us to use small amount labeled data and a relatively large amount of unlabeled data to train deep convolutional neural network. The results showed that using unlabeled data can dramatically increase the performance of the system. For deep learning algorithms, large dataset is required for the training procedure, which is a great obstacle to apply deep learning algorithms to medical images. Our designed scheme allows the users to include the unlabeled data into the deep learning training dataset and increase the overall accuracy. Future work includes testing our scheme on other deep structured algorithms and optimizing the scheme for each individual deep learning method.
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