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AUTONOMOUS MULTI-AGENT RECONFIGURABLE CONTROL SYSTEMS
by Badril Abu Bakar
This thesis is an investigation of methods and architectures for autonomous multi-agent
recongurable controllers. As part of the analysis two components are looked at: the
fault detection and diagnosis (FDD) component and the controller reconguration (CR)
component. The FDD component detects and diagnoses faults. The CR component
on the other hand, adapts or changes the control architecture to accommodate the
fault. The problem is to synchronize or integrate these two components in the overall
structure of a control system. A novel approach is proposed. A multiagent architecture
is used to interface between the two components. This method allows the system to be
viewed as a modular structure. Three types of agent are dened. A planner agent Ap,
a monitor agent Am and a control agent Ac. The monitor agent takes the role of the
FDD component. The planner and control agents on the other hand take the roles of
CR component.
The planner decides which controller to use and passes it on to Ac. It also decides
on the parameter settings of the system and changes it accordingly. It belongs to the
reactive agent category. The planner agent's internal architecture maps its sensor data
directly to actions using a pre-set rule based conditional logic. It was decided that this
architecture would reduce the overall complexity of the system.
The monitor agent Am belongs to the learning agent category. It uses an algorithm
called adaptive resonance theory neural network or ART-NN to autonomously categorize
system faults. Am then informs the other agents of the fault status. ART-NN was
chosen due to the fact that it does not need to be trained with sample data and learns
to categorize data patterns on the y. This allows Am to detect unmodelled system
faults.
The control agent Ac also belongs to the learning agent category. It uses a multiagent
reinforcement learning algorithm to learn a controller for the system at hand. Once a
suitable controller has been learnt, the parameters of the controller are passed to Ap
for it to be stored in its memory and learning is terminated. During control execution
mode, controller parameters are sent to Ac from Ap.
The novel approach is demonstrated on a case study. Our laboratory-built 4-wheeled
skid-steering vehicle complete with sensors is designed as a way of demonstration. Sev-
eral faults are simulated and the response of the demo system is analyzed.Contents
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xiChapter 1
Introduction
Automatic controllers provide the means of manipulating a plant's behaviour in a desired
manner. Here, \plant" is used as a generic term for a device or process that is capable
of being controlled. A properly designed controller prevents the plant from operating in
a dangerous and unstable mode. A poorly designed controller on the other hand, will
result in signicant damage to the plant and/or injury to people. Growing demand for
safety, reliability and survivability in automated systems have prompted for a controller
that can absorb these imperfections in design and conditions. Conventional designs have
become inadequate to cater for these complex systems.
The design of such controllers can be approached in many ways. Fault tolerant control
systems (FTCS), as this eld is termed have been subject to intense research. Research
done in this eld have been motivated by aircraft ight control designs and the process
industry. Adaptive control and robust control are just two of the many approaches that
have been developed.
Fault tolerant control systems have been a popular topic of research for over 30 years.
One of the earliest works in this eld was recorded in 1978 (Chizeck and Willsky,
1978),(Chizeck et al., 1983). These early results extended jump linear quadratic gaussian
(JLQG) control problems to include among others random jump cost functions. The
controller would abruptly and randomly change parameters in the case of predened
faults. Since then, a number of approaches have been introduced such as robust control
(Hess and Jung, 1989; Qian and Stengel, 2005; Hsieh, 2002), sliding mode control (Shin
et al., 2005; Demirci and Kerestecioglu, 2004) and switching control (Bajpai et al., 2002;
Jin and Zhang, 2006). Other forms of approaches include adaptive control (Mason et al.,
1987; Bolourchi and Hess, 1992; Bodson and Groszkiewicz, 1997) and intelligent control
(Ferrari and Stengel, 2004; Polycarpou and Helmicki, 1995; Farrell et al., 1993).
12 Chapter 1 Introduction
1.1 Problem Statement
In the literature, recongurable control systems fall under the scheme of active fault
tolerant control systems (AFTCS) (Moerder et al., 1989). They are distinguished from
their counterpart, passive fault tolerant control systems (PFTCS) through the integra-
tion of both the fault detection and diagnosis component (FDD) and the controller
reconguration component (CR) in the overall structure (Zhang and Jiang, 2008).
Recongurable control systems react to system component failures actively. They do
so by reconguring control actions so that the system's performance and stability can
be maintained. There are two key components to recongurable control systems; Fault
Detection and Diagnosis (FDD) and Controller Reconguration (CR). Traditionally,
research on these two components have been carried out separately due to the complexity
of the problem (Wu, 1997; Zhang and Jiang, 2008; Bodson and Groszkiewicz, 1997;
Bajpai et al., 2002). Integration of these two components in the overall structure of the
system is an active research topic (Aberkane et al., 2008; Wu, 1997; Balle et al., 1998;
Zhang and Jiang, 2003).
In this thesis, the design philosophy is to use a multi-agent architecture that allows for
both FDD and CR components or stages to be designed in the same framework.
The problem this work investigates can be summarized as follows. Traditionally the FDD
component detects that a fault has occurred and further diagnoses the situation. The CR
component adapts or changes the control architecture to accommodate the fault. The
problem considered in this thesis is to synchronize or integrate these two components in
the overall structure of a control system using innovative agent approach, reinforcement
learning, neural networks, game theory and wavelets. The results are then demonstrated
on a model of a laboratory built o-road rover.
1.2 Objective
There are two main objectives in this research project:
1. To develop a new theory for autonomous recongurable control systems that is
practical and robust in applications.
2. To demonstrate the new concepts and results on a simulation of the demonstration
rover to reduce experimental time.
In order to achieve the rst objective, the investigation is broken down into two stages:
￿ Investigation into the fault detection and diagnosis.Chapter 1 Introduction 3
￿ Investigation into reconguration.
Novel features of possible techniques will arise from FDD/CR being integrated into
the multi-agent architecture. The second objective requires that the developed control
system be applied on a model of a vehicle. The control demonstration of an autonomous
ground vehicle or simply called rover for the rest of this work will be simulated.
This work on recongurable control systems will be presented in the following manner.
Chapter 2 reviews the state of the art. The denitions of the concepts used in this
work are presented in Chapter 3. Our approach to recongurable control systems is
introduced in Chapter 4. This is followed by a formal representation of the methodology
in the software package sEnglish. A case study to demonstrate our approach is given in
Chapter 6. Summary and suggestions for future research areas in this eld are presented
in Chapter 7.Chapter 2
Literature Review
In this chapter a review of signicant contributions is presented on fault tolerant con-
trol. These key papers serve as the basis for the theoretical and experimental advances
outlined in this work. Several historically important papers are identied and recent pa-
pers with direct relevance to our goal of creating an autonomous recongurable control
algorithm are discussed. Literature on FDD and CR will be described in two separate
sections due to the signicant separation of these research areas. The chapter ends with
a conclusion of the literature review.
2.1 Basic Concepts
Recongurable Systems
In a broad sense a system is said to have a recongurable control architecture if it is able
to recover from a faulty state by altering its operation. This means either reconguring
its controller architecture or its parameters. It is debatable whether a system that does
not change sensor and actuator allocations while keeping its controller structure and
adapting its control gains, to accommodate some faulty hardware conditions, can be
called recongurable. In our research we suggest that systems that do merely control
gain adjustments should be called robust or adaptive systems. Another possibility is
to call such systems weakly recongurable. This could be in the form of changing
controller gains. One has to accept however, that the system could be operating in a
possibly degraded mode due to physical constraints (Blanke et al., 1997).
Denition of Faults
In our study faults will mean a failure of sensors, actuators or other internal mechanical
malfunctions and also the breakdown of communication lines that are part of the control
architecture. Software errors due to bugs in the real time controller code will not be
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considered faults. A basic assumption is made that the control system is implemented
as intended. However, partial breakdown of computing hardware for some subsystem,
which causes problems to the rest of the controller software, will be called a fault.
The following sections depict some of the various existing approaches to the problem of
recongurable control systems.
2.2 Fault Detection and Diagnosis
Fault detection and identication is the process of recognizing anomalies in a plant's
behaviour (Chiang et al., 2001). FDD systems implement the following tasks:
1. Fault detection is the discovery that something has gone wrong in the monitored
system.
2. Fault isolation is the determination of the exact location of the fault.
3. Fault identication is the determination of the magnitude of the fault.
The FDD process can be better explained on an example. Consider a man driving a car
along a straight road, when suddenly a loud sound is heard and the car starts veering o
the right. The event is abnormal to the man driving and therefore an alarm is triggered
in his head saying that a fault has occurred. This is the detection step of and FDD
process. Upon recognizing the fault, the man pulls the car over to the side of the road
and checks to see what is wrong. After visual inspection of the car, he realizes that the
right front tyre has a at. The exact location of the fault has been determined. This is
the isolation step of the FDD process. Upon closer inspection, the man nds that the
tyre has burst creating a big tear on the side of the tyre. The magnitude of the fault is
determined. This is the identication step of an FDD process.
The terminology used in the literature to describe the fault detection and diagnosis
scheme is not standardized. The term FDI is used to refer to Fault Detection and
Isolation in some works of the literature, and Fault Detection and Identication in
others. This prompted Zhang and Jiang (2008) to use FDD to indicate that the fault
identication function is added to the fault detection and isolation scheme. We use the
term fault detection and diagnosis in our work to emphasize the importance of viewing
the identication function as an integral part of the overall diagnostic scheme which
encompasses fault detection, isolation and identication.
Traditional methods are based on the use of signal processing techniques and/or par-
allel redundancy. They include frequency spectrum analysis, limit checking, special
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approaches on the other hand are generally grouped into three categories (Venkatasub-
ramanian et al., 2003c; Isermann, 2005; Patton, 1993). It is our view however, that FDD
can essentially be split into only two categories:
￿ Model-based approach
￿ Model-free approach
2.2.1 Model-based approach
Model-based schemes use a mathematical model to provide analytical information about
the physical process. These schemes are further broken down into quantitative and
qualitative models.
Quantitative model-based approaches detect, isolate and characterise a fault of a system.
They compare the system's available measurements with a priori information represented
by the system's mathematical model. Faults are detected by setting a (xed or variable)
threshold on a residual quantity generated from the dierence between real measure-
ments and estimates of these measurements using a mathematical model. Figure 2.1
depicts a general structure of a quantitative model whereas Figure 2.2 shows the general
structure of a residual generator.
Figure 2.1: Quantitative model-based fault diagnosis (Patton, 1993)
In the qualitative model-based approach, the model is expressed in terms of event ab-
straction/description functions centered around dierent units in a process (Venkata-
subramanian et al., 2003a). Figure 2.3 shows the forms of qualitative models.8 Chapter 2 Literature Review
Figure 2.2: General structure of a residual generator (Patton, 1993)
Figure 2.3: Forms of qualitative model (Venkatasubramanian et al., 2003a)
The qualitative and quantitative approaches are usually combined to oset their in-
dividual weaknesses. Typical methods using this approach are parameter estimation,
observers, parity equations, and Kalman lters. Research on FDI methods following the
model-based structure has been extensively carried out (Frank, 1995; Yang and Stous-
trup, 2000; Yin, 1998; Chang et al., 1994; Koppen-Seliger et al., 1995; Patton et al.,
1989, 1995; Gomm et al., 1992; Borutzky, 2009; Samantaray et al., 2005; Dvorak et al.,
1991; Trave-Massuyes et al., 2006; Wei et al., 2009; Gentil et al., 2004; Steele and Leitch,
1995; Vinson and Ungar, 1995; Gertler, 2005b,a; Calado et al., 2006; Abdelwahed and
Kandasamy, 2007; Deshpande and Patwardhan, 2008).
In Frank (1995), the adaptive threshold logic test based upon fuzzy modelling of the
process and fuzzy decision making was the focus of the research. The residual evaluation
was formulated as a set of fuzzy rules.
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concept for fault diagnosis. The idea was to emphasize the evaluation part of a diag-
nostic concept in contrast to most existing schemes at the time. A restricted Coulomb
Energy Neural Network (RCE) was employed to classify residuals coming from a stan-
dard parameter estimation procedure. The classication was aimed at the detection and
isolation of dierent faults in the process under supervision.
A similar approach to Frank (1995) was taken by Calado et al. (2006). A computer-
assisted fault detection and isolation (FDI) scheme was presented that was coupled
with a fuzzy qualitative simulation algorithm used for fault detection purposes and
a hierarchical structure of fuzzy neural networks used to perform the fault isolation
task. The DAMADICS benchmark actuator system was used as a test bed for the
FDI system. Their proposed FDI system was tested for faults associated with the
DAMADICS benchmark problem. It was observed that the FDI system was not able to
cope with incipient faulty scenarios. The incipient faults were simulated according to
the DAMADICS benchmark rule which imposes a very low development speed. In some
situations the controller action masked the fault. In other cases the fault eects in the
system behaviour were similar to the noise eects, making the faults undistinguishable
from the normal system operation. In the case of double simultaneous abrupt faults, the
FDI system was able to detect all faults. Some unsuccessful results to isolate the double
faults were obtained. Furthermore, it was observed that if the number of measurement
variables used as inputs of the FDI system increased, the number of unsuccessful results
tended to decrease and eventually be eliminated.
Yin (1998) designed a robust fault isolation method applicable to the directional residual
approach by using decision theory. The cost, the loss, and the risk of misclassication
were analysed. To achieve a balance between optimality and robustness, a minimax
method was proposed which minimized the maximum expected loss from misclassica-
tion. An isolation procedure was designed for the diagnostic residuals having normal
distribution. A simulated distillation example was given to illustrate the implementation
of this technique.
A novel approach for the synthesis of robust recongurable control for LTI systems
and a class of nonlinear control systems with parametric and additive faults, as well as
uncertainties generated by FDI algorithms, has been proposed in a unied framework
(Yang and Stoustrup, 2000). The H1 control and  synthesis techniques could be
employed eciently for this control synthesis by following the model-matching strategy.
It did not investigate the integration of controller reconguration (CR) with the FDI
scheme.
A performance comparison of a nonlinear Radial Basis Function Network-based (RBFN)
and linear Auto Regressive (AR) model-based General Parameter (GP) methods in
a fault detection application was done in Dote et al. (2001). The fault detection of
automatic transmission gears using acoustic data analysis was considered. The proposed10 Chapter 2 Literature Review
GP-RBFN and GP-AR modelling scheme is computationally ecient and, therefore
highly practical for low cost real-time applications. It should be noted, however, that
the described GP methods operate only with correlated time series.
Some of the disadvantages of the model-based approach were described in Venkatasub-
ramanian et al. (2003c). One of the drawbacks of this approach was that, for general
nonlinear models, the eectiveness was reduced due to poor linear approximations of
the model. In practice, severe modelling uncertainties come in the form of multiplica-
tive uncertainties. The disturbance matrix of this approach in most cases only included
additive uncertainties. A further disadvantage of this approach was that if a fault was
not specically modelled, there was no guarantee that residuals would be able to detect
it.
A causal model-based diagnosis combining FDI and AI was investigated in Gentil et al.
(2004). The authors presented a model-based diagnostic method designed in the context
of process supervision. It was inspired by both articial intelligence and control the-
ory. AI contributed tools for qualitative modelling, including causal modelling, whose
aim was to split a complex process into elementary submodels. Control theory, within
the framework of fault detection and isolation (FDI), provided numerical models for
generating and testing residuals, and for taking into account inaccuracies in the model,
unknown disturbances and noise. Consistency-based reasoning provided a logical foun-
dation for diagnostic reasoning and claried fundamental assumptions, such as single
fault and exoneration. The diagnostic method presented in their paper beneted from
the advantages of all these approaches. Causal modelling enabled the method to focus on
sucient relations for fault isolation, which avoided combinatorial explosion. Moreover,
it allowed the model to be modied easily without changing any aspect of the diagnostic
algorithm. The numerical submodels that were used to detect inconsistency beneted
from the precise quantitative analysis of the FDI approach. This method served more
as a diagnostic tool for a human operator than for an autonomous system.
A special issue on model-based approaches to FDI was published in 2004 to address the
problem of bridging the community which based its solution approaches on engineering
disciplines such as control theory and statistical decision making and the community
which based their solution approaches in the elds of computer science and articial
intelligence (Biswas et al., 2004; Cordier et al., 2004; Pulido and Gonzalez, 2004; Hofbaur
and Williams, 2004).
A method for ner fault isolation or localization in the model-based fault detection and
isolation (FDI) paradigm was developed using parallel computed bond graph models
(Samantaray et al., 2005). The model-based fault detection using analytical redundancy
(ARR) was extended with a novel multi-tier fault isolation/localization technique, which
used a single hypothesized fault parameter estimation from ARR. The proposed solution
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hypothesis and then to incorporate the estimated values in separate models to run
parallel with the plant during the fault. Thereafter, comparison of model behaviors led
to localization of the faulty parameters.
A new approach to FDI for nonlinear systems was presented in Uppala et al. (2006). It
only dealt with the FDI and did not attempt to solve the reconguration problem. It
employed neuro-fuzzy multiple modelling together with robust optimal de-coupling of
observers. The author called this new method 'Neuro-Fuzzy and De-coupling Fault Di-
agnosis Scheme' (NFDFDS). This method exploited the advantages of neural networks
and fuzzy logic due to its approximation and reasoning capabilities. It was therefore
suitable to be used as a modelling tool of nonlinear systems. Due to the lack of ability
for linearisation to represent a good model for processes with strongly nonlinear be-
haviour coupled with the fact that the nonlinear systems dynamics have to be known
with sucient condence in order for the nonlinear observer approach to be used, the
author's motivation was to explore other methods, i.e. neuro-fuzzy (NF) which is known
to overcome some of the problems faced by the model-based techniques. The proposed
FDI scheme was made from a matrix of NF based decoupling observers where the rows
were the number of fault scenarios considered and the columns were the number of op-
erational points. It generated a residual set which was used by the diagnostics logic unit
to determine the location and nature of faults. A linear set of fuzzy fusion sub-observers,
each one corresponding to a dierent operating point of the process was comprised of
nonlinear systems, i.e 'Fault Diagnosis Observers'. Through fuzzy-fusion their outputs
were summed to calculate the output estimates. The 'NFDFDS' scheme was essen-
tially a combination of a set of fuzzy observers together with the NF multiple model
and diagnostic logic. A comparative study was done to evaluate the NFDFDS scheme.
Another observer based technique, state-space model developed with generic program-
ming and the so-called extended unknown input observer (EUIO) was chosen. NFDFDS
showed superior performance compared to its rival. There were however drawbacks to
the system. One disadvantage concerned the availability of the data regarding the fault
operating mode. This might not be available for real systems. Another disadvantage
concerns the size of memory needed for its large matrices. This would slow down on-
line computation. It was however possible to use eective techniques to calculate the
matrices using less computing power.
In Deshpande and Patwardhan (2008), a novel multiple-operating regimes-based tech-
nique was proposed for performing online fault diagnosis in nonlinear systems. A
Bayesian approach was used to identify a combination of linear perturbation models
in dierent operating regimes that best-represents the plant dynamics at the current
operating point. Nonlinear versions of the generalized likelihood ratio (GLR) method
that use multiple linear models for fault identication were proposed. To hinder the per-
formance degradation caused by the occurrence of faults, the information provided by
the fault diagnosis component was then used for online fault accommodation. Analysis12 Chapter 2 Literature Review
of the simulation results on benchmark systems revealed that the proposed multimodel
Kalman lter-based fault diagnosis schemes outperformed the linear GLR method when
a nonlinear process is in a transient state over a wide operating range.
A more recent research related to the Bond graph model-based fault detection was
presented in Borutzky (2009). In his paper residual sinks were used in bond graph
model-based quantitative fault detection for the coupling of a model of a faultless pro-
cess engineering system to a bond graph model of the faulty system. This way, integral
causality could be used as the preferred computational causality in both models. There
was no need for numerical dierentiation. Furthermore, unknown variables did not need
to be eliminated from power continuity equations in order to obtain analytical redun-
dancy relations (ARRs) in symbolic form. Residuals indicating faults were computed
numerically as components of a descriptor vector of a dierential algebraic equation
system derived from the coupled bond graphs. The presented bond graph approach es-
pecially aimed at models with nonlinearities that made it cumbersome or even impossible
to derive ARRs from model equations by elimination of unknown variables.
2.2.2 Model-free approaches
In contrast to model-based approaches, no or little a priori knowledge is known about
the system in the model-free approaches (Gertler, 1998; Liu, 2004; Zhang et al., 2001;
Venkatasubramanian et al., 2003b). In the literature, terminology to describe this ap-
proach is not unied. The term model-free approach will be used here for it is a good
abstraction of the approach. It is important to recognize that the word model refers to
the model of the system which is used for residual generation or parity equations. In the
machine learning literature, a representation of the learning algorithm is also termed a
model but is not categorized as such here since it determines a fault through evaluating
the process data directly.
A data-based FDI for a nonlinear ship propulsion system was presented in Liu (2004).
The work was a novel attempt to study and compare the performance of fuzzy, signal
processing and pattern recognition based FDI approaches on a nonlinear ship propulsion.
The author asserted that of all three methods, the signal processing approach gave the
best performance. It was able to detect and isolate ve out of six faults whereas the
other two were only capable of detecting three faults. However, only predetermined
faults could be analysed.
In Zhang and Ding (2005), the authors proposed an approach of a fault detection system
which did not require prior knowledge of the plant model. It was valid for linear discrete-
time periodic systems. The proposed approach directly identied parameters of residual
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parameters of the system model. Periodic parity relation based residual generators as
well as periodic observer based residual generators could be obtained this way.
A model-free approach was presented by Previdi and Parisini (2006). The technique
was based on the use of a specic spectral analysis tool, namely, the Squared Coherency
Functions (SCFs). The detection of a fault was achieved by on-line monitoring an
estimate of the squared coherency function, which was sensitive to the occurrence of
signicant changes in the plant dynamics. The alarm thresholds were based on the
estimates of the condence intervals of the SCF. In their work faults, whose primary
nature are abrupt, have been analysed for the DAMADICS benchmark problem. In their
experience, the proposed algorithm provided eective fault detection. In particular, for
any value of the design parameters, the algorithm presented a high true detection rate.
It is worth pointing out that in the simulated case, the signal used to excite the system,
i.e. the control variable (CV) was a sinusoidal wave. The authors acknowledged that
such a signal was not the best choice for spectral estimation based methods. However,
this fact did not seriously limit the power of the proposed algorithm, at least in the
discussed application.
A machine learning approach was presented in Casta~ non et al. (2005). The model con-
sisted of a general statistical inference engine operating on discrete spaces. Their model
represented the maximum entropy joint probability mass function (pmf) consistent with
arbitrary lower order probabilities. The joint pmf was a rich model that, once learned,
allows one to address inference tasks, which can be used for prediction applications. The
model allowed the one step-ahead prediction of process variable, given its past values.
The relevant past values for the forecast model were selected by learning a causal struc-
ture with an algorithm to learn a discrete Bayesian network. The author highlighted
the fact that eective diagnosis was hindered due to the noise in data, cascaded eect
and the perturbation by neighbouring nodes.
A similar approach was discussed in Yin et al. (2007). This work presented the ap-
plication of the Support Vector Machine (SVM) algorithm to the ight control fault
detection and isolation (FDI) system which was capable of identifying multiple ight
control system faults. It introduced the idea of fuzzy-SVM where fuzzy logic was used
to determine the optimal kernel function.
A simpler version of machine learning approach was presented in Ozbek and Soker
(2006). A feature-based fault detection approach was proposed. The main idea of this
approach was to detect and identify faults in a complex system without any kind of
modeling. By extracting features from relevant sensor signals yielded from Hardware-
in-the-Loop simulations, and combining them in a matrix, it was possible for human
operators to denote subsets of the matrix as fault-free and faulty areas. An advantage
of this was the ability to set individual thresholds, giving more robustness towards false
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from fault-free and faulty simulations was used in the training of the matrix. The matrix
was hand crafted and done oine.
A combined model-free and model-based approach to fault detection and identication
(FDI) in a suction foot control system of a wall-climbing robot was presented in Jiang
et al. (2009). For the control system, some fault models were derived by kinematics
analysis. Moreover, the logic relations of the system states were known in advance. First,
a fault tree was used to analyse the system by evaluating the basic events (elementary
causes), which could lead to a root event (a particular fault). Then, a multiple-model
adaptive estimation algorithm was used to detect and identify the model-known faults.
Finally, based on the system states of the robot and the results of the estimation, the
model-unknown faults were also identied using logical reasoning. Experiments showed
that the proposed approach based on the combination of logical reasoning and model
estimating was ecient in the FDI of the robot.
2.3 Recongurable Controller
A recongurable controller makes up the second part of a recongurable control system.
This implements the changes to a control structure in order to compensate for faults. The
changes that can be applied are not only limited to the parameters of the controller,
but can also allow a total reconguration of the system. The typical structure of a
recongurable control system is shown in Figure 2.4.
Figure 2.4: A general structure of a recongurable controller (Zhang and Jiang (2008))
There have been many approaches to designing a recongurable controller. They include
adaptive control (Bodson and Groszkiewicz, 1997; Bolourchi and Hess, 1992; Brown and
Harris, 1994), intelligent control (Ichtev et al., 2002; Ng and Jordan, 2000; Kretchmar,
2000; Diao and Passino, 2002; El-Fakdi et al., 2005; Jongcheol et al., 2006) and multi-
agents control (Veres and Luo, 2004; Bojinov et al., 2002; Briot et al., 2007; Britain
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categories; an FDI based controller and a non FDI based controller. A categorization
of the available approaches can be found in Zhang and Jiang (2008). In the following,
some of these approaches are described.
2.3.1 Robust control
The structure of passive fault tolerant control systems (PFTCS) is generally xed. They
are designed to be robust against a number of presumed faults. It does not need an FDI
nor reconguration scheme. Therefore, it can have limited fault-tolerant capabilities.
Robust control systems generally fall into this category.
Robust control explicitly deals with uncertainty in its approach to controller design. Its
methods aim to achieve robust performance and/or stability in the presence of bounded
modelling errors. One of the important example is the H1 optimization technique. In
1981, Zames (1981) considered the minimization of the 1-norm of the sensitivity func-
tion of a single-input-single-output linear feedback system. It quickly caught attention
and was extended to more general problems after it was recognized that the approach
allows dealing with robustness far more directly than other optimization methods.
A good explanation of the technique was given in Kwakernaak (1993). H1-optimization
deals with the problem of minimizing the peak value of certain closed-loop frequency
response functions.
Considerable amount of research has been done to solve the robust control problem and
it is still an active topic. A state space solution to the standard H2 and H1 control prob-
lem was described by Doyle et al. (1989). The state space solution of the H1 problem
required more assumptions than the frequency domain solution, such as the requirement
that the transfer matrix be proper. On the other hand, the numerical algorithms for
solving Riccati equations were better developed than the J-spectral factorization algo-
rithms needed in the frequency domain approach. This approach was later picked up
by Allgower et al. (1994) in their discussion of the implementation of H1 optimization
technique on practical nonlinear systems.
The numerator-denominator or co-prime factor uncertainty problem was addressed in
Glover and McFarlane (1989). It introduced the idea of normalized co-prime factors
as a tool for obtaining robust stability using optimal H1 theory. It also showed that
the maximum stability margin in the normalized LCF robust stability problem can
be simply and directly calculated. Furthermore, it demonstrated a link between robust
stabilization using H1 optimization and Nehari extension problems, and showed that the
normalized LCF robust stabilization problem can be solved in this way. Finally, it gave
an explicit state-space characterization of all suboptimal controllers for the normalized
LCF robust stabilization problem. This method was an extension to the work done by
Kwakernaak (1983); Vidyasagar et al. (1982) and Vidyasagar (1985).16 Chapter 2 Literature Review
In Yang and Stoustrup (2000), a novel approach for the synthesis of robust recongurable
controller of a nonlinear system was discussed. Their controller took into account the
parametric and additive faults as well as uncertainties generated by FDI algorithms. In
this architecture the nominal and faulty closed-loop systems were combined in a ctitious
augmented control system, so that the H1 and  optimization methods could be used
for the control synthesis. The integration of control reconguration with the robust FDI
method proposed has yet to be tackled.
Shin et al. (2005) presented a recongurable ight controller using an adaptive sliding
mode control scheme for actuator fault cases. Sliding mode controller, which performed
well for systems with various uncertainties, was used to deal with the actuator faults. An
actuator fault could be considered as a disturbance or an unexpected parameter change,
which degrades the system performance and may destabilize the system. In their study,
the adaptive sliding mode control technique was adopted to compensate for the eects
of the disturbance generated by actuator faults. Lyapunov stability theory was used
to derive the adaptive rule, and closed-loop system stability analysis was performed.
To demonstrate the eectiveness of the proposed controller, numerical simulation was
performed for aircraft with redundant control surfaces. The proposed controller did not
require a FDI process and was considered a robust control scheme.
A similar approach could be seen in Demirci and Kerestecioglu (2004). In their work,
a controller design method for underwater vehicles was presented. It was based on
reconguration of a sliding mode controller in case of disturbances caused by shallow
water conditions. The disturbance distribution information could be obtained and used
to update the corrective gain vector of the sliding-mode controller. This increased the
robustness of the controller and, hence, kept the system performance within acceptable
limits. A state observer was used to obtain disturbances information.
More recently, the problem of recongurable control for constant gain output feed-
back controllers with Markovian parameters and state-dependent noise was considered
(Aberkane et al., 2008). The authors asserted that although the relationship between
the fault detection and identication (FDI) stage and the reconguration method stage
was inherent, they assumed that the quality of the FDI was described by a known
Markov process and so were the plant and actuator faults. They did not address the
FDI problem in detail and hence their interactions were not properly investigated. From
the FDI point of view, it was satisfactory that a fault was detected early and an alarm
was generated. Another requirement was that a low false alarm rate was desirable. This
did not take into account the state of the whole system. From the reconguration stage
point of view, it assumed that a perfect FDI scheme was in place and ready to function.
The authors tackles the problem by proposing a mathematical model that includes in
the same structure the aspects of FDI and the reconguration algorithm. They used
the active fault tolerant control systems with a Markovian Parameters (AFTCSMP) ap-
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or actuator failure using an FDI scheme and making reconguration decisions based on
the detected faults. This was all done online. The main contribution of the author
was the formulation of the circumstances needed to design a multi-performance control
architecture related to this class of stochastic hybrid systems. The authors designed
a mode-independent static output feedback controller using mode-dependent Lyapunov
function approach. An H2/H1 synthesis controller was used to solve the problem. The
group concluded with a numerical example showing that the applied algorithm obtained
the desired disturbance attenuation and that the system was stochastically stable.
Other research on robust control include the model matching technique (Yang et al.,
2007; Chen et al., 1989; Osa et al., 2003; Gao and Antsaklis, 1992), reliable control
design (Hsieh, 2002; Boyd et al., 1994; Paz and Medanic, 1991; Siljak, 1980), proba-
bilistic robust control (Qian and Stengel, 2005; Stengel, 1991; Barmish and Lagoa, 1999;
Calaore and Polyak, 2001), method of inequalities (Satoh et al., 1996; Whidborne et al.,
1994), controllers derived via  analysis and synthesis (Packard and Doyle, 1993) and
generalized predictive control (Hess and Jung, 1989).
2.3.2 Multiple model control
An approach to dealing with very large uncertainties arising due to failures and damage
was proposed by Boskovic et al. (2001). It was based on the Multiple Model, Switching
and Tuning (MMST) methodology. The basic idea was to design an identication model
in parallel to the corresponding controller which characterized and identied the failures
at dierent regions in the parameter space. The other main idea was to construct a
strategy to switch between controller sets to accomplish a given goal. The identication
models were run to diagnose an error while the plant was executing one of the controllers.
It found a model which was similar to the current operating algorithm of the plant. The
switching mechanism then had a choice to either switch or stay at the corresponding
controller.
A novel fault-tolerant control system design technique has been proposed by Jin and
Zhang (2006), which blended the multiple-model principle with the unavoidable perfor-
mance degradation due to faults in actuators, sensors or system dynamics. The number
of models employed depended on the characteristics of the system, the nature of the
failures considered, and the physical limits of system variables. The achievable per-
formances under various component failures were represented in the form of reference
models, known as performance reduced reference models. These models were used to
synthesize a set of controllers. Under a specic fault condition, proper controller and
revised control system command inputs were selected automatically to achieve the de-
sired performance. A simulation example of an aircraft subject to dierent types of
failure was used to illustrate the design process and to demonstrate the eectiveness of
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More recently, Yu and Jiang (2012) proposed a hybrid FTCS which combined passive
and active FTCSs to counteract the partial failures in the actuators. The authors oset
the slow speed of a detailed fault diagnosis by designing a passive FTCS to stabilize the
system with minimal fault information. A recongurable controller was then synthesized
once comprehensive fault diagnostic information was obtained.
2.3.3 Gain scheduling control
A more simplied approach was taken by a group from NASA. A control design for
the X-33 vehicle was developed that took into account a failed control surface and re-
distributed the energy to other working surfaces to obtain satisfactory stability and
performance (Cotting and Burken, 2001). Here, the design of recongurable control
methods used an oine nonlinear constrained optimization (ONCO) approach. A sim-
ulation was done for the full ight envelope with simulated actuator faults. The FDI
scheme was embedded in the actuator controller. Their results showed why recongura-
tion was desirable compared to the nominal control mixer. Redundancy plays a major
role in recongurable control systems. In aircraft ight control systems, redundancy
is included in the design to decrease the risk due to failure. Electromagnetic actuators
(EMAs) are preferred to hydraulically powered actuators, even though fault analysis has
conrmed that EMAs are more likely to fail. The advantages outweigh the disadvan-
tages, such as routing of signal cables. The main reason why recongurable control was
pursued was to improve the use of functioning actuators in the event of actuator failure.
Since EMAs are relatively new and untested compared to hydromechanical actuators,
the recongurable control design ensured that the vehicle will operate with satisfactory
performance. The ONCO method was chosen due to its testability and validity. The
vehicle was equipped with smart actuators to tell it which actuator has failed and its
last known position. This simplied reconguration since the FDI did not need to be
part of the primary ight controller. With prior knowledge of what failures could occur,
a lookup table was implemented so that system complexity was avoided. Using BFGS
formula, oine simulation tests were run and gain sets were modied until the summed
error was optimally reduced. The reconguration design was only limited to control
surface failures. The overall results show that the control design was better suited for
certain control failures than others, such as a left body ap during ascent, an inboard
elevator during entry, and a rudder during landing.
In Izosimov et al. (2005), an approach to the design optimization of fault tolerant em-
bedded systems for safety-critical applications was presented. Processes were statically
scheduled and communications were performed using the time-triggered protocol. The
process of re-execution and replication for tolerating transient faults was used. The
design optimization approach decided the mapping of processes to processors and the
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and the timing constraints of the application were satised. Several heuristics able to
nd fault-tolerant implementations given a limited amount of resources were presented.
2.3.4 Adaptive control
A more direct approach to recongurable control is the adaptive systems architecture.
In this approach, a diagnosis module is omitted and faults are not detected through
explicit FDI. There are two types of adaptive control: model-based and model-free
adaptive control.
2.3.4.1 Model-based Approach to adaptive control
Bodson and Groszkiewicz (1997) presented an indirect adaptive control approach that
was done in two stages: rst the plant parameters were estimated, then the control
parameters were derived from them. Direct adaptive control on the other hand estimated
the control parameters. By comparison, the author chose direct adaptive control due to
the lower identication number of parameters. This was crucial for real time computing.
An input error direct algorithm was chosen over output error direct algorithm due to
the fact that an output error direct algorithm was more rigid in its implementation.
The author stated that the performance of the algorithm needed to be tested in a noisy
environment since it was not done in his work. Also, the performance still needed to be
evaluated at other ight conditions throughout the whole ight envelope.
A system was designed using this method for satellite formation ying (Thanapalan
et al., 2006). The paper proposed the use of model reference adaptive control (MRAS)
and quaternion based adaptive attitude control (QAAC) instead of the traditional FDI.
Since explicit remodelling, decision making and control redesign could be avoided, the
adaptive systems approach was much simpler to implement. Since sensor deciency was
a major issue and should be addressed accordingly, redundancy was introduced to enable
solutions to the problem. A model of the system to be controlled was expressed in a state
space form and the controller was designed accordingly. The proposed recongurable
control for actuator degradation was divided into two parts: position control and attitude
control. The position control was based on MRAS and the attitude control on QAAC.
For the sensors, a voting principle was used to determine the health of the sensors. A
numerical simulation was done to test the system. The simulation showed that, for
changes in actuator gains at any time, the control system managed to adopt itself to the
new actuator gain. Work still had to be done on mapping out the limitations of system
reconguration due to physical constraints.
A similar MRAS approach was taken by Shore and Bodson (2004). Flight tests were con-
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(i.e. elevators, aileron and engine) were triggered remotely by the operator. The work
was limited to demonstrate the identication and reconguration algorithms in actual
failure cases. A continuously adaptive approach was used where parameters were esti-
mated to compute the gains of the control law. The categorization of the aircraft health
or failure state was not attempted. Parameter identication was done by implement-
ing a modied version of the least-squares optimization criterion that was suitable for
adaptation. Control reconguration was achieved by using a special case of the MRAS.
The idea was to apply another set of gains to the pilot command during a faulty state
so that the overall gain of the system remained constant, regardless of the mode it was
operating in. Overall, results showed that o-line and real time identication of criti-
cal aircraft parameters could be obtained reliably. The estimated parameters could be
used to observe the actuator failure's eect. The results also showed that the controller
designed was successful in compensating for failures and changing ight conditions.
A more recent article which is similar to Bodson and Groszkiewicz (1997) discussed the
implementation of direct adaptive model reference control for weapon systems (Wise
and Lavretsky, 2006). Direct adaptive increments to extend a fundamental control signal
designed using nonlinear or linear robust control methods were incorporated. The control
system was tested without a prior knowledge of the modied weapon's aerodynamics.
This signicantly reduced cost and development time. Again, FDI was not needed in
this approach. The work done by the authors had a slightly dierent approach than their
predecessors. Instead of totally replacing the control system, the author proposed its
augmentation with and adaptive increment derived from an online learning algorithm.
The system design was started o with a baseline or fundamental nominal controller
expressed in state-space vectors without considering system uncertainties. In the next
step actuator dynamics were removed and system uncertainties were introduced in the
closed loop equation. In the presence of uncertainties and inaccuracies, a model reference
direct adaptive incremental control signal derived using neural network algorithm was
introduced to gracefully degrade the closed loop system. The proposed design also took
into account actuator saturation by adaptively modifying the controls. Flight tests of
the missiles were conducted and all objectives were met. The author also summarized
open problems that still needed to be addressed. Some of the problems were the choice
of a suitable reference model; scheduling of models for dierent ight phases still; a lack
of clear guidelines for tuning parameters; transient performance of adaptive systems;
settings that needed for adaptive dead zone and learning rates; and rening the methods
for the controller. The author concluded by stating that direct adaptive model reference
control was suitable to be used for nonlinear systems. Further work was still needed to
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2.3.4.2 Model-free approach to adaptive control
The concept of an adaptive-predictive controller was rst explored by Martin-Sanchez
(1976). The method required knowledge of only input and output data. Consequently,
no state estimation was necessary. A predictive model based on the desired output and
according to the predictive control principle generated the control signal. An adaptive
mechanism then adjusted the predictive model parameters to minimize the prediction
error. This method diered from the adaptive controllers discussed previously in that
model based adaptive control involved a lot of up front work programming a xed model
that could not evolve as the process dynamics did. The issue with this was that if the
process variables changed from the initial settings, the model needed to be reworked.
With adaptive-predictive controllers it was able to adapt to changes and so the process
operation performance did not deteriorate with time.
In Kurnaz et al. (2007), an adaptive neuro-fuzzy inference system (ANFIS) based con-
troller was designed for a UAV. The author implemented fuzzy logic for altitude, speed
and roll angle control. A hybrid learning algorithm was used to update the ANFIS
parameters. The algorithm was compared to PID based controllers and was found
comparable to the latter despite the model free approach. For other ight conditions,
unstable performance was observed. This could have occurred due to the lack of optimal
learning algorithm.
ANFIS was also the control method preferred in Tahour et al. (2007). Here the author
applied ANFIS to control a switched reluctance motor which can be categorized as a
nonlinear system. Adaptive neural networks were implemented to learn the membership
functions to be implemented in the fuzzy inference system. The Sugeno fuzzy model was
implemented for its high interpretability and computational eciency. It was also chosen
for its built-in optimal and adaptive techniques. Simulation results showed that the
ANFIS controller was superior to the conventional controller in robustness and tracking
accuracy. It also showed that the ANFIS controller had a high performance level in
the presence of parameter uncertainties and load disturbance. A fast dynamic response
without overshoot and zero steady state error were observed with ANFIS as a speed
controller.
In Savanur et al. (2008), a model-free approach was used to determine surface fault.
The adaptive neuro-fuzzy inference system (ANFIS) was trained with its input as error
between nominal state and faulty state. Its output on the other hand was the parameters
for the control distribution matrix. Reconguration was carried out by computing new
feedback gains using the trained ANFIS. The algorithm was simulated and compared
with the model based approach. The lter chosen was the Extended Kalman Filter
(EKF). Results showed that the ANFIS scheme approached its reference value faster
than EKF. It also showed that the recongured system converged to its reference value
and ANFIS showed less overall error.22 Chapter 2 Literature Review
2.3.5 Intelligent control
A less conventional approach to recongurable control can be achieved with intelligent
control. It is an exciting alternative design methodology which can be applied in devel-
oping nonlinear systems.
Fuzzy logic is a popular choice for intelligent control. Due to its fuzzy rules, it is
also considered robust which eliminates the need to explicitly handle system robustness
issues. An experimental comparative analysis of fuzzy logic based controllers (FLC)
and conventional controllers was done in Mrad and Deeb (1999). FLC required exper-
tise knowledge of the process operation for FLC parameter setting, and the controller
could be only as good as the expert involved in the design. To make the controller
less dependent on the quality of the expert knowledge, dierent adaptation schemes to
compensate for this deciency and a practical adaptive fuzzy logic controller (AFLC)
were proposed. The dierent techniques were simulated on a DC motor example, and
implemented on a hardware station. Conventional control was found to perform better
when the mathematical model of the plant was accurate. Fuzzy controllers outperformed
their conventional counterparts when the model was inaccurate. It was also the case
when large disturbances acted on the DC motor, changing the dynamics of the system
and rendering conventional control inecient. It showed faster settling time and better
recovery when perturbed.
A solution to online reconguration of control systems using fuzzy logic was proposed
in Ben tez-P erez et al. (2005). Reconguration was proposed in three stages. First,
degradation in time communication within the computer network was used to detect
faults. Secondly, based upon this scenario a strategy for online reconguration was pur-
sued in order to account for faults where new time delays appear between elements.
These delays modify the behaviour of the dynamical response of the system. During
the nal stage, the control law was modied in terms of current time delays. Online
system reconguration as multi-variable and multi-stage problem was pursued based
upon a quasi-dynamic scheduler that took into account those predetermined time delays
and the related control laws. Control reconguration was pursued as soon as structural
computer network reconguration has occurred. The triggering scenarios of recongu-
ration were done oine. A planning scheduler selected suitable scenarios and related
control laws. When the system was brought online, a simple comparison between a
proposed plan and the selected plan allowed online reconguration. The related control
law was dispatched to the rest of the elements in the computer network once the plan
has been validated. This approach presented an ad hoc view of how control perfor-
mance needed to be considered in order to develop on-line system reconguration based
upon a quasi-dynamic scheduler algorithm. The author proposed further work in terms
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approaches may be pursued; the use of Neural Networks for pattern classication and
genetic algorithms for table optimization.
An alternative to the neuro-fuzzy approach is the reinforcement learning framework
(Dayan and Watkins, 2001; Dietterich, 2000; Sutton and Barto, 1998; Mehta and Tade-
palli, 2005). In contrast to neural network and fuzzy logic, no training data is given in
reinforcement learning. There are also no xed logic rules. The reinforcement learning
agent, as it is termed, is given a reward function to optimize. It tries to maximize its
total rewards by interacting with its environment. It learns online and discovers optimal
actions given a specic state.
Kretchmar (2000) combined robust control theory and a reinforcement learning algo-
rithm to develop a stable neuro-control scheme. Functional uncertainty was used to
represent the nonlinear and time-varying components of the neural network. Robust
control techniques were applied to guarantee the stability of the neuro-controller. The
scheme provided stable control not only for a specic xed-weight, neural network, but
also for a neuro-controller in which the weights were changing during learning. A static
and dynamic stability test was developed to determine the stability of the control sys-
tem. A challenging aspect of the author's second objective was to develop a suitable
learning agent architecture. The reinforcement learning algorithm was chosen because it
is well suited to the type of information available in the control environment. It performs
the trial-and-error approach to discovering better controllers, and naturally optimizes
the performance criteria over time. A high-level architecture was designed based upon
the actor-critic design in early reinforcement learning. This dual network approach
allowed the control agent to operate both like a reinforcement learner and also as a
controller. Neuro-dynamic diculties peculiar to the control situation were addressed.
These problems were solved by selecting a low-level architecture with a two-layer feed-
forward neural network as the actor, and a discrete, local, table look-up network as the
critic.
Similar work exploiting the reinforcement learning framework could also be seen in Ng
et al. (2004). Direct policy search (DPS), a class of reinforcement learning algorithm,
was used to control an autonomous helicopter. The DPS algorithm was chosen due to
the fact that it is eective for low level control tasks. An improvement to the REIN-
FORCE algorithm was made (Williams, 1992). It was argued that the convergence of
the REINFORCE algorithm took a very long time. This was due to the random sam-
pling of state-action pairs that had to be done during the learning process in order to
update the algorithm. The authors discovered that by generating a sequence of random
samples before learning begins and using these xed samples during the actual learning,
the time it took for the algorithm to converge could be signicantly reduced.24 Chapter 2 Literature Review
A relatively new approach is the use of multi agents or beliefs-desires-intentions (BDI)
agent architecture. Early work in this eld was seen in Shoham (1993). A new com-
putational framework was presented, called agent-oriented programming (AOP). It can
be viewed as a specialization of object-oriented programming. The author described an
agent as having components such as beliefs, decisions, capabilities, and obligations; for
this reason the state of an agent was called its mental state. The mental state of agents
was described formally in an extension of standard epistemic logic: besides temporalizing
the knowledge and belief operators, AOP introduced operators for obligation, decision,
and capability. Agents were controlled by agent programs which included primitives for
communicating with other agents. In the spirit of speech act theory, each communication
primitive was of a certain type: informing, requesting, oering, etc.
In Bojinov et al. (2002), useful control techniques provided by multi-agent systems
for modular self-recongurable (metamorphic) robots were demonstrated. Such robots
changed their overall shape to suit dierent tasks. They consisted of many modules that
could move relative to each other. This architecture was particularly useful for systems
involving uncertain and changing environments. The results showed creation of emergent
structures with the desired functionality. Purely local, simple rules and limited sensing
were applied. According to the author this approach could be used in conjunction with
other self-reconguration or control methods, as part of an overall hierarchical control
scheme.
An essential aspect of multi-agent architecture is the communication protocol between
agents. This was presented in Shen et al. (2002). It addressed two basic problems: how
modules in these robots communicated with each other in a dynamic and unexpectedly
changing connection between them, and how they collaborated their local actions in a
distributed manner to accomplish a common goal such as locomotion or reconguration.
This problem is valid in any general multi-agent based self recongurable system. The
author presented a biologically inspired approach to address the problems stated and
emulate the concept of hormones used among biological cells for both communication
and control. The basic concept was that a single hormone signal could travel through
the entire network of modules causing dierent reactions based on their local receptors,
sensors, topology connections, and state information. In the computing world, hormones
could be seen as a type of content based message but with no specic destination, having
a lifetime and triggering dierent actions from dierent receivers. The author introduced
the adaptive communication and adaptive distributed control protocol for modules in
such architectures. The author argued that this approach could be promising but further
work still needed to be done on how to develop an appropriate rule set to generate a
specic behaviour.
Veres and Luo (2004) proposed a multi-agent approach on control systems with a high
degree of autonomy. This architecture contained agents for various components of the
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was called cautiously optimistic control agents or COCA, and applied new modelling
results with caution while using current settings until a certain threshold was exceeded.
On the implementation side, agent oriented programming (AOP) which allowed actions
to be triggered by events was used. COCA is a multilayer architecture with a central
unit acting as the coordinator or supervisor of the entire system. Plans and tasks were
distributed among multiple agents. Agents such as the physical modeller agent and
experimenter agent had specic tasks to complete and must communicate the results to
other agents. These results could be used as the inputs for other agents. The key feature
was that the central unit did not have full authority over the agents' responses. The
cooperative action between the dierent components made the architecture successful.
The authors concluded that further work on this area could be to check by formal
methods the details of potential failure modes of operation. Also, the adaptation of the
principles for other iterative controller techniques could be explored further.
A mathematical analysis of multi-agent systems was presented in Lerman et al. (2004).
A multi-agent system could be described through simple probabilistic equations when
observed collectively though they were stochastic individually. The work showed that
a class of mathematical models from the details of individual agent controllers could
be derived to describe the dynamics of the collective systems. The approach used a
stochastic master and rate equation which described how the average macroscopic system
properties changed over time. All relevant states and transitions of the multi-agent
system had to be accounted for to successfully implement the model. The model was
applied to study the collective behaviour of robotic systems. Results showed that even
the simplest type of dimensional analysis of the equations yielded important insights
into the system. This approach could be extended to heterogeneous agent systems.
There were however, limitations to the approach. Systems composed of agents with
memory, learning or deliberative capabilities do not, and therefore cannot, be described
by the simple models derived in this paper. Another limitation was that this approach
was best suited to large systems and could lead to uctuations when implemented on
average systems. It could also be dicult to determine the transition rates between
states, especially in the event correlated activities between agents. These equations were
suitable to address the probability description, but were not suitable for determining
behaviours such as worst-case bounds, behaviour in exceptional situations or extreme
values of distribution.
In Duhaut et al. (2007), the authors tackled the problem of deadlock, where a situation
is reached when all the robots are unable to move or a set of robots are in oscillation.
To avoid this problem, a general order on the environment that guaranteed a hierarchy
of behaviours between the robots was introduced.26 Chapter 2 Literature Review
2.4 Integrated Approach to Recongurable Control
Early work in the integrated design approach was seen in Jacobson and Nett (1991). It
presented a foundation for an integrated approach to the design of controls and diag-
nostics in reliable control systems. In this approach the control module and diagnostic
module of the control system were designed together instead of independently, thereby
accounting for the interactions which occur between the two modules in a functioning
control system. This approach was known as the four parameter controller. It was a
a generalization of the two parameter controller. It was made up of two vector inputs
(rather than one) and two vector outputs; correspondingly, this controller comprised
of four matrix parameters (rather than two). The additional controller output may be
viewed as a diagnostic output which was monitored to detect and isolate sensor and
actuator faults. This work only dealt with linear systems and left nonlinear systems for
further research.
An extended approach to the above was discussed by Wu (1997). The design of a recon-
gurable control algorithm that helped in acquiring information for diagnostic purposes
in fault tolerant control system was presented. Two indices, showing the performance
and diagnostics respectively, were chosen to indicate overall performance. The rela-
tionship between the two indices was established that claried the control/diagnostics
tradeos. A set of controllers that achieved a specied performance level was designed
rst and the remaining degree of freedom of the controller set was used for optimizing
the diagnostic performance. The author presented the typical modules of a recong-
urable control system: a control module, a diagnostics module and a reconguration
module which linked the other two. The basis of the reconguration module was that it
could only be done with suitable redundancy relations between the outputs and inputs.
A major problem area linked to recongurable systems was controller robustness and
failure sensitivity. The normal solution would be to sacrice control performance for di-
agnostics. To maximize failure sensitivity measure and sustain the control performance,
the paper emphasized the importance of an integrated approach to recongurable con-
trol. It gave an example of placing a threshold that indicated whether a certain failure
should cause a control reconguration to take place. Through integration, it was pos-
sible to place the reconguration threshold at a higher level than the failure detection
threshold. This resulted in the enhancement of the overall reliability of a recongurable
control system. The solution to the integrated control/diagnostic design problem was
the main contribution of the author. The interaction was described as an inequality
involving respective performance indices. An important assumption by the author was
that the plant to be controlled could be represented as a linear model. The objective
of the control was to follow a command signal and reject a noise signal. The author
used the H1 controller due to its property of rejecting the worst exogenous signals.
The architecture was suitable for control reconguration. This type of controller could
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H2-norm was then used as the diagnostics performance measure. The paper concluded
by giving a numerical example showing the improvements brought in by optimizing a
diagnostic performance and the acquisition of diagnostic signals from appropriate loca-
tions in the control loop. The results showed that 1) the sensor bias could be seen more
evidently with the optimized diagnostic signal and 2) that diagnostic signal's noise was
better suppressed relative to other measurable signals.
Balle et al. (1998) introduced a model based on a fuzzy functions of the process. This
model was meant for a heat exchanger. It integrated a model-based adaptive controller
with a multi-model fault detection scheme. Four fuzzy models of dierent sub-processes
were used to detect faults. The author left replacing fault measurements with an esti-
mation for further research.
A method which allowed one to explicitly incorporate allowable system performance
degradation in the event of partial actuator fault in the design process was discussed in
Zhang and Jiang (2003). The method was based on model-following and command input
management techniques. The degradation in dynamic performance was accounted for
through a degraded reference model. The degradation in steady-state performance was
dealt with using a command input adjustment technique. An eigenstructure assignment
algorithm was used in an explicit model-following framework so that the dynamics of the
closed-loop system followed that of the degraded reference model. The command input
was also adjusted automatically in parallel to prevent the actuators from saturation.
Wang and Wang (2011) considered the FDD and control of a four-wheel independently
driven electric ground vehicle using vehicle dynamics and motion signals. A hybrid
approach to fault tolerant controllers was taken. An adaptive control-based passive fault-
tolerant controller was rst designed to maintain vehicle stability when a fault occurred.
Then, an active fault diagnosis method which involved introducing an additional control
gain multiplier when a fault occured was proposed to isolate and evaluate the fault under
the designed passive FTC. The resources were nally reallocated based on the diagnosis
result to relieve the torque demand on the faulty actuator avoiding further damages.
Yetendje et al. (2012) proposed a robust multi-sensor fault tolerant model-following
model predictive control design for constrained systems. A sensor FDI strategy which
employed a bank of sensors-estimator combinations was considered. The strategy ver-
ied that, for each of these combinations, the updated estimation tracking errors lay
inside pre-computed \healthy" sets. For the reconguration component, an active fault-
tolerant control scheme based on the output feedback problem for constrained linear
discrete-time systems subject to state and measurement disturbances was proposed. The
author's work was concerned with how resources (sensor) were reallocated into groups
when a fault occurred. The author only considered sensor faults and linear systems.28 Chapter 2 Literature Review
2.5 Chapter Conclusion
A number of approaches to designing recongurable controllers were presented. Due to
the complexity of the problem, research done in this area was divided into the research on
FDD and research on CR. Recently, eort has been made to unify them in a framework
as discussed in Section 2.4. The merger of dierent subsystems should be straight
forward. In practice however, this is not the case. The diculty lies in the fact that
each subsystem struggles to provide instantaneous information for other subsystems
despite working perfectly on its own. An eective integration of the two components still
remains an open issue. To this end, the multi-agent approach described in Section 2.3.5 is
a potential solution. It oers the advantage of viewing the recongurable control system
in a modular manner. It allows us to break down the system into subcomponents so as
to simplify the design and implementation.
The dierent methods of fault tolerant controllers were discussed. There were many
controllers from which one could choose to implement. They were divided into two broad
classes. Passive fault tolerant control systems have limited capability in reconguring the
system. They were designed to cope with only a xed number of faults. On the other
hand, active fault tolerant control systems change or adapt the control architecture
to accommodate a fault. The adaptive-predictive controller (Martin-Sanchez, 1976)
for example, was able to learn a controller without a priori knowledge of the system
model. However, this controller is generally suitable for linear systems. In fact most of
the research done in this eld concentrated on linear systems. In contrast, a machine
learning approach would be able to deal with nonlinear systems.
It was seen in Section 2.2.1 and Section 2.3.5 that the machine learning approach to
recongurable control systems was mostly implemented for neural networks and fuzzy
logic or a combination of the two. The implementation of other learning algorithms in
this framework were relatively unexplored. An alternative method is the use of reinforce-
ment learning. Due to its \trial and error" based learning, and its ability to nd new
solutions to a control problem, it truly is a self reconguring system as we will prove
that in chapters to follow. Reinforcement learning algorithms are especially good at
nding solutions where the control strategy is not so straight forward. For example,
most conventional control systems will fail in trying to drive an under powered vehicle
up a steep hill (Sutton and Barto, 1998). Reinforcement learning algorithms would be
able to handle such a problem because it takes into account that each action will aect
future reward of the system. Therefore, it will sacrice smaller immediate reward for a
long term bigger reward. Another reason to explore the reinforcement learning approach
stems from the fact that the theory of reinforcement learning ts naturally in the overall
multi-agent architecture.
Two general approaches in FDD were presented. The model-based approach has the
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correctly. However, in practical systems which behaves in a nonlinear manner, the
eectiveness of this approach is reduced due to poor linear approximations of the model.
Another drawback to this approach is that for many practical systems, an exact model of
their dynamics is not obtainable. The model-free approach requires no or little a priori
knowledge of the system. It uses data gathered from the system to detect, isolate and
identify a fault. From the literature, model-free approaches using machine learning have
been very popular in solving the FDD problem. Machine learning has the advantage
of being able to recognize patterns in high dimensions where conventional methods fail
to do so. The power of machine learning algorithms enables us to deal with nonlinear
systems without linearising at a point. Due to this reason, our work will look into
the possibilities of using the model-free approach with machine learning techniques in
realizing our monitor and control agents Am and Ac in Chapter 4.
Redundancy of system components plays an important role in a recongurable controller.
This was emphasized in Section 2.2. In particular, the concept of analytical redundancy
relations (ARR) paved the way to extensive research in the eld of recongurable con-
trollers. However, the management of these redundancies in the overall architecture
still remains an open issue. The mechanism of transferring resource allocations in the
event of faults is an active research topic. In our work, we will explore the idea of using
redundant sensors and actuators. It is our view that without redundancy there would
be no case for recongurability. Our approach will enable the system to choose between
working sensors and actuators in order to ensure stable operation. This is possible due
to the modular view of the system.Chapter 3
Denition of Fundamentals
We have seen in Chapter 2 some of the possible approaches to solving the recongurable
control problem. As it appeared to be promising, it was decided that this work will
investigate a multiagent approach. In this chapter we will dene the concepts that were
relevant to our work.
3.1 Denition of Agents
The notion of agents is applied to describe a system or a group of systems which act
autonomously. Literature in this eld suggests that there is no consensus on how an
agent is dened (Franklin and Graesser, 1997; Wooldridge, 2002; Veres and Luo, 2004;
Briot et al., 2007; Shoham and Leyton-Brown, 2008). However, all researchers agree
that an agent has to at least have three capabilities:
  autonomy: agents work without direct inuence of outside elements and have a
certain degree of control over their actions.
  sensing ability: agents are able to sense their environment.
  acting ability: agents are able to act upon their environment.
Taking these capabilities into account, we will adhere to a minimally restrictive denition
of an agent for the rest of our work.
Denition 3.1. An agent is represented by an internal architecture  2 , a commu-
nication set  2 X and a resource set  2 K:
A = h;X;Ki:
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Figure 3.1: Reactive agent block diagram. Adapted from (Wooldridge, 2002).
The internal architecture  of the agent determines how the agent is built. This includes
the algorithm that the agent uses to makes decisions or how the internal memory (if
any) is laid out. The communication set  describes how an agent communicates with
other agents in the environment. The resource set  includes all necessary sensors and
actuators needed to perceive or act upon the environment.
Agents are classied according to their properties such as reactive, learning, utility ori-
ented, goal oriented, adaptive, and others (Wooldridge, 2002). In our work, we will only
deal with two kinds of agents, reactive agents and learning agents.
A reactive agent is illustrated in Figure 3.1. A reactive agent's sensors map directly to
actions. Its internal architecture is made up of conditional action rules which denes
the mapping. We will not go deeper into the internal architecture of a reactive agent as
it is straight forward to implement.
Figure 5.1 shows an illustration of a learning agent. The internal architecture is equipped
with a learning mechanism. It continously evaluates its actions and improves its action
selection by learning as the agent interacts with its environment.
The internal architecture of a learning agent deserves more attention. In the next few
sections, several machine learning algorithms will be presented which serve as the foun-
dation to understanding how a learning agents' internal architecture are realized.Chapter 3 Denition of Fundamentals 33
Figure 3.2: Learning agent block diagram. Adapted from (Wooldridge, 2002).
3.2 Articial Neural Networks
Machine learning is a eld of study that gives computers the ability to learn certain
relationships or actions without explicitly being programmed (Samuel, 1959). For in-
stance, given a dataset, the machine should be able to produce a model which accurately
represents the data. The reason why we would want the machine to model the data is
that the machine can then predict an outcome in the world based on the model. The
prediction task could be for classication of data, trying to nd a functional relationship
between input and output data or for probability estimation where the variable distri-
butions are modelled. There are three types of machine learning approaches. They are
supervised learning, unsupervised learning and semi-supervised learning. In our work all
three types of machine learning approaches are implemented. We will start by presenting
the articial neural network.
The idea of neural networks came about when machine learning researchers tried to
develop an algorithm which mimics how the human brain works. A simple articial
neural network is shown in Figure 3.3. The basic element of a neural network is a node.
They are arranged in layers. Each node in a layer is connected to a preceding layer
through a weighted link. The input signal to the network is shown at the input layer.
This signal is propogated forward through the network until it reaches the nal layer
which is the network output. The intermediate layer is called a hidden layer since the
nodes are \hidden" inside the network. The bias is a way of adding a constant term to
a neuron or layer output. These types of network are also termed feedforward networks
since no cyclic connections exist. This means that no arrow in Figure 3.3 is pointed to
a preceding layer. The weights, which are used as "gains" applied to signals between
neurons, are denoted as ij. We say that ij connects node i to node j. This is illustrated
in Figure 3.4.34 Chapter 3 De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Figure 3.3: A feedforward multi-layer neural network where a node corresponds to a
circle and each node is connected through a weighed link. Adapted from Brown and
Harris (1994).
Figure 3.4: Connection between nodes through weights ij.
Figure 3.5: Input and output of a single node.
The function f is the node's activation function. In the simplest case, f is an identity
function. The input and output of a single node is shown in Figure 3.5. The output of
the node bj can be written as
bj = f(
X
i
ijbi):
The weighted sum
P
i ijbi is normally called the net input to node j. It is often written
as netj.
If we dened x0 = 1 and x1 as the inputs to our network, the network could be repre-
sented as in Figure 3.6.Chapter 3 Denition of Fundamentals 35
Figure 3.6: Network to represent function h.
The output for the entire network in Figure 3.3 can be written as follows:
b0(x;) = x0
b1(x;) = f(x1)
b2(x;) = f(02b0(x;) + 12b1(x;))
b3(x;) = f(03b0(x;) + 23b2(x;))
h(x;) = b3(x;):
In practice the activation function for the input and output layer is set to be the identity
function. A common activation function used in a hidden layer is the hyperbolic tangent
function f = tanh(x). The advantage of using hyperbolic tangent function is that it
normalizes incoming data to be in the range of 1. This results in the data set having
a normal distribution which is very tractable analytically. Figure 3.7 shows a graph of
a hyperbolic tangent.
Due to the non-linear nature of a hyperbolic tangent function, theoretically a combina-
tion of several hidden nodes with a hyperbolic tangent function allow the network to
model any non-linear relationship (Swingler, 1996). The function h(x;) is known as
the hypothesis or predictor function and can be rewritten as
h(x;) = 03x0 + 23tanh(02 + 12x1):
The hypothesis h(x;) is equal to the output node of the network. If we dene the index
\o" to indicate the output layer, the hypothesis h can be formulated as follows:
h = bo = f(
X
i
iobi):36 Chapter 3 Denition of Fundamentals
Figure 3.7: Graph of a hyperbolic tangent function.
Note that index \i" refers to the nodes of the preceding layer.
In general there could be multiple inputs and outputs to a network. Usually a training
set is presented to the network in the form of f(x(l);y(l));l = 1;:::;mg. The hypothesis
or predictor function would be represented in its vector form as h(x;).
Given a training set f(x(l);y(l));l = 1;:::;mg, a neural network needs to be trained in
order to optimize the parameters  and get a good predictor h(x;) for the value of y.
One of the most popular techniques is to use the gradient descent algorithm.
The gradient descent algorithm tries to make the predictor h(x;) close to y. This is
done by minimizing the least-squares cost function:
J() =
1
2
m X
l=1
(h(x(l);)   y(l))2: (3.1)
In order to choose the weights  so as to minimize J(), the gradient descent algorithm
starts o with some initial value and repeatedly performs the update:
ij := ij   
@
@ij
J(): (3.2)
This update is done for each weight ij. In the above equation,  is called the learning
rate. It determines by how much the weights are changed each time we perform the
update.
We have presented the articial neural network which can be subjected to a supervised
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Process (MDP), a mathematical structure that is dierent from neural networks, which
can be subjected to an un-supervised or semi-supervised learning algorithm.
3.3 Reinforcement Learning
The term reinforcement learning is a procedure of teaching a learner to do a task by
rewarding or penalizing its actions. It belongs to the semi-supervised family of machine
learning as rewards do not provide direct reference to what to achieve and can occur later
than the action taken. In the semi-supervised setting, the learner is not immediately told
whether its current actions is wrong or right. Instead, the learner is only told how much
its accumulated past actions are rewarded by the environment. In order to understand
how it works, a short excursion into Markov decision processes is necessary.
3.3.1 Markov Decision Process
A Markov decision process (MDP) is a tuple hS;A;P;Ri with the individual elements
dened as follows:
S: Finite set of states s 2 S of the environment
A: A nite set of actions a 2 A
P: Probability of being in state s0 after taking action a in state s. It is denoted as
P(s0js;a).
r: A reward function r : S  A ! R with r(s;a) being the reward of taking action
a in state s. This general way of dening a reward function is also known as the
state-action reward. The reward can also be written as a function of just the state
with r(s) being the reward in state s. This is known as the state reward.
A stochastic policy is a function  : S  A ! R mapping from states to probabilities
of selecting an action. The notation (s;a) is understood as the probability of taking
action a in state s. A special case of the stochastic policy is where the probability of
taking action a in state s is 1. This is known as the deterministic policy which is a
function  : S ! A mapping states to actions. The notation simplies to (s) and we
say a = (s).
Given a policy , the state transition probabilities dene a Markov chain that can also
be classied by its accessibility of states under some policy (Puterman, 1994). State
transition probabilities after k transitions will be denoted by Pk
(s0js); s;s0 2 S.38 Chapter 3 De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3.3.2 MDP Application in Reinforcement Learning
In Reinforcement Learning (RL), the terms learner and environment are used to describe
a learning process (Sutton and Barto, 1998; Ng et al., 2004; Watkins, 1989; Dayan and
Watkins, 2001) . It is useful to dene these terms for our purposes as we will use them
in subsequent sections.
Denition 3.2. A learner is represented by a set of actions a 2 A and its policy
(s;a) 2 P for an MDP=hS;A;P;ri that denes the environment and has state set S
compatible with the learner's decisions and permits the use of the action set A.
Sutton and Barto (1998) use the term agent instead of learner. We use the latter in
our work to emphasize that it makes up a component of an agent, namely a component
within the internal structure  2 . Figure 3.8 shows how a learner interacts with its
environment. Let st 2 S be the state that the learner is in at time t. The learner chooses
an action at 2 A from its policy (st;at) which causes it to be in state st+1 2 S and
receives a reward r(st+1) 2 R. The process is repeated until an end state is reached.
Figure 3.8: Learner environment interaction. Sutton and Barto (1998)
The goal in reinforcement learning is to choose actions over time so as to maximize the
expected value of the discounted reward.
Denition 3.3. The discounted reward Rt at time t is the sum of all rewards starting
from time t and weighted by a discount factor t:
Rt = r(st) + r(st+1) +  =
1 X
t=0
tr(st): (3.3)
The expected value of the discounted reward is given by
EfRtg = Efr(st) + r(st+1) + jstg: (3.4)
The value of the discount factor is usually between 0 and 1,  2 [0;1]. Note that the
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state-action rewards. The discount factor  is a way of stating that the value of a reward
received in the future means less to us than if we were to receive the reward immediately.
For  < 1, acquiring positive rewards in the least amount of time is desired in order to
make EfRtg as large as possible. The discount factor is important in a reinforcement
learning setting with innite horizon. This means that we view the task as if it will go
on forever. The opposite of this is the nite horizon setting. Here, we break the learning
task into episodes and terminate at a horizon time tT. In this work we will mainly use
episodic reinforcement learning.
So far we have dened what an MDP is and how it is applied to reinforcement learning.
We mentioned that the learner takes an action a through its policy (s;a), but it was
not explained how the learner comes up with such a policy. This will be treated in the
next section.
3.3.3 Direct Policy Search
The direct policy search reinforcement learning searches directly in the policy space P.
The learner's task is to nd a good policy (st;at) 2 P.
X
a
(s;a) = 1;(s;a)  0:
The concept of direct policy search can be explained with an example. Consider Figure
3.9 where a cart is shown with an inverted pendulum attached to it. The cart is allowed
to take two actions, a1 and a2 of accelerating the cart right or left. Depending on the
action chosen, the cart will accelerate right or left. The task is to move the cart in a
direction while keeping the angle of the pole ' as much verticle as possible. In other
words, we would not like the pole to fall over as the cart moves along in a direction. The
cart receives a reward of  1 if the pole falls over. It receives a reward of 0 otherwise.
Let x and _ x be the linear diplacement and velocity of the cart. Let ' and _ ' be the
angular displacement and velocity of the pole that we assume are all measurable by the
learner. Let  be a set of weights that will be used as a parametrization of a policy. If
we took x; _ x;'; _ ' as the features to represent the state s, we have
s =
2
6
6 6
6 6
6
4
1
x
_ x
'
_ '
3
7
7 7
7 7
7
5
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Figure 3.9: Pole balancing cart problem. Example adapted from Schaefer and Udluft
(2005).
Note that the rst feature of state s is a bias term 1. A stochastic policy  : SA ! R,
mapping from states to probabilities of selecting an action, could then be dened using
a Bernoulli logistic functions as follows:
(s;a1) =
1
1 + exp( Ts)
;
(s;a2) = 1  
1
1 + exp( Ts)
;
with
X
(s;a) = (s;a1) + (s;a2) = 1:
The goal is to maximize the expected reward EfRtg with respect to the parameters :
max

EfRtg = max

E[r(st;at) + r(st+1;at+1)j;st]: (3.5)
The maximization with respect to  can be done using any supervised learning methods
using global optimization of experimental sample averages of Rt for . Finding a control
policy using a physical model in simulations is a kind of direct policy search.
Direct policy search algorithms are preferred when a simple policy class P that maps the
features of the state to actions can be found. An example of which is a linear function
or a logistic function. Suitable scenarios for this type of reinforcement learning include
low level tasks such as steering a car or ying a plane (Ng and Jordan, 2000; Kohl and
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In the next section, an algorithm from the unsupervised machine learning family will be
presented as this is the approach needed in our main results.
3.4 Adaptive Resonance Theory
Adaptive resonance theory (ART) was developed to address the stability - plasticity
dilemma (Grossberg, 1976; Tanaka and Weitzenfeld, 2002). The dilemma deals with the
question of how a learning system can learn new events (plastic) and yet not eect its
structure so as to preserve what it has already learned (stability).
The ART architecture is a self organizing competitive neural network which stems from
the competitive learning model. It is a clustering algorithm to recognize patterns in
data. In contrast to other clustering algorithms, the ART architecture is able create new
clusters when a dierent pattern is encountered online. This is done without having to
retrain the whole system. Since its introduction, dierent variations of ART have been
developed, the most notable are ART1, ART2, ARTmap and FuzzyART (Grossberg,
1976; Carpenter and Grossberg, 1987; Carpenter et al., 1991) .
Our work utilizes the FuzzyART algorithm. We will rst describe ART1 in order to
show how a basic ART system works. We will then elaborate on FuzzyART which is
a slight modication to the ART1 algorithm but overcomes its disadvantages. A brief
introduction to wavelet transform is then given to complete the discussion.
3.4.1 ART1
An ART network is made up of two subsystems, an orienting subsystem and an atten-
tional subsystem. The ART1 architecture is shown in gure 3.10.
The attentional subsystem is made up of four blocks: comparison block F1; recognition
block F2; and the control gains blocks Gain1 and Gain2. The nodes in blocks F1 and F2
are called short term memory (STM) where the current input and outputs are stored.
The two blocks are fully connected by long term memory (LTM) traces or weights which
store the knowledge already learned. The weights ij going from F1 to F2 are termed
bottom-up weights (in fact "gains" applied to signals) whereas the weights ji going
from F2 to F1 are termed top-down weights. The orienting subsystem contains the reset
block which controls the attentional subsystem overall dynamics based on the vigilance
parameter . This vigilance parameter determines the degree of mismatch that would
be tolerated between the input pattern vectors and the weights connecting F1 and F2.
The nodes at F2 represent the clusters formed. The top-down weights corresponding to
each node in F2 represent the prototype vector for that node.42 Chapter 3 Denition of Fundamentals
Figure 3.10: ART1 architecture consisting of attentional and orienting subsystem.
Adapted from Tanaka and Weitzenfeld (2002).
An external binary input vector I is fed to F1. This input is passed to F2 where it
is classied to a matching cluster. The result of this match is fed back to F1 where a
comparison is made with the original input vector. If the output prototype vector from
F2 and the input from F1 are relatively similar, the weights of the system are modied
so that the prototype vector resembles the input vector. A new input vector I is fed to
F1 and the cycle begins again. On the other hand, if there was a mismatch between
F1 and F2, a reset signal is produced in the orienting subsystem which supresses the
previously chosen category in F2. A new classication is carried out and the result is
fed back to F1 for comparison. The cycle is repeated until a match is found between
F1 and F2. If no match could be found between the two levels, this implies that the
input vector I presented at F1 is signicantly dierent from previous patterns. A new
cluster is then created in F2. The gains G1 and G2 control the activity of the two layers
respectively. A processing node in F1 and F2 are shown in gure 3.11.
(a) F1 processing node (b) F2 processing node
Figure 3.11: Processing nodes of F1 and F2Chapter 3 De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A processing node in F1 receives excitatory inputs from three sources: external binary
input Ii; G1 control signal; and protototype vector output v1i from F2 multiplied by the
corresponding connection weights ji. The output of the node in F1 is fed to F2 as an
excitatory output and to the orienting subsystem as a inhibitory output.
A processing node in F2 also receives excitatory inputs from three sources: Orienting
subsystem; G2 control signal;and output v2j from node F1 multiplied by the correspond-
ing connection weights ij. The output of the node in F2 is fed to F1 as an excitatory
output and to Gain1 block as an inhibitory output.
At any given time, only two out of the three inputs in F1 and F2 are used. The nodes
in F1 and F2 are activated only if the two inputs are active. This is called the 2=3 rule.
The sequence of processing an input is described below.
3.4.1.1 Recognition
When the input vector I is absent, the two gains G1 and G2 are equal to zero. This also
disables all recognition nodes in F2 prior to the next recognition competition. When I
is presented at the input, any component of I that is set to one will trigger both G1 and
G2 and set their values to one. The control gains are formulated as follows:
G1 =
8
<
:
1 if I 6= 0 and x2 = 0
0 otherwise:
(3.6)
and
G2 =
8
<
:
1 if I 6= 0
0 otherwise:
(3.7)
Here, x2 = [x21;:::;x2j;:::;x2n] are the processing nodes in F2. The control gain G1
depends on the vectors I and x2 of F2. The control gain G2 on the other hand only
depends on the input vector I.
An STM pattern activity is generated at each node in F1 that receives a nonzero input.
Using the 2=3 rule, this results in an exact duplicate of the input at the output node of
F1,
x1 = I if G1 = 1: (3.8)44 Chapter 3 Denition of Fundamentals
The F1 output pattern x1 = [x11;:::;x1i;:::;x1m] is multiplied by the connecting LTM
weights 12. At F2, each node calculates the value
v2j =
P
i x1iij P
i ij
: (3.9)
The output of F2 is the node x2j which best matches the input I. This is determined
by v2j which receives the biggest (i.e. most matching) F1 output,
x2j =
8
<
:
1 if G2 = 1 \ v2j = maxk v2k;8k
0 otherwise:
(3.10)
When the winner of F2 node is activated, its value is set to one and inhibits all other
nodes in the F2 block. The value of all other nodes in F2 is set to zero.
3.4.1.2 Comparison
The STM activity on F2 generates a pattern output vector x2. If at least one component
in x2 is active , it inhibits the gain G1 and forces its value to zero. The pattern x2
is multiplied by the connecting LTM weights 21. This product is sent to F1 to be
compared with the original input I. Each node in F1 calculates the value
v1i =
P
j x2jji
P
j ji
: (3.11)
Using the 2=3 rule, The top-down vector v1 is compared with I for each component.
The node output x1i on F1 is determined by
x1i =
8
<
:
1 if Ii = 1 \ v1i = 1
0 otherwise:
(3.12)
If the match between the two vectors is signicant (in terms of the vigilance parameter
dened below), the system stabilizes and learning can be done. If there is a mismatch
between the two, this implies that the recognition class v2j chosen was not correct and
therefore should be inhibited.
3.4.1.3 Search
The reset block in the orienting subsystem measures how similar I and x1 are. If
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inhibits the previously chosen recognition class v2j in F2 for the remainder of the current
classication cycle. Here 0 <   1 is a vigilance parameter.
An input pattern mismatch is triggered when
kx1k
kIk
< : (3.13)
The vigilance parameter determines the degree of mismatch that would be tolerated
before a reset signal is triggered. A vigilance value which is close to one would result in
the system having a large number of classes since it forces I and x1 to have very similar
values. A value closer to zero would result in fewer number of classes since the system
tolerates a bigger dierence in similarity.
When the active F2 is inhibited, the top-down vector v1 is removed and the original
pattern x1 on F1 is regenerated. This causes the orienting subsystem to cancel the reset
signal and the bottom-up activation starts again. A dierent F2 node is chosen and a
dierent pattern is passed back to F1 for comparison. This process is repeated until
no reset is generated and a match is found. If no match is found, a new node in F2 is
generated which becomes a learned new class.
3.4.1.4 Learning
The learning process occurs only after a match has been found and the search process
has ended. This is due to the speed at which the recognition, comparison and search
process is executed. The LTM traces 21 and 12 between F1 and F2 are too slow to
execute an update during this process. The LTM weights from F1 to F2 are updated
as follows:
1
dij
dt
=
8
> > > <
> > > :
(1   ij)L   ij(kx1k   1) if v1i and v2j are active
 kx1kij if only v2j is active
0 if only v2j is inactive:
(3.14)
In the equation above, L is a parameter which has a value greater than one and 1 is a
time constant. The above equation is called a slow learning equation. A simpler version,
called the fast learning equation, is given as:
ij =
8
> <
> :
L
L   1 + kx1k
if v1i and v2j are active
0 if only v2j is active:
(3.15)
The initial value of ij is chosen randomly that satises the following:46 Chapter 3 De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0 < ij <
L
L   1 + kmk
: (3.16)
The variable m is equal to the number of nodes in F1. The top-down LTM weights from
F2 to F1 are updated with
2
dji
dt
= x2j( ji + x1i): (3.17)
The variable 2 is once again a time constant. As with the bottom-up equation, the fast
learning version of the above is given as
ji =
8
<
:
1 if v1i and v2j are active
0 if only v2j is active:
(3.18)
The value of ji is initially set randomly according to the inequality
1  ji > c (3.19)
where c is decided by the slow learning equation parameters.
The disadvantage of ART1 is that it is only able to process binary inputs. A version
called FuzzyART developed by the same group of researchers recties this problem. The
details of FuzzyART is explained next.
3.4.2 FuzzyART
The FuzzyART system integrates computations from fuzzy set theory into ART1. In
fuzzy set theory, a membership function assigns an object a grade of membership to a
certain class (Zadeh, 1965). We will make use of the fuzzy operators ^ and _ in ART1.
They are dened as
(x ^ y)i  min(xi;yi); (3.20)
and
(x _ y)i  max(xi;yi): (3.21)Chapter 3 De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By making a slight modication to the ART1 equations, analog input patterns can be
processed. Instead of taking the inner product of two variables, we insert the min and
max operator into the ART1 equations as shown in Table 3.1.
ART1 (Binary) FuzzyART (Analog)
Category Choice
v2j =
P
i x1iij P
i ij
v2j =
P
i min(x1i;ij)
P
i ij
Match Criterion
P
i Iiv1i P
i Ii
< 
P
i min(Ii;v1i)
P
i Ii
< 
Weight Update
ij =
8
<
:
L
L   1 + kx1k
0:
ij = min(ij;Ii)
ji =
(
1 if v1i and v2j are active
0 if only v2j is active:
ji = min(ji;Ii)
Table 3.1: FuzzyART equations.
The choice function v2j tells us to what extent the weight vector ij is a fuzzy subset of
the input vector I. If
P
i min(Ii;ij)
P
i ij
= 1; (3.22)
then category j is said to be a fuzzy subset choice for I.
FuzzyART requires that the input I be normalized. This can be done by preprocessing
the incoming vector. Other than normalizing the input, the preprocessing stage extracts
features from a dataset. A method of extracting features can be done using the discrete
wavelet transform. In the next section, the discrete wavelet transform is introduced.
3.5 Discrete Wavelet Transform
The wavelet transform addresses the issue of capturing information of both the fre-
quency components of a non-stationary signal and the time that it occurs (Kaiser, 1994).
A wavelet transform \cuts up data of functions or operators into dierent frequency48 Chapter 3 De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components, and then studies each component with a resolution matched to its scale"
(Daubechies, 1992). There are two types of wavelet transforms; the continuous wavelet
transform (CWT) and the discrete wavelet transform (DWT). In our work, the latter is
of interest.
The CWT of a signal results in an innite number of coecients on the time-scale
domain. This would lead to a very high computation time and would be impossible to
implement. The discretized continuous wavelet transform provides a sampled version of
the CWT. However, it is not a true discrete transform. The discrete wavelet transform
or DWT on the other hand, is easier to implement and provides a signicant reduction
in computation time. It generates sucient information for the analysis of the original
signal. In DWT, the scale and position parameters are discretized as
s = sm
0 ; (3.23)
and
 = k0am
0 : (3.24)
Here, m and k are integers. These parameters are normally dyadic (powers of two), so
s0 = 2 and 0 = 1. Therefore, s = 2m and  = k2m. The discrete wavelet transform is
written mathematically as
~ x(m;k) = h m;k;xi =
1
p
jsm
0 j
Z 1
 1
x(t) 

t   k0ak
0
am
0

dt: (3.25)
In practical applications, the above equation is implemented using lowpass and highpass
lters. These lters are called scaling and wavelet function respectively. The DWT
decomposes the signal or sequence x[n] into a coarse and a detailed approximation by
passing it successively through a scaling function (lowpass lter) h[n] and a wavelet
function (highpass lter) g[n]. It is analyzed at dierent frequency bands with dier-
ent resolutions. The scaling and wavelet functions are half band digital lters where
frequencies above/below half the maximum frequency are removed. For example, if we
had 20 radians as the maximum frequency, a half band lowpass lter would remove all
frequencies above 10 radians (for discrete signals, frequency is expressed in terms of
radians).
In DWT, we use the word resolution instead of translation. The resolution of a signal
tells us what detail information is in the signal. The resolution of the signal is changed
by the 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The scale of a DWT is changed by upsampling and downsampling the data. When the
signal is downsampled, the sampling rate is reduced and samples are dropped from the
signal. On the other hand, upsampling a signal increases the sampling rate and adds
new samples to the signal.
After passing through h[n] and g[n], the signal is split into a high frequency component,
yh and low frequency component yl. The high frequency component yh is better known
as the detail of the signal whereas yl is known as the approximation of the signal. Every
other sample from these components are discarded. This is possible due to the Nyquist
sampling criteria,
fs > 2fc: (3.26)
Here, fs is the sampling frequency and fc is the highest frequency component of the
signal. After going through the lowpass lter, the highest frequency of yl is fc=2. This
makes some of the samples redundant and therefore can be discarded. The same can be
argued for yh. Using the bandpass sampling theorem,
fs > 2(fc  
fc
2
): (3.27)
The high and low frequency components of signal x can be written mathematically as
yh[k] =
X
n
x[n]  g[2k   n]; (3.28)
yl[k] =
X
n
x[n]  h[2k   n]: (3.29)
One important thing to note is that g[n] and h[n] are not independent and are related
by
g[L   1   n] = ( 1)n  h[n]: (3.30)
Here, L is the lter length. These types of lters are known as the Quadrature Mirror
Filters (QMF). There are many lters that one can choose to implement. One such lter
is the Daubechies' scale and wavelet functions (Kaiser, 1994).
The subband coding procedure above can be repeated for further decomposition. Each
time a ltering and a subsampling process is done, it results in half the number of
samples and half the frequency band spanned. Decomposing the original signal into
frequency components as above will decrease the time resolution by half, since only half50 Chapter 3 De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Figure 3.12: Decomposing signal x[n] through subband coding. After every ltering
level, output is subsampled (downsampled) by 2. The details yi
h, where i is the level,
give the DWT coecients for that level.
the number of samples can be used to characterize the original signal. Subsampling the
components increases the scale since the frequency band spanned is now halved. We say
it increases the frequency resolution. Figure 3.12 shows how the signal is decomposed.
After every ltering level i, yi
h or the detail gives the DWT coecient for that level. The
low frequency component yi
l or approximation is further decomposed to get yi+1
h and
yi+1
l . For many signals, the approximation or low frequency component is of interest
since it holds the identity of the signal. The detail or high frequency component contains
the nuance or avour of the signal.
3.6 Chapter Conclusion
The elements that are used in this work were dened in this chapter. An agent is
dened as a tuple A = h;X;Ki where  2  is the internal architecture,  2 X is
the communication set and  2 K is the resource set. Agents are calssied according to
their properties. In our work, we deal exclusively with reactive and learning agents.
A reactive agent's internal architecture is made up of conditional logic rules which maps
sensors directly to actions. The internal architecture of a learning agent on the other
hand involves implementing machine learning algorithms and slow changing of reactive
behaviour.
Several algorithms from the supervised, semi-supervised and unsupervised machine
learning family were presented in this chapter. A popular computational component
capable of supervised learning, called articial neural network, is made up of nodes.
They are arranged in layers. Each node in a layer is connected to a preceding layer
through weighted links. The input signal to the network appears at the input layer.
This signal is propagated forward through the network until it reaches the nal layer
which is the network output. The intermediate layers are called the hidden layer.Chapter 3 De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The reinforcement learning algorithm belongs to the semi-supervised machine learning
family. Reinforcement learning has its roots in Markov decision processes. A Markov
decision process (MDP) is a tuple hS;A;P;ri.
A stochastic policy is a function  : S  A ! R mapping from states to probabilities
of selecting an action. The notation (s;a) is understood as the probability of taking
action a in state s.
It was detailed how MDP's are applied in reinforcement learning. A learner is represented
by a set of actions a 2 A and its policy (s;a) 2 P for an MDP=hS;A;P;ri that denes
the environment and has state set S compatible with the learner's decisions and permits
the use of the action set A. Direct policy search reinforcement learning was discussed as
a method of nding the optimal policy (s;a) . It searches directly in the policy space
P.
The ART network is a self organizing competitive neural network. It belongs to the
unsupervised category of machined learning. It is a clustering algorithm to recognize
patterns in data. In contrast to other clustering algorithms, the ART architecture is
able to create new clusters when a dierent pattern is encountered online.
The FuzzyART algorithm was introduced which overcomes the disadvantage of ART1 in
that it can only analyze binary data. The min and max operator from fuzzy set theory
replaces the inner product operator in the ART1 equations. What results is a stable
learning algorithm that is able to process both binary and analog inputs.
The wavelet transform was presented as a foundation to understanding the process of
extracting features from a dataset. A signal is analyzed at dierent frequencies with
dierent resolutions. The terms time resolution and frequency resolution are often used
to describe how well the information is captured in the time and frequency domains
respectively.
The discrete wavelet tranform (DWT) is implemented using lowpass and highpass lters.
These lters are called scaling and wavelet function respectively. The DWT decomposes
the signal or sequence x[n] into a coarse and a detail approximation by passing it succes-
sively through a scaling function (lowpass lter) h[n] and a wavelet function (highpass
lter) g[n]. It is analyzed at dierent frequency bands with dierent resolutions. The
scaling and wavelet functions are half band digital lters where frequencies above/below
half the maximum frequency are removed.Chapter 4
Multiagent Recongurable
Control Theory
This chapter presents the approach that was taken in our work. This research considers
the design of an autonomous recongurable control system for ground vehicles that
will hopefully generalize to other applications. It will try to address the problem of
integrating the FDD and reconguration components of a recongurable control system.
A multiagent architecture will be the basis of our approach.
4.1 Novelty of proposed approach
In this work, a novel approach is proposed. A multiagent architecture will be used to
interface between the two components. It is a relatively unexplored area in recongurable
control systems for vehicles. Research done in agent based control has been towards
modular robots and industrial applications such as electric power distribution systems
and process plant production. This method that we follow will allow the system to be
viewed as a modular structure.
Six agents from the reactive and learning agents categories are dened in our work.
They are labelled planner agent Ap, monitor agent Am, and control agent Ac. Table 4.1
describes which category they belong to.
Name Symbol Number Category
planner Ap 1 reactive
monitor Am 1 learning
control Ac 4 learning
Table 4.1: Agent category
The agents dened in this work are used to solve the integration of the FDD and CR
components in a recongurable control system. The planner agent Ap and the control
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agents Ak
c;k = 1;:::;4 take the role of the reconguration component. The monitor
agent Am on the other hand takes the role of the FDD component.
The following auxiliary denitions will be needed to complete our assumptions on agents.
We dene B = fb1;:::;bjg, where j is an integer, to be the set of parameter settings
of a system. These settings could be the parameters for the sensors, or it could dene
resource combinations for a certain operating mode.
We dene C = fc1;:::;cig, where i is an integer, to be the set of controllers that are
available to a system. These are either the controllers learned by the control agent or a
predened controller set by the designer.
We dene D = fds1;:::;dsl;da1;:::;dang, where l and n are integers, to be the set of
low level sensors and actuators such as wheel encoders and motors.
We dene F = ff1;:::;fmg, where m is an integer, to be the set of fault states of a
system.
We dene G = fg1;:::;gog where o is an integer to be the set of messages that can be
passed throughout the system.
We dene the following message set G to facilitate synchronization between agents. We
let g1 = \learning status", g2 = \task enable command" and g3 = \task disable command".
4.2 Planner Agent
The planner agent Ap = hp;Xp;Kpi belongs to the reactive agent category. Its members
are dened as follows:
Ap must have the ability to disable and enable other agent's task in order for it to
control the overall system. The communication set p 2 Xp contains a subset of a
simple message set G. We let p = fg2;g3g.
Furthermore, the planner agent must know the fault status in order for it to choose a
dierent strategy. Choosing a dierent strategy involves searching through a storage of
system parameter settings and stored controllers. For the resource set p 2 Kp, we let
p = hF;B;C;Di.
The internal architecture p 2 p maps its sensor data directly to actions using a
rule based conditional logic. The planner agent has to have the capability to choose a
strategy or a solution depending on its perception of the state of its environment. It
communicates this strategy with the control agents for it to be implemented. It needs
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gurable Control Theory 55
must also be able to change the parameters of a control sytem to adapt to faults. Figure
4.1 shows the internal structure of a control agent Ak
c.
Figure 4.1: Internal architecture of planner agent Ap. Conditional logic is used to
decide on which startegy to use.
We dene two types of memory for the planner agent. The rst is called a resource
memory Mr and the second is called a solution memory Ms. The memory of the
planner agent is assigned as follows:
Mr = B; (4.1)
and
Ms = C: (4.2)
The planner agent Ap perceives the actions of the monitoring agent Am as its states. It
then decides what to do depending on the state. The planner agent's actions are the
choice of controllers and system settings to use. The controller ci is passed to the control
agents Ak
c (where k is the agent index) to be implemented. The system is parameterized
according to bj.
4.3 Control Agent
The control agent Ac = hc;Xc;Kci belongs to the learning agent category. Its members
are de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Ac must be able to communicate whether it is learning a new controller so that the
process is not interrupted by other agents. Following this criteria, the communication
set c 2 Xc is assigned as c = fg1g.
The control agents also need to know which sensors and actuators are available to them
in learning and executing a control task. For the resource set c 2 Kc, we let c = hD;Fi.
In our reconguration problem, four control agents Ac from the learning agent category
were dened. A method to allow the agents to communicate and achieve a common goal
is therefore needed. In Section 3.3.3, the direct policy search algorithm was introduced.
In our work, we extend the algorithm to the multiagent setting. The internal architecture
c 2 c of a Ac implements a multiagent direct policy search algorithm. The details of
which are explained in the following.Figure 4.2 shows the internal structure of a control
agent Ak
c.
Figure 4.2: Internal architecture of one control agent Ak
c. The diagram shows direct
policy search being used to decide which actions to take.
Some researchers have extended direct policy search reinforcement learning to the multi-
agent setting (Ma and Cameron, 2009; Wu et al., 2011). However, they have all assumed
that the states and actions are discrete and nite. This is seldom the case in practical
applications. For example, the reinforcement learning states of the autonomous vehicle
presented in the example to follow are represented as a vector in R5 comprising its linear
and angular velocities (vx;!), the error between the reference and actual value of the
velocities (evx;e!). The action set is represented as a subset of R4 since the vehicle has
four independent PWM input currents for each motor driving a wheel.
In our work we extend the multiagent direct policy search reinforcement learning to allow
for continuous states and actions. We have dened four control agents Ak
c, k = 1;:::;4.
These agents need to take into account the actions of other agents in order to complete
the control task. In the following we use game theory to explain how the control agents
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Figure 4.3: Two player strategic game. The rst number in each box is the reward
for row player. Second number in each box is the reward for column player. Action
set Ar for row player is Ar = f`UP';`DOWN'g. Action set Ac for column player is
Ac = f`LEFT';`RIGHT'g. If row player chooses the action ar = `UP' and column
player chooses action ar = `RIGHT', then the reward for row player rr = 0 whereas
reward for column player rc = 5
4.3.1 Game theoretical formulation
A matrix game or strategic game for our control agents is a multi player, single state
framework. The agents and their reward functions form a tuple hA1;:::;An;r1;:::;rni
where n=4 in our case study.
Ak: A set of actions available to a control agent k (here k = 1;:::;n). The joint action
set is A = A1    An
r: A reward function for control agent k. rk : A ! R.
Each control agent chooses an action from its own action set and receives a reward
depending on all other control agents' actions. Figure 4.3 illustrates a simple matrix
game for two agents or players.
The control agents choose actions according to the strategic game they are playing. The
types of strategic games that they can \play" are as follows.
1. Fully cooperative: A game where all players have the same reward function (r1 =
r2 =  = rn). All players have the same goal. It is also known as a general-sum
game.
2. Fully competitive: The sum of rewards is zero in a two player game, they have
opposite goals (r1 =  r2). It is also known as a zero-sum game.
3. Mixed: Games where players are neither fully cooperative nor fully competitive.58 Chapter 4 Multiagent Recon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An important concept used in game theory is the Nash equilirium. A basic denition
of the Nash equilibrium is given below for our control agents. We will formulate it
mathematically in the next section when we discuss stochastic games.
Denition 4.1. If there is a set of strategies for a game where no player can benet
by changing its strategy while other players' strategies remain unchanged, then that set
and its corresponding rewards is called a nash equilibrium (Tuyls,2005).
The Nash equilibrium for the example given in gure 4.3 is the joint action set a =
far = `DOWN';ac = `RIGHT'g since the strategy chosen for each player guarantees that
it will receive a reward of at least 1 point regardless of what the other player does. This
is better then taking a chance of playing a dierent strategy and getting 0 points.
4.3.2 Stochastic game
A stochastic game is an extension of the strategic game to Markov decision processes
where there are multiple states. We can view each state of the MDP to be a strategic
game where all agents chooses an action, receives a reward and proceeds to the next
state. It is dened as a tuple hS;A1;:::;An;P;r1;:::;Rni where the agents can be our
control agents in which case n=4. The index n is the number of agents. The elements
in the tuple have the following meaning:
S: Finite set of states of the environment s 2 S
Ak: A set of actions available to an agent k (here k = 1;:::;n). The joint action set
is A = A1    An
P: Probability of being in state s0 after taking the joint action a 2 A in state s.
P : S  A  S ! [0;1].
r: A reward function for agent Ak. rk : S  A  S ! R.
The policy, k : S ! Ak, maps states to agent Ak's actions. A joint policy  is a
collection of all agents' policies k for k = 1;:::;n. We would like to nd a joint policy
 that maximizes all agents' rewards.
To analyze the joint work of control agents we will concentrate on fully cooperative tasks.
The rewards are equal for each agent, r1 = r2 =  = rn. We will make use of Nash
equilibrium to nd the optimal joint policy . The following denes Nash equilibrium
mathematically for the agents.
Denition 4.2. A Nash equilibrium is a joint policy (s;a) =

1;:::;n	
such
that an agent Ak's policy k is the best response to other agents' Ai(8k 6= i) policies
(i.e. no agent can take better action for itself given the policies of the other agents).Chapter 4 Multiagent Recon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n
rkj1;::;k;::;n
o
 E
n
rkj1;::;k;::;n
o
8k (4.3)
The denition of Nash equilibrium requires that each agent's strategy is a best response
to the other agents' strategy. The following theorem by Filar and Vrieze (1996) shows
that there has to be at least one Nash equilibrium in stationary strategies for any
stochastic game.
Theorem 4.3. Every general-sum discounted stochastic game possesses at least one
equilibrium point in stationary strategies.
A multiagent direct policy search reinforcement learning algorithm (MADPRL) will be
implemented for each control agent Ac to learn the optimal policy k.
It was assumed in our work that the state-action sets could be continous and innite.
This would require an innite amount of memory and time to account for each state-
action pair. We will need a way to represent the states and actions without exhausting
computer resources. A solution to this problem is by using function approximation
techniques to generalize over the states and actions.
We rst dene (st;at) to be a vector of policies at time t as follows:
(st;at) =
2
6 6
6 6
4
1(st;a1
t)
2(st;a2
t)
3(st;a3
t)
4(st;a4
t)
3
7
7 7
7
5
(4.4)
Each policy corresponds to one control agent. We assume that all agents share the same
state st. Each policy k(st;ak
t) has the following form:
k
c(st;ak
t) =
1
p
2
exp

 
1
22(ak
t    ak
t(st))2

(4.5)
In the equation above,  is the standard deviation. It is important to note the overloaded
use of the symbol  in the left and right hand side of the above equation. In the
left hand side, the symbol k
c(st;ak
t) is used to denote a policy. In the right hand
side of the equation, the symbol  is used to denote a constant. The mean or the
current approximate optimal value is represented by  ak
t(st). The actual action ak
t is the
output chosen by sampling around  ak
t(st) given by a function approximator. Figure 4.4
illustrates how an action for a control agent is sampled.
To learn the control actions a three layer back propagation neural network as described
in Section 3.2 is used as a function approximator for each agent Ak
c. The neural network
is shown in Figure 4.5.60 Chapter 4 Multiagent Recon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Figure 4.4: Gaussian density function for action selection. at is sampled around the
mean  at.
Figure 4.5: Three layer backpropagation neural network with 5 inputs, 4 hidden units
and 4 outputs corresponding to the control agents' output.Chapter 4 Multiagent Recon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The network consists of four inputs s1;:::;s4 corresponding to the reinforcement learn-
ing states that will be illustrated in Chapter 6 plus a bias term 1, four hidden units and
four outputs  a1
t;:::; a4
t corresponding to four control agents A1
c;:::;A4
c. The control
agents' output can be represented in this way since we have assumed that all control
agents share the same states. Since neural networks are part of the supervised learning
family, training examples must be provided to the network in order for it to learn. Train-
ing examples here mean examples of a good action to be taken. In our work however,
we assume we have no knowledge of what a good action is. We have to explore the right
actions to take. A natural question that arises is how do we provide training examples
to the network?
To learn training examples for the neural networks, we adopt a temporal dierence (TD)
approach to the problem. We proceed as follows. At each time step t and for every k,
we sample a value from the policy function (st;ak
t) around the mean  ak
t(st) to get ak
t.
The action ak
t is executed and we obseve the reward obtained. If the reward obtained
at time step t + 1 is bigger than the reward obtained at time step t, we feed ak
t back
to the network and use it as a training example. Otherwise, no update is done. The
parameters of the network are updated to get a new current approximate optimal action
 ak
t+1(st) which is edged closer to be more like ak
t. A factor  which is the learning rate
is included in the update rule to control the speed of learning. The output  ak
t+1(st+1)
of our neural network is then used as the new mean in (st+1;ak
t+1). This process is
repeated until the policy (s;a) converges to the optimal policy (s;a). The error
signal for the output layer, denoted by o, is given by
o =  (ak
t    ak
t(st)):
This error is propagated back through the network so that the hidden units can be
updated. The weights of the network are updated with the following rule:

 ak
ij;t+1 = 
 ak
ij;t + jrbi if r  0: (4.6)
In the above equation, r = rt+1   rt is dierence between the reward obtained at time
step t + 1 and t; the weight between node i and node j is denoted as ij ( refer to
Figure 3.4). The output of node i is denoted as bi and the error signal for node j is
indicated by j.
All control agents share the same reward function rt. Maximizing individual reward will
also maximize the rewards for all agents. At every state, the agents try to bring the
system closer to its goal. This can only happen if all agents choose actions that will
maximize the joint reward. The policy that we have dened ensures a small probability
of exploring new actions that might lead to bigger rewards.62 Chapter 4 Multiagent Recongurable Control Theory
4.4 Monitor Agent
The monitor agent Am = hm;Xm;Kmi also belongs to the learning agent category. Its
members are dened as follows.
Am must have the ability to halt the control agent's task when it detects an anamoly in
the system and wants to pass its status to other agents. We therefore assign m 2 Xm
to be m = fg3g.
In addition to the above, Am also needs to know what sensors and actuators the system
has in order to detect and diagnose a fault. For the resource set m 2 Km, we let
m = hD;Fi.
In order to full this role, the monitor agent needs strong ability to classify fault patterns
from sensors without supervision, we propose therefore that the internal architecture
m 2 m of the monitor agent Am is based on adaptive resonance theory neural network
(ART-NN) algorithms. As was mentioned in Section 4.1, the monitor agent takes the
role of the FDD component in our multiagent recongurable control scheme. Am utilizes
the ART network to autonomously classify faults.
We have presented in Chapter 3 the foundations for the ART network and the wavelet
transform. We will now describe how they are utilized as the internal architecture of
the monitor agent Am to detect and diagnose faults in a system.
We dene a FuzzyART network for each sensor that belongs to Am. We also dene
one extra FuzzyART network which accommodates unmodelled or undened errors. A
Discrete Wavelet Transform (DWT) is dened for each FuzzyART network. Figure 4.6
shows the internal structure of a monitoring agent Am for one sensor. The output of
Am is an error vector identifying the faults that has occurred.
We detect faults in the sensors by looking for discontinuities or abrupt changes in the
data pattern. This is done by continuously storing the sensor data in a buer and
analyzing it every Ta intervals. The goal is to analyze the buered data using the
FuzzyART network. To achieve this, it was discussed in Section 3.4 that the data needs
to be prepocessed. A set of features must be extracted from the data and presented as
the input vector I to the FuzzyART network. The features or markers characterize the
data and reduce the number of elements in I. DWT can be used as a method of feature
extraction.
The buered data is decomposed using a DWT. The lters h[n] and g[n] used are
determined by the characteristics of the application. This includes for example the type
of transform and the type of signal that is being transformed.
In our work, we use the Daubeahies wavelet and scaling function as the h[n] and g[n]
lters (Daubechies, 1992). They are nite impulse response (FIR) 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Figure 4.6: Internal architecture of the monitor agent Am. The diagram shows the
ART network for one sensor. The output of the networks are stored in an error vector
which is the nal output of the monitor agent.
that the duration of the impulse response settles to zero in nite time. They are also or-
thogonal which allows the reconstruction of the original signal. The Daubechies wavelet
family has the capability of picking up details that some simpler wavelets such as the
Haar wavelet might miss.
The Daubechies wavelets are characterized by the maximal number of vanishing mo-
ments. A vanishing moment limits the ability of the wavelet to represent polynomial
information in a signal. The wavelet has a vanishing moment which is equal to half the
number of coecient N. For example, a Daubechies wavelet with N = 2 (written as D2)
has one vanishing moment (written as Db1) and can comfortably represent a signal with
one coecient (a constant signal component). A D4 wavelet has two vanishing moments
Db2 and can represent linear and constant components of a signal. In our case study we
have chosen to use the Db4 wavelet heuristically. We found that this wavelet best suits
the type of signal we would encounter in our system. Figure 4.7(a) shows the mother
wavelet and scaling functions for Db4. Figure 4.7(b) shows the associated digital lter
for the functions.
The rst step in the feature extraction is to lter out the noise of the data. As was
presented in Section 3.5, the low frequency component of a DWT contains the identity
of a signal whereas the high frequency component contains the nuance and noise. If we
discard the rst few levels of the signal's DWT, the noise of the signal can be eliminated.
This in shown in Figure 4.8 and Figure 4.9.
Figure 4.8 shows a four level DWT of a sine wave x[n] with sample length n = 1000
corrupted by white noise. Notice that the high frequency components y1
h to y4
h have
very small coecient values. This indicates that they are associated with noise. If we
eliminate these coecients, we would get rid of the noise component of the signal.64 Chapter 4 Multiagent Recon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(a) Db4 (b) Digital lter
Figure 4.7: Daubechies scaling and wavelet function with 4 vanishing moments (left).
The associated discrete lter for the scaling and wavelet function (right).
Figure 4.8: The coecients of the DWT for the sine wave decomposition. The coef-
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Figure 4.9 shows the reconstruction of the signal components in Figure 4.8. After several
levels of ltering, the approximation component of the fourth level y4
l starts to resemble
a sine wave without noise. Once the noise has been reduced, the coecients of the
approximation component yi
l can be used as the basis for the features.
Figure 4.9: Decomposition of a sine wave x[n] corrupted by white noise. Sample
length n = 1000. Note that the graph shown above is not the graph of the DWT
coecients, rather a reconstruction of the signal components from the coecients.
The next step in the feature extraction process is to reduce the number of features that
would be presented to the FuzzyART network. This has to be done to accommodate the
practical limitations of a real system. As was stated earlier, each sensor in our system is
assigned a FuzzyART network. If there were a large number of sensors, this would slow
the computation of the processor signicantly because each FuzzyART network would
have to take into account a large set of data.
In our case study we, gure 4.10 shows a data sample of a noisy signal from a wheel
encoder and its fourth level decomposition. The data shows the velocity of a wheel in
rotations per minute (rpm). The sample shows 400 seconds of data. An observation of
the sensor data indicates that an abrupt change alters the data pattern of its decomposi-
tion. The component y4
l shows the underlying approximation of the signal. The bottom
graph shows coecients of the detail y4
h. The abrupt change in data causes a spike in
some of the coecients. These spikes are the dominating components of the coecients
and fully characterizes the faults.66 Chapter 4 Multiagent Recon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Figure 4.10: Decomposition of wheel encoder data. Abrupt change in data causes
spikes in coecients. The spikes are the dominant components of the coecients.
Note that only 19 coecients are left in y4
h due to the subsampling procedure. If we
took the mean of all the coecients, this will not drastically aect the characteristics of
fault since the spikes dominate all other coecient. The mean can then be used as the
feature for the ART network. Based on this feature, the monitoring agent Am detects
which resources are faulty and passes them on to the other agents.
In order for the feature to be presented to the FuzzyArt network, the input I has
to be normalized. This can be achieved by using a method called complement coding
(Carpenter et al., 1991). If we had an incoming vector a in RM, the complement of a
is represented by ac. This is also known as the on- and o-response of the incoming
vector. For each ai in the vector a, we have
ac
i  1   ai: (4.7)
The input I is then dened as a vector in R2M,
I = (a;ac)  (a1;:::;aM;ac
1;:::;ac
M): (4.8)Chapter 4 Multiagent Recongurable Control Theory 67
where
jIj = j(a;ac)j (4.9)
=
M X
i=1
ai +
 
M  
M X
i=1
ai
!
(4.10)
= M: (4.11)
4.5 Control Structure
The multiagent framework presented in this work can be utilized to control a dynamic
plant. Figure 4.11 is a depiction of a classical fault tolerant control system implemented
on a generic plant (Noura et al., 2009).
Figure 4.11: Cascaded control structure of a generic plant.
The fault detection and diagnosis (FDD) component analyzes the data from the subsys-
tems and outputs the fault status of the system to the reconguration component (RC).
The reconguration component modies the system if the FDD component detects a
fault.
Figure 4.12 shows our solution to the fault tolerant control system problem. As was
stated in Section 4.1, the monitoring agent Am takes the role of the FDD component
in our scheme. The planner agent Ap and the control agents Ak
c;k = 1;:::;4 take the
role of the reconguration component. the action of Am is passed to Ap. The planner
decides which controller to use and passes it on to Ac. It also decides on the parameter
settings of the system and changes it accordingly.
The action of Am is passed to Ap. The planner decides which controller to use and
passes it on to Ac. It also decides on the parameter settings of the system and changes
it accordingly.68 Chapter 4 Multiagent Recongurable Control Theory
Figure 4.12: Multiagent control of a generic plant. Monitoring agent Am takes the
role of the FDD component. Similarly, Ap and Ak
c take the role of the reconguration
component in a fault tolerant control system.
Figure 4.13 depicts the actions taken by all agents during default mode. In default mode,
Ap sends the default controller to the controller agents Ak
c. The controller agents load
the default controller and sets its mode to \not learning". It then executes the control
task at hand. The monitor agent Am assesses the state of the system, does not detect a
fault and sends this information to Ap. Since there aren't any faults, Ap sticks with the
default strategy.
Figure 4.13: Actions taken by agents during default mode. Ap sends default con-
troller to Ac. The control task is then executed. Am checks for faults and relays the
information to the other agents.
Figure 4.14 describes the system when a fault is detected. The monitor agent Am detects
a fault and tries to identify it. Once identied, it sends the fault information to Ap and
Ac. The control agents save their parameters and stop the current control task. Upon
receiving the fault information from Am, the planner agent Ap searches its memory for
a solution which best matches the identied fault.Chapter 4 Multiagent Recon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Figure 4.14: Actions taken by agents when a fault is detected. Am identies the
fault and sends the information to Ap and Ac. Ac stops the control task and saves the
current parameters. Ap searches its memory bank to nd a solution for the fault.
Figure 4.15 and Figure 4.16 describe the processes involved during system recongura-
tion. When the detected fault is a sensor fault (Figure 4.15), Ap recongures the system
parameters by reallocating resources. This can be done by changing the parameters of
the faulty sensors. Once the system is recongured, the planner agent tells Ak
c to com-
plete the previous control task. The control agents reload saved parameters and execute
the previous control task. The monitor agent Am continues to monitor the system and
sends this information to Ap and Ak
c. If there aren't any new faults, the planner agent
sticks with the chosen strategy.
Figure 4.15: Reconguration of system after sensor fault. Ap changes parameters of
the system. Ac reloads saved parameters and continues to complete previous control
task. Am continues to monitor system and relays the information to other agents.
In case of an actuator fault (Figure 4.16), the planner agent rst disables the monitor
agent Am. This is done so that it does not interfere with the reconguration process.70 Chapter 4 Multiagent Recongurable Control Theory
The planner agent then searches its solution memory Mc for a suitable controller so that
Ak
c can use it as a starting point to learn a new controller. If a suitable controller could
not be found, Ap instructs Ak
c to learn a new controller from scratch. The controller
agent sets its status to \learning". It then proceeds to learn a new controller. When a
new controller has been learned, it sends the new controller to Ap for it to be stored.
Ap then reenables the monitor agent to do its task.
If a new controller could not be learned due to say insucient resources, this information
is sent to Ap. The planner agent then shuts down the system and waits for an operator
to diagnose the problem.
Figure 4.16: Reconguration of system after actuator fault. Ap tells Ac to learn new
controller. Ac sets mode to \learning". Am is disabled so that it does not interfere with
learning. After a new controller is learned, it is stored in Ap. Ac sets mode to \not
learning" and Am is then reenabled.
4.6 Design Optimality
This section discusses the optimality of the design choices for the learning agents. The
choice of reinforcement learning as the internal architecture for the control agents Ak
c
lies in the fact that it is often necessary for the agents to learn new behaviour, such that
their performance gradually improve (Sen and Weiss, 1999). The control agents in our
work have to be able to learn new solutions to a control task when a fault occurs. It
would be impossible to hard code the agents' behaviour to account for a large number
of fault scenarios. Reinforcement learning provides a method for the agents to learn in
a cooperative setting. By distributing responsibility across several control agents, the
system becomes more robust because it is able tolerate failures by one or more agents
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The following theorem by Singh et al. (2000) guarantees convergence of a multiagent
direct policy search algorithm:
Theorem 4.4. If players follow Innitesimal Gradient Ascent (IGA), where  ! 0,
then their strategies will converge to a Nash equilibrium or the average payos over time
will converge in the limit to the expected payos of a Nash equilibrium.
The theorem above covers any algorithm which employs a gradient ascent or descent
technique which includes our algorithm. Singh et al. (2000) proved the above theorem
for a two player matrix game. Bowling and Veloso (2002) and Banerjee and Peng (2003)
presented empirically that the theorem could be extended to general stochastic games.
The monitor agent has to have the ability to detect known faults. It also has to be
able to detect unmodelled faults. The detection of these faults have to be done in
real time. This requires the monitor agent to learn fast and on the y. The ART
family of algorithm is the only unsupervised learning algorithm that can achieve this
while maintaining stability of the learning process. The following theorem by Carpenter
et al. (1991) guarantees stable category learning for FuzzyART used in conjunction with
complement coding.
Theorem 4.5. In response to an arbitrary sequence of analog or binary input vectors, a
FuzzyART system with complement coding (4.7) - (4.11) and fast learning (3.15) - (3.19)
forms stable categories as jwjj monotonically decreases. In the conservative limit (i.e.
the choice parameter  ! 0), one-pass learning obtains such that no reset or additional
learning occurs on subsequent presentations of any input.
Other algorithms such as the k-means and the mixture of Gaussian (Bishop, 2006) are
not able to learn in real time. The number of categories have to be xed before the
actual learning begins. This would hinder the monitor agent from detecting unmodelled
faults. The Growing neural gas (GNG) algorithm (Fritzke, 1995) is able to learn in real
time but lacks stability due to excessive plasticity.
The scheme presented in this work provides a unique approach to unsupervised learning
of recongurable control of dynamic systems. While there have been other multiagent
fault tolerant control schemes presented in the past (Zhu et al., 2004; Mendes et al.,
2007), none have tackled the issue of integration between the FDD and CR component.
Recent attempts to integrate the FDD and CR components was discussed in the liter-
ature review chapter (Wang and Wang, 2011; Yetendje et al., 2012). The work from
Wang and Wang (2011) only considered known faults. Yetendje et al. (2012) on the
other hand took a robust control approach to integration. Our scheme is able to ac-
commodate unmodelled faults and actively recongures the system by learning a new
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The interface between the dierent types agent in our scheme is optimal in the sense that
the actions of one agent is directly used as a parameter in other agents. A multiagent
system in our scheme is dened by

 = hAp;Am;fAcgi; (4.12)
where the individual agents are again listed for completeness:
Ap = hp;Xp;Kpi;
Am = hm;Xm;Kmi;
Ak
c =
D
k
c;X k
c ;Kk
c
E
:
The internal architecture p 2 p is a conditional logic function f : sp ! ap mapping
its state to actions. The states of Ap is the fault state of the system. The fault state
classication of the system is the action set of Am. Therefore, the action of Ap can be
written as
ap = f(sp);
= f(am):
(4.13)
As was stated in Section 3.4, the action of Am is dened by the output of the FuzzyART
network
am =
P
i min(x1i;ij)
P
i ij
:
The action of Ap is the conguration of the system, ap = fbj;cig where bj 2 B is the
parameter setting of the system stored in the resource memory Mr and ci 2 C is a
controller stored in the solution Ms of Ap.
The internal architecture of the control agents k
c is governed by the choice of controllers
given to it by Ap. The solution ci is the joint policy  containing policies of each control
agent k : S ! Ak
c. As was stated in Section 4.3, each control agent's policy is dened
by
k
c(st;ak
t) =
1
p
2
exp

 
1
22(ak
t    ak
t(st))2
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With regards to performance, the following theorem is stated.
Theorem 4.6. Assuming that enough resources, i.e. redundancy in the system are
available, and assuming that ample time is given to the system, all critical unmodelled
faults will be detected by the monitor agent Am and will correspondingly lead to a new
control solution by the control agents Ak
c, k = 1;:::;n in our scheme.
In the theorem above, we assume that critical unmodelled faults are those which results
in a signicant deviation from the goal of the control task. The following gives an outline
of the proof to the above theorem. The proof outline will be handled in two stages. The
outline of the proof will rst be handled with regards to the FDD component. Then,
the proof outline with regards to the CR component will be discussed.
Proof. It is known from theorem 4.5 that the learning in Am is stable. Therefore, any
similar data patterns will not result in a false learning cycle of Am. Since an ART
network was dened to accommodate unmodelled faults which is highly correllated with
the goal not being achieved, and since it was assumed that critical faults are those which
results in a signicant deviation from the goal of the control task, the monitor agent Am
will detect the unmodelled fault.
This complete the rst part of the proof outline. The second part of the proof outline
is done with regards to control reconguration.
We know from theorem 4.4 that our multiagent reinforcement learning algorithm will
converge to a Nash equilibrium. It is also known that in fully cooperative games, the
same reward is obtained by all agents. Therefore, since maximizing the reward of an
agent equates to achieving the goal of the control task, a control solution will be found.
4.7 Chapter Conclusion
The approach taken in this work was presented. A multiagent framework enables the
two components (FDD and RC) of a recongurable control system to be integrated. In
general, there should be at least one planner agent Ap, one monitor agent Am and one
control agent Ac. Each task (i.e. planning, monitoring and controlling) can be divided
among several agents to reect the complexity of a system. A total of six agents from
the reactive and learning agents categories were dened in our scheme. We have one
planner agent, one monitor agent and four control agents. Four control agents were used
to accommodate for four independent actuators in the system.
A planner agent Ap supervises the overall control of a task. Being a reactive agent, Ap
uses conditional logic to choose a control strategy.74 Chapter 4 Multiagent Recon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A control agent Ac learns and executes a controller to complete a task. We have decided
to use multiagent direct policy search algorithm as the internal architecture of Ac. We
extend the algorithm to allow for continuous states and actions. A backpropagation
neural network presented in Section 3.2 is used as a function approximator to generalize
over continuous states and actions. We have dened four control agents Ak
c, k = 1;:::;4.
These agents need to take into account the actions of other agents in order to complete
the control task.
All control agents share the same reward function rt which means maximizing individual
reward will also maximize the rewards for all agents. Our algorithm will converge to a
Nash equilibrium since an agent's best response to other agents maximizing its rewards
is also to maximize its own reward.
A monitor agent Am detects and diagnoses a fault. An ART network enables Am to
classify faults autonomously without supervision. The wavelet transform depicted in
Section 3.5 extracts features from an input pattern. The features are complement coded
before being fed as input to the F1 nodes.
An ART network was dened for each sensor that belongs to Am. One extra ART
network was also dened which accommodates for unmodelled or undened errors. A
DWT is dened for each ART network. The output of Am is an error vector identifying
the faults that have occurred.
The structure of a multiagent recongurable control system was laid out. The role
taken by each agent was dened. The state diagrams of dierent operating modes was
presented to show how the agents communicated in executing a control task.
It was discussed why the design choices were optimal. Several advantages of reinforce-
ment learning and the ART network in relation to multiagent systems were discussed.
Several theorems were presented to support our argument.Chapter 5
Formal Representation of
Methodology in sEnglish
The theory of multi-agent recongurable control system was presented in Chapter 4. In
this chapter we seek to formally represent our methodology. It is important to note that
this chapter is a parallel contribution to this thesis and does not aect the outcome of
the work. It is a tool to help bridge the eld of control theory to the eld of software
programming. Using Natural Language Programming (NLP), important procedures can
be conceptualized before formulating sentences and conceptual structures in a machine
ontology language (MOL) (Veres, 2008). The sEnglish programming tool allows us
to elegantly represent our work in NLP for interpretation and adoption by advanced
intelligent agents of the future.
Sentences are written in such a way that they can be described further using other
sentences. This is repeated until a sentence can only be meaningfully explained by
conventional programming languages. The sentences can be separated into sections
which help to modularize a task. This enables an engineer who wishes to adopt our
methods to program their system without any diculty. Apart from facilitating the
use of our methods by humans, a document in NLP can be interpreted by advanced
agents for use (Veres and Lincoln, 2008; Veres and Molnar, 2010; Veres, 2010). In the
following, the sEnglish sections containing the sentences needed for realizing the FDD
and CR components of a recongurable control system are presented. The low level
meaning of some basic sentences is listed on the accompanying CD in the appendix.
The theory of multi-agent recongurable control system was presented in the previous
section. In this section we seek to formally represent our methodology. Using Natural
Language Programming (NLP), important procedures can be conceptualized before for-
mulating sentences and conceptual structures in a machine ontology language (MOL)
(Veres, 2008). The sEnglish programming tool allows us to elegantly represent our work
in NLP for interpretation and adoption by advanced intelligent agents of the future.
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Sentences are written in such a way that they can be described further using other
sentences. This is repeated until a sentence can only be meaningfully explained by
conventional programming languages. The sentences can be separated into sections
which help to modularize a task. This enables an engineer who wishes to adopt our
methods to program their system without any diculty. Apart from facilitating the
use of our methods by humans, a document in NLP can be interpreted by advanced
agents for use (Veres and Lincoln, 2008; Veres and Molnar, 2010; Veres, 2010). In the
following, the sEnglish sections containing the sentences needed for realizing the FDD
and CR components of a recongurable control system are presented.
The machine knowledge representations of all the procedures of this methodology are
contained in an sEnglish document with the following 'DocInfo.txt' le that is essentially
the Contents:
Document title:: Multi agent integrated fault
tolerant control system
Author data:: Badril Abu Bakar
Section title 1:: Initializations
Section title 2:: Control and training procedures
Section title 3:: Reconfiguration and control
Section title 4:: Planner agent routine
Section title 5:: Monitoring agent routine
Section title 6:: Plant procedures
Section title 7:: Trivia } }
The interpretation of all sEnglish formulation depended on a single ontology that is
dened in the following text:
sE- Data classes: Main classes are agent, centre of mass, character array (char), control
input, coordinate, environment, episode (double), error, force (double), kalman lter, multiagent
system, neural network, numeric array (double), physical object, proper name (char), reference
values, rover model, sensor, time (double), two array structure, uncertainty parameter, var
double (double). Attributes of physical object are name (char), class (char), mass (physical
quantity), geometry (char), topology (char). Subclasses of agent are planner agent, monitor
agent, recongure agent. Subclass of character array is text. Subclasses of control input are
unnormalized control input, normalized control input. Subclasses of error are mean squared
error, sum squared error. Subclasses of force are driving force, longitudinal friction, lateral
friction, linear friction, angular friction, moment. Subclass of numeric array is matrix. Subclass
of physical object is rover. Subclasses of sensor are dead reckoning sensor, gps sensor, ins sensor.
Subclasses of time are time step, sampling time, time constant. Subclass of matrix is vector.
Subclass of string is symbol. Subclass of text is string. Subclass of vector is scalar. Attributes
of rover are length (double), width (double), maximum heading angle (double), model (rover
model), actuator fault state (double), sensor fault state (struct). -sEChapter 5 Formal Representation of Methodology in sEnglish 77
The above section is delimited by the sE- and -sE signs as the sEnglish plugin under
Eclipse is able to directly extract/interpret this from a PDF version of this paper for an
ontology of an sEnglish project [http://system-english.com, downloads].
5.1 Planner Agent Procedures
The planner agent chooses a strategy depending on the fault state of the system. Using
the sentence:
Get Pagent choice of strategy passing M_action, Cagent,
Max_episode, Max_timestep as parameters.
the procedure to check the system for faults and recongure the system when necessary
can be executed by Ap. The sEnglish sentence above has the following meaning:
Let Controller be the 'structure.solution memory' of Pagent.
Let Control_parameter be the 'structure.resource memory' of Pagent.
Let Number_stored_policy be a 'var double'.
Get Fault from M_action.
If no Unmodelled_fault, then do the following.
Display 'no unmodelled faults'.
Otherwise do the following.
Choose Controller for Cagent.
FCA.
Set Learningmode to '1'.
Set Max_episode to Max_episode.
Set Max_timestep to Max_timestep.
FCA.
Reconfigure Control_parameter according to M_action.
FCA.
Here FCA is an acronym for a sentence \Finish current action". In the above sEnglish
sentences, variable Controller is assigned to the solution memory Ms of Ap and the
variable Control_parameter is assigned to the resource memory Mr. The planner agent
then checks for faults. If an unmodelled fault is detected, an initial controller is chosen
to be passed to the control agents and the system goes into learning mode. In the case
where a known fault is detected, Ap recongures the system according to its conditional
logic. When no faults are detected, the planner agent sticks with its default settings of
controllers and commands the control agents to execute a control task.
The planner agent must also store newly learned controllers in its memory. The following
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Add newly learned controller by Ragent in Pagent memory.
The above sEnglish sentence is interpreted as follows:
Let Memory be the 'solution memory' of Pagent.
Add Cagent to Memory.
Let the 'solution memory' of Pagent be Memory.
5.2 Control Agent Procedures
Depending on the learning mode, the control agents Ak
c have the responsibility to learn
a controller or complete a control task. Using the sEnglish sentence:
Let Cagent choose actions based on Input, Exp_rate and Update_flag.
the procedure to choose their actions can be executed by Ak
c. The sEnglish sentence has
the following meaning:
Let Previous_action be the 'action' of Cagent.
Let Cnet be the 'structure' of Cagent.
Update Cnet using Previous_action, Input, Update_flag and
Exp_rate as parameters.
Compute the Optimal_action from Cnet.
Get Current_action using gaussian function exploration
with Exp_rate as the standard deviation and Optimal_action as mean.
Set the 'action' of Cagent to Current_action.
Set the 'structure' of Cagent to Cnet.
The sEnglish sentences above implement the multiagent direct policy search reinforce-
ment learning. Depending on the learning mode of the system, the control agents update
their structure taking into account the previous action that was taken, the current in-
put and the exploration rate. The control agents then computes the optimal action for
the current time step. Again depending on the learning mode, the agents choose their
actions according to a Gaussian exploration method or exploiting its current knowledge
where the optimal action is calculated. Note that all sEnglish sentences quoted here
unambiguously compile into MATLAB code that makes our agents operate, i.e. all
descriptions are precise code and not merely pseudo code.
The control agents implement a neural network to approximate the continuous states
and actions. The sentence:
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updates the internal structure of the control agents. The control agents can use the
sEngligh sentence by passing the network structure, previous action, network inputs,
update ag and exploration rate as parameters. The above sEnglish sentence has the
following meaning.
Load Input and bias in Input_vector.
Assign Target to Pact.
If Update_flag is active or random number is lower than Exp_rate,
then do the following.
Find Output from Net.
Calculate Delta from Target and Output.
Update Net weights using Update_flag and Delta as parameters.
Calculate mean squared error of Net from Delta.
FCA.
Compute inputs and outputs for all layers of Net using Input_vector.
In the meaning of the sEnglish sentence Let Cagent choose actions based on
Input, Exp_rate and Update_flag, the sEnglish sentence Update Net using Pact,
Input, Update_flag and Exp_rate as parameters is invoked as Update Cnet
using Previous_action, Input, Update_flag and Exp_rate as parameters.
Updating the structure of the agents involves re-calculating the inputs, outputs and
weights of a three layer neural network. The following sentence is used to execute the
weight updates:
Update Net weights using Flag and Delta as parameters.
The sEnglish sentence above has the following meaning.
Let Weights be the 'weights' of Net.
Let Delta_weights be the 'delta weights' of Net.
Let Numlay be the 'number of layers' of Net.
Let M be the 'momentum' of Net.
Let N be the 'learning rate' of Net.
Let Activation be the 'activation vector' of Net.
Update Weights using Delta_weights, Numlay, M, N, Activation.
Let the 'weights' of Net be Weights.
Let the 'delta weights' of Net be Delta\_weights.
Let the 'number of layers' of Net be Numlay.
Let the 'activation vector' of Net be Activation.
The sEnglish sentences above update the network weights depending on the update ag
and the output error Delta. To calculate the mean squared error of the network, the
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Calculate mean squared error of Net from Delta.
The meaning of the above sEnglish sentence is given below.
Let Sse be the 'sse' of Net.
Let Mse be the 'mse' of Net.
Let Nsamples be the 'number of samples' of Net.
Calculate Sse of Net.
Calculate Mse of Net.
Let the 'number of samples' of Net be Nsamples.
Let the 'sse' of Net be Sse.
Let the 'mse' of Net be Mse.
The network rst calculates the sum of squared error Sse. It then calculates the mean
squared error of the network Mse.
Finally, the following sEnglish sentence computes the activation function of all layers.
Compute inputs and outputs for all layers of Net using In.
The meaning of the above sEnglish sentence is given below.
Let Weights be the 'weights' of Net.
Let Delta_weights be the 'delta weights' of Net.
Let Numlay be the 'number of layers' of Net.
Let M be the 'momentum' of Net.
Let N be the 'learning rate' of Net.
Let Netvec be the 'net vector' of Net.
Let Activation be the 'activation vector' of Net.
Compute Activation.
Let the 'activation vector' of Net be Activation.
5.3 Monitor Agent Procedures
The monitor agent Am takes the role of the FDD component in a recongurable control
system. The following describes the procedure of detecting and diagnosing faults in a
system.
The monitor agent periodically checks the system for faults. Initially, Am preprocesses
the data from its sensors. The following sentence can be executed by Am to start the
preprocessing stage.
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The above sEnglish sentence has the following meaning.
Compute noisy wavelet decomposition for Sensor_data.
Determine noise parameter Thr, Sorh, Keepapp for Sensor_data.
Eliminate noise to get Clean_sensor_data.
Compute clean wavelet decomposition Cc, Lc from Clean_sensor_data.
Compute clean coefficient Co from Cc, Lc.
Take the mean Mean_Co of the wavelet coefficients Co.
Arrange Input from Mean_Co.
Compute the compliment coding input CcInput from Input.
The monitor agent rst computes the wavelet decomposition of the noisy data. In the
next step, it eliminates the noise. After the noise has been eliminated, it computes a
wavelet decomposition for the clean data. It then takes the mean of the coecient which
is compliment coded as a process of normalization. The compliment coded output is
then ready to be used as the features for the input of the FuzzyART network. The
following sentence can be executed by Am to invoke the classication of inputs.
Classify CcInput to get Action of Magent.
The above sEnglish sentence has the following meaning.
Let Structure be the 'structure.artnet' of Magent.
Get fault Classification for CcInput from Structure.
Let the 'structure.artnet' of Magent be Structure.
Let Action be the 'action' of Magent.
Let Action be Classification.
Let the 'action' of Magent be Action.
Set Sensor_buffer_counter to '0'.
The sEngligh sentences above used by Am above contains the actual FuzzyART algo-
rithm. The FuzzyART algorithm is executed with the following sEnglish sentence by
passing the pre-processed input and the structure of the monitor agent as parameters.
Get fault Classification for Input from Structure.
The sEnglish sentence above has is described by the following.
Let Net_numfeatures be the 'number of features' of Structure.
Let Net_vigilance be the 'vigilance parameter' of Structure.
Let Net_numepochs be the 'number of epochs' of Structure.
Let Net_bias be the 'bias' of Structure.
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Let Net_numcat be the 'number of categories' of Structure.
Let Net_learningrate be the 'learning rate' of Structure.
Let Net_maxnumcat be the 'maximum number of categories' of Structure.
Let Resonance be a 'var double'.
Let Match be a 'var double'.
Let Weight_buffer be a 'var double'.
Extract Numfeature, Samples from In.
Let New_art_net be a 'art network'.
Let Numchanges be a 'var double'.
Let Current_sorted_index be a 'var double'.
Let Number_sorted_categories be a 'var double'.
Let Current_Category be a 'var double'.
Let Current_weightvector be a 'var double'.
Let First_category be a 'var double'.
Set First_category to '1'.
Let Temporary_index be a 'var double'.
Execute code "Categorization = ones(1, Samples);".
The procedure starts by rst extracting the number of features and samples from the
input. The network then computes the category activation from the input. The category
activation is ranked from highest to lowest. This is done as follows.
Run cycle for "Epochnumber =1:Net_numepochs".
Set Numchanges to '0'.
Run cycle for "Sample_number = 1:Samples".
Extract Current_data from In, Sample_number.
Compute Category_activation passing Current_data, Net_weight,
Net_bias as parameters.
Rank Category_activation from highest to lowest to get Sorted_activation,
Sorted_categories.
If there are currently no categories, a new category is assigned to the network and the
weights of the network are updated. This is done with the sentences below.
Set Resonance to '0'.
Set Match to '0'.
Determine the Number_sorted_categories from Sorted_categories.
Set Current_sorted_index to '1'.
Execute code "while(1)".
If Number_sorted_categories 'equals' '0',
then do the following.
Add new category passing Net_weight to get Weight_buffer.
Update Weight_buffer and detect Weight_change passing Current_data,
Weight_buffer, First_category,Net_learningrate as parameters.
Set Net_weight to Weight_buffer.Chapter 5 Formal Representation of Methodology in sEnglish 83
'Increase' Net_numcat by '1'.
'Increase' Numchanges by '1'.
Set Resonance to '1'.
Set Categorization equals '1'.
Terminate.
FCA.
Otherwise, the network calculates the match of the highest ranked category with the
current data. If a match is bigger than a threshold, then \resonance" is achieved and
the current category being matched becomes the output of the network. The weights of
the network are updated accordingly.
Get Current_category and Current_weightvector.
Calculate Match given the Current_data, Current_weightvector.
If Match is bigger than Net_vigilance, then do the following.
Update Net_weight and detect Weight_change passing Current_data,
Net_weight, Current_category, Net_learningrate as parameters.
Set Categorization equals Current_category.
If Weight_change 'equals' to '1', then do the following.
'Increase' Numchanges by '1'.
FCA.
Set Resonance to '1'.
If the current category does meet the match criteria, the next highest ranked category is
set as the current category to be matched. This is repeated until a match is found. If all
the categories failed to match the input, a new category is assigned to the network and
the weights of the network are updated. The sentences below describe this procedure.
Otherwise do as follows.
If Current_sorted_index 'equals' Number_sorted_categories,
then do the following.
If Current_sorted_index 'equals' Net_maxnumcat, then do the following.
Set Categorization equals '-1'.
Set Resonance to 1.
Otherwise do as follows.
Add new category passing Net_weight to get Weight_buffer.
Set Temporary_index to Current_sorted_index.
'Increase' Temporary_index by '1'.
Update Weight_buffer and detect Weight_change passing Current_data,
Weight_buffer, Temporary_index,
Net_learningrate as parameters.
Set Net_weight to Weight_buffer.
'Increase' Net_numcat by '1'.
'Increase' Numchanges by '1'.
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Increase index of Categorization.
FCA.
Otherwise do as follows.
'Increase' Current_sorted_index by '1'.
FCA.
FCA.
If Resonance equals '1', then Terminate.
Finish cycle.
If Numchanges equals '0', then Terminate.
Finish cycle.
Let the 'weight' of Structure be Net_weight.
Let the 'number of categories' of Structure be Net_numcat.
Choosing agent actions is illustrated by the following executable paper section in sEn-
glish.
sE- Choosing agent actions : Let Cagent(r) choose actions based on Input(a) ,
Exp rate(a) and Update ag(a) . 'action' of Cagent. Let Rnet be the 'structure' of
Cagent. Update Rnet using Previous actions, Input, Update ag and Exp rate as parameters.
Compute Let Previous action be the the Optimal action from Rnet. Get Current action using
gaussian function exploration with Exp rate as the standard deviation and Optimal action as
mean. Set the 'action' of Cagent to Current action. Set the 'structure' of Cagent to Rnet.
References: The rest of the sEnglish les can be found at
http://sysbrain.org/downloads/multiagent reconguration 1.zip. -sE
In this sEnglish text the bold faced sentences are the activity title and the sample
sentence that is followed by its meaning denition in normal font text. In the sample
sentence brackets \(a)", \(r)" or \(ar)" are used to indicate that the object name is
assumed to be available/known or resulting, respectively, when the sentence is used.
Here the web reference points to a web-location where the sEnglish denitions not printed
in this paper can be found in a zip-le that contains also the text of the associated
executable paper 'multi-agent reconguration.exp'. When this pdf paper is read into
a project under the sEnglish Publisher then the content of the zip le is automatically
added to the project to form a complete representation of the research reported in this
paper. There are also two sEnglish demo script available on demo of rover control and
training of rover.Chapter 5 Formal Representation of Methodology in sEnglish 85
Figure 5.1: Illustration of the sEnglish plugin window under Eclipse.86 Chapter 5 Formal Representation of Methodology in sEnglish
5.4 Chapter Conclusion
We have formally represented our methodology using the natural language programming
software sEnglish. This allows us to move away from the low level programming to a
more user friendly abstraction. sEnglish sentences are written in such a way that it can
be described further using other sEnglish sentences. This is repeated until a sentence
can only be meaningfully explained by conventional programming languages.
Sentences were written to dene procedures that are needed to realize the multiagent
recongurable control system. Procedures for the planner, monitor and control agents
were dened. These sentences could be used in a document to describe a multiagent
recongurable control system. These documents would be read by the agents and inter-
preted as its task.Chapter 6
Case Study
We have presented our solution to unsupervised learning of fault tolerant control in the
previous chapters. This chapter gives an example of how the method can be imple-
mented. Specically, we will look at how to develop an active fault tolerant control
system for a 4-wheel skid-steering vehicle which we simply call a rover for our purpose.
A model for a rover is rst derived. Three sensors that allow us to measure variables
such as rover position and velocity will then be modelled. We will show how the sensors
are fused which results in a complete simulation system where we can demonstrate our
method of dealing with faulty sensors and actuators. In Section 6.3, we present how the
control structure of the rover can be tted in the multiagent framework. Subsequently,
several cases of the rover fault states are analyzed, and discussed and nally conclusions
are drawn.
6.1 Rover Model
The rover is equipped with four independent motors that drive the wheels and can be
controlled separately. The steering mechanism is achieved by producing a dierential
velocity between its wheels. This type of vehicle is usually known as a skid-steering
vehicle (Caracciolo et al., 1999). In order to turn, it has to skid laterally. A free body
diagram of the rover is shown in Figure 6.1 where a;b and c are parameters dening the
physical dimensions of the rover.
It assumed that the rover moves on a planar surface with the inertial orthonormal basis
Xg;Yg;Zg making up a frame following the East-North-Up (ENU) coordinate system
with Xg being East, Yg being North and Zg being Up. A local coordinate frame at the
rover's center of mass (COM) is dened as xl;yl;zl. We assume in our work that the rover
moves on a two dimensional plane resulting in Zg and zl being constants. The linear and
angular velocity of the rover can be expressed in the local frame as v =
h
vx vy 0
iT
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Figure 6.1: A free body diagram of a rover
and ! =
h
0 0 !
iT
respectively. The heading angle of the rover with respect to Xg is
denoted as .
We dene the nonlinear model of the rover as follows (Kozlowski, 2004):
_ X = vx cos + !xICR cos
_ Y = vx sin   !xICR cos
_  = !
_ vx =
vx!
m
 
vxc
rm
(R   L) +
xICRFry + Mr
m
vx
_ ! =
 v2
x
mxICR + I
+

r(mx2
ICR + I)
(R + L) +
Frx
mx2
ICR + I
:
(6.1)
In Eq. 6.1, _ X and _ Y are the velocity components of the rover with respect to the inertial
frame; _  is the angular velocity and is equal to !; m is the mass of the rover; r is the
eective rolling radius of a wheel; xICR is the xed coordinate of the instantneous centre
of rotation (ICR); R and L are the input torque applied to the right and left wheels
respectively; Frx and Fry are linear resistive forces; I is the rover moment of inertia; and
Mr is the resistive moment of the rover.
The linear and angular velocity of the rover body vx and ! are obtained by deriving
a relationship between the body and wheel velocities. Figure 6.2 shows the linear and
angular velocity for one wheel.Chapter 6 Case Study 89
Figure 6.2: Velocity components for one wheel.
The wheel rotates with angular velocity !i where i = 1;:::;4. The lateral velocity is
represented by viy and the longitudinal velocity is represented by. vix. The total velocity
for wheel i is written as vi. The longitudinal velocity can be obtained by
vix = ri!i: (6.2)
In Eq. 6.2, ri is the eective rolling radius of the wheel. In order to build a relationship
with the body velocity vx and w, all wheels have to be considered together. Figure 6.3
depicts the rover with the individual wheel velocities.
Figure 6.3: Components of the body and wheel velocities90 Chapter 6 Case Study
From the gure, the instantaneous center of rotation (ICR) is the virtual center at which
the body rotates around. The radius vectors di =
h
dix diy
iT
and dC =
h
dCx dCy
iT
are dened with respect to ICR. The following expression for the body angular velocity
! can be obtained:
kvik
kdik
=
kvk
kdCk
= j!j: (6.3)
The symbol k  k represents the Euclidean norm. It could also be written component
wise as
vix
diy
=
vx
dCy
=
viy
dix
=
vy
dCx
= !: (6.4)
If we dene the coordinates of ICR in the local frame as
ICR =
h
xICR yICR
i
=
h
 dCx dCy
i
; (6.5)
then we could write the angular velocity as
! =
vx
yICR
=  
vy
xICR
: (6.6)
Looking at Figure 6.3, the following are the relationships of the radius vectors:
d1y = d2y = dCy   c;
d3y = d4y = dCy + c;
d1x = d4x = dCx   a;
d2x = d3x = dCx + b:
(6.7)
In the equation above, a;b and c are the parameters taken from Figure 6.1. Using Eq
6.7 in Eq. 6.4, the relationships between the wheel velocities are obtained:
vL = v1x = v2x;
vR = v3x = v4x;
vF = v2y = v3y;
vB = v1y = v4y:
(6.8)Chapter 6 Case Study 91
The velocities vL and vR represent the longitudinal velocity of the left and right wheels
respectively. The velocities vF and vB represent the lateral velocities of the front and
back wheels.
Using Eq. 6.4 - Eq. 6.8, the relationship between the body and the wheel velocities can
be states as
2
6
6 6
6
4
vL
vR
vF
vB
3
7
7 7
7
5
=
2
6
6 6
6
4
1  c
1 c
0  xICR + b
0  xICR   a
3
7
7 7
7
5
"
vx
!
#
: (6.9)
Assuming we take ri = r for each wheel, the angular velocity of the right and left wheels
can be written as
!w =
"
!L
!R
#
=
1
r
"
vL
vR
#
: (6.10)
Finally, combining Eq.6.9 and Eq.6.10 we can write the rover body velocities in terms
of wheel velocities as follows:
"
vx
!
#
=
2
4
vL + vR
2  vL + vR
2c
3
5: (6.11)
Let us dene the states of the system as
x1 = X
x2 = Y
x3 = 
x4 = vx
x5 = _ x3 = !:
We can then organize the nonlinear model of the rover in the form of a state space
equation:92 Chapter 6 Case Study
2
6
6 6
6 6
6
4
_ x1
_ x2
_ x3
_ x4
_ x5
3
7
7 7
7 7
7
5
=
2
6
6 6
6 6
6 6
4
0 0 0 cosx3 xICR sinx3
0 0 0 sinx3 xICR cosx3
0 0 0 0 1
0 0 0 0 x4
m
0 0 0  x4
mx2
ICR+I
xICR
mx2
ICR+I
3
7
7 7
7 7
7 7
5
2
6
6 6
6 6
6
4
x1
x2
x3
x4
x5
3
7
7 7
7 7
7
5
+
2
6
6 6
6 6
6 6
4
0 0
0 0
0 0
 x4c
rm
x4c
rm
x3
r(mx2
ICR+I)
x3
r(mx2
ICR+I)
3
7
7 7
7 7
7 7
5
"
L
R
#
+
2
6
6 6
6 6
6 6
4
0
0
0
x4(xICRFry+Mr)
m
x3Frx
mx2
ICR+I
3
7
7 7
7 7
7 7
5
:
(6.12)
The work presented by Kozlowski (2004) used a cascading control structure. A kinematic
level controller based on Dixon et al. (2001) was proposed and an extension of the
control law to the dynamic and motor level was done using a Lyapunov analysis and
backstepping technique. In Caracciolo et al. (1999), the dynamic feedback linearization
paradigm was exploited to design a controller for the above system. In our work, we will
follow the path similar to Kozlowski (2004) in that we will make use of the cascading
control structure. However, only the dynamic and kinematic level will be considered.
Figure 6.4 illustrates how the rover model is decomposed into a dynamic and kinematic
subsystem.
Figure 6.4: Decomposition of rover model
6.2 Sensor Modelling
In our work, the sensors required to simulate a control task were modelled. In all, three
modules make up the sensor system of the rover. It consists of a global positioning
system (GPS) module, an inertial navigation system (INS) module and local encoders
on the wheels. An extended Kalman lter was designed to deal with the nonlinear nature
of the system and to fuse the sensor readings to get an improved state estimate. There
are dierent ways in which the sensor data can be fused. We have opted for the loosely
coupled integration of the sensors as detailed in Grewal et al. (2007). In loosely coupled
sensor integration, only the output of the sensor modules are used as inputs to the
integrating lter. Each sensor module may have an internal Kalman lter themselves,Chapter 6 Case Study 93
but it is not included in the integrating lter and will not be dealt with in our work.
The following describes the measurement model of the sensors and how they are fused
in an extended Kalman lter.
6.2.1 GPS receiver
The GPS model for integration is formulated mathematically as
zgps = h(xrov) + gps (6.13)
d
dt
gps  fgps(gps;xrov) + wgps(t): (6.14)
In the above equation, zgps is the GPS output; h(xrov) is the measurement function; gps
represents the GPS output error; fgps(gps;xrov) and the white noise wgps(t) represent
the dynamic model for gps.
An exponentially damped position error model was used for the GPS receiver (Grewal
et al., 2007). It has the form
d
dt
2
6
4
pgpsN
pgpsE
pgpsD
3
7
5 =
2
6
4
 1=hor 0 0
0  1=hor 0
0 0  1=ver
3
7
5
2
6
4
pgpsN
pgpsE
pgpsD
3
7
5 +
2
6
4
whor(t)
whor(t)
wver(t)
3
7
5: (6.15)
In the equation, pgpsN;pgpsE;pgpsD represent the GPS North, East and Down com-
ponent position error; hor and ver denote the position error correlation times in the
horizontal and vertical plane respectively.
6.2.2 INS model
The INS model for integration is formulated mathematically as
zins = h(xrov) + ins (6.16)
d
dt
ins  fins(ins;xrov) + wins(t): (6.17)
In the above equation, zins is the INS output; h(xrov) is the measurement function; ins
represents the INS output error; fins(ins;xrov) and the white noise wins(t) represent the
dynamic model for ins.94 Chapter 6 Case Study
We have used the random-walk tilt model as the INS error model (Grewal et al., 2007).
It has the form
2
6 6
6 6
6 6
6 6
6
4
pinsN
pinsE
vinsN
vinsE
insN
insE
3
7 7
7 7
7 7
7 7
7
5
=
2
6 6
6 6
6 6
6 6
6
4
0 0 1 0 0 0
0 0 0 1 0 0
 
2
sch 0 0  2s
  g 0
0  
2
sch  2s
 0 0 g
0 0 0 0 0 0
0 0 0 0 0 0
3
7 7
7 7
7 7
7 7
7
5
2
6 6
6 6
6 6
6 6
6
4
pinsN
pinsE
vinsN
vinsE
insN
insE
3
7 7
7 7
7 7
7 7
7
5
+
2
6
6 6
6
6 6
6 6
6
4
0
0
0
0
w(t)
w(t)
3
7
7 7
7 7
7 7
7
7
5
:
(6.18)
In the above equation, pinsN;pinsE are the INS North and East component position
error; vinsN;vinsE are the INS North and East velocity error; insN;insE are the INS
North and East axis tilt error; 
sch is the Shuler frequency and is  0:00124 rad/s; s is
the sine of the latitude; 
 is the earth rotation rate and is  7:3  10 5; and g is the
gravitational acceleration which is  9:8ms 2.
6.2.3 Encoder model
We assume that the encoder measures a scalar random constant, velocity in this case.
We also assume that the measurement is corrupted by white noise. We can therefore
model the process as
x(t) = Ax(t   1) + Bu(t) +  (t)
= x(t   1) +  (t):
(6.19)
In the above equation, the state does not change from step to step so A = 1. There
is no control input so u = 0. The process noise is denoted by  (t). The measurement
model can be written as
z(t) = Hx(t) + w(t)
= x(t) + w(t):
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The noisy measurement is of the state directly so H = 1. The measurement noise is
represented by w(t). Each wheel has a local encoder. From Eq.6.8, vL = v1x = v2x and
vR = v3x = v4x. If there were a discrepancy between the encoder readings for v1x and
v2x due to noise for example, how do we know which one represents the correct value of
vL?
We solve this problem by implementing a Kalman lter in fusing each encoder's reading
to estimate the states vL and vR. We have assumed at the beginning of this section that
the encoders are trying to track a scalar random constant. From Eq.6.19, A = 1. We
can write the discrete form of this equation as
xk = xk 1 +  k: (6.21)
Here,  = eATs  1. We assume that the noise term  k has zero mean with standard
deviation Q. Therefore, the process noise covariance matrix is dened by
Q = E k k = 2
Q: (6.22)
The discrete measurement model is described by
zk = Hxk + wk: (6.23)
Since there are two observations of vL or vR, the measurement sensitivity matrix is
written as
H =
"
1
1
#
: (6.24)
We assume that the noise term wk has zero mean and standard deviation R. Therefore,
the measurement uncertainty covariance matrix is dened by
R = EwkwT
k =
"
2
R1 0
0 2
R2
#
: (6.25)
Using all the information, a Kalman lter for wheel velocity estimation can be imple-
mented as follows.
1. Compute a priori value of state estimate ^ x( ) = k 1^ xk 1(+).
2. Compute a priori value of the state estimate uncertainty covariance matrix
Pk( ) = k 1Pk 1(+)T
k 1 + Qk 1.96 Chapter 6 Case Study
3. Compute the Kalman gain Kk = Pk( )HT
k [HkPk( )HT
k + Rk] 1.
4. Compute posteriori value of Pk(+) = [I   KkHk]Pk( ).
5. Compute posteriori value of state estimate ^ xk(+) = ^ x( ) + Kk[zk   Hk^ x( )].
6.2.4 Sensor fusion
For this example of recongurable control a 16 state discrete extended Kalman lter
(EKF) was implemented to fuse all the dierent sensors. Table 6.1 shows the equations
involved in an EKF (Grewal and Angus, 2001). The states of the integrated system are
listed in Table 6.2.
The states of the rover model are augmented by the states of the error model of the
GPS and INS modules. In the following we discuss how we obtain the variables listed
in Table 6.1.
The integrated state transition matrix of the new system is a 16 16 matrix dened by
int =
2
6
4
rov 0 0
0 gps 0
0 0 ins
3
7
5: (6.26)
In the right hand side of the block matrix equation above,  = eTsF where F is the
dynamic coecient matrix and Ts is the sampling time. The state transition matrix
gps and ins are dened as follows (Grewal et al., 2007):
gps = exp
0
B
@Ts 
2
6
4
 1=hor 0 0
0  1=hor 0
0 0  1=ver
3
7
5
1
C
A (6.27)
ins = exp
0
B B
B B
B B
B B
B
@
Ts 
2
6 6
6 6
6 6
6 6
6
4
0 0 1 0 0 0
0 0 0 1 0 0
 
2
sch 0 0  2s
  g 0
0  
2
sch  2s
 0 0 g
0 0 0 0 0 0
0 0 0 0 0 0
3
7 7
7 7
7 7
7 7
7
5
1
C C
C C
C C
C C
C
A
(6.28)
In order to get the state transition matrix of the rover rov, the nonlinear state space
equation of the rover has to be discretized and linearized about the estimated trajectory.
Discretizing using Euler's method, we get an equation of the formChapter 6 Case Study 97
Nonlinear dynamic model:
xk = fk 1(xk 1;uk) + wk; wk  N(0;Qk)
Nonlinear measurement model:
zk = hk(xk) + vk; vk  N(0;Rk)
Nonlinear implementation equations:
Computing the predicted state estimate:
^ xk( ) = fk 1(xk 1(+);uk)
Computing the predicted measurement:
^ zk = hk(^ xk( ))
Linear approximation equations:
k 1 
@fk
@x



x=^ xk 1( )
Hk 
@hk
@x
 

x=^ xk 1( )
Conditioning the predicted estimate on the measurement:
^ x(+) = ^ x( ) + Kk(zk   ^ zk)
Computing the a priori covariance matrix:
Pk( ) = k 1Pk 1(+)T
k 1 + Qk 1
Computing the Kalman gain:
Kk = Pk( )HT
k [HkPk( )HT
k + Rk] 1
Computing the a posteriori covariance matrix:
Pk(+) = I   KkHkPk( ).
Table 6.1: Discrete Extended Kalman lter equations98 Chapter 6 Case Study
State Variable Description
x1 X x-coordinate in the inertial frame
x2 Y y-coordinate in the inertial frame
x3  heading angle of the rover
x4 vx rover linear velocity
x5 ! rover angular velocity
x6 pgpsN GPS north component position error
x7 pgpsE GPS east component position error
x8 pgpsD GPS down component position error
x9 pinsN INS north component position error
x10 pinsE INS east component position error
x11 vinsN INS north component velocity error
x12 vinsE INS east component velocity error
x13 insN INS north axis tilt error
x14 insE INS east axis tilt error
x15 pinsD INS down component position error
x16 vinsD INS down component velocity error
Table 6.2: kalman states
xk = (I5 + Ts)fk 1(xk 1;uk) + wk): (6.29)
Using Eq. 6.12 in Eq. 6.29,
2
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6 6
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7 7
5
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0 0 0 cosxk 1
3 x0 sinxk 1
3
0 0 0 sinxk 1
3 x0 cosxk 1
3
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4
m
0 0 0
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mx2
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:
(6.30)
In the above equations,fxkjk = 0;1;2;4;:::g is a vector valued sequence. To get k 1,
the rst term of the right hand side of Eq. 6.30 is linearized about the estimated
trajectory by taking the partial derivative of fk 1(xk 1;uk) with respect to x:
k 1 = I5 + Ts
@fk 1(xk 1)
@x
 

x=^ x( )
: (6.31)Chapter 6 Case Study 99
The matrix of partial derivatives or the Jacobian matrix from Eq. 6.31 is represented
by
2
6 6
6 6
6 6
6 6
6
4
0 0  ^ xk 1
4 sin ^ xk 1
3 + ^ xk 1
5 d0 cos ^ xk 1
3 cos ^ xk 1
3 d0 sin ^ xk 1
3
0 0 ^ xk 1
4 cos ^ xk 1
3 + ^ xk 1
5 d0 sin ^ xk 1
3 sin ^ xk 1
3  d0 cosxk 1
3
0 0 0 1 0
0 0 0
^ xk 1
5
m
^ x4
k 1
m
0 0 0  2
^ xk 1
4
md0 + I
0
3
7 7
7 7
7 7
7 7
7
5
: (6.32)
The integrated state estimation uncertainty covariance matrix P is a 16  16 matrix
dened by
Pint =
2
6
4
Prov 0 0
0 Pgps 0
0 0 Pins
3
7
5: (6.33)
From table 6.1, P is updated at every timestep. However, the designer will have to
give its initial values. The initial values of Prov, Pgps and Pins can be set to reect the
designer's uncertainty of the initial states:
P0
rov =
2
6 6
6 6
6 6
4
p1rov 0 0 0 0
0 p2rov 0 0 0
0 0 p3rov 0 0
0 0 0 p4rov 0
0 0 0 0 p5rov
3
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0 0 p3gps
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5
:
(6.34)
The integrated process noise covariance matrix Q is a 16  16 matrix dened by100 Chapter 6 Case Study
Qint =
2
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Qrov 0 0
0 Qgps 0
0 0 Qins
3
7
5: (6.35)
The process noise covariance matrices Qrov;Qgps and Qins have the forms:
Qrov =
2
6 6
6 6
6 6
4
q1rov 0 0 0 0
0 q2rov 0 0 0
0 0 q3rov 0 0
0 0 0 q4rov 0
0 0 0 0 q5rov
3
7 7
7 7
7 7
5
Qgps =
2
6
4
q1gps 0 0
0 q2gps 0
0 0 q3gps
3
7
5
Qins =
2
6
6 6
6 6
6 6
6 6
6
6 6
6 6
4
q1ins 0 0 0 0 0 0 0
0 q2ins 0 0 0 0 0 0
0 0 q3ins 0 0 0 0 0
0 0 0 q4ins 0 0 0 0
0 0 0 0 q5ins 0 0 0
0 0 0 0 0 q5ins 0 0
0 0 0 0 0 0 q5ins 0
0 0 0 0 0 0 0 q5ins
3
7
7 7
7 7
7 7
7 7
7 7
7 7
7
5
:
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We next turn our attention to the measurement model zk = hk(xk) + vk. The GPS
module outputs 3 position components according to the north, east and down frame.
The INS module outputs 3 position components and one heading angle. The wheel en-
coder outputs a linear velocity and an angular velocity component. In all, 9 outputs are
observed by the measurement model. The Measurement sensitivity matrix has a 9  16
dimension and is dened as follows:
H =
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5
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The last variable needed to implement the extended Kalman lter is the measurement
uncertainty covariance matrix R. The values of the covariance matrix reects the noise
associated with the sensor modules. In our work, the integrated measurement uncer-
tainty covariance matrix is a 9  9 matrix dened by
Rint =
2
6
6 6
6
4
Rgps 0 0 0
0 Rins 0 0
0 0 Rlenc 0
0 0 0 Rrenc
3
7
7 7
7
5
: (6.37)
The components Rgps, Rins, Rlenc and Rrenc are dened as follows:
Rgps =
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0 r2l
#
Rrenc =
"
r1r 0
0 r2r
#
:
(6.38)
6.3 Multiagent Recongurable Control of Rover
The multiagent framework presented in this work is utilized to control the rover.
Figure 6.5 shows our solution to the fault tolerant control system. As a reminder, the
monitor agent Am takes the role of the FDD component in our work. The planner
agent Ap and the control agents Ak
c;k = 1;:::;4 take the role of the reconguration
component. The action of Am is passed to Ap. The planner decides on which controller
to use and passes it on to Ac. It also decides on the parameter settings of the system
and changes it accordingly.
6.3.1 Planner Agent
The planner agent Ap is realized with two memory banks. The solution memory Ms
stores the parameters of learned controllers c1;:::;cn. When an unmodelled fault occurs,102 Chapter 6 Case Study
Figure 6.5: Multiagent control of rover. Monitoring agent Am takes the role of the
FDD component. Similarly, Ap and Ak
c take the role of the reconguration component
in a fault tolerant control system.
Ap instruct the control agents to learn a new controller. If a solution is found, the newly
learned control parameters are stored and Ms = c1;:::;cn+1. If no solution is found,
Ap shuts down the system and waits for an operator intervention.
The resource memory Mr stores parameter settings of the system. In our case study,
the resource memory of the planner agent contains the Kalman lter parameters of the
rover. So Mr = fbgps;bins;blenc;brencg where b denotes the Kalman lter structure. By
changing the Kalman lter parameters, specically the measurement noise matrix R, Ap
has the ability to control whether a sensor should be turned on or o.
6.3.2 Control Agent
For our case study, we dene a continuous state set S 2 R5. The components are listed
in Table 6.3.
Inputs Description Range
1 Bias term 1
vx Velocity of rover [ 3;3] ms 1
! Angular velocity of AGV [ ;] rad=s
ev Error between reference linear velocity and [ 6;6] ms 1
actual linear velocity
e! Error between reference angular velocity and [ 2;2] rad=s
actual angular velocity
Table 6.3: Inputs of network
At any time t, the input state to the reinforcement learning algorithm can be represented
as st =
h
1 vx ! ev e!
iT
. We also dene a normalized continuous action set A 2
[ 1;1] for each agent Ak
c. The action set represents the torque that can be applied to a
motor.Chapter 6 Case Study 103
The function approximator depicting the states and action sets is shown in Figure 6.6
The network consists of four inputs corresponding to the rover model, one bias term, four
hidden units and four outputs corresponding to the actions of the four control agents.
6.3.3 Monitor Agent
We have dened 6 sensor modules in our case study. A FuzzyART network is created for
each sensor and one additional network is created to detect unmodelled faults. We dene
the action set of the monitor agent A 2 R7. The action set contains the fault status F
and is dened as aAm
t = ffenc1;fenc2;fenc3;fenc4;fgps;fins;funcg. Each fault status can
take on any integer value fd  1 where d represents one of the seven networks. The
default value is fd = 1 and has the meaning that the module in question is not faulty.
The sensor data are sampled and stored in a buer. The monitor agent processes the
data every 64 timesteps. Unmodelled faults are detected by presenting the mean squared
error of the linear and angular velocity for the last 64 timesteps as inputs to one of the
FuzzyART network. If the data pattern is signicantly dierent from the default mode,
an error is agged.
Figure 6.6: Direct policy search neural network with 4 states, 1 bias term, 4 hidden
units and 4 outputs104 Chapter 6 Case Study
6.4 Simulation Results
The multiagent fault tolerant control system presented in this work was tested on the
rover model. It was assumed that no predened controllers exist in the planner agent's
memory. It is therefore necessary for the control agents Ak
c to initially learn a con-
troller. Table 6.4 lists down the numerical values for all parameters that are used in the
simulation.Chapter 6 Case Study 105
Table 6.4: Numerical values for system parameters
Variable Value Description
Rover
r 0:08 m eective rolling radius of wheel
a 0:3 m distance from COM to rear wheel axes
b 0:25 m distance from COM to front wheel axes
c 0:2 m body width of rover in metres
m 15 kg total mass of rover
I 0:578 kgm2 rover moment of inertia
xICR  0:2 m xed coordinate of rover ICR
s 0:01 longitudinal coulumb friction coecient
l 0:3 lateral coulumb friction coecient
g 9:8 kgms 2 gravitational acceleration
Sensor
hor 37 sec horizontal position error correlation time
ver 32 sec vertical position error correlation time

2
sch 0:00124 rad/s Schuler frequency

 7:3  10 5 rad/s earth rotation rate
Kalman lter
p1rov 0:001 initial rover covariance matrix element,P0
rov(1;1)
p2rov 0:001 initial rover covariance matrix element,P0
rov(2;2)
p3rov 0:001 initial rover covariance matrix element,P0
rov(3;3)
p4rov 0:001 initial rover covariance matrix element,P0
rov(4;4)
p5rov 0:001 initial rover covariance matrix element,P0
rov(5;5)
p1gps 101:435 initial GPS covariance matrix element,P0
gps(1;1)
p2gps 82:863 initial GPS covariance matrix element,P0
gps(2;2)
p3gps 2:355 initial GPS covariance matrix element,P0
gps(3;3)
p1ins 0 initial INS covariance matrix element,P0
rov(1;1)
p2ins 0 initial INS covariance matrix element,P0
rov(2;2)
p3ins 0 initial INS covariance matrix element,P0
rov(3;3)
p4ins 0 initial INS covariance matrix element,P0
rov(4;4)
p5ins 0 initial INS covariance matrix element,P0
rov(5;5)
p6ins 0 initial INS covariance matrix element,P0
gps(1;1)
p7ins 1 initial INS covariance matrix element,P0
gps(2;2)
p8ins 0 initial INS covariance matrix element,P0
gps(3;3)
q1rov 2 rover process noise matrix element,Qrov(1;1)
q2rov 2 rover process noise matrix element,Qrov(2;2)106 Chapter 6 Case Study
Table 6.4: (continued)
Variable Value Description
q3rov 0:001 rover process noise matrix element,Qrov(3;3)
q4rov 2 rover process noise matrix element,Qrov(4;4)
q5rov 0:001 rover process noise matrix element,Qrov(5;5)
q1gps 0:0520 GPS process noise matrix element,Qgps(1;1)
q2gps 0:0425 GPS process noise matrix element,Qgps(2;2)
q3gps 0:0012 GPS process noise matrix element,Qgps(3;3)
q1ins 0 INS process noise matrix element,Qins(1;1)
q2ins 0 INS process noise matrix element,Qins(2;2)
q3ins 0 INS process noise matrix element,Qins(3;3)
q4ins 0 INS process noise matrix element,Qins(4;4)
q5ins 4:558  10 16 INS process noise matrix element,Qins(5;5)
q6ins 4:558  10 16 INS process noise matrix element,Qins(1;1)
q7ins 0 INS process noise matrix element,Qins(2;2)
q8ins 0 INS process noise matrix element,Qins(3;3)
r1gps 0:1 GPS measurement noise matrix element,Rgps(1;1)
r2gps 0:1 GPS measurement noise matrix element,Rgps(2;2)
r3gps 0:1 GPS measurement noise matrix element,Rgps(3;3)
r1ins 0:01 INS measurement noise matrix element,Rins(1;1)
r2ins 0:01 INS measurement noise matrix element,Rins(2;2)
r3ins 0:01 INS measurement noise matrix element,Rins(3;3)
r4ins 0:01 INS measurement noise matrix element,Rins(4;4)
r1l 2 left encoder measurement noise matrix element,Rlenc(1;1)
r2l 2 left encoder measurement noise matrix element,Rlenc(2;2)
r1r 2 right encoder measurement noise matrix element,Rrenc(1;1)
r2r 2 rignt encode measurement noise matrix element,Rrenc(2;2)
6.4.1 Training phase
The rst step is to learn a controller for the dynamic subsystem as in Figure 6.5. The
dynamic controller regulates the states x4 = vx and x5 = ! of the rover system. The
system is sampled at a frequency of f = 100 Hz. The sampling time Ts = 1=f = 0:01s.
The learning process is broken down into episodes where each episode consist of 4000
timesteps. The horizon time of each episode can be calculated as tT = 4000  Ts = 40s.
In each controller learning episode, a random reference linear velocity vref
x and a reference
angular velocity !ref is generated. The control agents Ak
c try to minimize the velocity
errors of the system. The velocity errors are dened as:Chapter 6 Case Study 107
ev = vref
x   vx; (6.39)
and
e! = !ref   !: (6.40)
The episode is terminated when ev < v and e! < ! or when the horizon time tT is
reached. After several episodes, the system is tested to see whether a reliable controller
has been learned.
This leads us to the next step of learning a controller for the task. A kinematic controller
which regulates the states x1 = X, x2 = Y and x3 =  is put in place in a cascaded
structure. The kinematic controller in our work is implemented as a proportional con-
troller with gain KX for the state x1 = X, KY for the state x2 = Y and K for the state
x3 = . The reference values for the dynamic controller are generated by the output of
the kinematic controller.
At the start of a controller test episode, reference end positions Xref
end;Y ref
end are randomly
generated. The reference end position is broken down into small increments,
X =
Xref
end
m
;
and
Y =
Y ref
end
m
:
Here, m is an integer. At each timestep n, the reference values for the kinematic con-
troller are obtained by,
Xref
n = Xref
n 1sgn(Xref
end   Xref
n 1)X; (6.41)
and
Y ref
n = Y ref
n 1sgn(Y ref
end   Y ref
n 1)Y: (6.42)
The reference heading angle ref
n at each timestep n is calculated as108 Chapter 6 Case Study
ref
n = arctan
Y ref
n   Yn
Xref
n   Xn
: (6.43)
For every timestep n in a controller test episode, the kinematic controller outputs the
reference velocities vref
n and !ref
n . The control agents Ak
c try to track the reference
velocities with the controller obtained during the controller learning episodes. The
performance of the controller can be measured by taking the mean squared error of the
velocities for the whole episode. If the episode takes N timesteps to terminate, the mean
squared error can be calculated as follows:
MSE(v;vref) =
1
N
N X
i=1
(vi   vref
i )2; (6.44)
MSE(!;!ref) =
1
N
N X
i=1
(!i   !ref
i )2: (6.45)
The controller learning and testing process is repeated until the mean squared errors of
the velocities are smaller than a threshold,
MSE(v;vref) < v ^ MSE(!;!ref) < !: (6.46)
Figure 6.7 and Figure 6.8 show the mean squared error of the linear and angular velocity
as the training episodes increase.
Figure 6.7: Mean squared error of linear velocity during training.
After the control agents have learned a controller, it is stored in Ms of the planner
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Figure 6.8: Mean squared error of angular velocity during training.
6.4.2 Executing a control task
The controller that was stored can now be chosen by the planner agent Ap to execute a
control task.
It is important to note that no explicit training was done for the monitor agent. This is
because the ART network is an online classication algorithm. The only necessary step
that must be taken is to ensure that the system starts in the default mode (error free)
at the beginning of the control task.
To test the multiagent fault tolerant control system, several cases were studied.
6.4.2.1 Case 1:
In the rst case, no faults were introduced. This is the default operation mode. The
agents were given a reference position. The agents must control the rover so that it
reaches the reference position. Figure 6.9 illustrates how the agents track the reference
linear velocity, reference angular velocity, reference heading angle, reference X position
and reference Y position. The solid lines in the gure represent the actual value and
the dashed lines represent the reference values.
The agents were given a reference coordinate of [35m;35m]. The controller learned by
the control agents succeeded in tracking the reference values. The rover arrived at its
reference position after about 15 seconds and completely stops after about 29 seconds.
Since no fault was introduced, the monitor agent did not detect any faults and outputs
the action aAm
t = f1;1;1;1;1;1;1g for all time t. The control agents executed its task
until its goal was reached.110 Chapter 6 Case Study
Figure 6.9: Default operation mode. No faults are introduced. The graph shows how
the reference values are tracked.
Figure 6.10 shows the actions taken by the agents. It shows that the uctuation of the
action taken by the control agents were very high towards the end of the task. This is
due to the nonlinear nature of the task. The agents needed to compensate the nonlinear
resistive forces acting on the rover. However, this could result in jerky movements by
the rover. A low pass lter was added to lessen the uctuation of the actions thereby
resulting in much smoother movements.
It was heuristically determined that a passband of 0 to 30 Hz and at least 60 dB of
attenuation in the stop frequency of 40 Hz to the Nyquist frequency (50 Hz) yielded the
best result. Figure 6.11 shows the result of the ltered actions.
6.4.2.2 Case 2:
In the second case, we introduced a sensor fault to the system after time t > Ttr1.
Specically, one of the encoders was turned o to simulate a faulty encoder. As with
the rst case, a reference position is given to the agents. The agents must control the
rover so that it reaches the reference position. Figure 6.12 and Figure 6.13 show how
the agents respond to faults.
From Figure 6.12, an encoder fault was triggered at t > 500 time steps. This is shown
as a dashed line in the top left graph of Figure Figure 6.12. For the dashed line, the
value of 0:25 means that no fault has been triggered. The value of 0:75 means that
a fault has been triggered. So in Figure 6.12, a fault is only triggered in encoder 1.
The output of the monitor agent Am for encoder 1 changes value shortly thereafter and
aAm
t = f2;1;1;1;1;1;1g for roughly 5 sec < t < 6 sec. This is shown as a solid line inChapter 6 Case Study 111
Figure 6.10: Torque applied to actuators (agent action) during the course of simula-
tion. Action uctuation was very high.
the graph. For the solid line, the value 1 means that the sensor is working properly.
The value 2 means that the sensor is faulty. The fault value is passed to Ap. Upon
receiving the fault status from Am, Ap changed the parameter settings of the system. In
this case, the parameter setting was the Kalman lter measurement uncertainty value
of the sensor. By changing it to a very large value, the faulty sensor readings are
discarded. After the system is recongured, the output of the monitor agent outputs
aAm
t = f1;1;1;1;1;1;1g for roughly t > 6 sec.
Figure Figure 6.13 shows how the linear velocity, angular velocity, heading angle and
position are tracked. The solid lines are the actual values of the system and dashed
lines are the reference values. It can be seen from the top left graph of Figure 6.13
that a sudden jump in the velocity value is detected. This is caused by a faulty sensor
reading when a sensor is turned o. This anomaly can also be seen in the graphs of
the heading angle and the angular velocity. After reconguration of the system, the
agents successfully completed the control task and reached their goal after about 20112 Chapter 6 Case Study
Figure 6.11: Torque applied to actuators (agent action) during the course of simula-
tion with a low pass lter implemented. This resulted in smoother rover movements.
sec. It is interesting to note that the overall performance of the control system is not
badly aected. This can be seen from the top right graph of Figure 6.13. The rover
closely tracks its reference position even in the presence of faulty sensors. This can be
attributed to the sensor fusion technique that was discussed earlier in this chapter.
6.4.2.3 Case 3:
In the third case, we introduce an actuator fault to the system after time t > Ttr2. This
can also be seen as introducing an unmodelled fault since we did not explicitly train
the agents to control the rover with anything less than four functioning actuators. As
before, a reference position is given to the agents. The agents must control the rover
so that it reaches the reference position. Figure 6.14 shows how the monitor agent Am
responds when one actuator is turned o.
The top graph of Figure 6.14 shows the response of the monitor agent Am. The other
four graphs show the fault trigger for each wheel. The monitor agent does not detectChapter 6 Case Study 113
Figure 6.12: A sensor fault was introduced. The output value of Am changes value
for one of the sensor modules. A value of 1 means that the sensor is properly working.
A value of 2 means that there is a fault. The graph shows that after reconguration,
the output of the monitor agent returns no fault status.
that a fault has occurred. This is due to the fact that the system has learned a controller
that is robust enough to accommodate faulty actuators and complete its intended task.
This is shown in Figure 6.15 where the system was able to track its reference values even
though one actuator is faulty.
Figure 6.16 to Figure 6.19 suggest that as long as there are redundant actuators that
allow the system to maintain a course (i.e. there is a way to produce torque on the left
and right side of the rover), the system is able to accommodate faulty actuators and
complete its task.
In Figure 6.16, we triggered a fault by turning o the front left motor and the front
right motor. Since the rover was still able to produce torque on both sides (through rear
left and rear right motors), the agents found a way to control the rover and complete
its task.114 Chapter 6 Case Study
Figure 6.13: A sensor fault was introduced. The gures above show how the reference
values are tracked. After reconguring system parameters, the rover is able to complete
the control task.
This can be seen from Figure 6.17. The agents were able use the remaining actuators to
manipulate the rover to track its reference values very closely. However, the rover took
longer to get to its goal. This due to the fact that when the rover is close to its goal,
having only two motors to work with aects the agents' capability to manipulate the
rover quickly when making small moves. This can be seen by the oscillating reference
values seen in the bottom left and bottom right graph of Figure 6.17.
In Figure 6.18, we triggered a fault by turning o the front left motor and the rear right
motor. As with the previous scenario, the rover was still able to produce torque on both
sides (through rear left and front right motors) and the agents found a way to control
the rover and complete its task.
Figure 6.19 shows how the rover is controlled by the agents. The agents were able use
the remaining actuators to manipulate the rover to track its reference values. As with
the previous scenario, the rover took longer to get to its goal and the same argument
applies to this scenario.
In Figure 6.20, we triggered a fault by turning o the front right motor and the rear
right motor. The rover is not able to produce torque on the right side. Am detects a
fault a few seconds after the fault was triggered.
This is due to the fact that the control agents were still able to control the rover for
a while, even after the fault was triggered. This is shown inFigure 6.21 where the
dierence between the reference and actual values of the system begins to grow as time
passes. After Am realizes that the control agents are no longer capable to maneuveringChapter 6 Case Study 115
Figure 6.14: Am response to actuator faults. The gure shows the simulation of a
fault in the front left motor of the rover.
the rover, it raises a fault and outputs aAm
t = f1;1;1;1;1;1;2g at time t  13 sec. The
fault information is sent to Ap. The planner agent shuts down the system since there is
no way to maneuver the rover in a controlled manner.
Looking at the top right graph of Figure 6.21, the agents were able to maneuver the
rover to its goal position but was unable to stop. It starts to veer o to its right since
the torque of the rover only comes from the left side (through the rear left and front
left motors). This results in the mean squared error of the linear and angular velocity
to grow thus allowing Am to detect the fault.
6.4.2.4 Case 4
In the next scenario, an actuator delay to was introduced in the simulation. As before,
a reference position was given to the agents. The agents must control the rover so that116 Chapter 6 Case Study
Figure 6.15: Reference value tracking during one episode. The system was still able
to complete the control task in the presence of an actuator fault
it reaches the reference position. Figure 6.22 - Figure 6.25 show how the rover responds
to the fault.
Figure 6.22 depicts how the system responds when an actuator delay of Td = 3Ts was
simulated. The controller was able to accommodate the delay and the agents successfully
controlled the rover to its goal. It can be seen however, that there was an added noise
to the angular velocity due to the fault.
Figure 6.23 illustrates how the system reacts to an actuator delay of Td = 5Ts. The
agents were still able to complete their task. However, it can be seen that an oscillation
of the heading angle started to form. Spikes in the desired linear and angular velocity
was also apparent. This was due to the fact that the agents were trying to compensate
for the fault. It had to explore actions that would minimize the error in the system.
Figure 6.24 shows a more degraded performance when an actuator fault of Td = 9Ts was
presented. The agents were still able to complete the task. A signicant oscillation of
the heading angle and angular velocity appeared at the end of the simulation. Because
of the delay in torque eect. The agents think that the actions taken were not sucient,
so it tried to compensate for the action. After sucient data had been sampled, it
settled on the actions that minimized the error and allowed it to complete its task.
Figure 6.25 shows the agents failure to control the rover when an actuator fault of
Td = 10Ts was presented in the simulation. The graphs show that the agents were not
able to predict the system's response when they took their actions. The fault was tooChapter 6 Case Study 117
Figure 6.16: Am response to front left motor and front right motor failure. No fault
was detected due to robust nature of controller. See Figure 6.17.
severe for the system to recover. The system shuts down after 100 seconds and waits
for an operator intervention.
6.4.3 Controller Comparison
In order to measure the performance of the proposed controller relative to other meth-
ods, a comparison with the controller designed by Kozlowski (2004) was carried out.
Kozlowski (2004) designed a cascading control structure for a 4-wheel skid-steering ve-
hicle similar to our rover model. It used a feedback linearization technique on the
kinematic subsystem and a backstepping technique on the dynamic subsystem. In the118 Chapter 6 Case Study
Figure 6.17: Reference value tracking corresponding to Figure 6.16. The system was
still able to complete the control task in the presence of actuator faults.
following, our proposed controller will be referenced to as Rl whereas the controller by
Kozlowski (2004) will be referenced to as Fbl.
Figure 6.26 shows the tracking performance of the two controllers with respect to a
desired trajectory. It can be seen from the gure Fbl takes longer to converge to the
trajectory compared to Rl. This is due to the ability of reinforcement learning algorithms
to maximize its return according to the reward function.
In the next simulation, an actuator delay was introduced as was discussed in the previous
section. Figure 6.27 - Figure 6.30 show the performance of both controllers.
Figure 6.27 shows the performance of the controllers when an actuator delay of Td = 3Ts,
where Td is the delay time and Ts is the sampling time, was introduced. Both controllers
were still able to control the rover. A small damped oscillation about the trajectory was
seen to develop by Rl at the start of the tracking task. Fbl took longer to converge to
the trajectory and overshot the trajectory at the end of the task.
In Figure 6.28 an actuator delay of Td = 4Ts was introduced. It can be seen from the
gure that the Fbl showed a very large tracking error compared to its counterpart. Rl
was able to recongure the system and functioned with a sligthly degraded performance.
Figure 6.29 illustrates the performance of both controllers when presented with an ac-
tuator delay of Td = 9Ts. Fbl failed to track the desired trajectory. Rl on the other
still manages to track the desired trajectory albeit with a more degraded performance
compared to the previous case.Chapter 6 Case Study 119
Figure 6.18: Am response to front left motor and rear right motor failure. No fault
detected due to robust nature of controller. Figure 6.19.
In the nal simulation an actuator delay of Td = 10Ts was introduced. Figure 6.30
illustrates that both Rl and Fbl failed to track the desired trajectory. This is due to the
fact that the error was too great to accommodate, even for Rl.
From the simulations that were carried out, it was shown that our proposed controller
(Rl) outperformed the controller designed by Kozlowski (2004) (Fbl) with respect to
trajectory tracking. It was shown that both controllers were robust enough to accom-
modate an actuator delay of up to Td = 3Ts. Thereafter the delay was too much for Fbl
to overcome. This was shown in Figure 6.28 and subsequent gures. On the other hand,
Rl was able to deal with a delay of up to Td = 9Ts. Actuator delays of more than 9Ts
caused Rl to fail. We therefore conclude that Rl is signicantly more robust compared
to Fbl with regards to an actuator delay fault.120 Chapter 6 Case Study
Figure 6.19: Reference value tracking corresponding to Figure 6.18. The system was
still able to complete the control task in the presence of actuator faults
6.5 Chapter Conclusion
We have demonstrated in this chapter how our proposed approach to fault tolerant
control problem can be implemented on a nonlinear system. A model for a 4-wheel
skid-steering vehicle or simply called rover was derived.
In order to simulate a complete system which allows the demonstration of dealing with
faulty sensors and actuators, three dierent types of sensors were modelled to measure
variables such as rover position and velocity. A global position system (GPS) module,
an inertial navigation system (INS) module, and four encoders situated on the wheels
of the rover make up the sensory system of the rover. The sensors were then fused using
an extended Kalman lter.
We then showed how the multiagent framework ts into the control structure of the rover.
The implementation of Ap, Am and Ac was discussed. Am took the role of the fauld
detection and diagnosis component of the fault tolerant control architecture. On the
other hand, Ap and Ac took the role of the reconguration and control component. The
multiagent fault tolerant control system was tested on the rover model. It was assumed
that no predened controllers exist in the planner agent's memory. The control agents
Ac had to initially learn a controller.
After learning was complete, several cases were simulated and the response of the system
was discussed. In the rst case, no fault was introduced. The rover succeeded in reaching
its goal. The monitor agent did not raise a fault alarm during the entire duration of
simulation.Chapter 6 Case Study 121
Figure 6.20: Am response to front right motor and rear right motor fault. The
monitor agent detects a fault after realizing that the rover cannot be controlled.
In the second case, a sensor fault was introduced in the simulation. The monitor agent
was able to detect the fault and alert the other agents. The system was then recongured
before proceeding with the original control task. The rover again succeeded in reaching
its goal.
In the third and fourth case, actuator faults were introduced. It was shown that the
agents were able to work together to detect faults that were triggered. We showed that
our design was robust to actuator faults as long as the agents were given the means to
produce torque on both sides. The monitor agent detected a fault as soon as the system
was no longer able to maneuver the rover. It was also shown that the controller was
robust enough to deal with actuator delays.
A comparison to another type controller was carried out. It was determined that the
proposed controller had a higher robustness with regards to an actuator delay fault.122 Chapter 6 Case Study
Figure 6.21: Rover trajectory after both motors on right side were turned o. A few
seconds after the fault was triggered, agent loses the ability to maneuver the rover.
Figure 6.22: System response to an actuator delay of Td = 3Ts. The controller was
able to accommodate the delay and the agents successfully controlled the rover to its
goal.Chapter 6 Case Study 123
Figure 6.23: System response to an actuator delay of Td = 5Ts. The agents were
able to control the rover to reach its goal after reconguring the system, but with a
degraded performance.
Figure 6.24: System response to an actuator delay of Td = 9Ts. As with the previous
case, the agents were able to control the rover to reach its goal after reconguring
the system. However, the performance degradation of the system is more pronounced
compared to the previous case.124 Chapter 6 Case Study
Figure 6.25: System response to an actuator delay of Td = 10Ts. The agents failed
totally to control the rover. The actuator delay was so great that the system was not
able to accommodate the fault. The system shuts down and waits for an operator
intervention.
Figure 6.26: Tracking performance of the proposed controller (blue line) compared
to the controller by (Kozlowski, 2004) (green line). No faults were introduced.Chapter 6 Case Study 125
Figure 6.27: Tracking performance of Rl compared to Fbl (green line). Actuator
delay of Td = 3Ts was introduced.
Figure 6.28: Tracking performance of Rl compared to Fbl (green line). Actuator
delay of Td = 4Ts was introduced.126 Chapter 6 Case Study
Figure 6.29: Tracking performance of Rl (blue line) compared to Fbl (green line).
Actuator delay of Td = 9Ts was introduced.
Figure 6.30: Tracking performance of Rl (blue line) compared to Fbl (green line).
Actuator delay of Td = 10Ts was introduced.Chapter 7
Conclusion
This chapter completes our investigation into online multiagent recongurable control
systems. We will discuss some areas that could be extensions of the methods proposed.
We will then summarize our work in the last section of this chapter.
7.1 Future Work
In the scheme presented the planner agent Ap only stores learned controllers and system
parameter settings. When a new controller has to be learned, it instructs the control
agents to do so. Since this was done on a simulation of a rover, this would not be a
problem. In real systems however, exploring new actions could have adverse eects on
the system. For example, say the rover is carrying a sensitive instrument when one of
its motor has a fault. Letting the control agents explore new actions could result in the
rover in behaving wildly thus damaging the potentially very expensive instrument.
A potential solution to this is to store a model of the system in the planner agent's
memory. The planner agent would then learn a new controller from the stored model
before passing it on to the controller agents. This would minimize the risk of damaging
the system.
Work done by Tadepalli and Ok (1994) suggest that a model could be learned online.
The authors introduced a model-based reinforcement learning method called H-learning.
This algorithm updates the system model by estimating the probability P(s0js;a) of the
reaching a state s0 from s every time an action is taken. Let N(s;a) be the number of
times action a is taken from state s. Let N(s;a;s0) be the number of times taking action
a in state s resulted being state s0. The probability of being in state s0 by taking an
action a in state s is then estimated as
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P(s0js;a) =
N(s;a;s0)
N(s;a)
: (7.1)
If we dene Mm to be the model memory of Ap, the above equation could be used by
Ap to update the system's model residing in Mm. Every time the control agent takes
an action a, the planner could update its model by observing the current state s and
resulting state s0 and using the above equation.
Since a fault would change the model of the system, the learned model would be invalid.
This can be xed by only taking the model of the vehicle for the last k time steps. This
would ensure that only a recent model is stored in Mm.
In our work, we have used a multiagent direct policy search algorithm as the internal
architecture of a control agent Ac. We have stated in Section 3.3.3 that direct policy
search reinforcement learning algorithms are preferred when a simple policy class P
that maps the features of the state to actions can be found. Reinforcement learning
with value functions on the other hand is more suitable for high level learning tasks. If
the two classes of reinforcement learning were to be combined for fault tolerant control,
dierent types of unmodelled faults could be solved.
Consider driving an underpowered rover up a steep mountain road as discussed in Sutton
and Barto (1998) and shown in Figure 7.1. The only solution to this problem is to rst
build up inertia by moving up and down the slopes.
Figure 7.1: Driving an underpowered rover up a steep hill. The only solution is to
build up inertia by moving up and down the slopes. Figure adapted from Sutton and
Barto (1998).
The multiagent direct policy search algorithm used in our work would not be able to
solve this problem since this would be considered a high level learning task where a long
term strategy is needed. Reinforcement learning with value function algorithms such as
the SARSA algorithm is more suitable for this type of task. The only problem with this
type of algorithm is that the action set must be discrete since a value would have to be
stored for each state-action pair.
A possible solution for this is to switch algorithms when the situation calls for it. When
a fault occurs that require a high level strategy, the planner agent would instruct Ac to
learn a controller using value function reinforcement learning. The control agent couldChapter 7 Conclusion 129
then restrict the action set to a subset As 2 A. When the fault has been overcome, Ac
could then switch back to using the multiagent direct policy search algorithm to control
the rover.
Another extension to the current work is to test the designed control system on real world
examples. This addresses the issue of building a complete autonomous recongurable
controller from a practical point of view. The model used in our work was based on a
rover built in our autonomous systems laboratory.
The rover has four independently driven actuators, each controlled through an individual
embedded motor controller. It is equipped with four photodiode sensors mounted on
each wheel which serves as wheel encoders. A GPS/GSM module is used to calculate
the bearing and location of the rover. It can also be used to determine the velocity
of the rover. Two sonar sensors are mounted on the front of the AGV to detect and
avoid obstacles. It is equipped with a small yet powerful Gumstix motherboards with a
Marvell PXA270 600MHz processor running linux. It is a fully functional computer the
size of a gumstick. A true multi-agent system can be implemented in these embedded
processors where the planner, monitor and control agents all reside on separate hardware.
Figure 7.2 shows all the hardware components.
(a) Photodiode, sonar sensor, robostix, gumstix and
GPS/GSM module
(b) AGV
Figure 7.2: Hardware Components
7.2 Conclusion
The problem of properly integrating the fault detection and diagnosis (FDD) and the
control reconguration (CR) components of a fault tolerant control system was investi-
gated in this work. The merger of dierent subsystems should be straight forward but
is rarely the case in practice. The diculty lies in providing instantaneous information
for other subsystems despite working perfectly on its own. It was argued in Section 2.5
that an eective integration method of the two components still remains an open issue.130 Chapter 7 Conclusion
A novel approach using a multiagent framework was proposed to solve this hard problem.
This solution oered the the advantage of viewing the recongurable control system in
a modular manner. It allowed us to break down a system into subcomponents so as to
modularize and simplify the design and implementation.
The foundations needed to tackle our problem was presented in Chapter 3. An agent
is dened as a tuple A = h;X;Ki where  2  is the internal architecture,  2 X is
the communication set and  2 K is the resource set. Agents are classied according to
their properties. In our work, we dealt exclusively with reactive and learning agents.
A reactive agent's internal architecture is made up of conditional logic rules which maps
sensors directly to actions. The internal architecture of a learning agent on the other
hand involves implementing machine learning algorithms. Several machine learning
algorithms were presented. They serve as the basis for realizing the internal architecture
of the agents in our work.
Three types of agents were dened. They were the planner agent Ap, monitor agent
Am and control agent Ac. Section 4.5 described how the agents can cooperate to solve
a control problem. Ap is realized as a reactive agent which maps logical conditions to
actions. Am and Ac are learning agents where machine learning algorithms presented in
Chapter 3 were used as their internal architecture.
A planner agent Ap supervises the overall control of a task. A control agent Ac learns and
executes a controller to complete a task. A multiagent direct policy search algorithm
was used as the internal architecture of Ac. We extended the algorithm to allow for
continuous states and actions. A monitor agent Am detects and diagnoses a fault. An
ART network enabled Am to classify faults autonomously.
The methodology of this work was formally represented using the natural language pro-
gramming software sEnglish in Chapter 5. Sentences were written to dene procedures
that are needed to realize the multiagent recongurable control system.
A case study to demonstrate the the multiagent online recongurable controller was
presented in Chapter 6. A four wheeled vehicle was modelled along with the sensors
used to capture data. The control structure to implement the multiagent framework was
dened. Several faults were simulated and the response of the system was discussed. The
performance of the proposed architecture compared the controller designed by Kozlowski
(2004) was discussed.
We have also discussed some of the limitations of our work in the previous section and
presented potential solutions for future research. It is our view that the contribution
in this work opens up exciting new opportunities in the eld of fault tolerant control
systems for control and system engineers of future products.Appendix A
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