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Abstract. Deduction modulo is an extension of first-order predicate
logic where axioms are replaced by rewrite rules and where many the-
ories, such as arithmetic, simple type theory and some variants of set
theory, can be expressed. An important question in deduction modulo
is to find a condition of the theories that have the strong normalization
property. Dowek and Werner have given a semantic sufficient condition
for a theory to have the strong normalization property: they have proved
a ”soundness” theorem of the form: if a theory has a model (of a particu-
lar form) then it has the strong normalization property. In this paper, we
refine their notion of model in a way allowing not only to prove sound-
ness, but also completeness: if a theory has the strong normalization
property, then it has a model of this form. The key idea of our model
construction is a refinement of Girard’s notion of reducibility candidates.
By providing a sound and complete semantics for theories having the
strong normalization property, this paper contributes to explore the idea
that strong normalization is not only a proof-theoretic notion, but also
a model-theoretic one.
We say that a theory is consistent if it does not contain a contradiction.
Syntacticly, it means that we cannot prove all the formulae of this theory. In
order to prove consistency of a theory, we can use semantic tools: it has been
shown that having a {0, 1}-valued model is a sufficient semantic condition for
consistency of theories expressed in predicate calculus. Moreover, as proved by
Gödel, having a {0, 1}-valued model is also a necessary condition of consistency
for theories expressed in predicate calculus [11].
Deduction modulo [4] is a logical framework, based on Natural Deduction
where axioms are replaced by rewrite rules, allowing to express proofs of many
theories like arithmetic [8], simple type theory [5], some variants of set theory
[6], etc... In this framework, β-reduction of proofs is used to represent their cut
elimination, through the Curry-De Bruijn-Howard correspondence. Therefore
strong normalization of the β-reduction ensures the cut elimination property of
the corresponding theory, and furthermore its consistency. It ensures also the
disjunction property, the witness property, soundness of various proof search
methods, etc... But strong normalization is a strictly more powerful property
than consistency, as there exists consistent theories that don’t strongly normalize
[14]. Then we may wonder if there is such a sufficient and necessary semantic
condition of theories that are strongly normalizing.
The notion of reducibility candidates was first introduced by J.Y. Girard
[10], following the work of Tait [17]. We can see a posteriori, their work as proofs
of strong normalization, obtained by the existence of a C-valued model, where
C is the algebra of reducibility candidates. This work has been extended to, at
least, two non-trivial (as they contain strongly normalizing and not strongly
normalizing theories) logical frameworks: Pure Type Systems by P.A. Melliès
and B. Werner [15], and Deduction modulo by G. Dowek and B. Werner [7].
But what about the converse? We may wonder if having a C-valued model is
also a necessary semantic condition for the strong normalization property, i.e.
if all strongly normalizing theories expressed in Deduction modulo or Pure Type
Systems have a C-valued model.
In this paper, we exhibit a new algebra C′ which is a refinement of C and
we prove that having a C′-valued model is still a sufficient semantic condition
of strongly normalizing theories expressed in minimal deduction modulo. And
moreover, that it is also a necessary semantic condition of strongly normalizing
theories.
1 Minimal deduction modulo
1.1 Syntax
We consider a set {Ti} of sorts, an infinite set of variables of each sort, a set
{fj} of function symbols, and a set {Pk} of predicate symbols, that come with
their rank. The formation rules for objects and propositions are the usual ones.
– Variables of sort Ti are terms of sort Ti.
– If fj is a function symbol of rank 〈T1, . . . , Tn, U〉 and t1, . . . , tn are respec-
tively objects of sort T1, . . . , Tn, then fj t1 . . . tn is a term of sort U .
– If Pk is a predicate symbol of rank 〈T1, . . . , Tn〉 and t1, . . . , tn are respectively
objects of sort T1, . . . , Tn, then Pk t1 . . . tn is an atomic proposition.
Propositions are built-up from atomic propositions with the usual connective
⇒ and quantifier ∀ . Remark that, implicitly, quantification in ∀x.A is restricted
over the sort of the variable x.
Definition 1 (Terms and Propositions).
We call O (as objects), the set of terms: t ::= x | f t . . . t
We call P, the set of propositions: A ::= P t . . . t | A⇒ A | ∀x.A
In this language, proof-terms can contain both term variables (written x, y, . . .)
and proof variables (written α, β, . . .). We call X the set of proof variables and Y
the set of term variables. Notice that X and Y have no common element. Terms
are written t, u, . . . while proof-terms are written π, ρ, . . .
Definition 2 (Proof-terms).
We call T , the set of proof-terms: π := α | λα.π | π π′ | λx.π | π t
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Notice that variables α and x are bound in the constructions λα.π, and λx.π.
α-conversion, free and bound variables are defined as usual.
Each proof-term construction corresponds to a natural deduction rule: terms
of the form α express proofs built with the axiom rule, terms of the form λα.π
and (π π′) express proofs built respectively with the introduction and elimination
rules of the implication and terms of the form λx.π and (π t) express proofs built
with the introduction and elimination rules of the universal quantifier.
We call neutral those proof-terms of T that are not abstractions i.e. of the
form α, (ππ′) or (πt).
1.2 Typing rules
We call contexts, lists of declarations [α : A] where α is a proof-variable and A
is a proposition, such that each variable in a declaration is different from all the
other variables of the context. In this way, we only consider well formed con-
texts, therefore we have to deal with α-conversion, when concatening them: the
only proof-variables that two concatened contexts can share have to be declared
proofs of equivalent propositions. Notice that as we only declare proof-variables
in contexts, the concatenation of two contexts is always a context.
Given a congruence relation on propositions ≡ , we define typing rules as
usual, in deduction modulo:
A ≡ B (axiom)
Γ, α : A `≡ α : B
Γ,α : A `≡ π : B C ≡ A⇒ B (⇒-intro)
Γ `≡ λα π : C
Γ `≡ π : C Γ `≡ π′ : A C ≡ A⇒ B (⇒-elim)
Γ `≡ (π π′) : B
Γ `≡ π : A B ≡ ∀x.A, x 6∈ FV (Γ ) (∀-intro)
Γ `≡ λx.π : B
Γ `≡ π : B B ≡ ∀x.A, C ≡ (t/x)A, t has the sort of x (∀-elim)
Γ `≡ π t : C
Fig. 1. Typing rules
1.3 Proof reduction rules and strong normalization
In deduction modulo, the process of cut elimination is modeled by β-reduction.
We consider the contextual closure of the reduction rules given figure 2. These
rules correspond to proof reduction in natural deduction.
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(λα.π π′) → (π′/α)π
(λx.π t) → (t/x)π
Fig. 2. Proof reduction rules
We write (π′/α)π (resp. (t/x)π) the substitution of α (resp. x) by π′ (resp.
t) in π. We write π → π′ if π reduces in one step to π′, π →+ π′ if π reduces in
at least one step to π′, and π →∗ π′ if π reduces in an arbitrary number of steps
to π′.
A proof-term is said to be normal if it contains no redex and strongly normalizing
if all reduction sequences issued from this proofs are finite. We write SN for the
set of strongly normalizing proofs.
Definition 3 (Isolated proof-terms). A proof-term is called isolated if it is
neutral and only reduces to neutral terms (i.e it never reduces to an abstraction,
in any number of reduction steps).
1.4 Theories expressed in minimal deduction modulo
A theory expressed in minimal deduction modulo is defined by a many-sorted
language in predicate logic L = 〈{Ti}, {fj}, {Pk}〉 and a congruence relation ≡
on propositions of the associated many-sorted logic.
Remark 1. Given a theory L≡, we will write ` for `≡.
Proposition 1 (confluence and subject-reduction). → is confluent.
And for all contexts Γ , proof-terms π, π′ and propositions A,
if Γ ` π : A and π → π′, then Γ ` π′ : A.
Example As mentioned above, deduction modulo allows to express (intentional)
simple type theory [1] without any axiom.
We show in the following, how minimal deduction modulo permits to express
minimal (intentional) simple type theory, without any axiom (see [5] for details).
The sorts are simple types inductively defined by:
– ι and o are sorts,
– if T and U are sorts then T → U is a sort.
The language is composed of the individual symbols
- ST,U,V of sort (T → U → V )→ (T → U)→ T → V ,
- KT,U of sort T → U → T ,
- ⇒̇, of sort o,
- ∀̇T of sort (T → o)→ o,
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the function symbols αT,U of rank 〈T → U, T, U〉,
and the predicate symbol ε of rank 〈o〉.
The combinators ST,U,V and KT,U are used to express functions. The ob-
jects ⇒̇, and ∀̇T allow to represent propositions as objects of sort o. Finally,
the predicate ε allows to transform such an object t of type o into the actual
corresponding proposition ε(t).
α(α(α(ST,U,V , x), y), z)→ α(α(x, z), α(y, z))
α(α(KT,U , x), y)→ x
ε(α(α(⇒̇, x), y))→ ε(x)⇒ ε(y)
ε(α(∀̇, x))→ ∀y ε(α(x, y))
2 Language-dependent truth values algebras
Truth values algebras (tvas) are an extension of Heyting algebras, defined by
G. Dowek in [3], which provide an algebraic universe to study consistency and
cut elimination of theories expressed in deduction modulo. We introduce in this
paper, a new category of algebras : language-dependent truth values algebras
(ldtvas) which are both a simplification and a refinement of tvas.
2.1 Definition
For all sets E, we call P(E) the set of subsets of E.
For all sorts T of a language L, we write T̂ , the set of closed terms of sort T .
Definition 4 (language-dependent tvas).
Let L = 〈{Ti}, {fj}, {Pk}〉 be a many-sorted language in predicate logic.
〈B, ⇒̂, (ÂT ), (∀̂T )〉 is a ldtva for L if and only if:
– B is a set (called the domain),
– ⇒̂ is a function from B × B to B,
– for all sorts T ,
- ÂT is a set of functions from T̂ to B: ÂT ⊆ T̂ 7→ B
- ∀̂T is a function from ÂT to B.
Definition 5 (Valuation).
Given a ldtva for L = 〈{Ti}, {fj}, {Pk}〉, a valuation ϕ is a substitution map-
ping term-variables of a sort Ti to closed terms of sort Ti. For all propositions
A (resp. terms t), we call Val(A) (resp. Val(t)) the set of valuations whose
domain contains the set of free variables of A (resp. t).
We write dom(ϕ), the domain of a valuation ϕ.
Definition 6. For all A ∈ P, terms t and ϕ ∈ Val(A), we write Aϕ the result
of the substitution ϕ on A.
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Definition 7 (Interpretations). We call B-valued interpretations those func-
tions which map every ordered pair of a proposition A and a valuation in Val(A)
to an element of the domain of a ldtva B.
Definition 8 (Models).
Let L = 〈{Ti}, {fj}, {Pk}〉 be a many-sorted language in predicate logic,
let ≡ be a congruence relation on propositions of minimal deduction based on L,
let B = 〈B, ⇒̂, (ÂT ), (∀̂T )〉 be a ldtva for L.
1. A B-valued interpretation J.K. is a B-valued model if and only if:
– for all A,B ∈ P and ϕ ∈ Val(A⇒ B), JA⇒ BKϕ = JAKϕ ⇒̂ JBKϕ
– for all A ∈ P, x of sort T and ϕ ∈ Val(∀x.A) such that x /∈ dom(ϕ),
J∀x.AKϕ = ∀̂T (t 7→ JAKϕ+〈x,t〉)
– for all A ∈ P, x of sort T , t ∈ T̂ and ϕ ∈ Val(∀x.A) such that x /∈ dom(ϕ),
J(t/x)AKϕ = JAKϕ+〈x,t〉.
2. A B-valued model J.K. is a model of the theory L≡ if and only if:
for all A,A′ ∈ P, ϕ ∈ Val(A) and ψ ∈ Val(A′), if Aϕ ≡ A′ψ, then JAKϕ = JA′Kψ
Remark 2. The previous conditions can be reformulated as: 1. Interpretations
of propositions have to be adapted to the connectives to be a model. 2. Models
have to be adapted to the congruence to be a model of the associated theory.
ldtvas are first a simplification, of tvas because of the fact that we consider
theories with rewrite rules only and no axioms, therefore we don’t have to care
about the so-called positive truth values [3]. The refinement comes from the
interpretation of the universal quantifier: ∀̂.
In tvas, ∀̂ is defined as a function mapping subsets of the domain of the
algebra B, to B. Given a substitution ϕ that maps term-variables to T̂ (the
domain of T ), the interpretation J∀x.AKϕ of a proposition ∀x.A, is obtained by
applying ∀̂ to the set {JAKϕ+〈x,v〉, v ∈ T̂}. The function ∀̂ is typically a greatest
lower bound or an intersection.That is sufficient to build a notion of model valued
on C, such that having such a model is a sufficient condition for a theory to be
strongly normalizing. But it creates difficulties when we want to prove that this
condition is necessary.
In ldtvas, we use a more usual ([9]) operator ∀̂: this operator is a function
mapping functions from T̂ to B, to elements of B. In this case J∀x.AKϕ is obtained
by applying ∀̂ to the function that maps elements v of T̂ to JAKϕ+〈x,v〉.
In the case of the reducibility candidates algebra C, the domain consists
of sets of proof-terms and J∀x.AKϕ is defined as the set of proof-terms π such
that for all t ∈ T̂ , πt is in
⋂
{JAKϕ+〈x,t′〉, t′ ∈ T̂}. The main properties that
ensure the fact that having a C-valued model is a suffcient condition for a theory
to be strongly normalizing, are that all elements of the domain contains only
strongly normalizing proof-terms, and that all proofs of a proposition are in
their interpretation. In order to make this condition be also necessary, a solution
is to make interpretations of propositions contain only their proofs.
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In the particular case where T̂ is the set of closed terms of sort T , the def-
inition of ∀̂ leads to interpret too strictly propositions of the form ∀x.A. For
example, if P is an unary atomic proposition, then π = λx.λα.(α x) is a proof
of A = ∀x. (∀y. P (y))⇒ P (x), but π is not in the interpretation of A as for all
t 6= t′, πt is not a proof of (∀y. P (y))⇒ P (t′).
In ldtvas, we choose to always take for each T̂ the set of closed terms of
sort T . Therefore ldtvas depend on the language they are built on. And we
will see, in the following, how our new definition allows us to define J∀x.AKϕ as
a “dependent intersection”, i.e. the set of proof-terms π such that for all t ∈ T̂ ,
πt is in JAKϕ+〈x,t〉, and therefore capture exactly proofs of ∀x.Aϕ.
Definition 9 (Morphism).
Let B1 = 〈B1, ⇒̂1, (Â1T ), (∀̂1T )〉〉 and B2 = 〈B2, ⇒̂
2, (Â2T ), (∀̂2T )〉 be two ldtvas.
A morphism from B1 to B2 is a function F from B1 to B2 such that:
– for all E,G ∈ B1, F (E ⇒̂1 G) = F (E) ⇒̂2 F (G),
– for all sorts T , x ∈ T̂ and f ∈ ÅT , F (∀̂1T f) = ∀̂2T F ◦ f .
Lemma 1. For all ldtvas B1 and B2 and morphisms F from B1 to B2, if J.K.
is a B1-valued model of a theory L≡, then F ◦ J.K. is a B2-valued model of L≡.
3 About reducibility candidates and typing
In order to build a sufficient and necessary semantic condition for strongly nor-
malizing theories expressed in minimal deduction modulo, we use the following
method: we first define, for each theory L≡ a ldtva C≡ , wich depends on ≡ such
that having a C≡ -valued model is a necessary condition to be strongly normal-
izing. Then we define another ldtva C′, wich does not depend on ≡ anymore
and a morphism from each C≡ to C′, such that having a C′-valued model is also
a necessary condition to be strongly normalizing. Finally, we prove that this
condition is also sufficient.
For the following, we set a theory L≡.
3.1 C≡ , a ldtva of (≡) well-typed reducibility candidates
As a typing judgement Γ ` π : A associates an ordered pair formed by a context
Γ and a proof π , to a proposition A, we will consider, for the domain of C≡ ,
the set of sets of such pairs, and interpret propositions by the pairs they are
associated to. We write U the set of such pairs. We will consider, for the domain
of C≡ (wich we will also call C≡), the set of subsets of U which verify adapted
versions of the usual properties (CR1) and (CR2) of reducibility candidates,
a modified version of (CR3) and another property (CR≡), which express both
well-typing.
In usual reducibility candidates, the property called (CR3) expresses the fact
that if a proof-term π is neutral and all its one-step reducts are in a candidate C,
then π is also in C. As a normal proof-term has no one-step reducts, all normal
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neutral proof-terms belong to all reducibility candidates. In particular, for all
proof-variables α, αα belong to all reducibility candidates while it is not well
typed in any theory which is strongly normalizing. In order to avoid proof-terms
that are not well-typed, (i.e. proof-terms that are not proofs of the interpreted
proposition), we propose a modified version of (CR3): (CR3≡), wich excludes
explicitely proof-terms that are not well-typed.
Definition 10 (U).
U = {(Γ, π) such that Γ is a context and π is a proof-term }.
Definition 11.
For all E ⊆ U , we define the following properties :
(CR≡) There exists AE such that ∀(Γ, π) ∈ E, Γ ` π : AE
(CR1≡) For all (Γ, π) ∈ E, π ∈ SN
(CR2≡) For all (Γ, π) ∈ E, and π′ ∈ T such that π → π′, (Γ, π′) ∈ E
(CR3≡) For all (Γ, π) ∈ U such that π is neutral and Γ ` π : AE,
if for all one-step reducts τ of π, (Γ, τ) ∈ E, then (Γ, π) ∈ E.
Remark 3. For all E ⊆ U , if E satisfies (CR≡) and (CR3≡), then for all proof-
variables α, (α : AE , α) ∈ E, but (Γ, αα) /∈ E, for any context Γ , if L≡ is
strongly normalizing.
Definition 12 (domain C≡). We call C≡ the set of subsets of U which satisfy
(CR≡), (CR1≡), (CR2≡) and (CR3≡).
Then we adapt the usual interpretation of ⇒ to elements of U .
Definition 13 (⇒̊). For all E,F ⊆ U ,
E⇒̊F = {(Γ, π) ∈ U such that for all (Γ ′, π′) ∈ E, (ΓΓ ′, ππ′) ∈ F}
Remark 4. We recall the fact that we only consider well-formed contexts, there-
fore the only variables Γ and Γ ′ can share have to be declared proofs of equivalent
propositions, otherwise we have to deal with α-conversion when concatening Γ
and Γ ′ into ΓΓ ′.
Lemma 2. ⇒̊ is a function from C≡ × C≡ to C≡ .
Proof. Let E,F ∈ C≡ , and (Γ, π) ∈ E⇒̊F ,
- (CR≡) Let α be a proof-variable. As E satisfies (CR≡) and (CR3≡),
(α : AE , α) ∈ E, therefore (Γ, α : AE , πα) ∈ F , as (Γ, π) ∈ E⇒̊F . As F
satisfies (CR≡), we have Γ, α :AE ` πα : AF . Therefore Γ ` π : AE ⇒ AF
(by case on the last rule used in the derivation of Γ, α : AE ` πα : AF ).
Finally, AE⇒̊F ≡ AE ⇒ AF .
- (CR1≡) Let α be a proof-variable. As E satisfies (CR≡) and (CR3≡),
(α : AE , α) ∈ E, therefore (Γ, α : AE , πα) ∈ F , as (Γ, π) ∈ E⇒̊F . As F
satisfies (CR1≡), we have πα ∈ SN , therefore π ∈ SN .
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- (CR2≡) Let τ such that π → τ . Then, for all (Γ ′, π′) ∈ E, (ΓΓ ′, ππ′) ∈ F
and ππ′ → τπ′, therefore (ΓΓ ′, τπ′) ∈ F as F satisfies (CR2≡). Finally,
(Γ, τ) ∈ E⇒̊F .
- (CR3≡) Let (Γ, µ) ∈ U such that Γ ` µ : AE⇒̊F , µ is neutral and all its
one-step reducts are in E⇒̊F . Then, Γ ` µ : AE ⇒ AF . For all (Γ ′, π′) ∈ E,
µπ′ is neutral and we have ΓΓ ′ ` µπ′ : AF . Let τ be a one-step reduct of
µπ′. We prove, by induction on the maximal length of a reduction sequence
from π′ (∈ SN), that (ΓΓ ′, τ) ∈ F . As µ is neutral, either τ = µπ′′ with
π′ → π′′, and we conclude by induction hypothesis. Either τ = µ′π′, and
in this case, (ΓΓ ′, τ) ∈ F , by hypothesis on µ. Finally, for all (Γ ′, π′) ∈ E,
(ΓΓ ′, µπ′) ∈ F , as F satisfies (CR3≡), and finally (Γ, µ) ∈ E⇒̊F .
Definition 14 (ÅT ). For all sorts T ,
ÅT = {f : T̂ 7→ C≡ , such that there exists Af ∈ P and xf ∈ X such that
for all t ∈ T̂ and (Γ, π) ∈ f(t), Γ ` π : (t/xf )Af}
Remark 5. In other words, f ∈ ÅT iff for all t ∈ T̂ , Af(t) = (t/xf )Af .
Now we can define what we called “dependent intersection” previously.
Definition 15 (̊∀T ). For all sorts T and functions f ∈ ÅT ,
∀̊T f = {(Γ, π) ∈ U such that for all t ∈ T̂ , (Γ, πt) ∈ f(t)}
Lemma 3. For all sorts T , ∀̊T is a function from ÅT to C≡ .
Proof. Let f ∈ ÅT , and (Γ, π) ∈ ∀̊T f
- (CR≡) Let t ∈ T̂ (6= ∅). Then (Γ, πt) ∈ f(t). As f ∈ ∀̊T , we have Γ ` πt : (t/xf )Af .
Therefore Γ ` π : ∀xf .Af , by case on the last rule used in the derivation of
Γ ` πt : (t/xf )Af . Finally, A∀̊T f ≡ ∀xf .Af .
- (CR1≡) Let t ∈ T̂ (6= ∅). Then (Γ, πt) ∈ f(t) ∈ C≡ therefore πt ∈ SN and so
does π.
- (CR2≡) Let π
′ such that π → π′. Then, for all t ∈ T̂ , πt → π′t, therefore
π′t ∈ f(t) ∈ C≡ .
- (CR3≡) Let (Γ, µ) ∈ U such that µ is neutral, Γ ` µ : ∀xf .Af , and for
all one-step reducts µ′ of µ, (Γ, µ′) ∈ ∀̊T f . Let t ∈ T̂ , then µt is neutral,
Γ ` µt : (t/xf )Af , and, as µ is neutral, all one-step reducts of µt are of the
form µ′t, with µ→ µ′, hence (Γ, µt) ∈ f(t) as f(t) satisfies (CR3≡). Finally,
(Γ, µ) ∈ ∀̊T f .
Definition 16 (C≡). C≡ is the ldtva 〈C≡ , ⇒̊, (ÅT ), (̊∀T )〉.
3.2 Building a C≡-valued interpretation
Let us now define a first C≡-valued model, by using directly definitions of ⇒̊ and ∀̊T ,
and well-chosen interpretations of atomic propositions A (proofs of A wich are
strongly normalizing).
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Definition 17. Let A be a proposition and ϕ ∈ Val(A).
We define the subset of U , [A]ϕ by induction over the structure of A.
- [P t1 . . . tn]ϕ = {(Γ, π) ∈ U such that π ∈ SN and Γ ` π : (P t1 . . . tn)ϕ}
- [B ⇒ C]ϕ = [B]ϕ⇒̊[C]ϕ
- [∀x.B]ϕ = ∀̊T (t 7→ [B]ϕ+〈x,t〉)
Lemma 4. For all A ∈ P, x of sort T , t ∈ T̂ and ϕ ∈ Val(∀x.A) such that
x /∈ dom(ϕ), we have [(t/x)A]ϕ = [A]ϕ+〈x,t〉.
Proof. By induction on A.
Lemma 5. For all A ∈ P, and ϕ ∈ Val(A),
[A]ϕ ∈ C≡ with A[A]ϕ = Aϕ (i.e, for all (Γ, π) ∈ [A]ϕ, Γ ` π : Aϕ).
Proof. By induction on A.
– If A is an atomic proposition P t1 . . . tn,
(CR≡) By definition. (with A[P t1...tn]ϕ ≡ P ϕ(t1) . . . ϕ(tn)).
(CR1≡) By definition.
(CR2≡) By subject-reduction and the fact that each reduct of a proof-
term in SN is also in SN .
(CR3≡) If all one-step reducts of a proof-term are in SN , then it is also
in SN .
– If A = B ⇒ C, as ⇒̊ : C≡ × C≡ 7→ C≡ , we conclude by induction hypothesis
(with A[B⇒C]ϕ = A[B]ϕ⇒̊[C]ϕ ≡ A[B]ϕ ⇒ A[C]ϕ ≡ Bϕ ⇒ Cϕ = (B ⇒ C)ϕ).
- If A = ∀x.B, let T be the sort of x and f = t 7→ [B]ϕ+〈x,t〉.
Then f is a function from T̂ to C≡ , by induction hypothesis. Moreover, for
all t ∈ T̂ , Af(t) = Bϕ+〈x,t〉 = (t/x)Bϕ, by induction hypothesis. Therefore
f ∈ ÅT and ∀̊T f ∈ C≡ (with A[∀x.B]ϕ = ∀x.Af = (∀x.B)ϕ).
At this point, we have C≡-valued model which is adapted to typing: the in-
terpretation of a proposition only contains proofs of this proposition. But it is
not necessarily adapted to the congruence relation. Indeed, in a theory where
we have two atomic proposition symbols P and Q such that P ≡ (Q ⇒ Q)
(notice that such a theory can be strongly normalizing), then for all valuations
ϕ ∈ Val(P ) ∩Val(Q), [P ]ϕ 6= [Q]ϕ⇒̊[Q]ϕ. We have then to modify this inter-
pretation to make it a C≡ -valued model of L≡.
3.3 Adapting this interpretation to the congruence
We simply force the adaptation to the congruence, in the following definition:
Definition 18. We define a second interpretation b.c., as follows :






Remark 6. For all A,A′ ∈ P, ϕ ∈ Val(A) and ψ ∈ Val(A′) such that Aϕ ≡ A′ψ,
we have bAcϕ = bA′cψ, by definition.
Then we prove that b.c. is also a C≡ -valued interpretation adapted to typing.
Lemma 6. For all A ∈ P, and ϕ ∈ Val(A),
bAcϕ ∈ C≡ with AbAcϕ = Aϕ (i.e, ∀(Γ, π) ∈ bAcϕ, Γ ` π : Aϕ).
Proof. By lemma 5.
Lemma 7. For all A ∈ P, x of sort T , t ∈ T̂ and ϕ ∈ Val(∀x.A) such that
x /∈ dom(ϕ), we have b(t/x)Acϕ = bAcϕ+〈x,t〉.
Proof. By lemma 4.
Finally, we proved, that b.c. is a C≡-valued interpretation of propositions
adapted to typing and to the congruence relation ≡. Let us now show that if the
theory L≡ is strongly normalizing, then b.c. is a C≡ -valued model of L≡, i.e. it
is also adapted to connectives.
3.4 b.c. is a C≡-valued model of strongly normalizing theories L≡
In order to prove that b.c. is a C≡ -valued model of L≡, if it is strongly normalizing,
we proceed by contraposition, showing that if b.c. is not connectives-adapted,
then we can exhibit a typing judgement Γ ` π : A such that π /∈ SN .
Lemma 8.
If there exists A,B ∈ P and ϕ ∈ Val(A⇒ B), such that bA⇒ Bcϕ 6= bAcϕ⇒̊bBcϕ
then there exists π ∈ T , C ∈ P, ψ ∈ Val(C) such that Γ ` π : Cψ and (Γ, π) /∈ bCcψ.
Proof. – If there exists (Γ, π) ∈ U such that (Γ, π) /∈ bA⇒ Bcϕ and
(Γ, π) ∈ bAcϕ⇒̊bBcϕ. Then Γ ` π : Aϕ ⇒ Bϕ = (A⇒ B)ϕ.
We take C = A⇒ B and ψ = ϕ.
– If there exists (Γ, π) ∈ U such that (Γ, π) ∈ bA⇒ Bcϕ and (Γ, π) /∈ bAcϕ⇒̊bBcϕ.
Then there exists (Γ ′, π′) ∈ bAcϕ such that (ΓΓ ′, ππ′) /∈ bBcϕ. As (Γ, π) ∈
bA ⇒ Bcϕ, and (Γ ′, π′) ∈ bAcϕ, we have Γ ` π : (A ⇒ B)ϕ = Aϕ ⇒ Bϕ
and Γ ′ ` π′ : Aϕ. Therefore ΓΓ ′ ` ππ′ : Bϕ.
We take C = A⇒ B and ψ = ϕ.
Lemma 9.
If there exists A ∈ P, ϕ ∈ Val(A), and x of sort T such that x /∈ dom(ϕ), and
b∀x.Acϕ 6= ∀̊T (t 7→ bAcϕ+〈x,t〉)
then there exists π ∈ T , C ∈ P, ψ ∈ Val(C) such that Γ ` π : Cψ and (Γ, π) /∈ bCcψ.
Proof. – If there exists (Γ, π) ∈ U such that (Γ, π) /∈ b∀x.Acϕ and
(Γ, π) ∈ ∀̊T (t 7→ bAcϕ+〈x,t〉). Then Γ ` π : ∀x.Aϕ.
We take C = ∀x.A and ψ = ϕ.
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– If there exists (Γ, π) ∈ U such that (Γ, π) ∈ b∀x.Acϕ and (Γ, π) /∈ ∀̊T (t 7→ bAcϕ+〈x,t〉).
Then there exists t ∈ T̂ such that (Γ, πt) /∈ bAcϕ+〈x,t〉). As (Γ, π) ∈ b∀x.Acϕ,
we have Γ ` π : ∀x.Aϕ, therefore Γ ` πt : (t/x)Aϕ = Aϕ+〈x,t〉. We take
C = A and ψ = ϕ+ 〈x, t〉
Lemma 10.
If there exists A,B ∈ P, ϕ ∈ Val(A⇒ B) or ϕ′ ∈ Val(∀x.A) with x of sort T , x /∈ dom(ϕ′) and
bA⇒ Bcϕ 6= bAcϕ⇒̃bBcϕ or b∀x.Acϕ′ 6= ∀̊T (t 7→ bAcϕ′+〈x,t〉
then there exists D ∈ P, π ∈ T , ψ ∈ Val(D) such that Γ ` π : Dψ and (Γ, π) /∈ [D]ψ.
Proof. By lemmas 8 and 9, there exists C, Γ , π and ψ such that Γ ` π : Cψ and
(Γ, π) /∈ bCcψ. Therefore, there exists a proposition D and ψ′ ∈ Val(D) such
that Dψ′ ≡ Cψ and (Γ, π) /∈ [D]ψ′ . And Γ ` π : Dψ′ , by equivalence of Cψ and
Dψ′ .
Lemma 11.
If there exists A,B ∈ P, ϕ ∈ Val(A⇒ B) or ϕ′ ∈ Val(∀x.A) with x of sort T , x /∈ dom(ϕ′)
and bA⇒ Bcϕ 6= bAcϕ⇒̃bBcϕ or b∀x.Acϕ′ 6= ∀̊T (t 7→ bAcϕ′+〈x,t〉)
then there exists a (term-closed) proposition E, π ∈ T and a context Γ such that
Γ ` π : E and π /∈ SN .
Proof. By lemma 10, there exists a proposition D, a context Γ , a proof π and
ϕ ∈ V(D) such that Γ ` π : Dϕ and (Γ, π) /∈ [D]ϕ. By induction on D.
– if D is atomic, then as Γ ` π : Dϕ, we have π /∈ SN .
– if D = F ⇒ G,
then Γ ` π : (F ⇒ G)ϕ and (Γ, π) /∈ [F ⇒ G]ϕ = [F ]ϕ⇒̊[G]ϕ. Then there
exists (Γ ′, π′) ∈ [F ]ϕ such that (ΓΓ ′, ππ′) /∈ [G]ϕ. As (Γ, π) ∈ [F ⇒ G]ϕ, and
(Γ ′, π′) ∈ [F ]ϕ, we have Γ ` π : (F ⇒ G)ϕ = Fϕ ⇒ Gϕ and Γ ′ ` π′ : Fϕ.
Therefore ΓΓ ′ ` ππ′ : Gϕ. We conclude by induction hypothesis.
– if D = ∀x.F ,
then Γ ` π : (∀x.F )ϕ and (Γ, π) /∈ [∀x.F ]ϕ. Then there exists t ∈ T̂ such
that (Γ, πt) /∈ [F ]ϕ+〈x,t〉). As (Γ, π) ∈ [∀x.F ]ϕ, we have Γ ` π : (∀x.F )ϕ,
therefore Γ ` πt : (t/x)Fϕ = Fϕ+〈x,t〉. We conclude by induction hypothesis.
Proposition 2 (Completeness). If the theory L≡ is strongly normalizing,
then b.c. = 〈A,ϕ〉 7→ bAcϕ is a C≡-model of this theory.
Proof. By remark 6 and lemmas 6 and 11.
3.5 The substitution property
We finally prove one more property concerning b.c., about well-typed substitu-
tion. A property we will need in section 4.
Lemma 12. If L≡ is strongly normalising,
then for all E ∈ C≡ , α ∈ X , π, π′ ∈ T , B ∈ P, ϕ ∈ Val(B), and Γ, Γ ′ contexts
such that (Γ, α) ∈ E, (Γ ′, π′) ∈ E and (Γ, π) ∈ [B]ϕ (resp. bBcϕ)
then (ΓΓ ′, (π′/α)π) ∈ [B]ϕ (resp. bBcϕ).
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Proof. Notice that if the [.]. version of this lemma is true, then also is the b.c.
version. Let us prove the [.]. version by induction on A.
– If A is atomic, we have Γ ` π : Bϕ, Γ ` α : AE and Γ ′ ` π′ : AE ,
therefore, ΓΓ ′ ` (π′/α)π : Bϕ. Moreover L≡ is strongly normalizing, then
(π′/α)π ∈ SN and (ΓΓ ′, (π′/α)π) ∈ [B]ϕ.
– If B = C ⇒ D, then (Γ, π) ∈ [C]ϕ⇒̊[D]ϕ. Let (Γ ′′, τ) ∈ [C]ϕ such that
u doesn’t contain α (by α-conversion). Then (ΓΓ ′′, πτ) ∈ [D]ϕ therefore
(ΓΓ ′Γ ′′, (π′/α)(πτ)) = (ΓΓ ′Γ ′′, (π′/α)π τ) ∈ [D]ϕ, by induction hypothe-
sis. Finally, (ΓΓ ′, (π′/α)π) ∈ [C]ϕ⇒̊[D]ϕ = [B]ϕ.
– If B = ∀x.C, then (Γ, π) ∈ ∀̊T (t 7→ bCcϕ+<x,t>). Let t ∈ T̂ , then (Γ, πt) ∈
[C]ϕ+<x,t>. Therefore (ΓΓ ′, (π′/α)(πt)) = (ΓΓ ′, (π′/α)πt) ∈ [C]ϕ+<x,t>, by
induction hypothesis. Finally (ΓΓ ′, (π′/α)π) ∈ [B]ϕ.
Corollary 1. If L≡ is strongly normalising,
for all E ∈ C≡ , A ∈ P, ϕ ∈ Val(A), (Γ, π) ∈ U , α ∈ X ,
if (Γ, α) ∈ E and (Γ, πα) ∈ bAcϕ, then (Γ, π) ∈ E⇒̊bAcϕ.
We say that bAcϕ satisfies the substitution property.
4 From C≡ to C′
We have introduced, for each theory L≡ a ldtva C≡ such that having a C≡ -valued
model is a complete semantic condition for strong normalization property. But
each ldtva C≡ depends on the congruence relation ≡, while we want to define a
sufficient and necessary semantics for all strongly normalizing theories expressed
in minimal deduction modulo.
Let us now introduce C′, an algebra which does not depend anymore on
≡, and a morphism of algebras from each C≡ of strongly normalizing ≡ to C′,
in order to prove that having a C′-valued model is also a complete semantic
condition for strong normalization property. Actually, we build a more general
morphism: from each sub-ldtva satisfying the substitution property of each C≡
to C′.
We will consider for the domain of C′ (wich we will also call C′), the subsets
of T which verify the usual properties (CR1), (CR2) of reducibility candidates,
and a modified version of (CR3), which gives a solution to avoid not well-typed
proof-terms without talking about typing: as we said before, the problem of usual
reducibility candidates comes from normal neutral not well-typed terms. In C≡ ,
we avoid not well-typed terms while in C′, the main idea is to avoid normal
proof-terms (in our adaptation of (CR3)).
4.1 C′, yet another algebra of candidates.
Definition 19.
For all sets E of proof-terms, we define the following properties :
(CR1) For all π ∈ E, π ∈ SN .
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(CR2) For all π ∈ E, for all π′ ∈ T such that π → π′, then π′ ∈ E.
(CR′3) for all n ∈ N, for all ν, µ1, . . . , µn ∈ T , if
- for all i ≤ n, µi is neutral and not normal,
- ∀ρ1, . . . , ρn ∈ T such that for all i ≤ n, µi → ρi, (ρi/αi)iν ∈ E
then (µi/αi)ν ∈ E.
Definition 20 (⇒̃).
For all E,F ⊆ T , E⇒̃F = {π ∈ SN such that for all π′ ∈ E, ππ′ ∈ F}.
Lemma 13. ⇒̃ is a function from C′ × C′ to C′.
Proof. Let E,F ∈ C′ and π ∈ E⇒̃F ,
(CR1) π ∈ SN , by definition.
(CR2) If ρ is a one-step reduct of π, then for all π′ ∈ E, ρπ′ is a one-step
reduct of ππ′.
(CR′3) If there exists ν, µ1, . . . , µn ∈ T , such that each µi is neutral not
normal, τ = (µi/αi)i ν and for all (ρi)i ⊆ T , such that for all i ≤ n,
µi → ρi, then (ρi/αi)i ν ∈ E⇒̃F . Then, for all π′ ∈ E, τπ′ = (µi/αi)i νπ′ =
(µi/αi)i ν′ with ν′ = νπ′. And for all (ρi)i ⊆ T , such that for all i ≤ n,
µi → ρi, we have (ρi/αi)i ν′ = (ρi/αi)i ν π′ ∈ F by hypothesis, therefore
τπ′ ∈ F as it satifies (CR′3). And finally, τ ∈ E⇒̃F .
Definition 21 (ÃT ).
For all sorts T , ÃT = T̂ 7→ C′.
Definition 22 (∀̃T ). For all sorts T and function f ∈ ÃT ,
∀̃T .f = {π ∈ T such that for all t ∈ T̂ , πt ∈ f(t)}
Lemma 14. For all sorts T , ∀̃T is a function from ÃT to C′.
Proof. Let T be a sort, f ∈ ÃT and π ∈ ∀̃T .f .
(CR1) Let t ∈ T̂ (6= ∅), then πt ∈ f(t) ∈ C′, therefore πt ∈ SN and so does π.
(CR2) Let π′ such that π → π′. Then for all t ∈ T̂ , π′t is a one-step reduct
of πt.
(CR′3) If there exists ν, µ1, . . . , µn ∈ T , such that each µi is neutral not
normal, τ = (µi/αi)i ν and for all (ρi)i ⊆ T , such that for all i ≤ n, µi → ρi,
then (ρi/αi)i ν ∈ ∀̃T .f . Then, for all t ∈ T̂ , τt = (µi/αi)i νt = (µi/αi)i ν′
with ν′ = νt. And for all (ρi)i ⊆ T , such that for all i ≤ n, µi → ρi, we
have (ρi/αi)i ν′ = (ρi/αi)i ν t ∈ f(t) by hypothesis, therefore τt ∈ f(t) as
it satifies (CR′3). And finally, τ ∈ ∀̃T .f .
Definition 23 (C′). C′ is the ldtva 〈C′, ⇒̃, (ÃT ), (∀̃T )〉.
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4.2 Building a function from C≡ to C′
We build a function Cl(.) from C≡ to C′, mapping C≡-valued models satisfying
the substitution property to C′-valued models of the theory L≡. We first set a
(big enough) context ∆, in order to make elements of the image of an element
of C≡ under Cl(.) be well-typed (by a same proposition), in the same context.
Then, we extend these image sets to make them satisfy (CR′3). Finally, given
an image set, there exists a proposition such that for each reduction sequence
from every element of this set, there exists a step of the reduction such that the
reduct is typable by the proposition in ∆.
Definition 24 (∆). We consider a context which contains an infinite number
of variables for each proposition. ∆ = (βAi : A)A∈P,i∈N.
Definition 25 (Leaves).
The leaves of a proof-term π are its first reducts which are normal or not neutral.
(ρ is a leaf of π if and only if ρ is normal or not neutral and there exists n ≥ 0
and π1 . . . πn−1 neutral not normal terms such that π = π1 → . . .→ πn−1 → ρ).
We call L(π) the set of leaves of π.
Remark 7. The only leaf of a normal or not neutral proof-term is itself.
If π is a neutral non-normal proof-term, then ρ ∈ L(π) if and only if there exists
a one-step reduct π′ of π such that ρ ∈ L(π′).
Definition 26 (Closure). For all E ⊆ U , we define Cl(E) as follows :
for all k ∈ N,
– Cl0(E) = {π ∈ T such that (∆,π) ∈ E}
– Clk+1(E) = {π ∈ T , such that ∃n ∈ N:
∃νπ ∈ T ,∃(µi)i≤n ⊆ SN , each neutral not normal s.t.
π = (µi/αi)i≤n νπ and ∀(ρi)i≤n ⊆ T , s.t. ∀i ≤ n, ρi ∈ L(µi),
we have (ρi/αi)i≤n νπ ∈ Clk(E)}
– Cl(E) = ∪j∈N Clj(E)
Remark 8. Notice that for all E ∈ C≡ and k ∈ N, if E 6= ∅ then Cl0(E) 6= ∅,
therefore Cl(E) 6= ∅ and Clk(E) ⊆ Clk+1(E).
Let us now prove that Cl(.) maps each element of C≡ to an element of C′.
Lemma 15.
For all π ∈ SN , if π is not isolated then there exists an abstraction τ such that
for all abstractions τ ′ such that π →∗ τ ′, we have τ →∗ τ ′.
We call τ the primary leaf of π.
Remark 9. This definition of primary leaf is very closed to C. Riba’s one of
princpal reduct [16]. The only difference is that in our case, the primary leaf has
to be an abstraction.
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Proof. If π is not isolated, then all reductions sequences from π reach a not
neutral proof-term, by confluency. Notice that the not-neutral reducts of π are
either all proof-abstractions, either all term-abstractions, by confluency. In par-
ticular, the head-reduction sequence from π reach a not-neutral proof-term. Let
τ be the first non-neutral proof-term reached in this reductions sequence. If π
is not neutral, then π = τ , therefore all non-neutral reducts of π are obviously
reducts of π = τ . Otherwise, π is neutral and has the form ρ θ1 . . . θn, with each
θi a term or a proof-term, n > 0 (as π is neutral), and ρ is not neutral (as π is
not isolated). We suppose, in the following that ρ is a proof-abstraction λα.ρ′,
then θ1 is a proof-term (the proof is the same in the case of a term-abstraction).
Let us prove by induction on the maximal length of a reductions sequence from
π (∈ SN), that each not neutral reduct of π is a reduct of τ . If this maximal
length is equal to zero, then π cannot be neutral. Otherwise, let π′, π′′ ∈ T such
that π′′ is not neutral and π = (λα.ρ′) θ1 . . . θn → π′ →∗ π′′.
- If π′ = (θ1/α)ρ′ θ2 . . . θn, then π′ is the head-one-step-reduct of π, therefore
π′′ is a reduct of τ , by induction hypothesis.
- If π′ = (λα.ρ′′) θ1 . . . θn, with ρ′ → ρ′′, let τ ′ be the first not neutral term
reached in the head-reduction of (θ1/α)ρ′′ θ2 . . . θn (then τ ′ is also the first
not neutral term reached in the head-reduction of π′). By induction hypothe-
sis, τ ′ is a reduct of τ . Moreover, π′′ is a reduct of τ ′ by induction hypothesis
(as τ ′ is the first not neutral head-reduct of (θ1/α)ρ′ θ2 . . . θn). Finally, π′′
is a reduct of τ .
- If π′ = (λα.ρ′) θ1 . . . θi−1 θ′i θi+1 . . . θn, we use the same sort of argument
than in the previous point.
Definition 27 (π q α). For all α ∈ X and π ∈ T ,
we write π q α the number of occurrences of α in π.
Definition 28 (K).
K = { 〈ν, n, (µ1, . . . , µn)〉 such that
. n ∈ N, ν ∈ T , µ1 . . . µn ∈ SN
. for all i ≤ n, ν q αi ≤ 1
. for all (ρi)i each respectively in L(µi), (ρi/αi)iν ∈ SN }
Definition 29 (⇁).
Let δ = 〈ν, n, (µ1, . . . , µn)〉 and δ′ = 〈ν′, n′, (µ′1, . . . , µ′n)〉 in K.
We say that δ ⇁ δ′ if and only if:
(a) ν = ν′ and there exists i0 ≤ n such that for all i 6= i0, µi = µ′i, µi0 is neutral
and µi0 → µ′i0 or
(b) there exists i0 ≤ n such that µi0 is not neutral, ν′ = (µi0/αi0)ν, n′ = n− 1
and µ′1 . . . µ
′
n′ = µ1 . . . µi0−1 µi0+1 . . . µn or
(c) ν → ν′ and the µ′i are copies of the µi resulting of the linearization of the
occurrences of the variables αi in ν′.
Definition 30 (`(π)). For all π ∈ SN , we define `(π) as follows: if π is isolated,
`(π) = α0 (a special variable), otherwise, `(π) is the primary leaf of π.
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Definition 31 (||δ||). For all δ = 〈ν, n, (µ1, . . . , µn)〉 ∈ K, ||δ|| = (`(µi)/αi)iν.
Remark 10. For all δ ∈ K, ||δ|| ∈ SN , by definition.
Lemma 16. For all δ, δ′ ∈ K, if δ ⇁ δ′ then ||δ|| →∗ ||δ′||.
Proof. By case on δ ⇁ δ′.
(a) If the µi0 which is reduced (on µ
′
i0




therefore ||δ|| = ||δ′||. Otherwise `(µi0) →∗ `(µ′i0), by lemma 15, therefore
||δ|| →∗ ||δ′||.
(b) In this case, ||δ|| = ||δ′||.
(c) In this case, ||δ|| → ||δ′|| (as ν → ν′).
Lemma 17. All ⇁-reductions sequences from an element δ of K are finite.
Proof. As all the µi are in SN (and n is finite), there can only be a finite number
of consecutive (a) and (b) reductions. As ||δ|| ∈ SN , there can only be a finite
number of (c) reductions from δ, by lemma 16. Hence there cannot be an infinite
⇁-reductions sequence from δ.
Then we can use the previous lemmas in order to prove that Cl(.) maps
elements of C≡ to elements of C′.
Proposition 3.
For all E ∈ C≡ , Cl(E) ∈ C′.
Proof. Let E ∈ C≡ .
(CR2) Let π ∈ Cl(E) and π′ ∈ T such that π → π′. Then there exists (a
minimal) k ∈ N such that π ∈ Clk(E). By induction on k.
- If k = 0, then (∆,π) ∈ E, therefore (∆,π′) ∈ E as it satisfies (CR2≡).
- If k > 0, then π = (µi/αi)iν with each µi in SN , neutral and not normal,
and such that ∀i ≤ n, and for all (ρi)i such that for all i ≤ n, ρi ∈ L(µi),
we have (ρi/αi)iν ∈ Clk−1(E). We suppose that for all i ≤ n, ν q αi ≤ 1.
As each µi is neutral:
. Either π′ = (µ′i0/αi0)(µi/αi)i 6=i0ν, with µi0 → µ
′
i0
. In this case,
. if µ′i0 ∈ L(µi0) then π
′ = (µi/αI)i6=i0ν
′′, with ν′′ = (µ′i0/αi0)ν, ,
and for all (ρi)i such that ∀i 6= i0, ρi ∈ L(µi), we have
(ρi/αi)iν′′ ∈ Clk−1(E), hence π′ ∈ Clk(E).
. Otherwise, µ′i0 is neutral, not normal and all its leaves are leaves
of µi0 , hence π
′ ∈ Clk(E).
. Either π′ = (µi/αi)iν with ν → ν′. In this case, we conclude by the
fact that Clk−1(E) satisfies (CR2) by induction hypothesis.
(CR1) Let π ∈ Cl(E), then there exists (a minimal) k ∈ N such that
π ∈ Clk(E). By induction on k.
- If k = 0, then (∆,π) ∈ E, therefore π ∈ SN as E satisfies (CR1≡).
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- If k > 0, then π = (µi/αi)iν with each µi in SN , neutral and not
normal, and such that ∀i ≤ n, and ∀(ρi)i such that for all i ≤ n, ρi ∈
L(µi), we have (ρi/αi)iν ∈ Clk−1(E) ⊆ SN , by induction hypothesis.
Then, if we suppose that for all i ≤ n, ν||αi ≤ 1, if π → π′, and if we
write δπ = 〈ν, n, (µ1, . . . , µn)〉 (and the same for δπ′ , as π′ ∈ Clk(E) as
explained in the previous point), then δπ ⇁ δπ′ . Hence all reductions
sequences from π are finite, by lemma 17.
(CR′3) Let n ∈ N, ν, µ1, . . . , µn ∈ T , such that for all i ≤ n, µi is neutral
and not normal, and for all µ′1, . . . , µ
′
n ∈ T such that ∀i ≤ n, µi → µ′i,
(µ′i/αi)iν ∈ Cl(E). As the number of one-step reducts of a term is finite,
there exists k ∈ N, such that for all µ′1, . . . , µ′n ∈ T such that ∀i ≤ n, µi → µ′i,
we have (µ′i/αi)iν ∈ Clk(E). Therefore, for all ρ1 . . . ρn each respectively a
leaf of µ1 . . . µn, (ρi/αi)i≤nν ∈ Clk(E) as it satisfies (CR2) and each µi is
neutral not normal. Finally, (µi/αi)iν ∈ Clk+1(E).
4.3 Proving that the function Cl is a morphism
⇒-morphism
We prove now that for all E,F ∈ C≡ such that F satisfies the substitution prop-
erty, we have Cl(E⇒̊F ) = Cl(E)⇒̃Cl(F ).
Lemma 18. For all E ⊆ T and π ∈ T ,
If π ∈ SN , π is neutral not normal and ∀ρ ∈ L(π), ρ ∈ Cl(E), then π ∈ Cl(E)
Proof. As π ∈ SN , L(π) is defined and finite.
And, if we call km = max{min{k, ρ ∈ Clk(E)}, ρ ∈ L(π)},
then π ∈ Clkm+1(E) ⊆ Cl(E).
Remark 11. In the same way, if there exists νπ ∈ T , and (µi)i ⊆ SN , each
neutral not normal such that π = (µi/αi)i νπ and ∀(ρi)i ⊆ T , such that for all
i ≤ n, ρi ∈ L(µi), then (ρi/αi)i νπ ∈ Cl(E), we have π ∈ Cl(E).
Lemma 19. For all E,F ∈ C≡ ,
if F satisfies the substitution property, (∆,α) ∈ E, and (α/β)π ∈ Cl(F )
then λβ.π ∈ Cl(E⇒̊F ).
Proof. There exists a minimal k such that (α/β)π ∈ Clk(F ). By induction on k.
– if k = 0 then (∆,π) ∈ F and π is normal. As (∆,α) ∈ E, we have
(∆, (λβ.π)α) ∈ F , by (CR3≡). Therefore (∆,λβ.π) ∈ E⇒̊F , by substitu-
tion property. And λβ.π ∈ Cl0(E⇒̊F ), as it is normal.
– if k > 0, then (α/β)π = (µi/αi)i≤nν with each µi in SN, neutral and not nor-
mal, and such that ∀i ≤ n, and ∀(ρi)i≤n such that for all i ≤ n, ρi ∈ L(µi), we
have (ρi/αi)i≤nν ∈ Clk−1(F ), therefore λβ.(ρi/αi)i≤nν = (ρi/αi)i≤nλα.ν ∈
Cl(E⇒̊F ), by induction hypothesis. Therefore λβ.π ∈ Cl(E⇒̊F ) by remark
11.
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Lemma 20. For all E,F ∈ C≡ and π ∈ Cl(E)⇒̃Cl(F ),
π cannot reduce to a term-abstraction.
Proof. Let π ∈ Cl(E)⇒̃Cl(F ), then π ∈ SN . If π reduces to a term-abstraction,
then its normal form is a term-abstraction λx.ρ, by confluency. Let α ∈ X such
that (∆,α) ∈ E, then α ∈ Cl(E) and πα ∈ Cl(F ), therefore (λx.ρ)α ∈ Cl(F ),
as F satisfies (CR2). Moreover, (λx.ρ)α is normal, therefore (λx.ρ)α ∈ Cl0(F ).
Hence (∆, (λx.ρ)α) ∈ F and ∆ ` (λx.ρ)α : AF . That’s absurd.
Proposition 4. For all E,F ∈ C≡ ,
if F satisfies the subsitution property, then Cl(E⇒̊F ) = Cl(E)⇒̃Cl(F ).
Proof. ⊆ Let π ∈ Cl(E⇒̊F ),
then π ∈ SN by (CR1). Moreover there exists (a minimal) k ∈ N, such that
π ∈ Clk(E⇒̃F ). Let π′ ∈ Cl(E), then there exists (a minimal) j ∈ N, such
that π′ ∈ Clj(E). Let us show that ππ′ ∈ Cl(F ) by induction on k + j.
- If k+ j = 0 then (∆,π) ∈ E⇒̊F and (∆,π′) ∈ E therefore (∆,ππ′) ∈ F
and ππ′ ∈ Cl0(F ).
- If k > 0, then there exists νπ ∈ T , and (µi)i ⊆ SN , each neutral not
normal such that π = (µi/αi)i νπ and ∀(ρi)i ⊆ T , such that for all
i ≤ n, ρi ∈ L(µi), then (ρi/αi)i νπ ∈ Clk−1(E⇒̊F ).
Therefore (ρi/αi)i (νπ π′) = (ρi/αi)i νπ π′ ∈ Cl(F ) by induction hy-
pothesis. Hence ππ′ ∈ Cl(F ), as it satisfies (CR′3).
- If j > 0, then there exists νπ′ ∈ T , and (µi)i ⊆ SN , each neutral not
normal such that π′ = (µi/αi)i νπ′ and ∀(ρi)i ⊆ T , such that for all
i ≤ n, ρi ∈ L(µi), then (ρi/αi)i νπ′ ∈ Clj−1(E).
Therefore (ρi/αi)i (π νπ′) = (ρi/αi)i π νπ′ ∈ Cl(F ) by induction hy-
pothesis. Hence ππ′ ∈ Cl(F ), as it satisfies (CR′3).
⊇ Let π ∈ Cl(E)⇒̃Cl(F ). then π ∈ SN and for all π′ ∈ Cl(E), ππ′ ∈ Cl(F ).
By lemma 20, π cannot reduce to a term-abstraction.
- If π is a proof-abstraction λα.π′, let β ∈ X such that ∆ ` β : AE ,
then (λα.π′)β ∈ Cl(F ) and so does (β/α)π′, by (CR2).Therefore π ∈
Cl(E⇒̊F ) by lemma 19.
- If π is neutral and normal, let α ∈ X such that ∆ ` α : AE , then πα ∈
Cl(F ). Moreover π is neutral and normal, therefore πα is normal, hence
πα ∈ Cl0(F ), i.e. (∆,πα) ∈ F , with (∆,α) ∈ E, therefore (∆,π) ∈
E⇒̊F , as F satisfies the substitution property.
Finally, π ∈ Cl0(E⇒̊F ), as it is normal.
- Otherwise, π ∈ SN , is neutral and not normal. All its leaves are either
neutral, either proof-abstractions, by lemma 20. And all these leaves
are in Cl(E)⇒̃Cl(F ), as it satisfies (CR2), therefore they also are in
Cl(E⇒̊F ), as we saw in the previous points. Finally, π ∈ Cl(E⇒̊F ), by
lemma 18.
∀-morphism
We prove now that for all sorts T and f ∈ ÅT , Cl(̊∀T f) = ∀̃T Cl ◦ f . Notice
that for all functions f ∈ ÅT , Cl ◦ f ∈ ÃT .
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Lemma 21. For all E ∈ C≡ , k ∈ N, terms t, term-variables x, proof-terms π′,
if (t/x)π ∈ Clk(E), then (λx.π)t ∈ Clk(E).
Proof. By induction on k.
– If k = 0, by (CR3≡).
– If k > 0, by induction hypothesis.
Lemma 22. For all π ∈ T and f ∈ ÅT , if π ∈ ∀̃T Cl◦f then there exists k ∈ N
such that π ∈ ∀̃T Clk ◦ f .
Proof. For all E ∈ C≡ , if π ∈ Cl(E) then π ∈ SN and if k is the maximal length
of a reductions sequence from π then π ∈ Clk(E). Then, as the maximal length
of reductions sequence from πt is the same for all t ∈ T̂ , if we note l this maximal
length, we have, for all t ∈ T̂ , πt ∈ Cll ◦ f(t), therefore π ∈ ∀̃TCll ◦ f .
Proposition 5. For all sorts T and f ∈ ÅT , Cl(̊∀T f) = ∀̃T Cl ◦ f .
Proof. ⊆ Let π ∈ Cl(̊∀T f), then there exists (a minimal) k ∈ N such that
π ∈ Clk (̊∀T f). By induction on k.
- If k = 0, (∆,π) ∈ ∀̊T f and π ∈ SN , then for all t ∈ T̂ , (∆,πt) ∈ f(t),
hence πt ∈ Cl0 ◦ f(t). And π ∈ ∀̃T Cl ◦ f .
- If k > 0, then π = (µi/αi)iν, with each µi neutral not normal and such
that for all (ρi)i≤n each respectively a leaf of µi, we have (ρi/αi)iν ∈
Clk−1(̊∀T f) ⊆ ∀̃T Cl ◦ f , by induction hypothesis. Let t ∈ T̂ , then
if we write ν′ = νt, we have πt = (µi/αi)iν′ and for all (ρi)i≤n each
respectively a leaf of µi, (ρi/αi)iν′ = (ρi/αi)iν t ∈ Cl ◦ f(t). Therefore
πt ∈ Cl ◦ f(t) by remark 11. Finally, π ∈ ∀̃T Cl ◦ f .
⊇ Let π ∈ ∀̃T Cl ◦ f , then, by lemma 22, there exists k ∈ N such that π ∈
∀̃TClk ◦ f . By induction on k.
- If k = 0, then there exists t ∈ T̂ such that πt ∈ Cl0 ◦ f(t). Hence
(∆,πt) ∈ f(t) and πt is normal. Hence π is normal and for all t′ ∈ T̂ , πt′
is also normal, therefore, as πt′ ∈ Cl ◦ f(t), we have, in particular, πt′ ∈
Cl0 ◦ f(t). Finally, for all t′ ∈ T̂ , (∆,πt′) ∈ f(t), therefore (∆,π) ∈ ∀̊T f ,
and π ∈ Cl0(̊∀T f), as it is normal.
- If k > 0, let t ∈ T̂ such that πt ∈ Clk ◦ f(t). Therefore πt = (µi/αi)iν,
with each µi neutral not normal and such that for all (ρi)i≤n each re-
spectively a leaf of µi, we have (ρi/αi)iν ∈ Clk−1 ◦ f(t).
∗ If ν 6= α1, then ν = ν′t, with π = (µi/αi)iν′, and for all (ρi)i≤n each
respectively a leaf of µi, we have (ρi/αi)iν′ ∈ Cl(̊∀T f), by induction
hypothesis. We conclude by lemma 18.
∗ Otherwise, every leaf of πt is in Clk−1 ◦f(t). If π is isolated, then all
its leaves ρ are neutral and normal, hence ρt is a leaf of πt, therefore
ρ ∈ Cl(̊∀T f), by induction hypothesis, and we conclude by lemma
18. If π reduces to λx.π′ then all leaves of (t/x)π′ are in Clk−1 ◦f(t),
therefore, for all leaves ρ of π′, we have (λx.ρ)t ∈ Clk−1 ◦ f(t), by
lemma 21, hence λx.ρ ∈ Cl(̊∀T f), by induction hypothesis. And
finally, λx.π′ ∈ Cl(̊∀T f), and so does π.
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We finally get the following (second) completeness result:
Theorem 1.
If L≡ is strongly normalizing, then Cl ◦ b.c. is a (non-empty) C′-valued model of L≡.
Proof. By lemma 1 and propositions 1, 2, 3, 4, 5.
5 Soundness
We finally prove in this section, that having a C′-valued model is also a sound
condition for strongly normalizing theories L≡.
Lemma 23. If J.K. is a C′-valued model of a theory L≡,
then for all A ∈ P, contexts Γ , ϕ ∈ Val(A) ∩Val(Γ ), π ∈ T and σ substitutions
such that for all declarations α : B in Γ , σα ∈ F(B,ϕ), we have:
if Γ ` π : A then σϕπ ∈ JAKϕ.
Proof. By induction on the length of the derivation of Γ ` π : A. By case on the
last rule used. If the last rule used is :
– axiom: in this case, π is a variable α, and Γ contains a declaration α : B
with A ≡ B (therefore Aϕ ≡ |B|ϕ). Then σϕπ = σα ∈ JBKϕ = JAKϕ.
– ⇒-intro: in this case, π is an abstraction λα.τ , and we have Γ, α : B ` τ : C
with A ≡ B ⇒ C. Let σ′ such that for all variables β declared in Γ , σ′β = σβ
and σ′α is an element of JBKϕ. Then σ′ϕτ ∈ JCKϕ by induction hypothe-
sis (and σ′ϕτ is in SN , therefore σϕπ is also in SN). Let π′ ∈ JBKϕ, we
prove by induction on the sum of both maximal lengths of a reductions se-
quence from σϕ(λα.τ) and π′ (each in SN) that every one-step reduct of
the neutral not normal proof-term σϕ(λα.τ) π′ is in JCKϕ. If the one-step
reduct is σϕ(π′/α)τ , we conclude by induction hypothesis (on the length
of the derivation) as π′ ∈ JBKϕ. Otherwise, the reduction takes place ei-
ther in σϕ(λα.τ), either in π′. We conclude by induction hypothesis on
the sum of the maximal lengths of reductions sequence from σϕ(λα.τ) and
π′. And the fact that both JBKϕ and JB ⇒ CKϕ satisfy (CR2). Finally,
σϕ(λα.τ) π′ ∈ JCKϕ, as it satisfies (CR3’) and σϕ(λα.τ) π′ is neutral, not
normal. Hence σϕ(λα.τ) ∈ JBKϕ⇒̃JCKϕ = JB ⇒ CKϕ = JAKϕ
– ⇒-elim: in this case, π is an application ρτ , and we have Γ ` ρ : C ≡ B ⇒ A
and Γ ` τ : B. Therefore, by induction hypothesis, σϕρ ∈ JB ⇒ AKϕ =
JBKϕ⇒̃JAKϕ and σϕτ ∈ JBKϕ. Therefore σϕ(ρτ) ∈ JAKϕ.
– ∀-intro: in this case, π is a term abstraction λx.π′ and we have Γ ` π′ : B
with A ≡ ∀x.B. Let t ∈ T̂ (with T the sort of x), and ϕ′ = ϕ+ 〈x, t〉. Then
σϕ′π′ = σϕ(t/x)π′ ∈ JBKϕ′ , by induction hypothesis. Therefore, σϕ(λx.π′) ∈
∀̃T (t 7→ JBKϕ+〈x,t〉 = JAKϕ (by induction on the maximal length of a re-
ductions sequence from πt, with t ∈ T̂ , using the fact that for all t ∈ T̂ ,
JBKϕ+〈x,t〉 satisfies (CR2) and (CR3’).
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– ∀-elim: in this case, π is an application ρt, and we have Γ ` ρ : ∀x.B with
A = (t/x)B and x /∈ FV (Γ ). By induction hypothesis, we have
σϕρ ∈ J∀x.B, ϕK = ∀̃T (t 7→ JBKϕ+ 〈x, t〉). Therefore σϕ(ρt) = σϕρ (ϕt) ∈
JBKϕ+〈x,ϕt〉 = J(t/x)BKϕ = JAKϕ
Theorem 2. If L≡ has a C′-valued model, then L≡ is strongly normalizing.
Proof. If F is a C′-valued model of ≡ then for all typing judgement Γ ` π : A
and σ and ϕ as in the previous proposition, we have σϕπ ∈ F(A,ϕ) hence
σϕπ ∈ SN , therefore π ∈ SN .
Conclusion
We have defined a refinement of truth values algebras which allows to build more
precise models. Then we exhibited one of these truth values algebras C′ such
that having a C′-valued model is a sound and complete condition for strongly
normalizing theories.While soundness is an usual property, this completeness
result is, up to our knowledge, the first for strongly normalizing theories, in
deduction modulo.
We proved this completeness theorem in an original way : build a structure
adapted to the congruence relation and then show that it is also adapted to
connectives when the theory is strongly normalizing. This way, we are able to
build an interpretation of propositions adapted to the congruence relation, even
if the theory is not strongly normalizing.
In future work, we wish to extend this result to other logical frameworks with
or without rewriting. For logical frameworks with rewriting, we want to extend
first this result to (complete) Deduction modulo, and to λΠ-calculus modulo
[2]. We also want to study how these language-dependent truth values algebras
can help us in building models of logical frameworks with dependent types, as
λΠ-calculus modulo, or Pure Type Systems.
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