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Zusammenfassung
Automatische Detektion von Krankheiten auf Bla¨ttern von Nutzpflanzen
In dieser Arbeit wird ein neuartiges, automatisches Verfahren zur Detektion von
Krankheiten auf Bla¨ttern von Nutzpflanzen vorgestellt. Die Anwendung von Mus-
tererkennungsverfahren zur Detektion von Blattkrankheiten ist noch ein sehr junges
Forschungsgebiet. Ein einsetzbares Verfahren zur automatischen Detektion von Blatt-
krankheiten wu¨rde aber z.B. im Pra¨zisionspflanzenbau zur Reduzierung der Spritzmit-
telmenge von großem Nutzen sein.
Das in dieser Arbeit vorgeschlagene Verfahren besteht aus einem hierarchischen Klas-
sifikationsprozess. Im ersten Schritt dieses Prozesses wird eine pixelweise, adaptive
Bayesklassifikation durchgefu¨hrt. Die adaptive Bayesklassifikation ist dabei speziell auf
die Erkennung von Blattkrankheiten hin optimiert worden. Im zweiten Schritt erfolgt
eine Gla¨ttung des pixelweisen Klassifikationsergebnisses durch eine Majorita¨tsfilterung
oder mit Hilfe von bedingten Markoffschen Zufallsfeldern. Welche Vor- und Nachteile
die beiden Gla¨ttungsarten bieten, wird in dieser Arbeit diskutiert. Der letzte Schritt des
hierarchischen Klassifikationsprozesses besteht aus einer regionenbasierten Maximum-
Likelihood-Klassifikation.
Eine besondere Herausforderung bei der Entwicklung des Klassifikationsverfahrens
lag in der Beru¨cksichtigung von Blattkrankheiten mit sehr kleinen Blattflecken. Um
auch fu¨r diese Blattkrankheiten hohe Klassifikationsgenauigkeiten zur erzielen, wurde
eine geeignete Bewertungsstrategie zur Beurteilung der Klassifikationsergebnisse ent-
worfen und zur Optimierung des Klassifikationsprozesses verwendet.
Das entwickelte Klassifikationsverfahren basiert auf Bildern von einer RGB - und
einer Multispektral (MS) - Kamera. Die Bilder der beiden Kameras wurden u¨ber ein 3D-
Modell des jeweiligen Blattes fusioniert. Das zur Erstellung der 3D-Modelle entwickelte
Verfahren bietet dabei neben der Sensorfusion auch das Potential zur Bestimmung der
Lage und Orientierung von Bla¨ttern im Feld.
Im Rahmen der Entwicklung des Klassifikationsprozesses wurden weitere Fragestel-
lungen bearbeitet. So wurde u.a. untersucht, inwieweit eine Erweiterung des Merk-
malsvektors um Nachbarschaftsinformationen das Klassifikationsergebnis beeinflusst
und ob Segmentierungsverfahren wie der Wasserscheidenalgorithmus zur Erkennung
von Blattflecken eingesetzt werden ko¨nnen. Desweiteren wurde die U¨bertragbarkeit
des Verfahrens auf andere Nutzpflanzen und Blattkrankheiten erforscht.
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Abstract
Automatic detection of leaf diseases on agricultural crop
This thesis presents a novel, automatic method to detect leaf diseases on agricultural
crop. The use of pattern recognition methods to detect leaf diseases is a very young
research area. But an applicable method for the automatic detection of leaf diseasea
would be of great benefit for example in the area of precision agriculture.
The proposed method consists of an hierarchical classification process. In the first
step of this process a pixelwise, adaptive Bayes classification is executed. Thereby
the adaptive Bayes classifier is optimised for the detection of leaf diseases. In the
second step a smoothing of the pixelwise result is carried out using a majority filter
or a conditional random field (CRF). The advantages and disadvantages of the two
ways of smoothing are the subject of a discussion in this thesis. The last step of the
classification process consists of a regionbased Maximum-Likelihood classification.
A particular challenge in the development of the classification method lies in the
consideration of leaf disesases with very small leaf spots. To achieve high classification
accuracies for these leaf diseases, too, an adequate rating strategy was formulated and
used for the optimisation of the classification process.
The developed classification method is based on images of a RGB - and a Multispec-
tral (MS) - camera. The images of the two cameras was fused using a 3D-model of each
single leaf. The prepared technique for the generation of the 3D-models of the leaves
provides additionally the opportunity to determine the position and the orientation of
the leaves in the field.
Within the framework of the development of the classification process further ques-
tions were examined. So it was investigated, in how far an enhancement of the feature
vector with neighbourhood information affects the classification result and if it is pos-
sible to apply segmentation methods like the watershed algorithm for the recognition
of leaf spots. In addition the transferability of the developed classification method to
other plants and leaf diseases was proofed.
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1 Einleitung
1.1 Motivation und Zielsetzung
Das Ziel dieser Arbeit ist die automatische Erkennung von Blattkrankheiten anhand
von Multispektralbildern. Die Erkennung und Behandlung von Blattkrankheiten ist
sowohl im Nutz- als auch im Zierpflanzenanbau von besonderer Wichtigkeit. Im Nutz-
pflanzenanbau fu¨hren Blattkrankheiten zu Ernteausfall. Dies ist entweder darauf zuru¨ck-
zufu¨hren, dass die Pflanzen ungenießbar werden, wie z.B. Salat, oder dass durch die
zersto¨rte Blattfla¨che weniger Photosynthese betrieben werden kann und damit die
Fru¨chte der Pflanze nicht mit genu¨gend Na¨hrstoffen versorgt werden ko¨nnen. Dies
ist z.B. bei der Zuckerru¨be der Fall, wo bei einer Blattkrankheit weniger Zucker im
Ru¨benko¨rper eingelagert wird oder sogar zum Austreiben neuer Bla¨tter abgebaut wird.
Im Zierpflanzenanbau fu¨hren Blattkrankheiten ebenfalls zu wirtschaftlichen Einbu-
ßen, da der Kunde eine makellose Pflanze erwartet. Durch Blattkrankheiten entstellte
Pflanzen sto¨ren das a¨sthetische Empfinden und sind daher unverka¨uflich. Aus diesen
Gru¨nden ist eine rechtzeitige Erkennung der spezifischen Blattkrankheit ganz wesent-
lich, damit eine entsprechende Behandlung der Pflanze eingeleitet werden kann.
Die korrekte Zuordnung der sichtbaren Symptome auf einem Blatt zu den jeweiligen
auslo¨senden Pathogenen kann ha¨ufig nur von Experten, wie z.B. Phytomedizinern,
erfolgen. Diese manuelle Zuordnung von Blattkrankheiten durch visuelle Inspektion
der Bla¨tter durch Experten ist aber teuer, langsam und ha¨ngt von der Erfahrung des
jeweiligen Experten ab. Zudem kann das Ergebnis unterschiedlicher Experten durchaus
verschieden ausfallen. Selbst das Ergebnis desselben Experten kann von einem Tag auf
den anderen variieren (Bell et al., 2002).
Eine automatische Erkennung der Blattkrankheiten durch Computeralgorithmen ist
im Gegensatz dazu deutlich billiger, objektiv und fu¨r ein Blatt immer identisch. Es
ist in diesem Fall kein Experte mehr notwendig, um die Blattkrankheit einer Pflan-
ze zu bestimmen. Es wa¨re sogar denkbar, dass jedermann mit Hilfe einer Digicam
Fotos einer betroffenen Pflanze macht und anschließend am Computer mit einer au-
tomatischen Erkennungssoftware fu¨r Blattkrankheiten das zugrundeliegende Pathogen
bestimmt. Zudem kann durch die automatische Auswertung der Bilddaten die Menge
der getesteten Pflanzen bei geringen Kosten deutlich erho¨ht werden.
Dies wa¨re z.B. im Bereich des Pra¨zisionspflanzenschutzes von großem Vorteil. Denn
das Ziel des Pra¨zisionspflanzenschutzes ist es, nur die von einer Krankheit befallenen
Areale eines Feldes zu behandeln und nicht, wie derzeit u¨blich, das komplette Feld
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unabha¨ngig von der Befallsverteilung (Ro¨sch et al., 2006). Die Voraussetzung dafu¨r ist
aber, Kenntnis u¨ber die Verteilung der Krankheit im Feld und evt. sogar der Vertei-
lung innerhalb einer Pflanze bzw. auf einem Blatt zu besitzen. Die Gewinnung dieser
Kenntnisse anhand einer manuellen Erfassung der Verteilung wa¨re extrem zeitintensiv,
so dass die großfla¨chige Anwendung des Pra¨zisionspflanzenschutzes nur durch automa-
tische Erfassungsverfahren mo¨glich ist. Dazu ko¨nnten beispielsweise vorne am Traktor
Kameras installiert werden. Wa¨hrend der Fahrt u¨ber das Feld wu¨rden dann die Pflan-
zen aufgenommen, die Bilder anhand der Erkennungssoftware fu¨r Blattkrankheiten au-
tomatisch analysiert und zuletzt gegebenenfalls entsprechend des Analyseergebnisses
zielgerichtet behandelt werden.
Die Entwicklung von fu¨r dieses Szenario notwendigen automatischen Erkennungsver-
fahren von Blattkrankheiten ist Ziel dieser Arbeit.
1.2 Bisherige Arbeiten
Publikationen zur Thematik der automatischen Erkennung von Blattkrankheiten ba-
sierend auf Bildinformationen gibt es bisher kaum. Darunter sind die folgenden vier
Arbeiten von Cui et al. (2010), Sanyal und Patel (2008), Huang (2007) und Py-
dipati et al. (2006). Bei diesen Arbeiten basiert die Klassifikation auf der Farbin-
formation der Kana¨le Rot, Gru¨n und Blau. Tatsa¨chlich la¨sst sich aber die gesunde,
chlorophyllhaltige und die durch biotische oder abiotische Umwelteinflu¨sse zersto¨rte,
nicht-chlorophyllhaltige Blattfla¨che am ehesten im nahen Infrarotbereich voneinan-
der separieren. Dies liegt an der hohen Reflexivita¨t des Chlorophylls in diesem Wel-
lenla¨ngenbereich und der Tatsache, dass die zersto¨rte Blattfla¨che in der Regel kein
Chlorophyll mehr entha¨lt. In der Fernerkundung wird dieses Wissen schon seit lan-
gem zur Unterscheidung zwischen Vegetation und Nicht-Vegetation eingesetzt (Albertz,
1999). Ebenso werden im Fernerkundungsbereich zur Einscha¨tzung der Vitalita¨t von
Pflanzen Multispektral- oder sogar Hyperspektralbilder eingesetzt, welche auch den In-
frarotbereich mit abdecken (siehe z.B. Lelong et al. (1998) oder Mewes et al. (2010)).
Aus diesem Grunde beru¨cksichtigt das in dieser Dissertation entwickelte Verfahren zur
automatischen Detektion von Blattkrankheiten nicht nur die Farbinformationen der
Kana¨le Rot, Gru¨n und Blau, sondern zusa¨tzlich auch die Infrarotinformation.
Die verwendeten Klassifikationsmethoden und untersuchten Pflanzen und Krank-
heiten differieren in allen oben genannten Arbeiten. So setzen Pydipati et al. (2006)
eine Diskriminanzanalyse zur Identifikation von drei Blattkrankheiten bei Grapefruit-
Geho¨lzen ein. Sowohl Huang (2007) als auch Sanyal und Patel (2008) verwenden beide
ku¨nstliche neuronale Netze. Huang (2007) setzen das ku¨nstliche neuronale Netz aber zur
Erkennung von Blattkrankheiten von Orchideen-Setzlingen der Gattung Phalaenopsis
ein, wa¨hrend Sanyal und Patel (2008) in ihrer Arbeit eine Mustererkennungsmethode
basierend auf einem mehrlagigen Perzeptrons zur Detektion von zwei Krankheiten auf
Reispflanzen einfu¨hren. Die neueste Arbeit von Cui et al. (2010) untersucht die Er-
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kennung einer Rostinfektion auf Sojabohnenbla¨tter. Diese Arbeit von Cui et al. (2010)
stellt eine manuelle Schwellwertmethode und einen Ansatz fu¨r eine automatische Ros-
terkennung mit Hilfe einer Analyse des Schwerpunkts der Verteilung der Farbinforma-
tionen im polaren Koordinatensystem vor.
Die vorliegende Dissertation pru¨ft nun eine Kombination aus pixelweiser Bayesklas-
sifikation, Gla¨ttung mit bedingten Markoffschen Zufallsfeldern und anschließender re-
gionenbasierter Maximum-Likelihood Klassifikation auf ihre Eignung zwei verschiedene
Krankheiten auf Zuckerru¨benbla¨ttern zu detektieren. Bei der Entwicklung dieses Ver-
fahrens wird fu¨r jedes Blatt ein 3D-Modell erstellt. Die 3D-Struktur ist erforderlich, da
die verwendeten Kameras nicht in allen vier Kana¨len empfindlich sind. Die aus diesem
Grunde notwendige Fusionierung der Sensordaten von der RGB- und Multispektralka-
mera erfolgt u¨ber ein 3D-Modell des Blattes. Das in dieser Arbeit angewendete Ver-
fahren zur Erstellung der 3D-Modelle bietet zudem potentiell auch die Mo¨glichkeit, es
zuku¨nftig zur Lagebestimmung der Bla¨tter im Feld einzusetzen. Bei allen vier obigen
Publikationen spielte dieser Aspekt der Gewinnung einer 3D-Struktur von Bla¨tter bzw.
Pflanzen dagegen keine Rolle.
Unabha¨ngig von der Klassifikation von Blattkrankheiten existieren bereits Publi-
kationen, die sich mit der Gewinnung der 3D-Strukur von Pflanzen bescha¨ftigen. In
diesen Arbeiten wurden verschiedene Technologien zur Erstellung des 3D-Modells ein-
gesetzt. Stuppy et al. (2003) analysierten die dreidimensionale Struktur von Pflanzen
mit Hilfe von hochaufgelo¨sten Ro¨ntgenaufnahmen. Dieses Verfahren ist durch den Ein-
satz von Ro¨ntgenstrahlen aber nicht im Feld einsetzbar. Hanan et al. (2004) setzten
ein Laserscanning-Verfahren ein. Die Erstellung von Laserscans ist allerdings teuer
und zudem problematisch bei Wind. Denn wa¨hrend der Aufnahme von Objekten mit-
tels eines Laserscanners sollten sich diese nicht bewegen, da die aufgenommene 3D-
Information ansonsten inkonsistent ist. Ein deutlich billigeres Verfahren zur Erstellung
von 3D-Modellen basiert auf Stereobildern. Zur Vermeidung von Inkonsistenzen durch
die Bewegung der Bla¨tter besteht hier die Mo¨glichkeit die Stereobilder synchron auf-
zunehmen. Pan et al. (2004) erforschten als erstes die Eignung dieses bildbasierten
Verfahrens zur 3D-Rekonstruktion von Pflanzen. Sie fu¨hrten allerdings noch eine ma-
nuelle Selektion der Zuordnungen durch. Das in dieser Arbeit fu¨r die Erstellung von
3D-Modellen von Bla¨ttern angepasste Verfahren funktioniert dagegen vollautomatisch.
Im Computergraphik-Bereich wird deutlich intensiver an der Erstellung von rea-
listischen 3D-Modellen von Pflanzen geforscht. Hier dient die Rekonstruktion dazu
natu¨rliche Modelle von Pflanzen fu¨r virtuelle Umgebungen zu erhalten. Diese 3D-
Modelle spiegeln aber nicht unbedingt exakt die 3D-Struktur der jeweiligen Pflanze
wieder (Ma und Zha, 2009). Eine U¨bersicht u¨ber den Stand der Technik der bildbasier-
ten Modellierung von Pflanzen und Ba¨umen im Computer Vision Bereich bietet das
Buch von Kang und Quan (2010).
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1.3 Herausforderungen und Arbeitshypothesen
Die automatische Detektion von Blattkrankheiten bietet einige Herausforderungen. So
ist z.B. wegen der großen Zahl an Nutzpflanzen, welche in Form und Farbe der Bla¨tter
variieren ko¨nnen, und der Vielzahl u. U. gleichzeitig auftretender Blattkrankheiten,
eine Klassifizierung der einzelnen Blattkrankheiten ha¨ufig nicht ganz einfach. Um diese
Vielfalt etwas einzugrenzen, basiert die Entwicklung des Verfahrens zur automatischen
Detektion von Blattkrankheiten zuna¨chst nur auf einer Nutzpflanze. Anschließend wird
dann die U¨bertragbarkeit des Verfahrens auf andere Nutzpflanzen getestet. Als Nutz-
pflanze zur Verfahrensentwicklung dient die Zuckerru¨be, da sie eine hohe wirtschaftliche
Bedeutung in Deutschland und USA besitzt (Wolf und Verreet (2002), Steddom et al.
(2005)). Die U¨bertragbarkeit des Verfahrens wird anhand von Reisbla¨ttern gepru¨ft.
Die na¨chste Herausforderung bei der Erkennung von Blattkrankheiten liegt in der
Vera¨nderung der visuellen Symptome einer Blattkrankheit im Laufe ihrer Krankheits-
entwicklung. Die Bla¨tter der Zuckerru¨be ko¨nnen beispielsweise u.a. von dem Braun-
rost (Uromyces betae), dem Mehltau (Erysiphe betae) und den Blattfleckenkrankheiten
(Cercospora beticola sowie Ramularia beticola) befallen werden. Nach KWS (2010) sind
bei der Blattfleckenkrankheit Cercospora beticola die Flecken z.B. anfangs anna¨hernd
rund und gleichma¨ßig dunkelgrau bis schwarz. Beim Fortschreiten der Krankheit wird
das Kreisinnere dann hell, wa¨hrend sich außen ein dunkelbrauner Rand bildet. Die
Gro¨ße der Flecken betra¨gt dabei ungefa¨hr 2-3 mm. Im weiteren Verlauf der Krankheit
fließen die einzelnen Flecken ha¨ufig zusammen und schließlich stirbt das komplette
Blatt ab.
In Abbildung 1.1 sind Flecken verschiedener Entwicklungsstadien dieser Blattflecken-
krankheit visualisiert. Zwei Flecken im Anfangsstadium sind durch hellblaue Ellipsen
markiert.
Abbildung 1.1: Auspra¨gung der Blattfleckenkrankheit Cercospora beticola auf einem
Zuckerru¨benblatt. Die hellblau markierten Flecken befinden sich noch
im Anfangsstadium.
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Ein weiteres Beispiel zur Vera¨nderung des Krankheitsbildes bietet der Braunrost
Uromyces betae. Er entwickelt sich nach Hillnhu¨tter und Mahlein (2008) zuna¨chst nur
innerhalb des Blattes. Typische Symptome von Uromyces betae sind im Anfangsstadi-
um daher lediglich kleine chlorotische Stellen. Erst im fortgeschrittenen Stadium bricht
das Blatt stellenweise auf, um die braunen Rostsporen abzugeben. Diese sind dann als
kleine ungefa¨hr 1 mm große dunkelbraune Punkte zu sehen (siehe Abbildung 1.2).
Abbildung 1.2: Auspra¨gung des Braunrostes Uromyces betae auf einem
Zuckerru¨benblatt.
Die unterschiedlichen Blattflecken auf einer bestimmten Nutzpflanze ko¨nnen also so-
wohl auf die verschiedenen Blattrankheiten dieser Nutzpflanze zuru¨ckgefu¨hrt werden
als auch auf die verschiedenen Krankheitsstadien einer bestimmten Blattkrankheit.
Um die Bandbreite dieser verschiedensten Blattflecken auf den zu klassifizierenden
Zuckerru¨benbla¨ttern etwas einzuschra¨nken, erfolgte die Entwicklung des Verfahrens
anhand der Blattfleckenkrankheit Cercospora beticola und des Braunrostes Uromyces
betae. Die Blattfleckenkrankheit Cercospora beticola gilt als die bedeutendste pilzliche
Erkrankung der Zuckerru¨be in Mitteleuropa (Wolf und Verreet, 1997). Die wirtschaftli-
che Bedeutung des Braunrostes ist zwar eher gering (KWS, 2010), dafu¨r bietet er aber
einige Herausforderung bei der Klassifikation. Dies ist auf die geringe Gro¨ße der Rost-
pusteln zuru¨ckzufu¨hren. Durch ihre Kleinheit werden die Rostpusteln z.B. bei der An-
wendung von Gla¨ttungsfiltern eliminiert oder bei Einsatz von Segmentierungsverfahren
im Zuge der Rauschunterdru¨ckung entfernt. Zudem ist bei einem nicht so ausgepra¨gten
Befall der Zuckerru¨be mit dieser Blattkrankheit die a-priori Wahrscheinlichkeit unter
Umsta¨nden nicht ho¨her als 1/2 Promille. Dies fu¨hrt dann bei Klassifikatoren, welche
die Gesamtklassifikationsgenauigkeit optimieren, ebenfalls zu Problemen (siehe Kapi-
tel 3.3.3).
Weitere Herausforderungen liegen bei einer Anwendung im Feld im Auftreten von
Verdeckungen, Spiegelungen und der Sichtbarkeit von Blattober- bzw. Blattuntersei-
ten im Bild. Die beiden Blattseiten weisen dabei in der Regel eine unterschiedliche
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Struktur auf. Ebenso sind die visuellen Symptome einer Blattkrankheit ha¨ufig von der
jeweiligen Blattseite abha¨ngig. In dieser Arbeit wurde diese Problematik vermieden,
indem die Aufnahmen der Bla¨tter im Labor erfolgte. Dort wurden die Bla¨tter dann je-
weils einzeln fotografiert (siehe Kapitel 3.1.2). Beeintra¨chtigungen der Farbinformation
durch Reflexionen oder Schattenwurf auf der eher gla¨nzenden und krausen Oberfla¨che
der Zuckerru¨benbla¨ttern wurden ebenfalls durch eine diffuse Beleuchtung der Bla¨tter
wa¨hrend der Aufnahme verhindert.
Basierend auf den RGB- und Multispektralbildern der Zuckerru¨benbla¨ttern mit Sym-
ptomen der beiden Blattkrankheiten Cercospora beticola und Uromyces betae in ver-
schiedenen Entwicklungsstadien wurden in dieser Arbeit folgende globalen Arbeitshy-
pothesen verifiziert:
1. Die Beru¨cksichtigung der 4-er Nachbarschaft in den Merkmalen erho¨ht die Klas-
sifikationsgenauigkeiten signifikant.
2. Der Bayesklassifikator kann durch die Anpassung der Likelihood- und Gewichtungs-
Funktion sowie der a-priori Wahrscheinlichkeiten fu¨r die Klassifikation von sel-
tenen Klassen, wie dem Braunrost Uromyces betae, optimiert werden.
3. Die Gla¨ttung eines pixelweisen Klassifikationsergebnisses mit bedingten Markoff-
schen Zufallsfeldern ist einer Gla¨ttung durch einen Majorita¨tsfilter u¨berlegen.
4. Eine regionenbasierte Klassifikation der segmentierten Objekte erho¨ht die Klas-
sifikationsgenauigkeiten aller Klassen.
1.4 U¨bersicht u¨ber die Arbeit
Nach der bis jetzt erfolgten Motivation des Themas und der Auseinandersetzung mit
den auf diesem Gebiet bisher erschienen Publikationen sowie den Herausforderungen
bei der Lo¨sung dieser Aufgabe, folgt nun nach der in dieser Arbeit verwendeten No-
tation zuerst das Theorie-Kapitel 2. Dieses Kapitel beschreibt die Grundlagen der in
dieser Arbeit verwendeten Klassifikationsverfahren. Neben der Erla¨uterung des Ziels
einer Klassifikation und der Bewertung von Klassifikationsergebnisses stellt dieses Ka-
pitel den k-Na¨chsten-Nachbarn Klassifikator, die Bayesklassifikation und die bedingten
Markoffschen Zufallsfelder vor.
Auf diesen Grundlagen aufbauend beschreibt das na¨chste Kapitel 3 das in dieser Ar-
beit entwickelte Verfahren zur Detektion von Blattkrankheiten basierend auf Farb- und
Multispektralbildern. Dazu erfolgt zuna¨chst eine Beschreibung des Versuchsaufbaus
anhand dessen die Bilder der Pflanzen aufgenommen wurden. Anschließend wird die
Fusion der Farb- und Multispektralbilder mit Hilfe einer gemeinsamen Orientierung der
Aufnahmen und der Erstellung eines multispektralen Orthobildes erla¨utert. Das letzte
Unterkapitel geht schließlich auf den in dieser Dissertation erarbeiteten hierarchischen
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Klassifikationsprozess ein. Dieser Klassifikationsprozess besteht aus einer pixelweisen,
adaptiven Bayesklassifikation, einer anschließenden Gla¨ttung des pixelweisen Ergeb-
nisses mit Hilfe eines Majorita¨tsfilter oder mit bedingten Markoffschen Zufallsfeldern
und einer im letzten Schritt durchgefu¨hrten regionenbasierten Maximum-Likelihood
Klassifikation.
Die zur Entwicklung dieses Verfahrens durchgefu¨hrten Experimente stellt das na¨chste
Kapitel 4 vor. Das erste Experiment dient zur empirischen U¨berpru¨fung der geometri-
schen Genauigkeit der Sensorfusion. Das na¨chste Unterkapitel entha¨lt die zur Entwick-
lung der pixelweisen Klassifikationsstrategie notwendigen Experimente. Anschließend
folgen die Experimente zur Gla¨ttung der pixelweisen Klassifikation und zur regionen-
basierten Klassifikation. Als letztes wird das Experiment zur U¨bertragbarkeit des Ver-
fahrens auf durch Eisentoxizita¨t gescha¨digte Reisbla¨tter vorgestellt.
Das letzte Kapitel 5 erla¨utert schließlich die Schlussfolgerungen, welche aus der Ar-
beit gezogen werden ko¨nnen.
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1.5 Notation
Symbol Bedeutung
Allgemein
x,X Skalar
x,X Vektor
X Matrix
X homogene Matrix
X Menge
x̂ gescha¨tzter Wert
x˜ wahrer Wert
Reservierte Symbole
p(...) Wahrscheinlichkeitsdichte
P (...) Wahrscheinlichkeit
R Rotationsmatrix
K Kamera-Kalibriermatrix
P Kamera-Projektionsmatrix
t Translationsvektor
S Menge aller Elemente, wie z.B. Pixel
s Index eines Elements
S Anzahl der Elemente
y Alle Beobachtungen des Bildes, es gilt y = [y0, y1, . . . , ys, . . . , yS−1]
T
ys Beobachtung an dem Element s
hs(y) Merkmale an dem Element s basierend auf den Beobachtungen y
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x Komplette Ground Truth Klassenkonfiguration,
es gilt x = [x0, x1, . . . , xs, . . . , xS−1]
T
xs Ground Truth Klasse des Elements s
x̂ Komplette gescha¨tzte Klassenkonfiguration
x̂s Klassifikationsergebnis des Elements s
L Anzahl der Klassen
L Menge der Klassen
l Index einer Klasse
Statistische Symbole
σ Standardabweichung
Σ Kovarianzmatrix
Mathematische Operatoren
XT Transponierte
X
−1 Inverse einer Matrix
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Klassifikationsverfahren
2.1 Ziel der Klassifikation
Das Ziel einer Klassifikation von Bildern ist es, jedes Element s, wie z.B. ein Pixel oder
eine Region, aus der Menge S = {0, . . . , s, . . . , S − 1} eines Bildes genau einer Klasse
x̂s zuzuweisen (Li, 2001). Im vorliegenden Fall sind beispielsweise folgende Klassen
L = {0, . . . , l, . . . , L− 1} vertreten:
• 0: gesunder Blattbereich
• 1: mit Cercospora beticola infizierter Blattbereich
• 2: mit Uromyces betae infizierter Blattbereich
Die Klassifikation eines Elementes s erfolgt anhand seines Merkmalvektors hs(y). Der
Merkmalsvektor basiert auf den Beobachtungen y des Bildes. Im einfachsten Falle be-
steht er nur aus den Beobachtungen ys eines Elementes s selbst, d.h. es gilt hs(y) = ys.
Beobachtungen ys eines Elementes s ko¨nnen zum Beispiel folgende Farbinformationen
sein:
• Rot
• Gru¨n
• Blau
• Infrarot
Der Merkmalsvektor hs(y) kann aber auch Nachbarschaftsinformationen mitberu¨cksichtigen,
wie zum Beispiel die Farbinformation des oberen, unteren, linken und rechten Nach-
barn:
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hs(y) =

ys
yl
yr
yo
yu

mit l = links, r = rechts, o = oben, u = unten
Zum Training eines Klassifikators und zur Kontrolle des Klassifikationsergebnisses
werden Referenzdaten beno¨tigt, welche als korrekt angenommen werden. Die Referenz-
daten fu¨r das gesamte Bild werden im Folgenden mit x bezeichnet. Die Referenzklasse
an einem Element s ist xs, wobei xs ∈ L mit L = {0, . . . , l, . . . , L − 1} gilt. Die vom
Klassifikator gescha¨tzte Klassenzuordnung eines Elementes s wird als x̂s angegeben und
entsprechend ist die komplette, gescha¨tzte Klassenkonfiguration eines Bildes definiert
als x̂.
Nachstehend werden verschiedene Klassifikationsverfahren vorgestellt. Jedes dieser
Klassifikationsverfahren muss zuna¨chst mit Hilfe von Trainingsdaten trainiert werden.
Erst nach Abschluß dieses Lernprozesses kann der Klassifikator dann selbststa¨ndig neue
Daten klassifizieren.
2.2 k-Na¨chste-Nachbarn Klassifikation
Der k-Na¨chste-Nachbarn (kNN) Klassifikator ordnet ein Merkmalsvektor hs(y) derje-
nigen Klasse zu, zu der die Mehrheit der k na¨chsten Nachbarn geho¨rt. Die Na¨he wird
dabei mit einer geigneten Metrik gemessen, wie z.B. mit dem Euklidischen Abstand
(Fukunaga, 1972). Training dieses Klassifikators bedeutet, dass eine Menge von Beob-
achtungen y und die dazugeho¨rigen Referenzdaten x bekannt sind. Damit ist bei dem
kNN Klassifikator keinerlei Wissen u¨ber die Verteilung der Daten notwendig.
Ein weiterer Vorteil dieses Klassifikators ist die Mo¨glichkeit, den so genannten Bayes-
fehler ε∗ zu scha¨tzen. Der Bayesfehler ist ein Maß fu¨r die Separierbarkeit von Klassen.
Denn bei bekannter Verteilung der Merkmale von zwei Klassen korrespondiert er zu der
u¨berlappenden Fla¨che der beiden Verteilungen. Mit dem Bayesfehler kann man daher
bestimmen, welche Klassifikationsgenauigkeiten bei bestimmten Daten und Merkmalen
erreicht werden ko¨nnen. Als Ergebnis bekommt man eine Spanne, in welcher die Klas-
sifikationsergebnisse anderer Klassifikatoren liegen werden. Fu¨r diese Scha¨tzung muss
allerdings die Anzahl der Trainingsdaten groß genug sein, damit der zu klassifizierende
Merkmalsvektor hs(y) und seine na¨chsten Nachbarn mo¨glichst nah im Merkmalsraum
benachbart sind (Fukunaga, 1972).
Wenn die Fehlerwahrscheinlichkeit einer Klasse als ε und die Anzahl der Klassen als
L definiert ist, berechnet sich der Bayesfehler ε∗ nach Fukunaga (1972) folgendermaßen
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L− 1
L
−
√(
L− 1
L
)2
− εL− 1
L
≤ ε∗ ≤ ε . (2.1)
2.3 Bayesklassifikation
Eine Bayesklassifikation basiert, wie der Name schon andeutet, auf dem Bayes-Theorem
P (l | hs(y)) = p(hs(y) | l) · P (l)
P (hs(y))
. (2.2)
In dieser Formel ist nach Duda et al. (2001)
• p(hs(y) | l) die bedingte Wahrscheinlichkeitsdichte fu¨r das Auftreten von hs(y),
falls das Element zur Klasse l geho¨rt. Aus ihr ergibt sich die Likelihoodfunktion
L(hs(y) | l).
• P (l) die a-priori Wahrscheinlichkeit. Sie gibt an, mit welcher Wahrscheinlichkeit
die Klasse l auftritt.
• P (hs(y)) die Wahrscheinlichkeit fu¨r das Auftreten des Merkmalvektors hs(y).
Da dieser Term lediglich eine normalisierende Wirkung hat, kann er wa¨hrend der
Klassifikation unberu¨cksichtigt bleiben.
• P (l | hs(y)) die a-posteriori Wahrscheinlichkeit. Sie gibt die Wahrscheinlichkeit
fu¨r die Klasse l bei der Beobachtung des Merkmals hs(y) an.
Die Bestimmung der a-priori Wahrscheinlichkeit P (l) erfolgt z.B. anhand der Auf-
trittswahrscheinlichkeit der verschiedenen Klassen. In diesem Falle ergibt sich die a-
priori Wahrscheinlichkeit bei einer Anzahl von S Elementen, von denen Sl zu der
Klasse l geho¨ren nach P (l) = Sl
S
.
Die Likelihood-Funktion L(hs(y) | l) kann z.B. durch eine Mischverteilung aus Gauß-
verteilungen angena¨hert werden. Um die Parameter einer solchen Mischverteilung zu
berechnen, bietet sich z.B. der Expectation-Maximization (EM) Algorithmus von Bil-
mes (1998) an. Fu¨r die Berechnung der Parameter werden dem Algorithmus N Trai-
ningsdaten der jeweiligen Klasse l, welche auf den Beobachtungen y beruhen, und die
Anzahl C an Clustern der Mischverteilung u¨bergeben. Zusa¨tzlich beno¨tigt der Algo-
rithmus fu¨r jedes Cluster c die vorab z.B. mittels des k-means Algorithmus’ gescha¨tzten
Mittelwerte µc und a-priori Wahrscheinlichkeiten αc sowie die Kovarianzmatrix Σc.
Im ersten Schritt, dem sogenannten E-Schritt, berechnet der Algorithmus die a-
posteriori Wahrscheinlichkeit P (c | y) fu¨r die Zugeho¨rigkeit der Beobachtungen y zum
Cluster c. Die Likelihood-Funktion Φ(y | µc,Σc) gibt die Wahrscheinlichkeitsdichte fu¨r
das Auftreten der Beobachtungen y bei gegebenem Mittelwert µc und Varianz Σc an.
Die Wahrscheinlichkeit P (c | y) berechnet sich somit mit Hilfe der folgenden Formel
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P (c | y) = αcΦ(y|µc,Σc)∑C
c=1 αcΦ(y|µc,Σc)
. (2.3)
Im zweiten Schritt, dem sogenannten M-Schritt, wird die Mittelwertsmatrix µc, die
a-priori Wahrscheinlichkeiten αc und die Kovarianzmatrix Σc neu berechnet. Der E-
und M-Schritt des EM-Algorithmus’ wird solange wiederholt, bis die A¨nderungen klein
genug bleiben.
2.3.1 Bayesklassifikation mit Risikominimierung
Eine Bayesklassifikation mit Risikominimierung beru¨cksichtigt neben der Likelihood-
Funktion und der a-priori Wahrscheinlichkeiten der einzelnen Klassen auch Kosten,
welche bei den verschiedenen Entscheidungen entstehen. Fu¨r jede Entscheidungsmo¨glichkeit
muss vorab die Ho¨he der entstehenden Kosten festgelegt werden. Diese werden in einer
sogenannten Kostenmatrix eingetragen (siehe Tabelle 2.1).
Kostenmatrix
% 0̂ . . . l̂ . . . L̂− 1
0˜ k(0, 0) . . . k(0, l) . . . k(0, L− 1)
. . . . . . . . . . . . . . .
l˜ k(l, 0) . . . k(l, l) . . . k(l, L− 1)
. . . . . . . . . . . . . . .
L˜− 1 k(L− 1, 0) . . . k(L− 1, l) . . . k(L− 1, L− 1)
Tabelle 2.1: Kosten bei unterschiedlichen Entscheidungen.
Das Ziel einer Bayesklassifikation mit Risikominimierung ist die Minimierung dieser
Kosten. D.h. der Klassifikator entscheidet sich fu¨r diejenige Klasse, die die gro¨ßten
Kosten verursachen wu¨rde, wenn man nicht sie sondern eine andere Klasse wa¨hlen
wu¨rde.
Bina¨rfall Nach Fukunaga (1972) fa¨llt die Entscheidung fu¨r Klasse 0, wenn
k(1, 0)− k(1, 1)
k(0, 1)− k(0, 0) P (1)L(hs(y) | 1) < P (0)L(hs(y) | 0) (2.4)
gilt, andernfalls wird sich fu¨r Klasse 1 entschieden. D.h. wir entscheiden uns fu¨r die
Klasse 0, wenn die Kosten bei einer Fehlentscheidung bei Klasse 1 niedriger sind bzw.
im Umkehrschluß bei Klasse 0 ho¨her sind.
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Mehrklassenfall Fu¨r den Mehrklassenfall wird die obige Formel folgendermaßen
erweitert
x̂s = arg min
xs
L∑
l=0
(k(l, xs)− k(l, l))P (l)L(hs(y) | l) . (2.5)
2.3.2 Maximum a-posteriori Klassifikation
Die Maximum a-posteriori (MAP) Klassifikation ist ein Spezialfall der Bayesklassifi-
kation mit Risikominierung. In diesem Fall wird davon ausgegangen, dass alle Fehl-
entscheidungen die gleichen Kosten verursachen. Daher kann hier die Kostenmatrix
unbeachtet bleiben und man maximiert stattdessen lediglich das Produkt aus der
Likelihood-Funktion und der a-priori Wahrscheinlichkeit
x̂s = arg max
xs
P (l)L(hs(y) | l) . (2.6)
Die Voraussetzung zur Berechnung der a-posteriori Wahrscheinlichkeit ist, dass so-
wohl die Likelihood-Funktion als auch die a-priori Wahrscheinlichkeit bekannt sind.
Diese mu¨ssen daher beim Training des Klassifikators mit Hilfe der Trainingsdaten be-
stimmt werden (Fink, 2003).
Nach Beendigung der Trainingsphase des Klassifikators und der damit gescha¨tzten
Likelihood-Funktion sowie der a-priori Wahrscheinlichkeiten P (l) der einzelnen Klas-
sen kann die Testphase beginnen. Fu¨r jeden Merkmalsvektor hs(y) des Testdatensatzes
wird die a-posteriori Wahrscheinlichkeit nach folgender Formel maximiert
x̂s = arg max
xs
P (l)
C∑
c=1
αc p(hs(y) | µc,Σc) , (2.7)
wobei C die Anzahl der Verteilungen pro Klasse, αc die a-priori Wahrscheinlichkeit,
µc den Mittelwert und Σc die Kovarianzmatrix der jeweiligen Verteilung c angibt.
2.3.3 Maximum-Likelihood Klassifikation
Die Maximum-Likelihood (ML) Klassifikation ist ein Sonderfall der MAP-Klassifikation.
Hier wird fu¨r alle Klassen die gleiche a-priori Wahrscheinlichkeit angenommen. Daher
wird bei der ML-Klassifikation, wie der Name schon sagt, nur die Likelihood-Funktion
maximiert
x̂s = arg max
xs
L(hs(y) | l) . (2.8)
In der Testphase wird die Klassenzugeho¨rigkeit mit Hilfe folgender Formel berechnet
x̂s = arg max
xs
C∑
c=1
αc p(hs(y) | µc,Σc) . (2.9)
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2.4 Bedingte Markoffsche Zufallsfelder
Die bisher vorgestellten Klassifikationsverfahren klassifizieren jedes Element, wie z.B.
ein Pixel oder eine Region, vo¨llig unabha¨ngig von der gescha¨tzten Klassenzugeho¨rigkeit
der Nachbarpixel oder -regionen. D.h. im Falle einer pixelweisen Klassifikation ist die
komplette gescha¨tzte Klassenkonfiguration x̂ definiert als x̂ = {x̂s}s∈S .
Im Gegensatz dazu wird bei den hier vorgestellten Markoffschen Zufallsfeldern die
komplette Klassenkonfiguration eines Bildes in einer einzigen globalen Entscheidung x̂
gescha¨tzt, indem die optimale Entscheidung fu¨r alle Elemente x̂s gemeinsam getroffen
wird. Die bedingten Markoffschen Zufallsfelder wurden urspru¨nglich von Lafferty et al.
(2001) zur Segmentierung und Labelling von 1-D Textsequenzen vorgeschlagen. Kumar
und Hebert (2006) erweiterten das Konzept so, dass es auch auf 2-D Objekten, wie z.B.
Bildern angewandt werden kann.
Das in dieser Dissertation angewandte Verfahren basiert auf den Ausarbeitungen
in Bauer et al. (2011). Das Lernen der unbekannten Modellparameter der bedingten
Markoffschen Zufallsfelder erfolgt darin im Prinzip nach einem Standard Maximum
Likelihood Ansatz. Aufgrund der Komplexita¨t der dabei zu lo¨senden Gleichung wird
die Likelihood-Funktion allerdings durch eine Pseudolikelihood-Funktion basierend auf
der Arbeit von Kumar et al. (2005) und Korcˇ und Fo¨rstner (2008) angena¨hert.
Die anschließende Scha¨tzung der Klassenkonfiguration erfolgt in Bauer et al. (2011)
mittels Linearer Programmierung (LP) Relaxation basierend auf der Arbeit von Schle-
singer (1976). Unabha¨ngig von Schlesinger (1976) haben aber auch andere Arbeitsgrup-
pen Lo¨sungen mittels der LP-Relaxation vorgeschlagen (siehe Chekuri et al. (2001),
Koster et al. (1998), Wainwright et al. (2005)).
Die Lo¨sung der Linearen Programmierung wird in dieser Dissertation mittels des
so genannten Active-Set Algorithmus’ berechnet. Der verwendete Algorithmus ist eine
Abwandlung des Verfahrens von Gill et al. (1984) und Gill et al. (1991) (siehe The Ma-
thWorks (2010)).
2.5 Bewertung von Klassifikationsergebnissen
In den vorigen Kapiteln wurden verschiedene Verfahren zur Klassifikation von Bildern
vorgestellt. Wenn nun das Klassifikationsergebnis vorliegt, soll die Qualita¨t dieses Er-
gebnisses mit Hilfe von Referenzdaten beurteilt werden. Im optimalen Fall stimmen
das Klassifikationsergebnis und die Referenzklassen u¨berein, in der Regel liegen aber
Abweichungen vor. Eine U¨bersicht u¨ber die U¨bereinstimmungen und Abweichungen
bietet eine sogenannte Konfusionsmatrix (siehe Tabelle 2.2). In dieser Tabelle sind
auf der linken Seite die Referenzklassen l˜ aufgefu¨hrt und oben die Testklassen l̂. Die
Wahrscheinlichkeit mit der ein Pixel aus der Klasse l˜ auch der Klasse l̂ zugewiesen
wird, ist definiert als P (l̂ | l˜). Optional ist es mo¨glich auch eine Ru¨ckweisungsklasse r
einzufu¨hren. In diese Klasse kommen diejenigen Pixel, bei denen keine eindeutige Zu-
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ordnung des Elementes zu einer Klasse mo¨glich ist, weil z.B. die Wahrscheinlichkeiten
fu¨r zwei Klassen gleich groß sind.
Konfusionsmatrix
% 0̂ . . . l̂ . . . L̂− 1 r
0˜ P (0̂ | 0˜) . . . P (l̂ | 0˜) . . . P (L̂− 1 | 0˜) P (r | 0˜)
. . . . . . . . . . . . . . . . . .
l˜ P (0̂ | l˜) . . . P (l̂ | l˜) . . . P (L̂− 1 | l˜) P (r | l˜)
. . . . . . . . . . . . . . . . . .
L˜− 1 P (0̂ | L˜− 1) . . . P (l̂ | L˜− 1) . . . P (L̂− 1 | L˜− 1) P (r | L˜− 1)
Tabelle 2.2: Aufbau einer Konfusionsmatrix.
Wenn S˜l die Anzahl der Pixel ist, welche korrekter Weise zur Klasse l˜ geho¨ren und
Ŝl die Anzahl der Pixel von S˜l ist, die der Klasse l̂ bei der Klassifikation zugeordnet
wurden, dann berechnet sich die Wahrscheinlichkeit P (l̂ | l˜) anhand von
P (l̂ | l˜) = Ŝl
S˜l
. (2.10)
Die Wahrscheinlichkeiten in einer Zeile der Konfusionsmatrix summieren sich wie
folgt
L̂−1∑
l̂=0
P (l̂ | l˜) = 1 . (2.11)
Die Werte auf der Diagonalen von links oben nach rechts unten in der Konfusionsma-
trix sind die Wahrscheinlichkeiten P (l̂ | l˜). Diese geben an, dass ein Pixel bei der Klassi-
fikation seiner korrekten Klasse zugeordnet wurde. Diese Wahrscheinlichkeiten werden
als Klassifikationsgenaugigkeiten der jeweiligen Klasse l˜ bezeichnet. Die Bewertung ei-
nes Klassifikators erfolgt anhand der Ho¨he der erzielten Klassifikationsgenauigkeiten,
welche mo¨glichst maximal sein sollten (siehe Formel (2.12)). Entsprechend weist ein
guter Klassifikator nur minimale Fehlerwahrscheinlichkeiten auf (siehe Formel (2.13))
(Bishop, 2007).
max
l
P (l̂ | l˜) (2.12)
min
l̂,l˜
∑
l˜
∑
l̂ 6=l˜
P (l̂ | l˜) (2.13)
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Blattkrankheiten
3.1 Versuchsaufbau
Das Verfahren zur Detektion von Blattkrankheiten ist anhand von Aufnahmen von
Zuckerru¨benbla¨ttern entwickelt worden, welche entweder mit der Blattfleckenkrankheit
Cercospora beticola oder dem Braunrost Uromyces betae inokuliert wurden. Wie die
Anzucht und Inokulation der Zuckerru¨benpflanzen erfolgte, ist im ersten Unterkapitel
beschrieben. Das zweite Unterkapitel erla¨utert das Aufnahmesystem, mit welchem die
Bilder von den Bla¨ttern angefertigt wurden.
3.1.1 Pflanzenanzucht und Inokulation
Die Pflanzenanzucht und Inokulation der Zuckerru¨ben wurde durch den Bereich Phyto-
medizin des Instituts fu¨r Nutzpflanzenwissenschaften und Ressourcenschutz (INRES)
durchgefu¨hrt. Fu¨r die folgenden Experimente wurden 30 Zuckerru¨benpflanzen der Sorte
”
Pauletta“ von der KWS GmbH in Einbeck in einem kommerziell verfu¨gbaren Konzen-
trat von der Klasmann-Deilmann GmbH in Plastikto¨pfen (Ø 13 cm) angezogen (siehe
Mahlein et al., 2010). Die Inokulation der gesunden Pflanzen erfolgte, sobald 4 Bla¨tter
voll entwickelt waren. Dies entspricht dem Wachstumsstadium 14 auf der BBCH Skala
(Meier et al., 1993). Es wurden 15 Pflanzen mit der Blattfleckenkrankheit Cercospora
beticola und die anderen 15 mit dem Braunrost Uromyces betae inokuliert.
Nach Hillnhu¨tter und Mahlein (2008) tritt die Blattfleckenkrankheit Cercospora beti-
cola vorwiegend in Gebieten mit Temperaturen von 22–25◦C und einer hohen relativen
Luftfeuchtigkeit, Taubildung bzw. regelma¨ßigem Niederschlag auf. Als optimale Be-
dingungen fu¨r den Rost gelten nach Hillnhu¨tter und Mahlein (2008) Temperaturen bis
20◦C und eine relative Luftfeuchtigkeit von etwa 100%. Aus diesem Grund wurden die
Cercospora-Pflanzen nach der Inokulation fu¨r 48 Stunden in eine Umgebung mit einer
Luftfeuchtigkeit von 100% RH und einer Temperatur von 25/20 Grad Celsius gebracht,
wa¨hrend die Uromyces-Pflanzen bei gleicher Luftfeuchtigkeit nur einer Temperatur von
19/16 Grad Celsius ausgesetzt wurden. Zur weiteren Inkubation wurden alle Pflanzen
anschließend in eine Umgebung mit 23/20 Grad Celsius bei 60 +- 10% RH transferiert
(Mahlein et al., 2010).
Na¨here Details zu den Anzuchtbedingungen der Pflanzen, zur Herstellung der Inoku-
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lumslo¨sung sowie dem Inokulationsvorgang ko¨nnen der Vero¨ffentlichung von Mahlein
et al. (2010) entnommen werden.
3.1.2 Multimodales Kamerasystem
Von jeder inokulierten Pflanze wurden alle zwei Tage jeweils zwei markierte Bla¨tter
fotografiert. Die Bildaufnahme erfolgte im Labor unter kontrollierter, diffuser Beleuch-
tung mit zwei verschiedenen Kameras. Die eine Kamera war die handelsu¨bliche RGB-
Kamera ”FujiFilm FinePix S5600”mit einer Auflo¨sung von 2592 × 1944 Pixeln. Bei
der anderen Kamera handelte es sich um die Multispektral- (MS-) Kamera ”Tetracam
ADC”mit einer Auflo¨sung von 1280 × 1024 Pixeln. Die MS-Kamera hat die Kana¨le
Rot, Gru¨n und Infrarot (700 - 950 nm).
Wie schon in der Einleitung im Kapitel 1 erla¨utert, sollen im Folgenden als Klassifi-
kationsmerkmale sowohl die Farbinformationen der RGB-Kamera als auch die Infraro-
tinformation der MS-Kamera verwendet werden. Die dazu notwendige Fusion der Far-
binformationen der beiden Kameras erfolgte u¨ber ein 3D-Modell des jeweiligen Blattes.
Die Erstellung der 3D-Modelle geschah wiederum u¨ber Stereo-Aufnahmen der Bla¨tter.
Aus diesem Grunde wurde jedes Blatt von vier unterschiedlichen Positionen aus mit
der RGB-Kamera fotografiert. Der durchschnittliche Abstand der Aufnahmepositio-
nen betrug ungefa¨hr 10 cm bei einem Abstand von 30 cm zum Objekt. Zur Erfassung
der Infrarotinformation erfolgte zusa¨tzlich von jedem Blatt eine fu¨nfte Aufnahme mit
der MS-Kamera. Aus dem Aufnahmeabstand von 30cm resultiert im RGB-Bild eine
Auflo¨sung des Blattes von ungefa¨hr 0.0967 mm und im MS-Bild von ungefa¨hr 0.2123
mm.
In Abbildung 3.1 ist eine schematische Darstellung des Versuchsaufbaus zu sehen.
Das zu fotografierende Blatt wurde auf einem kleinen Tischchen mit einem Gummiband
am Blattansatz fixiert und dann von oben aufgenommen. In der Zeichnung ist die RGB-
Kamera schwarz dargestellt und die MS-Kamera rot.
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Abbildung 3.1: Schema des Versuchsaufbaus (Bauer et al., 2009).
3.2 Fusion von Farb- und Multispektralbildern
Um bei der Klassifikation sowohl die Farbinformationen der RGB- als auch der MS-
Kamera verwenden zu ko¨nnen, mu¨ssen die Farb- und Multispektralbilder fusioniert
werden (siehe Abbildung 3.2). D.h. die Bilder mu¨ssen so u¨bereinander projiziert werden,
dass fu¨r jeden Punkt P xyz auf dem Blatt sowohl die Farbinformation des RGB-Bildes
als auch die Farbinformation des MS-Bildes bekannt ist.
Die Fusionierung ist hier anhand eines 3D-Modells des Blattes vorgenommen worden.
Das 3D-Modell wiederum ist mit Hilfe der Stereo-Bilder erstellt worden. Zur Erstel-
lung eines 3D-Modells mu¨ssen zuna¨chst alle Aufnahmepositionen bestimmt werden.
Dies wird auch als gemeinsame Orientierung bezeichnet. Wie diese gemeinsame Orien-
tierung von Farb- und Multispektralaufnahmen durchgefu¨hrt werden kann, erla¨utert
das folgende Unterkapitel. Nach erfolgreicher Erstellung des 3D-Modells kann ein soge-
nanntes multispektrale Orthobild erzeugt werden. Als Orthofoto wird ein rektifiziertes
Bild bezeichnet, aus welchem geometrische Verzerrungen, bedingt z.B. durch die Kraus-
heit eines Zuckerru¨benblattes, eliminiert wurden. Das zur Erstellung der Orthofotos
angewendete Vorgehen erla¨utert das zweite Unterkapitel.
3.2.1 Gemeinsame Orientierung von Farb- und Multispektralaufnahmen
Das Ziel der gemeinsamen Orientierung der Farb- und Multispektralaufnahmen ist
es, die Lage der Kameras wa¨hrend der verschiedenen Aufnahmen sowie die Lage der
Objektpunkte, d.h. des Blattes, im Raum zu bestimmen. Die Berechnung der Orien-
tierung kann man in zwei Schritte untergliedern, zuna¨chst die Berechnung der inneren
Orientierung und anschließend die Berechnung der a¨ußeren Orientierung.
Die innere Orientierung einer Kamera ha¨ngt von dem Aufbau der Kamera und des
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Abbildung 3.2: Fusion der Bilder von der RGB- und der MS-Kamera: Die Zeichnung
zeigt das 3D-Modell eines Blattes mit den 3D-Oberfla¨chenpunkten
P xyz. Fu¨r alle Punkte P xyz ist die Farbinformation von jedem ein-
zelnen Bild bekannt. In der Zeichnung sind zur Vereinfachung nur zwei
RGB-Kameras eingezeichnet, in der Realita¨t handelte es sich aber um
vier Kameras. Dies bedeutet, dass fu¨r jeden 3D-Punkt P xyz und da-
mit auch fu¨r jeden 2D-Punkt pxy 15 Farbwerte bekannt sind. Die 3D-
Punkte P xyz werden auf die unten dargestellte Referenzebene abgebil-
det, so dass ein rektifiziertes Bild mit den 2D-Punkten pxy entsteht
(siehe Bauer et al., 2011).
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Objektivs ab und ist daher von Kamera zu Kamera unterschiedlich. Sie muss in der
Regel nur einmal bestimmt werden, solange man die Einstellungen der Kamera danach
nicht mehr vera¨ndert. In der a¨ußeren Orientierung wird die Lage der Kameras im Raum
berechnet. Diese kann entweder absolut oder relativ bestimmt werden. Bei einer abso-
luten Orientierung wird ein Bezug zu einem realen Koordinatensystem hergestellt. Bei
einer relativen Orientierung dagegen wird angenommen, dass die Kamera sich bei der
ersten Aufnahme im Nullpunkt des Koordinatensystems befindet und es werden dann
die Lage der anderen Aufnahmestandorte relativ zu diesem ersten Aufnahmestandort
berechnet. Im Gegensatz zur inneren Orientierung muss die a¨ußere Orientierung fu¨r je-
de Szene erneut berechnet werden. Fu¨r detailliertere Informationen siehe z.B. McGlone
et al. (2004), Kraus (2004) und Luhmann (2003).
Innere Orientierung Bei der inneren Orientierung wird nach Hartley und Zisser-
man (2003) u.a. die Verschiebung des Hauptpunktes, die radiale Verzerrung durch die
Linse und die Kamerakonstante berechnet. Als Hauptpunkt H wird der Fußpunkt des
Lots vom Projektionszentrum P auf die Bildebene bezeichnet. Im Idealfall sollte sich
der Hauptpunkt H im Zentrum der Bildebene befinden, in der Regel ist er aber be-
dingt durch den Kameraaufbau etwas versetzt. Das Projektionszentrum P liegt bei
modernen Kameras im Linsensystem. Die Kamerakonstante c ist die Distanz von dem
Projektionszentrum P zur Bildebene. Die radiale oder auch tangentiale Verzerrung
des Bildes wird durch das Objektiv verursacht. Eine Durchfu¨hrung der inneren Ori-
entierung fu¨hrt zur Korrektur der Lage des Hauptpunktes und der Entfernung von
Verzerrungen aus dem Bild, so dass als Ergebnis ein ideales Bild zur Verfu¨gung steht.
Die innere Orientierung wurde sowohl fu¨r die RGB- als auch fu¨r die MS-Kamera
einmalig mit den Aufnahmeeinstellungen berechnet. Die Bestimmung der inneren Ori-
entierung wird auch als Kamerakalibrierung bezeichnet. Zur Kamerakalibrierung wer-
den mit der jeweiligen Kamera aus verschiedenen Aufnahmepositionen und Aufnahme-
richtungen sowie unterschiedlichen Drehwinkeln der Kamera um die Aufnahmeachse
24 Bilder von einem Testfeld erstellt. Auf dem Testfeld befinden sich auf zwei ver-
schiedenen Ebenen Passmarken, deren Koordinaten bekannt sind. Somit ko¨nnen die
3D-Objektkoordinaten eindeutig den entsprechenden 2D-Bildkoordinaten zugeordnet
werden und anhand dessen die Kameraparameter ermittelt werden. Die zur Kalibrie-
rung eingesetzte Software wurde von Abraham (1999) entwickelt.
A¨ußere Orientierung Bei der a¨ußeren Orientierung wird nach McGlone et al. (2004)
die Position der Kamera im Raum bestimmt. D.h. es wird die Translation t und Rotati-
on R der Kamera in Bezug auf ein gegebenes Weltkoordinatensystem berechnet, so dass
schließlich die Lage des Projektionszentrums, die Aufnahmerichtung der Kamera und
deren Drehwinkel um die Aufnahmeachse zum Aufnahmezeitpunkt vorliegt. Durch die
a¨ußere Orientierung der Kamera ko¨nnen die Objektkoordinaten im Weltkoordinaten-
system in das Kamerakoordinatensystem umgerechnet werden. Diese Transformation
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vom Weltkoordinatensystem in das Kamerakoordinatensystem hat sechs Freiheitsgra-
de, drei fu¨r die Rotation R und drei fu¨r die Translation t. Die Koordinaten des Punktes
P w im Weltkoordinatensystem ko¨nnen mit folgender Formel in die Koordinaten P k
im Kamerakoordinatensystem umgerechnet werden
P k = R · P w + t .
Die Berechnung der Rotation und Translation fu¨r die a¨ußere Orientierung erfolgte im
vorliegenden Fall mit der Software AURELO (La¨be und Fo¨rstner, 2006). Die Software
liefert als Ergebnis fu¨r jedes Bild eine sogenannte Projektionsmatrix. Eine Projekti-
onsmatrix enha¨lt die Rotations- und Translationsparameter der a¨ußeren Orientierung
sowie die Parameter der Kalibriermatrix der inneren Orientierung der jeweiligen Ka-
mera. Die Software nimmt dabei an, dass der Ursprung des Weltkoordinatensystems im
Projektionszentrum der ersten Aufnahme liegt. Desweiteren geht das Programm AU-
RELO zur Zeit noch davon aus, dass alle Bilder mit derselben Kamera aufgenommen
worden sind. Bei der Verwendung von zwei verschiedenen Kameras, wie es in dieser
Arbeit mit dem Einsatz einer RGB- und MS-Kamera durchgefu¨hrt wurde, mu¨ssen die
Bilder der einen Kamera daher so umgerechnet werden, als wenn sie mit der anderen
Kamera aufgenommen worden wa¨ren. Am einfachsten geschieht dies dadurch, dass man
fu¨r beide Kameras die innere Orientierung berechnet und damit die Verzerrungen und
die Verschiebung des Hauptpunktes herausrechnet. Bei den so transformierten Bildern
muss dann nur noch die Kamerakonstante aneinander angepasst werden. Da sowohl die
Auflo¨sung als auch die Kamerakonstante der RGB-Kamera gro¨ßer ist als die der MS-
Kamera, wurden die Bilder der MS-Kamera an die Bilder der RGB-Kamera angepasst.
Wie dies konkret geschehen ist, erla¨utert der folgende Paragraph.
Anpassung der Kamerakonstante In Abbildung 3.3 ist eine schematische Zeich-
nung der Transformation der Kamerakonstante des MS-Bildes zu sehen. Sowohl das
MS- als auch das RGB-Bild sind bereits entzerrt und die Lage der Hauptpunkte wur-
den korrigiert. Es fu¨hrt somit eine Symmetrieachse vom oberen Ojektpunkt durch das
Zentrum des MS- und des RGB-Bildes. Die Kamerakonstante der MS-Kamera betra¨gt
ci = 1365.71 und die Kamerakonstante der RGB-Kamera cr = 2841.02.
Passt man nun das MS-Bild an die Kamerakonstante der RGB-Kamera an, wird das
Bild auf die RGB-Bildebene projiziert und vergro¨ßert sich dabei auf 2663×2130 Pixel.
Die Vergro¨ßerung wurde mit Hilfe einer bilinearen Interpolation durchgefu¨hrt. Das
RGB-Bild selbst hat aber nur eine Auflo¨sung von 2592×1944 Pixeln. In der Zeichnung
ist diese Fla¨che hellgrau dargestellt.
Fu¨r die Weiterverarbeitung mit AURELO mu¨ssen die Bilder allerdings die gleiche
Auflo¨sung aufweisen. Daher mussten entweder die Ra¨nder vom MS-Bild beschnitten
oder die Gro¨ße des RGB-Bildes angepasst werden. Um einen Datenverlust bei dem MS-
Bild zu verhindern, ist das RGB-Bild vergro¨ßert worden, indem ein schwarzer Rand
um das Bild gelegt wurde.
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Abbildung 3.3: Anpassung der Kamerakonstante vom Multispektralbild an die Kame-
rakonstante des RGB-Bildes.
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Mathematisch erfolgte die Anpassung der Kamerakonstante folgendermaßen. Fu¨r
beide Kameras ist die Kalibriermatrix aufgestellt worden. Fu¨r die Multispektralkamera
lautet sie
Ki =

ci 0 xi
0 ci yi
0 0 1
 , (3.1)
und fu¨r die RGB-Kamera
Kr =

cr 0 xr
0 cr yr
0 0 1
 . (3.2)
Die Umwandlung der Kamerakonstante kann dann folgendermaßen geschehen
Kir = KrK
−1
i . (3.3)
Denn durch die Anwendung der inversen Kalibriermatrix K−1i auf einen Punkt P i
im Koordinatensystem der MS-Kamera wird dieser Punkt durch einen Richtungsvektor
im Kamerasystem transformiert und durch die darauf folgende Multiplikation mit der
Kalibriermatrix Kr in das Koordinatensystem der RGB-Kamera u¨berfu¨hrt.
Fu¨r Kir ergibt sich
Kir =

cr
ci
0 −crxi
ci
+ xr
0
cr
ci
−cryi
ci
+ yr
0 0 1
 . (3.4)
Normalisierung der Multispektralbilder fu¨r die Zuordnung Nach Anpassung
der Kamerakonstante ko¨nnen die Bilder beider Kameras gemeinsam mit der Software
AURELO orientiert werden. Der erste Schritt fu¨r eine gemeinsame Orientierung be-
steht darin, in den Bildern identische Punkte zu identifizieren. Punkte werden dann als
identisch bezeichnet, wenn sie denselben Objektpunkt repra¨sentieren. Dieses sogenann-
te Matching der Bilder wird bei der Software AURELO mittels des SIFT-Operators
von Lowe durchgefu¨hrt (La¨be und Fo¨rstner, 2006). Dieser Operator ist invariant ge-
gen Skalierung, Rotation und Translation. Zudem ist er relativ robust gegen Beleuch-
tungsa¨nderungen und Bildrauschen (siehe Lowe, 2004). Dies ist sehr vorteilhaft, da
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die MS-Bilder einerseits ein deutlich ho¨heres Rauschen und andererseits eine deutlich
geringere Helligkeit als die RGB-Bilder aufweisen.
Die Entwicklung des SIFT-Operators erfolgte allerdings anhand von Grauwertbil-
dern, welche auf den Farbinformationen von RGB-Bildern basierten. Dadurch liefert
der Operator nur dann wirklich gute Ergebnisse, wenn die Grauwertverteilung in den
verschiedenen Bildern einer Szene relativ einheitlich ist. Im vorliegenden Fall sollen
aber identische Punkte in MS- und RGB-Bildern gefunden werden, d.h. in Bildern mit
Farbinformationen unterschiedlicher Kana¨le und damit unterschiedlicher Grauwertver-
teilungen.
Da der Operator auf Grauwertbildern arbeitet, werden die Farbbilder normalerweise
anhand folgender Standardformel in ein Grauwertbild umgerechnet
I rgb = 0.299R + 0.587G + 0.114B . (3.5)
In dieser Gleichung steht R fu¨r den Rotkanal, G fu¨r den Gru¨nkanal und B fu¨r den
Blaukanal. Der Wert I rgb gibt die Luminanz an (siehe Poynton, 2003).
Da das MS-Bild keinen Blaukanal aufweist, kann diese Standardformel nicht zur
Umrechnung des MS-Bildes in ein Grauwertbild angewandt werden. Wie in Abbil-
dung 3.4 zu sehen ist, werden aufgrund der unterschiedlichen Grauwerte der RGB- und
MS-Bilder nur sehr wenige, vo¨llig falsche identische Punkte gefunden. Es muss daher
ein anderer Weg gefunden werden, Grauwertbilder aus den RGB- und MS-Bildern zu
erzeugen.
Ein Weg wa¨re, die Farbinformation nur von einem Kanal zu wa¨hlen. Wie bereits
in der Beschreibung des Kamerasystems in Kapitel 3.1.2 eingefu¨hrt, zeichnen sowohl
die MS- als auch die RGB-Kamera den Rot- und den Gru¨nkanal auf. Betrachtet man
allerdings die Rot- (siehe Abbildung 3.5) und Gru¨nkana¨le (siehe Abbildung 3.6) na¨her,
stellt man fest, dass die aufgezeichneten Wellenla¨ngenbereiche vor allen Dingen im
Gru¨nkanal voneinander abweichen mu¨ssen.
Aus diesem Grunde wurde experimentell ein Verfahren entwickelt die MS-Bilder
mittels Bildverarbeitungsmethoden (siehe Ja¨hne, 2005) zu normalisieren und damit an
die Grauwerte der RGB-Bilder anzupassen:
1. RGB-Bild anhand der Standarformel (3.5) in ein Graubild umwandeln.
2. Histogramm des Grauwertbildes I rgb nach folgender Formel erstellen
h(g) = #Pixel mit Wert g .
3. Multispektralbild anhand folgender Formel in ein Grauwertbild umwandeln
Ims = 0.2 I + 0.75R + 0.05G ,
wobei I fu¨r den Infrarotkanal steht. Die Bestimmung der in dieser Formel ange-
gebenen Gewichte erfolgte experimentell.
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Abbildung 3.4: Lowe Matching zwischen Graubildern eines RGB- und Multispektral-
bildes. Beide Bilder wurden mit Hilfe der Standardformel in ein Grau-
bild umgerechnet und dann das Lowe-Matching darauf ausgefu¨hrt. Es
wurden nur sehr wenige, vo¨llig falsche Matches gefunden.
Abbildung 3.5: Rotkanal links des RGB-Bildes und rechts des Multispektralbildes.
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Abbildung 3.6: Links der Gru¨nkanal des RGB-Bildes und rechts der Gru¨nkanal des
Multispektralbildes.
4. Histogramm des MS-Grauwertbildes Ims an das Histogramm des RGB-Grauwertbildes
h(g) angleichen.
Wendet man den SIFT-Operator auf den so umgewandelten Grauwertbildern an,
erha¨lt man deutlich mehr Matches mit einer deutlich ho¨heren Qualita¨t (siehe Abbil-
dung 3.7).
3.2.2 Erstellung eines multispektralen Orthobildes
Als Ergebnis der zuvor beschriebenen gemeinsamen Orientierung der Farb- und Mul-
tispektralaufnahmen liegen die Projektionsmatrizen der einzelnen Bilder vor. Anhand
dieser Projektionsmatrizen kann ein Oberfla¨chenmodell des jeweiligen Blattes erstellt
werden. Dieses Modell wurde mit der INPHO-Software MATCH-T (Lemaire, 2008)
erstellt. In diesem Oberfla¨chenmodell existiert zu jedem Oberfla¨chenpunkt Pxyz genau
eine Tiefeninformation z. Damit handelt es sich genau genommen um 2 1/2-D Model-
le, denn in einem vollsta¨ndigen 3D-Modell ko¨nnen zu jedem Punkt P beliebig viele
Tiefeninformationen z existieren. Fu¨r die hier durchgefu¨hrte Sensorfusion reicht die 2
1/2-D Information aber vo¨llig aus. Der einfachheithalber wird in der ganzen Arbeit
von 3D-Modellen gesprochen, obwohl es sich also korrekterweise um 2 1/2 D-Modelle
handelt.
Wie in Abbildung 3.2 auf Seite 32 zu sehen ist, sind zu jedem Oberfla¨chenpunkt
Pxyz die Farbinformationen aus den einzelnen Bildern bekannt. Der u¨bersichtshalber
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Abbildung 3.7: Lowe Matching zwischen Graubildern eines RGB- und Multispektralbil-
des. Das RGB-Bild wurde mit Hilfe der Standardformel in ein Graubild
umgerechnet und das Multispektralbild mit der abgewandelten For-
mel und einer Anpassung des Histogramms des MS-Grauwertbildes an
das Histogramm des RGB-Grauwertbildes. Es wurden doppelt so viele
Matches als im vorigen Fall gefunden, wobei die Qualita¨t der Matches
erheblich ho¨her ist.
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sind in dieser Abbildung nur zwei RGB-Bilder und ein MS-Bild eingezeichnet. In der
Realita¨t wurden aber, wie in Kapitel 3.1.2 eingefu¨hrt, jeweils vier RGB-Bilder erstellt.
Dies fu¨hrt dazu, dass zu jedem Oberfla¨chenpunkt Pxyz folgende 15 Farbwerte bekannt
sind:
• 4 × blau aus den vier RGB-Bildern,
• 5 × gru¨n aus den vier RGB-Bildern und dem MS-Bild,
• 5 × rot aus den vier RGB-Bildern und dem MS-Bild,
• 1 × infrarot aus dem MS-Bild.
Die 3D-Oberfla¨chenpunkte Pxyz wurden dann auf eine darunterliegende Referenzebe-
ne projiziert, so dass ein rektifiziertes 2D-Bild enstand. In diesem sogenannten Ort-
hofoto wurden die 3D-Oberfla¨chenpunkte Pxyz auf die 2D-Punkte pxy abgebildet. Die
Erstellung des Orthofotos wurde mit dem Orthofotomodul
”
OrthoMaster“ der INPHO-
Software (INPHO, 2008) erzeugt.
Die geometrische Genauigkeit der so generierten Orthofotos wurde manuell u¨berpru¨ft
(siehe Kapitel 4.1). Dazu wurde kontrolliert inwieweit bei den unten dargestellten Ebe-
nen in Abbildung 3.2 die Lage der Blattflecken und Blattra¨nder u¨bereinstimmt bzw.
ob Verschiebungen aufgetreten sind. Dabei zeigte sich, dass bei 27% der Bilddatensa¨tze
die Ebenen eines RGB-Bildes und eines MS-Bildes u¨bereinstimmen. Bei 56% der Da-
tensa¨tze zeigte sich stellenweise eine Verschiebung von bis zu 5 Pixeln und in 17%
der Fa¨lle war eine sta¨rkere Verschiebung von bis zu 10 Pixeln aufgetreten. Diese Un-
genauigkeiten ko¨nnen auf viele Ursachen zuru¨ckzufu¨hren sein. So ko¨nnte z.B. bei der
Bestimmung der identischen Punkte eine gewisse Abweichung aufgetreten sein oder bei
der Erstellung der dichten 3D-Oberfla¨che sind durch die Interpolation Ungenauigkeiten
hinzugekommen. Um die Ursachen explizit ausfindig zu machen, mu¨ssten weitergehen-
de Untersuchungen durchgefu¨hrt werden. Um einen Einfluß der Verschiebungen auf die
im folgenden durchgefu¨hrten Klassifikationen zu verhindern, wurden nur Datensa¨tze
ohne Verschiebung zur Klassifikation eingesetzt (siehe Kapitel 4.1).
3.3 Hierarchischer Klassifikationsprozess
Dieses Kapitel erla¨utert das Verfahren zur Detektion von Blattkrankheiten anhand der
fusionierten, multispektralen Orthofotos. Das erste Unterkapitel gibt eine U¨bersicht
u¨ber das gesamte Verfahren. Anschließend werden die Test- und Referenzdaten vorge-
stellt sowie die Bewertungsstrategie dargelegt, anhand dessen die Qualita¨t der Klassi-
fikationsergebnisse beurteilt wurde. Im Anschluß daran werden die einzelnen Schritte
des Klassikationsverfahrens na¨her beschrieben.
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3.3.1 U¨bersicht u¨ber das Gesamtverfahren
Die Abbildung 3.8 gibt einen U¨berblick u¨ber das entwickelte Gesamtverfahren zur De-
tektion von Blattkrankheiten. Wie man in dieser Abbildung sehen kann, erfolgt im ers-
ten Schritt eine pixelweise, adaptive Bayesklassifikation. Die Bayesklassifikation basiert
auf den Grundlagen in Kapitel 2.3 und wurde entsprechend des folgenden Unterkapi-
tels 3.3.4 zur Klassifikation von Blattkrankheiten angepasst. In diesem Schritt wurde
die pixelweise Klassifikation einer regionenbasierten Klassifikation vorgezogen, da die
zur regionenbasierten Klassifikation notwendige Segmentierung des Blattes, z.B. mit
Hilfe eines Wasserscheidenalgorithmus’, keinen Erfolg brachte (siehe Kapitel 4.4.1).
Abbildung 3.8: Die Grafik zeigt die U¨bersicht u¨ber das Gesamtverfahren. Im ersten
Schritt erfolgt in jedem Fall eine pixelweise, adaptive Bayesklassifikati-
on. Das daraus resultierende Labelbild wird entweder durch eine Ma-
jorita¨tsfilterung oder durch Anwendung von bedingten Markoffschen
Zufallsfeldern gegla¨ttet. Die durch die Gla¨ttung entstandenen Regionen
werden dann im letzten Schritt noch durch eine ML-Klassifikation nach-
klassifiziert. Die Vor- und Nachteile der beiden Gla¨ttungsarten wird in
Kapitel 4.3 diskutiert.
Im zweiten Schritt erfolgt eine Gla¨ttung des pixelweisen Klassifikationsergebnisses.
Die Gla¨ttung kann dabei entweder durch eine Majorita¨tsfilterung erfolgen oder durch
den Einsatz von bedingten Markoffschen Zufallsfeldern. Die Grundlagen der beding-
ten Markoffschen Zufallsfelder ko¨nnen den Arbeiten von Kumar et al. (2005) und
Korcˇ und Fo¨rstner (2008) entnommen werden. Welche Vor- und Nachteile die beiden
Gla¨ttungsverfahren bieten, wird im Kapitel 4.3 untersucht.
Im letzten Schritt erfolgt schließlich eine ML-Klassifikation der durch die pixelweise
Klassifikation und anschließenden Gla¨ttung segmentierten Regionen. Diese Regionen-
klassifikation ist im Unterkapitel 3.3.6 na¨her beschrieben. Sie dient hauptsa¨chlich dazu,
fa¨lschlicherweise als Blattflecken klassifizierte Regionen wieder der Klasse
”
Gesund“ zu-
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zufu¨hren und damit die Fehlklassifikationsrate dieser Klasse zu reduzieren.
3.3.2 Test- und Referenzdaten
Als Testdaten fu¨r die Entwicklung des Klassifikationsverfahrens zur Detektion von
Blattkrankheiten dienten die fusionierten Multispektral-Orthofotos. Die U¨berpru¨fung
der geometrischen Genauigkeit ergab allerdings, dass die Bilder teilweise Verschiebun-
gen zwischen den RGB und Infrarotebenen aufweisen. Diese Verschiebungen traten
ha¨ufig nicht auf dem gesamten Blatt auf, sondern nur stellenweise. Waren von den Ver-
schiebungen auch Blattflecken betroffen, wurden die jeweiligen Bilddatensa¨tze komplett
aus dem Testdatensatz entfernt (siehe Kapitel 4.1). Letztendlich befanden sich damit
in dem Testdatensatz 98 Cercospora- und 145 Uromyces-Bilder in allen Entwicklungs-
stadien der beiden Krankheiten.
Zu diesen Bildern wurden Referenzdaten durch manuelle Klassifikation der Bilder
erzeugt. Die manuelle Klassifikation erfolgte mit dem sogenannten Annotation Tool
(Korcˇ und Schneider, 2007), welches fu¨r die Annotation von Bla¨ttern mit Blattkrank-
heiten angepasst wurde. Bei der Annotation wurden die Blattra¨nder und Blattflecken
mit Hilfe der Maus umfahren und den jeweiligen Klassen ’Blatt’, ’Cercospora beticola’
oder ’Uromyces betae’ zugeordnet. Die so erstellten Referenzdaten wurden als korrekt
angenommen und sowohl zum Training der Klassifikatoren als auch zum Bewerten der
Klassifikationsergebnisse verwendet.
Als Klassifikationsmerkmale stehen, wie in Kapitel 3.2.2 erla¨utert, prinzipiell zu je-
dem Pixel 15 Farbwerte zur Verfu¨gung. Zwo¨lf dieser Farbwerte beruhen allerdings auf
den vier Aufnahmen mit ein und derselben Kamera. Da die Aufnahmen unter einheit-
licher Beleuchtung aufgenommen wurden, ist durch diese doppelte Information keine
Verbesserung in der Klassenseparabilita¨t zu erwarten. Desweiteren brachte in Unter-
suchungen auch der Rot- und Gru¨nkanal der MS-Kamera keine Erho¨hung der Klassi-
fikationsgenauigkeiten. Aus diesem Grunde basieren die Bilder im Testdatensatz pro
Pixel auf den Kana¨len Rot, Gru¨n und Blau von einem der RGB-Bilder und zusa¨tzlich
auf der Infrarotinformation des MS-Bildes.
In einem ersten Experiment zur Abscha¨tzung der erreichbaren Klassifikationsgenau-
igkeiten bei der Detektion von Blattkrankheiten mit dem kNN-Klassifikator (siehe Ka-
pitel 2.2) wurde zudem untersucht, inwieweit die Erweiterung des Merkmalsvektors
um die Farbinformation der 4-er Nachbarschaft das Klassifikationsergebnis verbessert.
Wie in Abbildung 3.9 grafisch illustriert, steht links fu¨r den Klassifikator nur die Far-
binformation Rot, Gru¨n, Blau und Infrarot des jeweiligen Pixels zur Verfu¨gung. Im
rechten Fall wird der Merkmalsvektor um die Farbinformation des oberen, rechten,
linken und unteren Nachbarn erweitert, so dass hier insgesamt pro Pixel 20 Farbwer-
te zur Verfu¨gung stehen. Das Ergebnis des Experimentes zeigte (siehe Kapitel 4.2.2),
dass sich die Klassifikationsgenauigkeiten durch die Erweiterung des Merkmalsvektors
betra¨chtlich verbesserten. So konnte z.B. die Klassifikationsrate des Braunrostes von
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59% auf 76% erho¨ht werden. Das im folgenden vorgestellte Verfahren verwendet daher
nur Bilder mit dem um die 4-er Nachbarschaft erweiterten Merkmalsvektor.
Abbildung 3.9: Pro Pixel gibt es die Merkmale Rot, Gru¨n, Blau und Infrarot. Bei dem
erweiterten Merkmalsvektors kommen dazu noch die Farbinformatio-
nen der 4-er Nachbarschaft, d.h. des rechten, linken, oberen und unteren
Nachbarn. Links: Ohne Nachbarschaftsinformation, nur die Farbinfor-
mation des jeweiligen Pixels geht in den Merkmalsvektor ein. Rechts:
Mit Nachbarschaftsinformation, die Farbinformationen der 4 Nachbarn
wird mit beru¨cksichtigt (siehe Bauer et al., 2011).
3.3.3 Bewertungsstrategie bei der Klassifikation von Blattkrankheiten
Zur Entwicklung eines geeigneten Klassifikationsverfahrens ist es unabdingbar notwen-
dig, entscheiden zu ko¨nnen, welches Klassifikationsergebnis als gut und welches als
schlecht zu bewerten ist. Dies ha¨ngt unmittelbar damit zusammen, welches Ziel bei
der Klassifikation erreicht werden soll. So wird ha¨ufig die Qualita¨t eines Klassifikators
anhand der Gesamtklassifikationsgenauigkeit bestimmt, d.h. es wird die Anzahl richtig
klassifizierter Pixel zur Gesamtpixelanzahl in Beziehung gesetzt, unabha¨ngig davon zu
welcher speziellen Klasse die Pixel geho¨ren. Dieses Vorgehen ist aber bei Vorhanden-
sein von Klassen mit einer geringen Auftrittswahrscheinlichkeit eher ungu¨nstig. So hat
z.B. die Klasse Braunrost eine a-priori Wahrscheinlichkeit von 0.06% und die Klas-
se Gesund eine a-priori Wahrscheinlichkeit von 99.94%. Wu¨rde man nun einfach alle
Braunrostpixel als Gesund fehlklassifizieren, wu¨rde die Gesamtklassifikationsgenauig-
keit immer noch sehr gute 99.94% betragen. Die Klassifikationsgenauigkeit von der
Klasse Braunrost la¨ge dagegen bei 0%. Aus diesem Grunde werden in dieser Arbeit
immer nur die Klassifikationsgenauigkeit von einzelnen Klassen, wie in Gleichung 2.10
angegeben, und nie die Gesamtklassifikationsgenauigkeit betrachtet.
In der Regel ist es nun so, dass eine Erho¨hung der Klassifikationsgenauigkeit der
einen Klasse automatisch zu einer geringeren Klassifikationsgenauigkeit der anderen
Klasse fu¨hrt. Im Bereich der Pra¨zisionslandwirtschaft sollte allerdings sowohl die Klas-
sifikationsgenauigkeit der kranken Klassen (Sensitivita¨t) als auch die Klassifikations-
genauigkeit der gesunden Bereiche (Spezifita¨t) hoch sein. Denn wenn kranke Pflanzen
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u¨bersehen werden und daher nicht behandelt werden, breitet sich die Krankheit evt.
doch u¨ber das ganze Feld aus und fu¨hrt zu Ernteausfall. Werden dagegen zu viele ge-
sunde Pflanzen als krank deklariert und daher mitbehandelt, du¨rfte es zwar zu keinem
Ernteausfall fu¨hren, dafu¨r wird aber mehr Spritzmittel ausgebracht als beno¨tigt und
damit das Ziel der Pra¨zisionslandwirtschaft verfehlt. Das Ziel in dieser Arbeit ist da-
her fu¨r alle Klassen gleichermaßen eine mo¨glichst hohe Klassifikationsgenauigkeit zu
erreichen.
Desweiteren kann die Bewertung des Klassifikationsergebnisses, genauso wie die Klas-
sifikation selbst, auf verschiedenen Ebenen geschehen. Und zwar auf der
• Pixel-,
• Regionen- oder
• Blattebene.
Auf der Pixelebene wird fu¨r jedes individuelle Pixel entschieden, ob die Klassenzuord-
nung korrekt vorgenommen wurde oder nicht.
Auf der Regionenebene wird die Bewertung der Klassenzuordnung dagegen fu¨r kom-
plette Regionen, deren Pixel alle zur gleichen Klasse l zugewiesen wurden, durchgefu¨hrt.
Zu diesem Zweck muss zuna¨chst fu¨r jede segmentierte Region entschieden werden, zu
welcher Klasse sie korrekter Weise zugeordnet werden mu¨sste. In der Regel stimmen
na¨mlich die segmentierten Regionen und die Regionen des Referenzbildes nicht exakt
u¨berein. Eine Idee ist es, die segmentierte Region derjenigen Referenzklasse zuzuordnen,
zu der die Mehrzahl der Pixel dieser Region im Referenzbild geho¨ren. Problematisch ist
dieses Vorgehen allerdings bei Klassen, welche im Referenzbild nur sehr kleine Regionen
aufweisen, wie z.B. dem Braunrost. Denn es kann z.B. passieren, dass die segmentier-
te Region deutlich gro¨ßer ist als die kleine, korrekte Region. Dies wu¨rde dann dazu
fu¨hren, dass die ganze segmentierte Region einer anderen Referenzklasse zugeordnet
wird und die Klasse mit den kleinen Regionen vo¨llig untergeht. Die U¨berpru¨fung des
Klassifikationsergebnisses auf Regionenebene ist von daher also deutlich schwieriger
und kann unterschiedlich ausfallen, je nachdem wie man die Zuordnung einer Regionen
zu einer Ground Truth Klasse vornimmt. Im Experiment 4.4 sind die Ergebnisse der
regionenbasierten Klassifikation daher ebenfalls auf der Pixelebene dargestellt worden.
Auf der Blattebene wird fu¨r das gesamte Blatt entschieden ob es gesund oder krank
ist bzw. welche Krankheit es aufweist. Diese Entscheidung kann z.B. anhand des An-
teils der kranken im Verha¨ltnis zur gesunden Blattfla¨che oder der Anzahl der kranken
Regionen getroffen werden. Die Entscheidung ab wann ein Blatt als krank deklariert
werden soll, sollte aber von einem Phytomediziner definiert und dann entsprechend im
System implementiert werden. Eine Bewertung auf Blattebene erfolgt daher in dieser
Arbeit nicht.
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3.3.4 Pixelweise, adaptive Bayesklassifikation
Wie in der U¨bersicht u¨ber das Gesamtverfahren in Kapitel 3.3.1 erla¨utert, besteht der
erste Schritt in einer pixelweisen, adaptiven Bayesklassifikation (siehe Bauer et al.,
2011). Diese Klassifikation basiert auf der Bayesklassifikation mit Risikominimierung
von Fukunaga (1972) (siehe Kapitel 2.3.1). Ein Pixel mit dem Merkmalsvektor hs(y)
wird demnach der Klasse x̂s anhand der Formel 2.5 zugewiesen. Der Hauptunterschied
zwischen dem hier im Folgenden vorgestellten adaptiven Bayesklassifikator und dem
Bayesklassifikator von Fukunaga (1972) liegt in der Aufstellung der Kostenfunktion
k. Denn bei der adaptiven Bayesklassifikation werden die Kosten fu¨r die verschiede-
nen Fehlentscheidungen nicht manuell bestimmt und entsprechend angegeben, sondern
automatisch anhand eines iterativen Optimierungsprozesses zur Erho¨hung der Klassi-
fikationsgenauigkeiten ermittelt. Die resultierenden Werte sind daher im engeren Sinne
keine Kosten, sondern eher Gewichtungen der einzelnen Klassen. Im Folgenden wird
daher nicht mehr von einer Kostenfunktion, sondern nur noch von der Gewichtungs-
funktion w gesprochen.
Zweck der Gewichtungsfunktion ist es, den selteneren Klassen Cercospora beticola
und vor allen Dingen Uromyces betae ein ho¨heres Gewicht zu geben und damit ihre
Klassifikationsgenauigkeit zu erho¨hen, ohne gleichzeitig die Klassifikationsgenauigkeit
der Klasse Gesund zu stark zu reduzieren. In einem Experiment zur Bestimmung der a-
priori Wahrscheinlichkeit P (l) (siehe Kapitel 4.2.5) zeigte sich, dass die Klassifikations-
genauigkeiten der beiden Blattkrankheiten bei einer ML-Klassifikation deutlich ho¨her
lagen als bei einer MAP-Klassifikation. Aus diesem Grunde wurde zur Bestimmung der
Gewichtungsfunktion w zuna¨chst eine Basis-Gewichungsfunktion wbasis aufgestellt.
Die Gewichte in dieser Basis-Gewichtungsfunktion wurden folgendermaßen abha¨ngig
von den a-priori Wahrscheinlichkeiten P (l) der einzelnen Klassen l bestimmt
wbasis(l, xs) =

1
P (l)
falls l 6= xs
0 falls l = xs
. (3.6)
Zur Berechnung dieser Basis-Gewichungsfunktion wbasis erfolgte die Berechnung der
dazu notwendigen a-priori Wahrscheinlichkeiten P (l) durch eine Vorklassifikation der
Trainingsdaten mit einem ML-Klassifikator. Im Vergleich zur Verwendung der Ground
Truth a-priori Wahrscheinlichkeiten brachte dies um ca. 5% ho¨here Klassifikationge-
nauigkeiten bei der Klasse Gesund und Cercospora beticola (siehe Kapitel 4.2.6).
Im na¨chsten Schritt wurde dann anhand der Basis-Gewichungsfunktion wbasis die ei-
gentliche Gewichtungsfunktion w bestimmt. Dazu wurden die Trainingsdaten zuna¨chst
mit dem Bayesklassifikator unter Verwendung Basis-Gewichungsfunktion wbasis klassi-
fiziert und die Gewichtungsfunktion w als Null-Matrix initialisiert. Das Klassifikations-
ergebnis wurde in der Konfusionsmatrix o abgespeichert und die Gewichtungsfunktion
w folgendermaßen iterativ adaptiert
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wν+1(l, xs) = wν(l, xs) + wbasis(l, xs) · o(l, xs) (3.7)
Um die Klassifikationsgenauigkeit aller drei Klassen gegen 100% zu konvergieren,
wurde die Klassifikation der Trainingsdaten unter Verwendung der Gewichtungsfunk-
tion w iterativ wiederholt bis der A¨nderungsfaktor a kleiner als 0.01 blieb:
a =
∑
lxs
∣∣o(l, xs)− oold(l, xs)∣∣ . (3.8)
Im Trainingsprozess des Bayesklassifikators muss außerdem die Likelihood-Funktion
L(hs(y) | l) bestimmt werden. Es wurde hier ein Gauß’sches Mischmodell angenommen
und die optimale Anzahl der Verteilungen fu¨r jede Klasse experimentell bestimmt (siehe
Kapitel 4.2.4). Folgende Anzahlen wurden dabei fu¨r die drei Klassen ermittelt:
• Gesund – 2 Verteilungen
• Cercospora beticola – 3 Verteilungen
• Uromyces betae – 1 Verteilung
Die Parameter des Gauß’schen Mischmodells wurden fu¨r jede Klasse anhand des EM-
Algorithmus’ von Bilmes (1998) berechnet (siehe Kapitel 2.3).
Normalerweise werden desweiteren die a-priori Wahrscheinlichkeiten P (l) der einzel-
nen Klassen in der Trainingsphase berechnet. Da aber die Auftrittswahrscheinlichkeit
der Blattkrankheiten einerseits von Blatt zu Blatt und andererseits abha¨ngig vom
Entwicklungsstadium der Krankheit sehr unterschiedlich ist, machen vorab bestimmte
a-priori Wahrscheinlichkeiten bei Blattkrankheiten wenig Sinn. Die a-priori Wahr-
scheinlichkeiten P (l) wurden daher nicht in der Trainingsphase ermittelt, sondern in
der Testphase fu¨r jedes Bild durch eine Vorklassifikation mit einem ML-Klassifikator
unter Verwendung der obigen Likelihood-Funktion L(hs(y) | l) individuell berechnet.
Wie dem Experiment in Kapitel 4.2.5 entnommen werden kann, weichen die Klassifi-
kationsgenauigkeiten bei dieser Vorgehensweise nur mimimal von den Klassifikations-
genauigkeiten unter Verwendung der Ground Truth a-priori Wahrscheinlichkeiten des
jeweiligen Bildes ab.
3.3.5 Gla¨ttung der pixelweisen Klassifikation zur Regionenbildung
Nach der adaptiven Bayesklassifikation folgt im na¨chsten Schritt eine Gla¨ttung die-
ses pixelweisen Klassifikationsergebnisses. Wie in Abbildung 3.10 zu sehen ist, treten
bei einer pixelweisen Klassifikation typische Pixelfehler auf. D.h. einzelne Pixel wer-
den einer anderen, falschen Klassen zugewiesen als die benachbarten Pixel. Um diese
einzelnen Pixelfehler zu eliminieren, soll die pixelweise Klassifikation gegla¨ttet werden.
Dazu haben wir zwei Varianten untersucht (siehe Kapitel 4.3):
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• die Gla¨ttung mit einem Majorita¨tsfilter und
• der Einsatz von bedingten Markoffschen Zufallsfeldern.
Cercospora beticola Uromyces betae
Bayesklassifikation Ground Truth Bayesklassifikation Ground Truth
Abbildung 3.10: Ergebnisbilder der pixelweisen, adaptiven Bayesklassifikation. In den
Bildern repra¨sentiert die weiße Farbe gesunde Blattfla¨che, grau die
Klasse Cercospora beticola und schwarz die Klasse Uromyces betae. Die
ersten beiden Ausschnitte zeigen das Klassifikationsergebnis und das
dazugeho¨rige Ground Truth-Bild von einem mit Cercospora beticola
infizierten Blatt. Die letzten beiden Ausschnitte zeigen analog das
Ergebnis eines mit Uromyces betae infizierten Blattes. Die Ausschnitte
zeigen gut die einzelnen Pixelfehler und Fehlklassifikationen zwischen
den beiden Blattkrankheiten (siehe Bauer et al., 2011).
Bei der Anwendung einer Majorita¨tsfilterung (siehe Oommen et al., 2004) wird die
Klasse des jeweiligen Pixels und der 4er-Nachbarschaft, d.h. des linken, rechten, oberen
und unteren Nachbarn, betrachtet. Das jeweilige Pixel erha¨lt dann diejenige Klasse,
welche am ha¨ufigsten vertreten ist.
Die Anwendung der bedingten Markoffschen Zufallsfeldern, so wie wir sie hier ver-
wenden, ist im Wesentlichen in Bauer et al. (2011) dargestellt. Lediglich die Werte in
der Matrix T wurden in dieser Arbeit durch Experimente empirisch neu ermittelt. In
dieser Matrix T wird angegeben, wie wahrscheinlich das direkt benachbarte Auftreten
von zwei Klassen ist. Ist die Wahrscheinlichkeit fu¨r eine Klassenkombination xs, xs′
hoch, ist auch der Wert an der jeweiligen Stelle in der Matrix T hoch. Entsprechend
ist der Wert in der Matrix bei einer geringen Wahrscheinlichkeit fu¨r eine bestimmte
Klassenkombination niedrig. Die Reihenfolge der Klassen ist dabei irrelevant, d.h. es
gilt xs, xs′ = xs′ , xs.
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Folgende Werte haben in den hier durchgefu¨hrten Experimenten die besten Ergeb-
nisse gebracht:
T =

0.3 0.01 0.02
0.01 0.4 0.02
0.02 0.02 0.02

Die erste Zeile und Spalte gibt die Werte fu¨r die Blattfleckenkrankheit Cercospora
beticola an, die zweite Zeile und Spalte die Werte fu¨r den Braunrost Uromyces betae
und die letzte Zeile und Spalte die Werte fu¨r die gesunde Blattfla¨che. Wie man sehen
kann, erhielt der Braunrost eine besonders hohe Wahrscheinlichkeit, um zu verhindern,
dass er aufgrund seiner Seltenheit einfach weggegla¨ttet wird. Dafu¨r musste zudem die
Wahrscheinlichkeit der gesunden Blattfla¨che in dieser Matrix deutlich reduziert wer-
den. Sie bekam somit die gleiche Wahrscheinlichkeit wie das benachbarte Auftreten
von Blattkrankheit und gesunder Blattfla¨che. Die geringste Wahrscheinlichkeit erhielt
das benachbarte Auftreten von den beiden Blattkrankheiten. Auf diese Weise konnte
effektiv verhindert werden, dass eine Fehlklassifikation von Braunrost am Rand der
Cercospora-Blattflecken auftritt (siehe Kapitel 4.3.2).
3.3.6 Regionenbasierte Maximum-Likelihood Klassifikation
Die im vorigen Schritt durchgefu¨hrte Gla¨ttung des pixelweisen Klassifikationsergebnis-
ses fu¨hrte zur Eliminierung der typischen Pixelfehler und vor allen Dingen bei Verwen-
dung der bedingten Markoffschen Zufallsfeldern auch zu deutlich glatteren Ra¨ndern
der Blattflecken (siehe Kapitel 4.3). Es existieren allerdings immer noch eine nicht un-
erhebliche Anzahl ’falscher’ Blattflecken, welche eigentlich zur Klasse Gesund geho¨ren.
Dies ist z.B. in den Abbildungen 4.8, 4.9 und 4.10 auf den Seiten 76, 77 und 78
ersichtlich. Desweiteren besteht ein Blattfleck trotz Gla¨ttung des o¨fteren immer noch
aus zwei Krankheiten. In der Regel sollte aber eine als krank erkannte Region auch
nur einer Krankheit zugewiesen werden. Aus diesem Grunde erfolgt zur eindeutigen
Klassifikation der Blattkrankheiten und zur Erho¨hung der Klassifikationsgenauigkeit
der Klasse Gesund eine regionenbasierte Klassifikation.
Der erste Schritt der regionenbasierten Klassifikation besteht darin, einheitliche Re-
gionen zu bilden. Dazu wurde die gesunde Blattfla¨che als Hintergrund deklariert und
alle als Cercospora oder Uromyces klassifizierten Pixel als Blattfleck. Zur Reduzierung
der ’falschen’ Blattflecken wurden dann die so entstandenen Regionen mittels eines
ML-Klassifikators den Klassen Gesund oder Krank zugeordnet. Diese Klassifikation er-
folgte anhand des mittleren Rot, Gru¨n, Blau und Infrarotwerts der jeweiligen Region.
Die Form der Blattflecken blieb in diesem Schritt unberu¨cksichtigt, da die ’falschen’
Blattflecken ganz unterschiedliche Gro¨ßen und Formen aufweisen. Im Idealfall soll-
ten auf diesem Wege alle ’falschen’ Blattflecken eliminiert werden, so dass nur noch
tatsa¨chlich kranke Regionen auf den Bla¨ttern vorhanden sind.
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Diese Regionen wurden nun in einem zweiten Schritt anhand der Fla¨che, des Um-
fangs und der Rundheit der Flecken der Blattfleckenkrankheit Cercospora beticola oder
dem Braunrost Uromyces betae zugewiesen. In diesem Fall macht eine Klassifikation
anhand der Gro¨ße und Form Sinn, da Cercospora-Flecken in der Regel erheblich gro¨ßer
sind als Rostpusteln und Rostpusteln zudem normalerweise kreisrund sind, wa¨hrend
Cercospora-Flecken rund bis oval sind und sich bei Zusammenfließen mehrerer Flecken
unregelma¨ßig ausbreiten (siehe Kapitel 1).
In beiden Schritten wurde eine Maximum-Likelihood Klassifikation durchgefu¨hrt.
Es wurde dabei fu¨r alle Klassen jeweils eine Gaußsche Mischverteilung aus zwei Ver-
teilungen angenommen. Die Parameter der Verteilungen wurden mit dem k-means
Algorithmus vorab gescha¨tzt und dann mit dem EM-Algorithmus (siehe Kapitel 2.3)
optimiert.
Als Ergebnis der regionenbasierten Klassifikation konnte die Klassifikationsgenauig-
keit der Klasse Gesund um bis zu 3% erho¨ht werden und die teilweise Fehlklassifikation
der Cercospora-Blattflecken als Braunrost konnte stark reduziert werden. Die Klassifi-
kationsgenauigkeit der seltenen Braunrostpusteln ist dagegen im Median erheblich von
88% auf 26% bei der Regionenklassifikation des Filterungsergebnisses bzw. von 83%
auf 62% bei der Regionenklassifikation des Ergebnisses der bedingten Markoffschen
Zufallsfelder abgesunken (siehe Kapitel 4.4).
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4 Experimente
Die Entwicklung des im vorigen Kapitels vorgestellten Verfahrens zur Detektion von
Blattkrankheiten basierte auf einigen Experimenten. Diese Experimente werden nun
im Folgenden vorgestellt. Fu¨r jedes Experiment wird dabei der Zweck des Experiments
erla¨utert, die Versuchsdurchfu¨hrung dargelegt und die Ergebnisse des jeweiligen Expe-
riments diskutiert.
Das erste Experiment diente zur empirischen U¨berpru¨fung der geometrischen Ge-
nauigkeit der Sensorfusion. Anhand der Datensa¨tze, bei denen die U¨berpru¨fung positiv
ausfiel, erfolgten im na¨chsten Schritt die Experimente zur Entwicklung der pixelwei-
sen Klassifikationsstrategie. Daran schlossen sich die Experimente zur Gla¨ttung der
pixelweisen Klassifikation und zur regionenbasierten Klassifikation basierend auf den
gegla¨tteten Bildern an. Im letzten Experiment wurde schließlich die U¨bertragbarkeit
des Verfahrens auf andere Nutzpflanzen und Stressfaktoren untersucht.
4.1 Empirische U¨berpru¨fung der geometrischen Genauigkeit
der Sensorfusion
Anhand des in Kapitel 3.2 vorgestellten Verfahrens wurden die Bilder der RGB- und
MS-Kamera fusioniert. Zur U¨berpru¨fung der geometrischen Genauigkeit der Sensor-
fusion ist eine empirische Untersuchung durchgefu¨hrt worden, welche im Folgenden
vorgestellt wird.
Die U¨berpru¨fung erfolgte anhand der in Kapitel 3.3.2 vorgestellten Annotation der
Orthofotos. Wie dort beschrieben ist, wurde die Annotation jeweils auf dem RGB-
Orthofoto duchgefu¨hrt. Zur U¨berpru¨fung wurde diese Annotation nun auf dem da-
zugeho¨rigen MS-Orthofoto eingezeichnet. Anhand dessen wurde dann der Grad der
Abweichung subjektiv eingescha¨tzt. Je nachdem wie exakt die Annotation mit dem
Verlauf des Blattrandes und der Blattflecken auf dem MS-Bild u¨bereinstimmte, wurde
das Blatt folgenden Klassen zwischen 0 und 9 zugewiesen:
• 0 das Bild ist vo¨llig ok.
• 1 das Bild hat keine Flecken und ist am Blattrand etwas verschoben.
• 2 das Bild hat keine Flecken und ist am Blattrand sta¨rker verschoben.
• 3 das Bild hat Flecken, es ist aber nur der Blattrand etwas verschoben.
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• 4 das Bild hat Flecken, es ist aber nur der Blattrand sta¨rker verschoben.
• 5 das Bild hat Flecken, sowohl der Blattrand als auch die Blattflecken sind etwas
verschoben.
• 6 das Bild hat Flecken, sowohl der Blattrand als auch die Blattflecken sind sta¨rker
verschoben.
• 7 das Bild hat Flecken und ist am Blattrand etwas verschoben, ob die Flecken
verschoben sind, ist nicht eindeutig zu erkennen.
• 8 das Bild hat Flecken und ist am Blattrand sta¨rker verschoben, ob die Flecken
verschoben sind, ist nicht eindeutig zu erkennen.
• 9 das Bild ist vo¨llig ok, ob die Flecken verschoben sind, ist nicht eindeutig zu
erkennen.
Sind der Blattrand oder die Blattflecken etwas verschoben, liegt eine Verschiebung
von ungefa¨hr bis zu 5 Pixeln vor. Unter einer sta¨rkeren Verschiebung wurde eine Ab-
weichung von ungefa¨hr bis zu 10 Pixel verstanden. Dabei muss allerdings beru¨cksichtigt
werden, dass die Annotation selbst auch eine Toleranz von ungefa¨hr bis zu 5 Pixeln
aufweist.
Ein Bild, welches als vo¨llig ok eingestuft wurde, ist in Abbildung 4.1 zu sehen. Eine
geringfu¨gige Verschiebung ist in Abbildung 4.2 dargestellt und Abbildung 4.3 zeigt
zwei Ausschnitte von einem Blatt, bei dem der eine Ausschnitt vo¨llig korrekt ist und
im anderen Ausschnitt sta¨rkere Abweichungen sichtbar sind.
Die manuelle U¨berpru¨fung wurde auf allen 180 vorhandenen Cercospora-Aufnahmen
und auf allen 186 Uromyces-Aufnahmen durchgefu¨hrt. Bei den Cercospora-Aufnahmen
wurden Klassenzuordnungen zwischen 0 und 7 vorgenommen; bei den Uromyces-Aufnahmen
zusa¨tzlich auch Zuordnungen in die Klassen 8 und 9, da hier eine Verschiebung der Fle-
cken ha¨ufiger nicht eindeutig festgestellt werden konnte. Dies ist darauf zuru¨ckzufu¨hren,
dass die Rostpusteln erstens in der Regel nur wenige Pixel umfassen und zweitens die
Rostpusteln durch das hohe Rauschen und die geringe Gro¨ße im MS-Bild nicht im-
mer eindeutig zu identifizieren sind. Die Auftrittswahrscheinlichkeiten der einzelnen
Klassen kann der Tabelle 4.1 entnommen werden.
Deklariert man sowohl die Klasse 0 als auch die Klasse 9 als vo¨llig ok, hat die
Fusionierung damit in 27.3% der Fa¨lle einwandfrei funktioniert. Eine geringradige Ab-
weichung tritt in den Fa¨llen 1, 3, 5 und 7 auf. Diese Klassen zusammen umfassen 55.5%
der Bla¨tter. Die restlichen Klassen 2, 4, 6 und 8 repra¨sentieren sta¨rkere Abweichungen.
Diese treten damit in insgesamt 17.2% der Fa¨lle auf.
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Abbildung 4.1: Korrektes Bild. Das Bild wurde dementsprechend der Klasse 0
zugeordnet.
Abbildung 4.2: In diesem Bild ist die Geometrie gro¨ßtenteils korrekt. Nur in dem ab-
gebildeten Ausschnitt des Blattes sind die Flecken etwas verschoben.
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Abbildung 4.3: Auf diesem Bild sind der Blattrand und die Blattflecken teilweise
sta¨rker verschoben. In anderen Bildteilen aber auch vo¨llig in Ordnung.
In der Vergro¨ßerung links unten ist eine sta¨rkere Verschiebung sicht-
bar. In der Vergro¨ßerung rechts oben stimmt dagegen alles komplett
u¨berein.
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Geometrische Genauigkeiten
Klasse Auftrittswahrscheinlichkeit in %
0 24.3
1 24.0
2 7.6
3 6.0
4 0.3
5 14.8
6 8.2
7 10.7
8 1.1
9 3.0
Tabelle 4.1: Die Tabelle zeigt die Auftrittswahrscheinlichkeit in % der einzelnen Klas-
sen basierend auf allen 366 Aufnahmen.
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4.2 Entwicklung der pixelweisen Klassifikationsstrategie
Dieses Kapitel stellt die Experimente zur Entwicklung der pixelweisen Klassifikati-
onsstrategie vor. Die pixelweise Klassifikation ist der erste Schritt zur Detektion der
Blattkrankheiten (siehe Kapitel 3.3.1). Im Folgenden werden zuna¨chst die in diesen
Experimenten verwendeten Test- und Referenzdaten vorgestellt, welche auf den in Ka-
pitel 3.3.2 vorgestellten Testbildern basieren.
Anschließend wird die Versuchdurchfu¨hrung mit dem kNN-Klassifikator beschrie-
ben und das mit diesem Klassifikator durchgefu¨hrte Experiment zur Erweiterung des
Merkmalvektors um die 4-er Nachbarschaft vorgestellt. Das Ergebnis dieses Experi-
mentes zeigt, dass eine Beru¨cksichtigung der 4-er Nachbarschaft in den Merkmalen die
Klassifikationsgenauigkeiten erheblich erho¨ht.
Daher basieren die folgenden Experimente zur Optimierung des adaptiven Bayesklas-
sifikators alle auf dem erweiterten Merkmalsvektor. Zur Optimierung wurden folgende
drei Experimente durchgefu¨hrt:
• Bestimmung der Anzahl der Gaußverteilungen pro Klasse,
• Bestimmung der a-priori Wahrscheinlichkeiten der einzelnen Klassen und
• Aufstellung der Gewichtungsfunktion fu¨r die Bayesklassifkation.
4.2.1 Verwendete Test- und Referenzdaten
Das Ziel der folgenden Experimente ist es, Klassifikatoren auf die bestmo¨gliche Tren-
nung zwischen kranker und gesunder Blattfla¨che hin zu optimieren. Dazu werden Bil-
der beno¨tigt, welche Symptome der beiden Blattkrankheiten zeigen. Aus diesem Grund
wurden fu¨r diese Experimente nur die Bilder ab dem zehnten Tag nach der Inokulation
verwendet. Von dem in Kapitel 3.3.2 vorgestellten Test- und Referenzdatensatz erfu¨llen
55 Cercospora-Datensa¨tze und 73 Uromyces-Datensa¨tze diese Vorgabe.
Zur weiteren Minimierung der Rechenzeit wurden diese Bilder in Bildausschnitte der
Gro¨ße 64× 64 Pixel aufgeteilt. Die Bildausschnitte zeigten entweder
• nur Hintergrund,
• Hintergrund mit Blatt,
• nur gesunde Blattfla¨che oder
• sowohl gesunde als auch kranke Blattfla¨che.
Da, wie gesagt, fu¨r die folgenden Experimente nur die optimale Trennung zwischen
gesunder und kranker Blattfla¨che relevant war, wurden nur diejenigen Bildausschnitte
in den Testdatensatz aufgenommen, welche sowohl gesunde als auch kranke Blattfla¨che
ohne Hintergrund zeigten. Der Testdatensatz umfasste damit 357 Bildausschnitte mit
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Symptomen des Braunrostes Uromyces betae und 2256 Bildausschnitte mit Symptomen
der Blattfleckenkrankheit Cercospora beticola. Aus diesen verbliebenen Bildausschnit-
ten, welche also alle Krankheitssymptome in verschiedenen Stadien zeigten, wurden fu¨r
jede Krankheit 350 Bildausschnitte zufa¨llig ausgewa¨hlt.
Der im Folgenden eingesetzte Testdatensatz umfasste damit 700 Bildausschnitte der
Gro¨ße 64 × 64. Die Labelbilder mit den Ground Truth Klassen wurden analog zu
den Daten-Bildern in Bildausschnitte aufgeteilt, so dass zu jedem Bildausschnitt ein
passender Ausschnitt des Labelbildes existiert.
4.2.2 Beru¨cksichtigung der 4-er Nachbarschaft in den Merkmalen
Das Ziel dieses Experimentes war es festzustellen, ob eine Erweiterung des Merkmalvek-
tors um die Farbinformation der 4er-Nachbarschaft das Klassifikationsergebnis verbes-
sert oder nicht. Dazu wurden zwei Experimente mit unterschiedlichem Merkmalsvektor
durchgefu¨hrt. Wie in Abbildung 3.9 auf Seite 44 illustriert, umfasste der Merkmals-
vektor im ersten Experiment (links in der Grafik) nur die vier Farbinformationen des
jeweiligen Pixels selbst. Der Merkmalsvektor im zweiten Experiment (rechts in der
Grafik) beru¨cksichtigte dagegen auch die Farbinformationen des linken, rechten, obe-
ren und unteren Nachbarn, so dass er insgesamt 20 Farbwerte beinhaltete. Zur Klassi-
fikation wurde der in Kapitel 2.2 vorgestellte k-Na¨chste-Nachbarn (kNN) Klassifikator
eingesetzt.
Versuchsdurchfu¨hrung mit dem kNN Klassifikator
Wie in Kapitel 2.2 erla¨utert, wird zum Training des kNN-Klassifikators eine bestimmte
Pixelanzahl mit den dazugeho¨rigen Ground Truth Klassen xs im Speicher abgelegt.
Die Anzahl der Trainingsdaten ist dabei nicht ganz unwesentlich, denn fu¨r eine gute
Abscha¨tzung des Bayesfehlers sollte diese Anzahl mo¨glichst groß sein. Je ho¨her die
Anzahl der Trainingsdaten aber ist, desto la¨nger ist aufgrund des gro¨ßeren Suchraumes
auch die Berechnungszeit wa¨hrend der Klassifikation. Desweiteren sollte fu¨r jede Klasse
mo¨glichst die gleiche Anzahl an Trainingsdaten vorhanden sein.
Da in jedem Bildausschnitt im Durchschnitt nur zwo¨lf Uromyces-Pixel enthalten
sind, wurden fu¨r jede Klasse zufa¨llig 2000 Pixel aus 350 der 700 Bildausschnitte zum
Training ausgewa¨hlt. Die anderen 350 Bildausschnitte wurden dann zum Testen ver-
wendet. Dieser Vorgang wurde, um eine hohe statistische Genauigkeit zu gewa¨hrleisten,
fu¨nf mal wiederholt.
Im Klassifikationsprozess wurde jeweils die Klassenzugeho¨rigkeit der k = 5 na¨chsten
Nachbarn betrachet.
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Ergebnisse des kNN Klassifikators
Die Ergebnisse der beiden Experimente mit und ohne Nachbarschaftsinformation in den
Merkmalen sind in Tabelle 4.2 zu sehen. Jeweils der erste Wert pro Zeile und Zelle gibt
das Ergebnis ohne Nachbarschaftsinformation an und entsprechend der zweite Wert
das Ergebnis mit Nachbarschaftsinformation. Auf der linken Seite der Tabelle sind die
Ground Truth Klassen angegeben. Jede Ground Truth Klasse ist durch eine Tilde,
wie z.B. h˜, als solche markiert. Oben in der Tabelle sind die Testklassen aufgetragen.
Sie enthalten die gescha¨tzten Werte und werden durch das Dach, ĥ, repra¨sentiert.
Die Klassenabku¨rzung h steht fu¨r die Klasse Gesund und die Abku¨rzung i fu¨r die
verschiedenen Pathogene. Das spezielle Pathogen kann jeweils dem Indize entnommen
werden.
Die zu maximierenden Klassifikationsgenauigkeiten der einzelnen Klassen befinden
sich auf der Diagonalen von links oben nach rechts unten (siehe Kapitel 2.5). Die zu
minimierenden Fehlerraten sind auf der Nebendiagonalen aufgetragen. Die Berechnung
der Klassifikationsgenauigkeiten und der Fehlerraten basiert auf den einzelnen Pixeler-
gebnissen (siehe Kapitel 3.3.3).
Spaltenweise gibt der erste Wert jeder Zelle das Minimum an und der zweite Wert
den 25% Punkt. In der Mitte der Zelle ist der Medianwert, welcher auch als 50%
Punkt interpretiert werden kann, fett dargestellt. Danach folgt der 75% Punkt und
das Maximum der Klassifikation. Diese Werte basieren auf allen fu¨nf Wiederholungen,
wobei jeweils 350 Bildausschnitte mit sichtbarem Krankheitsbefall der Gro¨ße 64 × 64
klassifiziert wurden. Die Bilddausschnitte stammen dabei wiederum von 55 Cercospo-
ra-Datensa¨tzen und 73 Uromyces-Datensa¨tzen ab. Aufgrund der geringen Anzahl an
Uromyces-Pixeln in einem Bildausschnitt wurden zur Berechnung der Klassifikations-
raten jeweils die Klassifikationsergebnisse von zehn Bildausschnitten zusammengefasst.
Wie in Tabelle 4.2 zu sehen ist, wurden in dem Experiment ohne Beru¨cksichtigung
der Nachbarschaftsinformation fu¨r die Klasse Gesund im Median eine Klassifikations-
genauigkeit von 84% erreicht, fu¨r die Blattfleckenkrankheit Cercospora beticola eine
Genauigkeit von 74% und fu¨r den Braunrost Uromyces betae sogar nur eine Genauig-
keit in Ho¨he von 59%. Die Hinzunahme der Nachbarschaftsinformation erho¨hte diese
Klassifikationsgenauigkeiten ganz erheblich. So konnte fu¨r die Klasse Gesund im Me-
dian eine Klassifikationsgenauigkeit von 91%, fu¨r die Klasse Cercospora beticola 81%
und fu¨r die Klasse Uromyces betae 76% erreicht werden.
4.2.3 Optimierung der Bayesklassifikation
Das Ziel der folgenden Experimente ist es, den Bayesklassifikator in Kapitel 2.3 fu¨r
die Klassifikation von Blattkrankheiten anzupassen. Zu diesem Zweck muss eine geeig-
nete Likelihood- und Gewichtungs-Funktion sowie eine mo¨glichst optimale Festlegung
der a-priori Wahrscheinlichkeit gefunden werden. Zu jedem dieser drei Punkte wird
im Folgenden ein Experiment vorgestellt. Die Experimente bauen dabei aufeinander
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k-Na¨chste-Nachbarn Klassifikation
% ĥ îcerc îurom
47.42 68.45 0.24 0.15 2.01 0.52
76.84 87.49 2.07 2.42 8.68 3.10
h˜ 83.65 91.26 4.09 4.59 12.54 4.29
88.54 93.83 6.29 7.24 18.37 6.22
S ≈ 6770000 px 97.60 98.86 12.74 19.07 44.71 13.63
0.41 0.92 43.50 56.69 1.98 1.36
2.98 4.52 68.07 73.79 14.06 7.64
i˜cerc 6.39 8.47 74.05 80.95 18.23 9.79
11.08 14.35 81.70 86.82 21.56 12.71
S ≈ 379500 px 40.96 31.54 96.99 96.13 34.87 22.80
3.41 1.29 1.64 0.92 30.53 36.96
11.40 5.90 12.27 5.83 53.67 60.67
i˜urom 16.31 9.21 20.47 14.01 59.25 75.85
24.53 18.53 27.52 23.11 70.25 84.55
S ≈ 18500 px 50.00 46.65 52.84 43.65 81.72 94.51
Tabelle 4.2: Konfusionsmatrix fu¨r die kNN-Klassifikation mit und ohne Nachbar-
schaftsinformation in den Merkmalen und k = 5. In allen Tabellen ist
die Klasse ’Gesund’ als h bezeichnet und die ’kranken’ Klassen mit i.
Die jeweilige Krankheit kann anhand des Indizes identifiziert werden. Ein
gescha¨tzter Wert wird angegeben durch ĥ und ein Ground Truth Wert
durch h˜. Der erste Wert in jeder Zeile und Zelle gibt das Klassifikati-
onsergebnis ohne die Nachbarschaftsinformation und der zweite Wert das
Ergebnis mit Nachbarschaftsinformation an. Spaltenweise ist in jeder Zelle
zuerst das Minimum angegeben, gefolgt von dem 25%-Punkt. In der Mitte
steht fett gedruckt der Medianwert und zuletzt kommen der 75%-Punkt
und das Maximum. In der linken Spalte unter den Ground Truth Labeln
ist die ungefa¨hre Anzahl an klassifizierten Pixel angegeben auf denen das
Ergebnis beruht (siehe Bauer et al., 2011).
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auf, d.h. die Erkenntnisse eines vorhergehenden Experimentes werden in dem darauf
folgenden direkt mitverwertet.
So basieren beispielsweise die folgenden Experimente alle auf dem erweiterten Merk-
malsvektor, da im vorigen Experiment 4.2.2 festgestellt wurde, dass die Klassifikati-
onsgenauigkeiten bei einer Erweiterung des Merkmalsvektors um die Nachbarschafts-
information deutlich ho¨her liegen.
Das erste Experiment in Kapitel 4.2.4 dient zur Optimierung der Likelihood-Funktion.
Fu¨r die Verteilung der Daten in der Likelihood-Funktion wird ein Gaußsches Misch-
modell angenommen. Ziel dieses Experimentes ist es, die Anzahl der Verteilungen pro
Klasse individuell abzuscha¨tzen. Nach der Ermittlung der optimalen Anzahl an Ver-
teilungen erfolgt dann im zweiten Schritt ein Experiment zur Bestimmung der a-priori
Wahrscheinlichkeiten (siehe Kapitel 4.2.5). Das dritte Experiment dient schließlich zur
Anpassung der Gewichtungsfunktion.
Die hier vorgestellten Experimente basieren alle auf denselben Test- und Referenzda-
ten wie das vorige Experiment 4.2.1. Desweiteren setzen alle drei Experimente jeweils
70 der 700 Bildausschnitt zum Training ein und klassifizieren anschließend die restli-
chen 630 Bildausschnitte. Jedes Experiment wurde vo¨llig unabha¨ngig voneinander zehn
mal wiederholt.
4.2.4 Bestimmung der Anzahl der Verteilungen pro Klasse
Das Ziel dieses Experimentes war es, festzustellen, welche Anzahl an Verteilungen bzw.
Clustern c der angenommenen Gaußschen Mischverteilung pro Klasse die ho¨chsten
Klassifikationsgenauigkeiten liefert. Dazu wurde das Experiment fu¨r c = 1, ..., 5 durch-
gefu¨hrt, wobei fu¨r jede Klasse l die gleiche Anzahl an Verteilungen c angenommen
wurde. Fu¨r die Scha¨tzung der Parameter des Gaußschen Mischmodells wurde der
Expectation-Maximization- (EM) Algorithmus (siehe Kapitel 2.3) eingesetzt. Die Be-
stimmung der Na¨herungswerte fu¨r die Parameter αc, µc und Σc erfolgte zufa¨llig. Um
eine Beeinflussung der Ergebnisse durch a-priori Wahrscheinlichkeit oder die Gewich-
tungsfunktion auszuschließen, wurde in diesem Experiment eine ML-Klassifikation (sie-
he Kapitel 2.3.3) durchgefu¨hrt.
In Abbildung 4.4 ist die Entwicklung der Klassifikationsgenauigkeiten in Abha¨ngigkeit
von der verwendeten Anzahl an Verteilungen dargestellt. Auf der x-Achse ist hier die
Anzahl an Verteilungen aufgetragen und auf der y-Achse die Klassifikationsgenauigkeit
in %. Die in dieser Abbildung angegebenen Klassifikationsgenauigkeiten sind die Me-
dianwerte, welche jeweils bei der Klassifikation der 6300 Bildausschnitte erzielt wurden.
Die Bildausschnitte basieren wiederum auf 55 Cercospora-Datensa¨tzen und 73 Uromy-
ces-Datensa¨tzen. Wie man sehen kann, nimmt die Klassifikationsgenauigkeit
• des Braunrostes iurom mit zunehmender Anzahl an Verteilungen stetig ab.
• des gesunden Blattes h von einem zu zwei Verteilungen von 95.07% auf 96.68%
zu und bleibt danach relativ konstant.
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• der Blattfleckenkrankheit icerc zu, bis die Verteilung durch drei Cluster angena¨hert
wird und bleibt dann ebenfalls relativ konstant.
Die Abbildungen 4.5 und 4.6 zeigen die Entwicklung des Medians der Trainings-
und Testzeiten eines 64× 64× 20 großen Bildausschnittes bei einer Clusteranzahl von
eins bis fu¨nf pro Klasse. Auf der x-Achse ist wiederum die Clusteranzahl aufgetragen
und auf der y-Achse in diesem Fall jeweils die beno¨tigte Zeit in Sekunden. Wie man
aus diesen Abbildungen entnehmen kann steigt die beno¨tigte Zeit zum Training von
knapp 50 Sekunden bei einem Cluster auf fast 1300 Sekunden bei fu¨nf Clustern. Ebenso
nimmt die Testzeit eines Bildausschnittes von 0.02 Sekunden bei einem Cluster auf gut
0.09 Sekunden bei fu¨nf Clustern erheblich zu. Aus diesem Grunde sollte die Anzahl
an Verteilungen pro Klasse so gering wie mo¨glich gehalten werden, solange nicht eine
effizientere Umsetzung der Algorithmen zur Verfu¨gung steht. Es sollte daher fu¨r jede
Klasse diejenige Anzahl an Verteilungen gewa¨hlt werden, fu¨r die die erzielbare Klassi-
fikationsgenauigkeit mo¨glichst hoch und die dazu notwendige Clusteranzahl mo¨glichst
gering ist.
Abbildung 4.4: Median der Klassifikationsgenauigkeit in % in Abha¨ngigkeit von der
Clusteranzahl pro Klasse. Auf der x-Achse ist die Clusteranzahl pro
Klasse aufgetragen. In diesem Experiment hatten alle drei Klassen im-
mer die gleiche Clusteranzahl. Die y-Achse gibt den Medianwert der
Klassifikationsgenauigkeiten in % an. Gru¨n steht fu¨r gesunde Blatt-
fla¨che, rot fu¨r die Blattfleckenkrankheit und blau fu¨r den Braunrost.
Folgende Anzahl an Verteilungen bieten sich dann fu¨r die drei Klassen an:
• Gesunde Blattfla¨che: 2
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Abbildung 4.5: Median der Trainingszeiten in Sekunden in Abha¨ngigkeit von der Clus-
teranzahl pro Klasse.
Abbildung 4.6: Median der Testzeiten in Sekunden in Abha¨ngigkeit von der Clusteran-
zahl pro Klasse.
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• Cercospora beticola: 3
• Uromyces betae: 1
4.2.5 Bestimmung der a-priori Wahrscheinlichkeiten
Nachdem im letzten Experiment die beste Anzahl der Verteilungen fu¨r jede Klasse
bestimmt wurde, soll nun untersucht werden, inwieweit die a-priori Wahrscheinlich-
keit das Klassifikationsergebnis beeinflusst. Zu diesem Zweck wird eine Maximum a-
posteriori Klassifikation durchgefu¨hrt, wobei die Likelihoodfunktion anhand der im
vorigen Experiment gemachten Erkenntnisse aufgestellt wird.
Die a-priori Wahrscheinlichkeiten der Klasse h und icerc bzw. iurom ha¨ngen direkt
voneinander ab, denn wenn die befallene Blattfla¨che steigt, verringert sich gleichzeitig
die gesunde Blattfla¨che. Wieviel Blattfla¨che jedoch an einem einzelnen Blatt tatsa¨chlich
noch gesund ist bzw. von einer der beiden Krankheiten befallen ist, ist vorab nur schwer
feststellbar. Selbst wenn man mit Hilfe von einigen Trainingsbla¨ttern die dortige a-
priori Wahrscheinlichkeit bestimmt, la¨sst sich diese nicht unbedingt auf die anderen
Bla¨tter u¨bertragen, da der Ausbruchszeitpunkt und die Entwicklungsgeschwindigkeit
der Krankheit auf jedem Blatt individuell sehr unterschiedlich sein kann.
Eine Idee wa¨re es daher, die a-priori Wahrscheinlichkeit fu¨r jedes zu klassifizierende
Blatt durch eine Vorklassifikation des jeweiligen Blattes zu scha¨tzen. Die auf diese
Weise gescha¨tzte a-priori Wahrscheinlichkeit wa¨re natu¨rlich nicht ganz korrekt. Daher
soll in diesem Experiment die Auswirkung der Wahl der a-priori Wahrscheinlichkeit
auf das Klassifikationsergebnis untersucht werden.
Aufstellung verschiedener a-priori Wahrscheinlichkeiten
Fu¨r die Analyse der a-priori Wahrscheinlichkeiten sind fu¨r jeden Bildausschnitt acht
Klassifikationen mit jeweils unterschiedlichen a-priori Wahrscheinlichkeiten durchgefu¨hrt
worden. Die acht verschiedenen a-priori Wahrscheinlichkeiten wurden folgendermaßen
aufgestellt:
• Zuna¨chst wurde fu¨r jede Klasse dieselbe a-priori Wahrscheinlichkeit angenom-
men, so dass im Prinzip eine ML-Klassifikation durchgefu¨hrt wurde. Dieses Klas-
sifikationsergebnis diente dann zur Bestimmung der a-posteriori Wahrscheinlich-
keit von jeder Klasse auf dem jeweiligen Bildausschnitt. Diese a-posteriori Wahr-
scheinlichkeit wurde dann im na¨chsten Schritt als a-priori Wahrscheinlichkeit fu¨r
eine MAP-Klassifikation verwendet.
• In diesem zweiten Experiment wurde die zuvor in der ML-Klassifikation gescha¨tzte
a-posteriori Wahrscheinlichkeit als a-priori Wahrscheinlichkeit in der MAP-Klassi-
fikation verwendet.
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• Fu¨r das dritte Experiment wurden die a-priori Wahrscheinlichkeiten anhand des
Referenzbildes bestimmt und repra¨sentierten damit die wirklich korrekte Vertei-
lung der Klassen auf dem jeweiligen Bildausschnitt.
• In den folgenden fu¨nf Experimenten wurde diese korrekte a-priori Wahrschein-
lichkeit schrittweise vera¨ndert. Die a-priori Wahrscheinlichkeit der Klasse Ge-
sund, h, wurde in 2er Potenzschritten reduziert und die Wahrscheinlichkeit der
auf dem jeweiligen Bildausschnitt vertretenen Blattkrankheit i im selben Maße
erho¨ht:
Pν+1(h) = Pν(h)− 2
j
100
fu¨r j = 1, ..., 5 , (4.1)
Pν+1(i) = Pν(i) +
2j
100
fu¨r j = 1, ..., 5 . (4.2)
Da die a-priori Wahrscheinlichkeit P (h) im Median 98.93 % betra¨gt und mini-
mal 41.99 % erreicht, ist dieses Vorgehen problemlos mo¨glich, ohne dass Pν+1(h)
negativ wird.
Klassifikationsgenauigkeiten bei der Wahl verschiedener a-priori W.
In Abbildung 4.7 ist die Entwicklung der Klassifikationsgenauigkeiten fu¨r die acht ver-
schiedenen a-priori Wahrscheinlichkeiten im Median dargestellt. Die Klassifikations-
genauigkeiten basieren dabei, wie im vorigen Experiment, auf 6300 Bildausschnitten
aus 55 Cercospora- und 73 Uromyces-Datensa¨tzen. Von links nach rechts ist in Ab-
bildung 4.7 auf der x-Achse zuerst das Ergebnis der ML-Klassifikation aufgetragen.
Danach folgt das Ergebnis der MAP-Klassifikation, wo als a-priori Wahrscheinlichkeit
das a-posteriori Ergebnis der ML-Klassifikation verwendet wurde. Als na¨chstes folgt
das Ergebnis der MAP-Klassifikation mit der korrekten a-priori Wahrscheinlichkeit,
welche anhand des Labelbildes des jeweiligen Bildausschnittes ermittelt wurde. Danach
folgen die Ergebnisse der MAP-Klassifikation, wo die korrekte a-priori Wahrscheinlich-
keit der Klasse h in 2er Potenzschritten reduziert wurde und im Gegenzug die a-priori
Wahrscheinlichkeit der auf dem jeweiligen Bildausschnitt vertretenen Blattkrankheit
erho¨ht wurde.
Wie man in dieser Abbildung sehen kann, sind die Klassifikationsgenauigkeiten der
drei Klassen bei Verwendung der gescha¨tzten a-priori Wahrscheinlichkeit aus der a-
posteriori Wahrscheinlichkeit der ML-KLassifikation und der korrekten a-priori Wahr-
scheinlichkeit sehr a¨hnlich. Die genauen Ergebnisse dieser beiden Experimente sind in
Tabelle 4.3 dargestellt.
Das beste Klassifikationsergebnis mit Genauigkeiten zwischen 93% und 97% wurden
bei einer Reduktion der korrekten a-priori Wahrscheinlichkeit fu¨r die Klasse h und
einer Erho¨hung der jeweiligen Blattkrankheit icerc oder iurom um
25
100
erreicht.
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Die Ergebnisse dieser Analyse zeigen, dass die Klassifikationsgenauigkeiten bei Ein-
satz der gescha¨tzten und der korrekten a-priori Wahrscheinlichkeit nur marginal von-
einander abweichen. Damit kann also durchaus die a-priori Wahrscheinlichkeit fu¨r
MAP-Klassifikationen vorab durch eine ML-Klassifikation gescha¨tzt werden.
Insgesamt gesehen hat die Wahl der a-priori Wahrscheinlichkeit einen sehr großen
Einfluss auf das Klassifikationsergebnis, da durch die Vera¨nderung der a-priori Wahr-
scheinlichkeit die Klassen unterschiedlich gewichtet werden. Eine Erho¨hung der an sich
eher geringen a-priori Wahrscheinlichkeiten der Blattkrankheiten verbessern dadurch
deren Klassifikationsgenauigkeit erheblich. Maximal konnten so Klassifikationsgenauig-
keiten von 97% bei der Klasse h und 93% bei der Klasse icerc sowie 94% bei der Klasse
iurom erreicht werden.
Es hat sich somit gezeigt, dass eine ho¨here Gewichtung der seltenen Klassen icerc und
iurom deutlich bessere Klassifikationsgenauigkeiten liefern. Daher wollen wir in einer
weiteren Untersuchung eine optimale Kostenfunktion suchen und damit eine Bayes-
klassifikation mit Risikominimierung durchfu¨hren.
4.2.6 Aufstellung der Gewichtungsfunktion fu¨r die Bayesklassifikation
Im vorigen Experiment 4.2.5 hat sich gezeigt, dass eine ho¨here Gewichtung der eher
seltenen Blattkrankheiten zu einer besseren Klassifikationsgenauigkeit dieser Klassen
fu¨hrt. Das folgende Experiment dient daher zur Analyse, welche Kostenmatrix bei einer
Bayesklassifikation mit Risikominimierung von Blattkrankheiten die besten Ergebnisse
liefert.
Aufstellung verschiedener Gewichtungsfunktionen
Im vorigen Experiment konnten ohne Beru¨cksichtigung von Ground Truth Informatio-
nen die besten Klassifikationsgenauigkeiten bei einer ML-Klassifikation erreicht werden.
Aus diesem Grund wird im Folgenden die Kostenmatrix mit Gewichten initialisiert,
welche anhand der a-priori Wahrscheinlichkeiten der einzelnen Klassen bestimmt wur-
den, um damit zuna¨chst eine ML-Klassifikation zu simulieren. Diese Initialisierung der
Kostenmatrix wird hier Basiskostenmatrix cbasis genannt.
Fu¨r die Erstellung der Basiskostenmatrix cbasis sind zwei verschiedene a-priori
Wahrscheinlichkeiten P (l) verwendet worden:
1. Die a-priori Wahrscheinlichkeit P (l) ist anhand der Ground Truth Daten berech-
net worden. Die Basiskosten, welche auf dieser korrekten a-priori Wahrscheinlich-
keit beruhen, bezeichnen wir im Folgenden als prior-Basiskostenmatrix.
2. Die Trainingsdaten sind mit einer ML-Klassifikation klassifiziert und die daraus
resultierenden a-posteriori Wahrscheinlichkeiten sind zur Berechnung der Basis-
kostenmatrix verwendet worden. Die daraus resultierende Basiskostenmatrix wird
dementsprechend im Folgenden als posterior-Basiskostenmatrix bezeichnet.
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Abbildung 4.7: Median der Klassifikationsgenauigkeit in % in Abha¨ngigkeit von der
gewa¨hlten a-priori Wahrscheinlichkeit pro Klasse. Auf der x-Achse
sind die verschiedenen a-priori Wahrscheinlichkeiten aufgetragen: Als
erstes ist der Fall aufgetragen, dass alle Klassen die gleiche Auftritts-
wahrscheinlichkeit haben. An zweiter Stelle folgt die a-posteriori Wahr-
scheinlichkeit, welche mittels einer ML-Klassifikation der Testdaten er-
mittelt wurde. An dritter Stelle kommt die korrekte a-priori Wahr-
scheinlichkeit, welche anhand der Ground Truth Daten ermittelt wurde.
Diese korrekte a-priori Wahrscheinlichkeit wurde nun vera¨ndert, indem
die Wahrscheinlichkeit der Klasse h in 2er Potenzen erho¨ht wurde und
die Wahrscheinlichkeit der kranken Blattfla¨che entsprechend verringert
wurde. Da sich die Wahrscheinlichkeiten der a-priori Wahrscheinlich-
keit zwischen 0 und 1 bewegen, wurden die 2er Potenzen ebenfalls durch
100 dividiert. Aus Platzmangel ist dies allerdings in der Grafik bei den
Abszissenwerten nicht aufgefu¨hrt. Auf der y-Achse ist der Medianwert
der Klassifikationsgenauigkeit in % aufgetragen.
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MAP-Klassifikation
% ĥ îcerc îurom
70.74 73.58 0.00 0.00 0.02 0.00
96.26 97.56 0.13 0.00 0.44 0.00
h˜ 97.90 98.97 0.83 0.44 0.87 0.04
99.05 99.52 2.46 2.44 1.47 0.49
99.96 99.97 28.87 26.42 5.97 2.07
0.01 0.05 17.89 24.88 0.00 0.00
7.09 8.84 72.38 74.64 0.95 0.00
i˜cerc 13.85 16.17 82.83 83.83 2.33 0.00
23.34 25.36 90.30 91.16 4.74 0.00
73.23 75.12 99.90 99.95 20.80 0.00
0.00 1.00 0.00 0.00 6.43 10.04
7.16 12.32 0.27 0.00 56.46 57.13
i˜urom 15.15 23.81 2.72 0.00 76.60 76.19
27.91 42.87 9.62 0.00 89.63 87.68
83.88 89.96 65.21 0.00 100.00 99.00
Tabelle 4.3: Konfusionsmatrix fu¨r die Maximum a-posteriori Klassifikation unter Ver-
wendung einer vorab durch eine ML-Klassifikation gescha¨tzte a-priori
Wahrscheinlichkeit (Experiment 2) und die korrekte a-priori Wahrschein-
lichkeit (Experiment 3). Der Aufbau der Tabelle ist prinzipiell der gleiche
wie in Tabelle 4.2. Nur dass hier der erste Wert in jeder Zeile und Zelle
das Klassifikationsergebnis des Experimentes 2 zeigt und der zweite Wert
das Ergebnis des Experimentes 3.
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Die so erstellten Basiskostenmatrizen wurden dann in einem zweiten Schritt anhand
des in Kapitel 3.3.4 vorgestellten Verfahren zu der Gewichtungsfunktion w optimiert.
Die Gewichtungsfunktion w, welche auf der prior-Basiskostenmatrix basiert, bezeichnen
wir im Folgenden als prior-Kostenmatrix und die andere entsprechend als posterior-
Kostenmatrix.
Es wurden damit vier Experimente mit folgenden Gewichtungsfunktionen durch-
gefu¨hrt:
• prior-Basiskostenmatrix, welche aufgrund der korrekten a-priori W. erstellt wor-
den ist.
• posterior-Basiskostenmatrix, welche auf der in der ML-Klassifikation der Trai-
ningsdaten bestimmten a-posteriori W. beruht.
• prior-Kostenmatrix: optimierte prior-Basiskostenmatrix.
• posteriori-Kostenmatrix: optimierte posterior-Basiskostenmatrix.
Die Klassifikation erfolgte mit dem in Kapitel 3.3.4 vorgestellten Bayesklassifikator.
Aufgrund des Ergebnisses des Experimentes zur Bestimmung der a-priori W. (siehe
4.2.5) ist die a-priori Wahrscheinlichkeit fu¨r jeden Test-Bildausschnitt individuell durch
Vorklassifikation mit einer ML-Klassifikation gescha¨tzt worden. Fu¨r die Likelihood-
Funktion sind analog zu den Ergebnisses des Experimentes in Kapitel 4.2.4 Gaußsche
Mischmodelle mit zwei Verteilungen fu¨r die Klasse Gesund, drei Verteilungen fu¨r die
Blattfleckenkrankheit und einer Verteilung fu¨r den Braunrost erstellt worden.
Klassifikationsgenauigkeiten bei der Wahl verschiedener Gewichtungsfunktionen
Klassifikationsgenauigkeiten bei
verschiedenen Gewichtungsfunktionen
% ĥ îcerc îurom
prior-Basiskostenmatrix 90.79 88.11 93.93
prior-Kostenmatrix 88.92 86.39 94.73
posterior-Basiskostenmatrix 95.05 91.89 84.70
posterior-Kostenmatrix 94.44 91.26 85.97
Tabelle 4.4: Mediane der erzielten Klassifikationsgenauigkeiten fu¨r jede Klasse bei Wahl
der verschiedenen Gewichtungsfunktionen.
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Eine U¨bersicht u¨ber die Klassifikationsgenauigkeiten der einzelnen Klassen bei der
Wahl der vier verschiedenen Gewichtungsfunktionen ist in Tabelle 4.4 dargestellt. Die
ausfu¨hrlichen Ergebnisse der letzten beiden Experimente sind zusa¨tzlich in Tabelle 4.5
aufgefu¨hrt. Wie schon in den beiden vorigen Experimenten, beruhen auch die Ergeb-
nisse in diesem Experiment auf der Klassifikation von insgesamt jeweils 6300 Bildaus-
schnitten aus 55 Cercospora- und 73 Uromyces-Datensa¨tzen.
Wie den Pixelzahlen S in Tabelle 4.5 entnommen werden kann, geho¨ren die meisten
Pixel zur Klasse gesund (94.45%), ein kleiner Teil zur Klasse Cercospora (5.30%) und
fast keine zur Klasse Uromyces (0.25%). Aus diesem Grund sollte eine derart hohe Fehl-
klassifikation der Klasse gesund, wie sie bei Verwendung der prior-Basiskostenmatrix
und der prior-Kostenmatrix auftritt (siehe Tabelle 4.4), vermieden werden. Daher ist
die Berechnung der Gewichtungsfunktion anhand der posterior-Verteilung zu bevorzu-
gen.
Durch die Optimierung der posterior-Basiskostenmatrix kann die Klassifikationsge-
nauigkeit von Uromyces noch um ein gutes Prozent erho¨ht werden, die Genauigkeit
der anderen beiden Klassen sinkt dafu¨r im Gegenzug um ein gutes halbes Prozent. Da
aber auch die seltene Blattkrankheit Uromyces betae erkannt werden sollte, scheint der
letzte Fall der beste Kompromiss zu sein.
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Adaptive Bayesklassifikation
% ĥ îcerc îurom
62.83 60.96 0.00 0.00 0.01 0.03
91.21 90.44 0.29 0.27 1.14 1.41
g˜ 95.05 94.44 2.02 2.00 2.22 2.76
97.73 97.33 5.34 5.25 3.59 4.38
S ≈ 24400000 px 99.85 99.82 32.15 32.98 16.55 21.61
0.00 0.00 53.02 54.22 0.00 0.00
1.17 1.03 87.23 86.76 1.43 1.76
i˜cerc 3.79 3.68 91.89 91.26 2.91 3.75
8.25 7.66 96.81 96.47 5.49 6.52
S ≈ 1370000 px 41.84 39.62 99.83 99.86 20.87 21.84
0.00 0.00 0.00 0.00 26.24 27.36
2.03 1.72 0.65 0.46 67.07 69.86
i˜urom 4.77 3.94 4.06 3.41 84.70 85.97
14.29 12.70 13.38 12.75 94.20 95.42
S ≈ 64600 px 72.64 72.64 66.36 66.36 100.00 100.00
Tabelle 4.5: Der Aufbau dieser Tabelle ist prinzipiell identisch zu den vorigen Konfusi-
onsmatrizen (siehe Tabelle 4.2). Hier zeigt jedoch der erste Wert in jeder
Zeile und Zelle jeweils das Ergebnis fu¨r das vorletzte Experiment, basie-
rend auf der posterior-Basiskostenmatrix. Der zweite Wert repra¨sentiert
das Ergebnis des letzten Experiments (Bauer et al., 2011), basierend auf
der optimierten posterior-Kostenmatrix.
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4.3 Gla¨ttung der pixelweisen Klassifikation
Nach der Entwicklung der pixelweisen Klassifikationsstrategie folgt nun die Gla¨ttung
des pixelweisen Ergebnisses mit einem Majorita¨tsfilter oder mit bedingten Markoff-
schen Zufallsfeldern. Im na¨chsten und letzten Schritt erfolgt dann eine regionenbasierte
Klassifikation. Die regionenbasierte Klassifikation kann dabei nur auf ganzen Bla¨ttern
angewandt werden, da ansonsten Fehler an den Ra¨ndern der Bildausschnitte durch die
Beschneidung von Blattflecken auftreten. Aus diesem Grunde wird auch die Gla¨ttung
bereits auf ganzen Bla¨ttern durchgefu¨hrt, im Gegensatz zu den in den vorigen Experi-
menten eingesetzten Bildausschnitten.
Die Durchfu¨hrung des Trainings und der anschließenden Klassifikation basierte auf
den im Kapitel 3.3.2 vorgestellten Orthofotos mit dem erweiterten Merkmalsvektor un-
ter Einsatz des im vorigen Experiments ermittelten und in Kapitel 3.3.4 beschriebenen
adaptiven Bayesklassifikators. Das Training des Bayesklassifikators erfolgte in diesem
Falle so, dass von jedem Aufnahmedatum 0.2 der Cercospora-Bilder und 0.3 der Uro-
myces-Bilder als Trainingsbilder verwandt wurden. Aus den Trainingsbildern wurden
pro Klasse mindestens 500 und ho¨chstens 15000 Pixel zufa¨llig ausgewa¨hlt. D.h., wenn
fu¨r eine Klasse zuwenig Pixel in den Trainingsbildern enthalten waren, wurden die
Trainingsbilder erneut zufa¨llig ausgewa¨hlt, bis fu¨r alle Klassen die Mindestpixelzahl
erreicht worden war. Fu¨r den Fall, dass fu¨r eine Klasse mehr als 15000 Pixel vorhanden
waren, wurde aus dieser gro¨ßeren Menge 15000 Pixel zufa¨llig ausgewa¨hlt.
Die restlichen 180 Bilder wurden im Anschluß an das Training klassifiziert. Als Er-
gebnis der Bayesklassifikation lagen sogenannte Labelbilder vor, in welchem jedem Pixel
einer Zahlenwert zwischen 0 und 3 zugewiesen wurde. Die Zahlenwerte haben folgende
Bedeutung
• 0: Hintergrund
• 1: Gesunde Blattfla¨che
• 2: Cercospora
• 3: Uromyces
Nachstehend erfolgt die Erla¨uterung der Experimente zur Gla¨ttung dieser Labelbilder.
4.3.1 Anwendung eines Majorita¨tsfilters oder Markoffscher Zufallsfelder
Zur Gla¨ttung wurden zwei Experimente durchgefu¨hrt. Im ersten Experiment wurden
die aus der Bayesklassifikation resultierenden Labelbilder mit einem Majorita¨tsfilter
gegla¨ttet und im zweiten Experiment mit bedingten Markoffschen Zufallsfeldern. Wie
in Kapitel 3.3.5 erla¨utert, beru¨cksichtigt der Majorita¨tsfilter die Klassen des jeweiligen
Pixels selbst und der 4er-Nachbarschaft, d.h. des linken, rechten, oberen und unteren
Nachbarn. Er weist dem Pixel diejenige Klasse zu, welche am ha¨ufigsten vertreten ist.
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Auf diese Weise wurden alle 180 aus der Bayesklassifikation resultierenden Labelbilder
gegla¨ttet.
Die Scha¨tzung der bedingten Markoffschen Zufallsfelder ist sehr rechenintensiv. Aus
diesem Grund wurden die Bilder fu¨r die Gla¨ttung mit den Zufallsfeldern in sich u¨berlappende
Ausschnitte der Gro¨ße 96× 98 Pixel aufgeteilt. Die U¨berlappung betrug an allen Sei-
ten jeweils eine Pixelbreite. Bei der vorliegenden Auflo¨sung von 1600× 1250 Pixel der
Orthofotos resultiert dies in 221 Bildausschnitte. Die Berechnungszeit fu¨r einen Bild-
ausschnitt dieser Gro¨ße variierte bei Verwendung des Active-Set Algorithmus’ zwischen
ungefa¨hr 27 Sekunden und maximal fast 15 Minuten auf einem System mit einem Intel
Core i7 860 Prozessor und 8 GB RAM. Die einzelnen Bildausschnitte wurden abschlie-
ßend wieder zu einem Bild zusammengesetzt. Die Klassifikationszeit eines kompletten
Bildes betrug damit ca. 3,5 Stunden. Aufgrund dieser langen Berechnungszeit wurden
lediglich 12 der 180 Bilder mit dem CRF gegla¨ttet.
4.3.2 Vergleich der beiden Gla¨ttungsarten
Die Ergebnisse der Gla¨ttung mit dem Majorita¨tsfilter oder den bedingten Markoffschen
Zufallsfeldern ist in den Tabellen 4.6 bis 4.11 zu finden. Die Tabelle 4.6 zeigt die
minimalen, maximalen und im Median erreichten Klassifikationsgenauigkeiten fu¨r alle
zwo¨lf mit den bedingten Markoffschen Zufallsfeldern gegla¨tteten Bildern. Die zwo¨lf
Bilder setzen sich folgendermaßen zusammen:
• 6 vo¨llig symptomlose Bla¨tter
• 3 mit Cercospora beticola infizierte Bla¨tter
– 1 Blatt mit ganz leichtem Befall
– 1 Blatt mit mittlerem Befall
– 1 Blatt mit starkem Befall
• 3 mit Uromyces betae infizierte Bla¨tter
– 1 Blatt mit ganz leichtem Befall
– 1 Blatt mit mittlerem Befall
– 1 Blatt mit starkem Befall
Zum besseren Vergleich basieren die Ergebnisse in den drei Tabellen 4.6, 4.7 und 4.8
auf denselben zwo¨lf Bildern. Die Tabelle 4.7 zeigt dabei die Klassifikationsgenauigkeiten
fu¨r eine Gla¨ttung mit dem Majorita¨tsfilter und die Tabelle 4.8 entha¨lt zur Referenz die
Genauigkeiten fu¨r die pixelweise, adaptive Bayesklassifikation, auf welcher die beiden
Gla¨ttungsverfahren basieren.
Die Tabellen 4.9, 4.10 und 4.11 stellen die Ergebnisse der pixelweisen, adaptiven
Bayesklassifikation und der beiden Gla¨ttungsverfahren jeweils fu¨r genau ein konkretes
72
4.3 Gla¨ttung der pixelweisen Klassifikation
Bedingte Markoffsche Zufallsfelder
% ĥ îcerc îurom
84.62 0.91 0.00
h˜ 96.40 2.97 0.16
98.95 14.26 1.13
5.73 92.28 0.00
i˜cerc 6.77 93.23 0.29
7.01 93.98 0.71
5.80 0.00 60.71
i˜urom 7.71 9.41 82.88
17.86 21.43 94.20
Tabelle 4.6: Konfusionsmatrix fu¨r die Gla¨ttung des pixelweisen Klassifikationsergebnis-
ses (siehe Tabelle 4.8) mit Hilfe der bedingten Markoffschen Zufallsfelder.
Der erste Wert gibt jeweils den minimal erzielten Wert an. Der mittlere,
fett hervorgehobene Wert den Median und die letzte Zahl ist der maximal
erreichte Wert.
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Majorita¨tsfilterung
% ĥ îcerc îurom
87.44 0.50 0.00
h˜ 97.17 1.90 0.34
99.12 9.46 3.10
8.75 80.64 3.89
i˜cerc 9.61 85.21 6.04
12.23 86.51 7.13
5.80 0.00 64.29
i˜urom 7.82 3.85 88.32
25.00 10.71 94.20
Tabelle 4.7: Konfusionsmatrix fu¨r die Majorita¨tsfilterung basierend auf der pixelweisen
Bayesklassifikation (siehe Tabelle 4.8).
Adaptive Bayesklassifikation
% ĥ îcerc îurom
86.24 0.57 0.01
h˜ 96.65 1.98 0.52
98.87 9.61 4.15
7.99 79.81 5.22
i˜cerc 9.25 83.80 8.21
10.93 85.52 9.26
5.80 2.90 64.29
i˜urom 6.24 4.31 89.46
17.86 17.86 91.30
Tabelle 4.8: Konfusionsmatrix fu¨r die pixelweise, adaptive Bayesklassifikation u¨ber alle
zwo¨lf Bla¨tter.
74
4.3 Gla¨ttung der pixelweisen Klassifikation
Genauigkeiten der beiden Gla¨ttungsarten
Blattfleckenkrankheit
% ĥ îcerc îurom
Bayes 86.24 9.61 4.15
h˜ Filterung 87.44 9.46 3.10
CRF 84.62 14.26 1.13
Bayes 7.99 83.80 8.21
i˜cerc Filterung 8.75 85.21 6.04
CRF 5.73 93.98 0.29
Tabelle 4.9: Vergleich der erzielten Klassifikationsgenauigkeiten fu¨r die pixelweise
Bayesklassifikation (jeweils die 1. Zeile), eine folgende Gla¨ttung mit einem
Majorita¨tsfilter (jeweils die 2. Zeile) und der Anwendung von bedingten
Markoffschen Zufallsfeldern, hier CRF genannt (jeweils die 3. Zeile). Die
Ergebnisse beziehen sich auf ein mit Cercospora beticola infiziertes Blatt.
Genauigkeiten der beiden Gla¨ttungsarten
Braunrost
% ĥ îcerc îurom
Bayes 98.73 0.79 0.48
h˜ Filterung 98.98 0.72 0.30
CRF 98.84 0.96 0.21
Bayes 6.24 4.31 89.46
i˜urom Filterung 7.82 3.85 88.32
CRF 7.71 9.41 82.88
Tabelle 4.10: Der Aufbau dieser Tabelle ist der gleiche wie in der vorigen Tabelle 4.9.
Die angegebenen Klassifikationsgenauigkeiten basieren hier allerdings auf
einem mit dem Braunrost Uromyces betae infizierten Blatt.
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Originalbild Labelbild
Bayes Filterung CRF
Abbildung 4.8: Klassifikationsvergleich auf einem Blatt mit Befall der Blattflecken-
krankheit. Von links oben nach rechts unten ist zuerst der Original-
ausschnitt des RGB-Bildes dargestellt, anschließend der dazugeho¨rige
Ausschnitt des Ground Truth Labelbildes, gefolgt von dem Klassifikati-
onsergebnis der pixelweisen, adaptiven Bayesklassifikation und der bei-
den verschiedenen Gla¨ttungsvarianten durch den Majorita¨tsfilter oder
die bedingten Markoffschen Zufallsfelder. Beide Gla¨ttungen wurden di-
rekt auf dem Labelbild der pixelweisen Bayesklassifikation ausgefu¨hrt.
In den Labelbildern repra¨sentiert Weiß die gesunde Blattfla¨che, Grau
die Blattfleckenkrankheit und Schwarz den Braunrost.
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Originalbild Labelbild
Bayes Filterung CRF
Abbildung 4.9: Klassifikationsvergleich auf einem mit Braunrost befallenen Blatt.
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Originalbild Labelbild
Bayes Filterung CRF
Abbildung 4.10: Klassifikationsvergleich auf einem gesunden Blatt.
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Genauigkeiten der beiden Gla¨ttungsarten
Gesund
% ĥ îcerc îurom
Bayes 98.62 1.26 0.12
h˜ Filterung 98.75 1.20 0.05
CRF 98.55 1.44 0.01
Tabelle 4.11: In dieser werden die Ergebnisse der beiden Gla¨ttungsarten bezu¨glich eines
gesunden Blattes verglichen.
Blatt gegenu¨ber. Die erste Tabelle 4.9 zeigt die erreichten Klassifikationsgenauigkeiten
fu¨r ein stark mit Cercospora beticola infiziertes Blatt. In der ersten Zeile dieser und der
beiden folgenden Tabellen ist jeweils das Ergebnis der pixelweisen, adaptiven Bayes-
klassifikation angegeben. In der zweiten Zeile folgen die Klassifikationsgenauigkeiten
einer Gla¨ttung mit dem Majorita¨tsfilter und in der dritten Zeile steht das Ergebnis der
bedingten Markoffschen Zufallsfelder (CRF). Da auf dem Blatt nur die Klassen Gesund
h und Cercospora beticola icerc auftreten, sind auch nur diese beiden Klassen auf der
linken Seite der Tabelle als Ground Truth Klassen angegeben. Die zweite Tabelle 4.10
gibt die verschiedenen Klassifikationsgenauigkeiten fu¨r ein stark mit Uromyces betae
infiziertes Blatt an und die dritte und letzte Tabelle 4.11 zeigt die Ergebnisse fu¨r ein
vo¨llig gesundes Blatt.
In den Abbildungen 4.8, 4.9 und 4.10 sind Bildausschnitte von jedem der drei
Bla¨tter dargestellt, deren Klassifikationsgenauigkeiten in den Tabellen 4.9, 4.10 und
4.11 angegeben sind. In der ersten Reihe ist jeweils der Ausschnitt des Original-RGB-
Bildes und der dazugeho¨rige Ausschnitt des Ground Truth Labelbildes dargestellt. In
der Reihe darunter ist von links nach rechts zuerst das Ergebnis der pixelweisen, adap-
tiven Bayesklassifikation abgebildet, anschließend das Resultat der Majorita¨tsfilterung
und ganz rechts das Resultat der bedingten Markoffschen Zufallsfeldern. Die Filterung
und die Anwendung der bedingten Markoffschen Zufallsfelder erfolgte jeweils auf dem
aus der pixelweisen, adaptiven Bayesklassifikation resultierenden Labelbild. In allen La-
belbildern repra¨sentiert Weiß die gesunde Blattfla¨che, Grau die Blattfleckenkrankheit
Cercospora beticola und Schwarz den Braunrost Uromyces betae.
Sowohl in den Tabellen 4.6, 4.7 und 4.9 als auch in der dazugeho¨rigen Abbildung 4.8
ist ersichtlich, dass die ho¨chste Klassifikationsgenauigkeit fu¨r die Blattfleckenkrankheit
Cercospora beticola bei Anwendung der bedingten Markoffschen Zufallsfelder erreicht
werden kann. So liegt die Klassifikationsgenauigkeit fu¨r die Blattfleckenkrankheit auf
einem stark befallenen Blatt nach Durchfu¨hrung der adaptiven Bayesklassifikation bei
84%, bei einer anschließenden Filterung bei 85% und bei Anwendung der bedingten
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Markoffschen Zufallsfelder bei 94% (siehe Tabelle 4.9). Zusa¨tzlich kann dies auch an
den minimal und maximal erzielten Werten in den Tabellen 4.6, 4.7 und 4.8 abgelesen
werden. In jedem Fall verbessert also die Gla¨ttung das Klassifikationsergebnis dieser
Klasse.
Durch die sehr geringe Gro¨ße der Rostpusteln, welche in der Regel nur wenige Pixel
umfassen, fu¨hrt die Gla¨ttung hier bei beiden Verfahren zu einer geringeren Klassifi-
kationsgenauigkeit dieser Klasse. So klassifizierte der adaptive Bayesklassifikator den
Braunrost im Median mit einer Genauigkeit von 89%. Diese Genauigkeit reduzierte sich
dann bei Anwendung der Majorita¨tsfilterung auf 88% und bei Einsatz der bedingten
Markoffschen Zufallsfelder sogar auf 83%. Die maximal erreichte Klassifikationsgenau-
igkeit des Braunrostes steigt dagegen bei beiden Verfahren von 91% auf 94% (siehe
Tabellen4.6, 4.7 und 4.8). Die minimal erzielte Klassifikationsgenauigkeit bleibt bei
der Majorita¨tsfilterung mit 64% identisch zum Ergebnis der Bayesklassifikation. Bei
Anwendung der bedingten Markoffschen Zufallsfelder sinkt sie um 3% auf 61% ab.
Die Klassifikationsgenauigkeit der Klasse Gesund kann dagegen durch eine Gla¨ttung
mit dem Majorita¨tsfilter in allen Fa¨llen erho¨ht werden. So steigt sie auf einem vo¨llig
gesunden Blatt von 98.62% auf 98.75% (siehe Tabelle 4.11), auf einem mit Cercospora
beticola infizierten Blatt von 86.24% auf 87.44% (siehe Tabelle 4.9) und auf einem mit
Uromyces betae infizierten Blatt von 98.73% auf 98.98% (siehe Tabelle 4.10). Im Median
bedeutet dies eine Steigerung von 96.65% auf 97.17% (siehe Tabellen 4.7 und 4.8).
Bei einer Gla¨ttung durch Anwendung der bedingten Markoffschen Zufallsfelder sinkt
die Klassifikationsgenauigkeit der Klasse Gesund dagegen auf komplett gesunden leicht
und auf mit Cercospora beticola infizierten Bla¨ttern etwas sta¨rker ab. Auf dem vo¨llig
gesunden Blatt in Tabelle 4.11 findet eine Reduktion der Klassifikationsgenauigkeit
von 98.62% auf 98.55% statt und auf dem mit Cercospora beticola infizierten Blatt
von 86.24% auf 84.62% statt. Auf dem mit Uromyces betae infizierten Blatt steigt sie
dagegen von 98.73% auf 98.84%. Im Median bedeutet dies eine Abnahme von 96.65%
auf 96.40% (siehe Tabellen 4.6 und 4.8). Der sta¨rkste Ru¨ckgang besteht damit auf
dem mit Cercospora beticola befallenen Blatt. Dies ist darauf zuru¨ckzufu¨hren, dass
die Anwendung der Markoffschen Zufallsfelder zu einer Vergro¨ßerung der detektierten
Cercospora-Blattflecken fu¨hrt und dadurch auch von den Ground Truth Daten her
gesunde Pixel als krank deklariert werden. Als Cercospora beticola fehlklassifizierte
Areale in der Bayesklassifikation werden ebenfalls durch Anwendung der bedingten
Markoffschen Zufallsfelder vergro¨ßert, so dass dieser Effekt auch auf Uromyces-Bildern
und Bildern von gesunden Bla¨ttern beobachtet werden kann.
Der große Vorteil der bedingten Markoffschen Zufallsfelder liegt aber in der effektiven
Eliminierung der fehlklassifizierten Braunrostpixel am Rand der Cercospora-Flecken.
Dieses Pha¨nomen ist sowohl in den Ausschnitten in Abbildung 4.8 gut zu sehen als auch
an der Fehlklassifikationsrate in Tabelle 4.9 erkennbar, welche von 8.21% auf 0.29% ab-
sinkt. Desweiteren kann durch die Gla¨ttung die Fehlklassifikation der Blattadern als
Uromyces betae vor allen Dingen bei Anwendung der bedingten Markoffschen Zufalls-
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felder deutlich reduziert werden, wie in Abbildung 4.10 dargestellt ist. Gleichzeitig ist
dabei die Detektion korrekter Braunrost-Pusteln gut, wie in Abbildung 4.9 visualisiert
ist.
4.4 Regionenbasierte Klassifikation
Nach Gla¨ttung des pixelweisen Ergebnisses der adaptiven Bayesklassifikation existie-
ren immer noch eine relativ große Anzahl an falschen Blattflecken, wie z.b. als krank
klassifizierte Blattadern, oder Blattflecken, welche teilweise der jeweils anderen Blatt-
krankheit zugeordnet wurden (siehe Abbildungen 4.8, 4.9 und 4.10). Diese Fehler
sollen nun durch eine regionenbasierte Klassifikation eliminiert werden.
Die fu¨r eine regionenbasierte Klassifikation erforderliche Segmentierung des Bildes
ist in diesem Falle durch die zuvor durchgefu¨hrte pixelweise Bayesklassifikation und
die anschließende Gla¨ttung erfolgt. Prinzipiell besteht aber auch die Mo¨glichkeit, das
Bild z.B. mit dem Wasserscheidenalgorithmus zu segmentieren. Diese Art der Segmen-
tierung zeigte aber bei den hier durchgefu¨hrten Untersuchungen keinen Erfolg, wie
dem folgenden, ersten Unterkapitel entnommen werden kann. Das zweite Unterkapi-
tel beschreibt dann die Durchfu¨hrung der regionenbasierten Klassifikation anhand der
gegla¨tteten Labelbilder und das letzte Unterkapitel pra¨sentiert schließlich die Ergeb-
nisse der regionenbasierten Klassifikation.
4.4.1 Einsatz von Wasserscheiden zur Regionenbildung
Dieses Kapitel untersucht inwieweit der Wasserscheidenalgorithmus zur Regionenbil-
dung bei Blattkrankheiten geeignet ist. Denn statt einer pixelweisen Klassifikation
mit anschließender Gla¨ttung kann ein Bild auch direkt mit Hilfe von Segmentierungs-
verfahren, wie dem Wasserscheidenalgorithmus, in Regionen aufgeteilt werden. Der
im Folgenden angewandte Wasserscheidenalgorithmus stammt von Vincent und Soille
(1991).
Zur Segmentierung der Bilder mit dem Wasserscheidenalgorithmus wurden zwei Ex-
perimente durchgefu¨hrt. Im ersten Experiment erfolgte die Anwendung des Wasser-
scheidenalgorithmus’ auf RGB-Bildern und im zweiten Experiment auf dem Infrarot-
kanal von MS-Bildern.
Wie in den Abbildungen 4.11 bis 4.15 zu sehen ist, ist es eher schwierig, eine gute
nicht-semantische Vorsegmentierung mit Hilfe des Wasserscheidenalgorithmus’ zu er-
halten. Die erste Abbildung 4.11 zeigt das Ergebnis des Wasserscheidenalgorithmus’ auf
dem RGB-Bild eines mit Cercospora beticola infizierten Zuckerru¨benblattes. Wie dort
dargestellt ist, hat der Wasserscheidenalgorithmus sehr ha¨ufig die Grenze zwischen dem
braunen Rand des Cercospora-Blattflecks und der gesunden gru¨nen Blattfla¨che nicht
erkannt. Der Kontrast zwischen diesen Bereichen ist offensichtlich nicht hoch genug,
da der U¨bergang zwischen gesunder und kranker Blattfla¨che oft fließend ist. Zur Ver-
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Abbildung 4.11: Wasserscheiden auf dem RGB-Bild eines mit Cercospora beticola infi-
zierten Zuckerru¨benblattes. Die Grenze zwischen gesunden und kran-
ken Blattbereichen wurde fast nie gefunden, da der Kontrast zwischen
dem dunkelbraunen Rand eines Blattfleckes und der gesunden, gru¨nen
Blattfla¨che zu gering ist. Beispiele fu¨r nicht korrekt segmentierte Blatt-
fleckenra¨nder sind gelb markiert.
deutlichung ist in Abbildung 4.12 die Vergro¨ßerung eines Blattfleckes zu sehen, wo die
korrekte Grenze mit weißer Farbe eingezeichnet ist.
Abbildung 4.12: Diese Abbildung zeigt die Vergro¨ßerung eines einzelnen Blattflecks.
Der Wasserscheidenalgorithmus hat die Grenze um den Cercospora-
Fleck nicht gefunden. Der korrekte U¨bergang von kranker, brauner zu
gesunder, gru¨ner Blattfla¨che ist durch den weißen Ring angedeutet.
Die Anwendung des Wasserscheidenalgorithmus’ auf einem mit Uromyces betae in-
fizierten Blattes blieb in diesem Experiment vo¨llig erfolglos, wie in Abbildung 4.13 zu
sehen ist. Trotz guten Kontrastes zwischen gesunder Blattfla¨che und den Rostpusteln
konnten die Pusteln aufgrund ihrer sehr geringen Gro¨ße nicht segmentiert werden. Evt.
ko¨nnte die Segmentierung der Pusteln durch eine geringere Rauschunterdru¨ckung ver-
bessert werden, damit wu¨rde aber gleichzeitig auch die Anzahl der Wasserscheiden,
welche nur auf Rauschen basieren, deutlich ansteigen. Eine andere Mo¨glichkeit wa¨re
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es, die Bilder in einer deutlich ho¨heren Auflo¨sung aufzunehmen. Dies du¨rfte aber im
Falle eines Einsatzes von dem Verfahren im Feld eher schwierig werden.
Abbildung 4.13: Die kleinen Uromyces Pusteln wurden wegen der geringen Gro¨ße vom
Wasserscheidenalgorithmus u¨berhaupt nicht gefunden, obwohl an sich
der Kontrast zwischen Blatt und Pustel sehr gut ist.
Die Idee im zweiten Experiment war es, aufgrund des besseren Kontrastes zwischen
kranker und gesunder Blattfla¨che im Infrarotbereich den Wasserscheidenalgorithmus
auf dem Infrarotkanal des Multispektralbildes anzuwenden. Wie in Abbildung 4.14
zu sehen ist, funktioniert dieses Vorgehen auf einem mit Cercospora beticola infizierten
Blatt, dessen gesunde Blattfla¨che noch viel Chlorophyll entha¨lt, hervorragend. Die Seg-
mentierung erfolgte anhand des mittleren Blattes in dieser Abbildung. Zur Anschauung
sind die Wasserscheiden zusa¨tzlich links im entsprechenden Ausschnitt des RGB-Bildes
und rechts des jeweiligen MS-Bildes eingezeichnet.
Abbildung 4.14: Hervorragendes Ergebnis des Wasserscheidenalgorithmus’. Alle Blatt-
flecken wurden richtig segmentiert. Links sind die Wasserscheiden im
RGB-Bild eingezeichnet. In der Mitte ist das Grauwertbild abgebil-
det, anhand dessen die Wasserscheiden berechnet wurden und rechts
ist das MS-Bild mit eingezeichneten Wasserscheiden zu sehen.
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Sobald allerdings der Befall des Blattes so stark wird, dass eine Scha¨digung des
kompletten Blattes eintritt, treten auch bei diesem Vorgehen Probleme auf, wie in Ab-
bildung 4.15 zu sehen ist. Durch den Abbau des Chlorophylls in der ehemals gesunden
Blattfla¨che besteht kein Kontrast mehr zwischen gesunder und kranker Blattfla¨che im
Infrarotkanal. Daher konnten kaum Regionen segmentiert werden und eine Erkennung
der Grenzen der Blattflecken erfolgte daher nicht.
Abbildung 4.15: Der Befall des Blattes mit Cercospora beticola ist schon sehr weit fort-
geschritten. Dadurch ist das Blatt ingesamt sehr angegriffen und da-
mit auch die Photosyntheseleistung der noch nicht mit Blattflecken
bedeckten Blattfla¨che herabgesetzt. Dies fu¨hrt dazu, dass im Infra-
rotkanal kaum mehr ein Unterschied zwischen Blattflecken und Blatt-
fla¨che ohne Flecken besteht. Genauso wie in der vorherigen Abbildung
sind links die Wasserscheiden im RGB-Bild eingezeichnet. In der Mit-
te ist das Grauwertbild abgebildet anhand dessen die Wasserscheiden
berechnet wurden. Und rechts ist das MS-Bild mit eingezeichneten
Wasserscheiden dargestellt.
Die Segmentierung der Blattkrankheiten mit dem Wasserscheidenalgorithmus fu¨hrte
damit in diesen Experimenten zu eher unbefriedigenden Ergebnisses und wurde daher
nicht weiter eingesetzt.
4.4.2 Maximum-Likelihood Klassifikation der gegla¨tteten Regionen
Die im Folgenden beschriebene regionenbasierte Klassifikation basiert auf den gegla¨tteten
Labelbildern der pixelweisen, adaptiven Bayesklassifikation. Die Durchfu¨hrung der ML-
Klassifikation der Regionen ist in Kapitel 3.3.6 erla¨utert. Es wurden sowohl die mit-
tels des Majorita¨tsfilters als auch die anhand der bedingten Markoffschen Zufallsfelder
gegla¨tteten Bilder klassifiziert. Wie in Kapitel 4.3.1 dargelegt, wurden 180 Bilder mit
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dem Majorita¨tsfilter gegla¨ttet und aufgrund der sehr langen Berechnungszeiten nur 12
der 180 Bilder mit den bedingten Markoffschen Zufallsfeldern.
Zum Training des ML-Klassifikators wurden aus dem Datensatz von 180 Bildern die
12 mit den bedingten Markoffschen Zufallsfeldern gegla¨tteten Bilder entfernt. Aus dem
resultierenden Datensatz von 168 Bildern wurden dann 45 Bilder zufa¨llig ausgewa¨hlt.
Die restlichen 123 gefilterten Bilder sowie alle mittels des CRFs gegla¨tteten Bilder
wurden anschließend klassifiziert.
Die Klassifikation erfolgte in zwei Schritten. Im ersten Schritt wurden die Regionen
anhand ihrer mittleren Rot-, Gru¨n-, Blau- und Infrarot-Farbwerte in die Klassen Ge-
sund und Krank aufgeteilt. Der zweite Schritt diente zur Zuordnung der im vorigen
Schritt als krank deklarierten Regionen zu den beiden Blattkrankheiten Cercospora
beticola und Uromyces betae. Diese Zuordnung basierte auf der Fla¨che, des Umfanges
und der Rundheit der jeweiligen Region.
4.4.3 Ergebnis der regionenbasierten ML-Klassifikation
Die Tabellen 4.12 bis 4.16 enthalten die Ergebnisse der regionenbasierten Klassifika-
tion. Die beiden ersten Tabellen 4.12 und 4.13 zeigen dabei die minimal, im Median
und maximal erzielten Klassifikationsgenauigkeiten fu¨r die im vorigen Kapitel 4.3.2
ausgewa¨hlten zwo¨lf Bla¨tter. Die folgenden drei Tabellen 4.14, 4.15 und 4.16 zeigen die
Ergebnisse der regionenbasierten Klassifikation auf den ebenfalls im vorigen Kapitel
ausgewa¨hlten einzelnen Bla¨ttern. In der Tabelle 4.14 ist somit das Ergebnis fu¨r das
Blatt mit der Blattfleckenkrankheit Cercospora beticola dargestellt, in Tabelle 4.15 fu¨r
das mit Braunrost befallene Blatt und in Tabelle 4.16 schließlich fu¨r das gesunde Blatt.
In diesen drei Tabellen steht in der ersten und dritten Zeile jeweils zum Vergleich das
Ergebnis der Majorita¨tsfilterung bzw. der Gla¨ttung mit den bedingten Markoffschen
Zufallsfeldern (CRF). Der zweiten Zeile kann das Ergebnis der Regionen-Klassifikation
basierend auf dem Resultat der Majorita¨tsfilterung und der letzten Zeile die Regionen-
Klassifikation basierend auf dem CRF-Ergebnis entnommen werden. Alle Ergebnisse
der regionenbasierten Klassifikation zeigen das endgu¨ltige Resultat nach der Farb- und
Form-Klassifikation. Zum besseren Vergleich mit den vorigen Ergebnissen wurden bei
der regionenbasierten Klassifikation zwar Regionen klassifiziert, das Ergebnis der Klas-
sifikation aber ebenfalls auf Pixelebene dargestellt.
Wie den Tabellen entnommen werden kann, erho¨ht sich in allen Fa¨llen die Klas-
sifikationsgenauigkeit der Klasse Gesund. So steigt sie bei der Regionenklassifikation
basierend auf dem Filterungsergebnis im Median von 97% auf fast 100% (siehe Tabel-
len 4.7 und 4.12).
Ebenfalls gesteigert wird fast immer die Klassifikationsgenauigkeit der Blattflecken-
krankheit Cercospora beticola. Bei der Regionenklassifikation auf dem Filterungsergeb-
nis nimmt hier die Klassifikationsgenauigkeit im Median von 85% auf 88% zu (siehe
Tabellen 4.7 und 4.12). Die ho¨chste Klassifikationsgenauigkeit fu¨r diese Klasse kann mit
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Regionenklassifikation I
% ĥ îcerc îurom
90.76 0.00 0.00
h˜ 99.75 0.25 0.05
100.00 9.08 0.16
11.43 78.86 0.00
i˜cerc 11.84 88.16 0.00
12.23 88.57 8.91
25.00 0.00 20.29
i˜urom 46.38 16.10 26.30
57.60 33.33 75.00
Tabelle 4.12: Konfusionsmatrix fu¨r die Regionenklassifikation basierend auf dem Filte-
rungsergebnis aus Tabelle 4.7.
Regionenklassifikation II
% ĥ îcerc îurom
86.17 0.00 0.00
h˜ 99.61 0.36 0.09
100.00 13.52 0.32
5.73 83.85 0.00
i˜cerc 7.01 90.99 0.42
8.59 94.27 9.14
17.86 0.00 38.78
i˜urom 37.68 0.00 62.32
48.41 12.81 82.14
Tabelle 4.13: Konfusionsmatrix fu¨r die Regionenklassifikation basierend auf den be-
dingten Markoffschen Zufallsfeldern aus Tabelle 4.6.
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Regionenbasierte Klassifikation
Blattfleckenkrankheit
% ĥ îcerc îurom
h˜
Filterung 87.44 9.46 3.10
Filterung Regionen 90.76 9.08 0.16
CRF 84.62 14.26 1.13
CRF Regionen 86.17 13.52 0.32
i˜cerc
Filterung 8.75 85.21 6.04
Filterung Regionen 11.84 88.16 0
CRF 5.73 93.98 0.29
CRF Regionen 5.73 94.27 0
Tabelle 4.14: Vergleich der Klassifikationsgenauigkeiten auf einem mit der Blattflecken-
krankheit Cercospora beticola befallenen Blatt. In der ersten Zeile steht
das Ergebnis der Gla¨ttung mit dem Majorita¨tsfilter und in der folgenden
Zeile das Ergebnis fu¨r die Regionenklassifikation des gefilterten Bildes. In
der dritten Zeile kommt das Ergebnis fu¨r die Gla¨ttung mit den beding-
ten Markoffschen Zufallsfeldern und in der letzten Zeile steht schließlich
das Resultat der Regionenklassifikation basierend auf dem CRF-Ergebnis.
Alle Genauigkeiten wurden auf Pixelebene berechnet.
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Regionenbasierte Klassifikation
Braunrost
% ĥ îcerc îurom
h˜
Filterung 98.98 0.72 0.30
Filterung Regionen 99.87 0.06 0.07
CRF 98.84 0.96 0.21
CRF Regionen 99.79 0.08 0.13
i˜urom
Filterung 7.82 3.85 88.32
Filterung Regionen 57.60 16.10 26.30
CRF 7.71 9.41 82.88
CRF Regionen 48.41 12.81 38.78
Tabelle 4.15: Der Aufbau der Tabelle ist genauso wie in der vorigen. Die Ergebnisse in
dieser Tabelle beziehen sich in diesem Fall aber auf ein mit dem Braunrost
Uromyces betae befallenes Blatt.
Regionenbasierte Klassifikation
Gesund
% ĥ îcerc îurom
h˜
Filterung 98.75 1.20 0.05
Filterung Regionen 99.78 0.21 0.01
CRF 98.55 1.44 0.01
CRF Regionen 99.73 0.26 0.01
Tabelle 4.16: Die Ergebnisse in dieser Tabelle beziehen sich auf ein gesundes Blatt.
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94% fu¨r ein stark mit dieser Krankheit infiziertes Blatt bei einer Regionenklassifika-
tion basierend auf dem CRF-Ergebnis erzielt werden (siehe Tabelle 4.14). Im Median
sinkt allerdings bei der Regionenklassifikation basierend auf dem CRF-Ergebnis die
Genauigkeit fu¨r diese Klasse von 93% auf 91% (siehe Tabellen 4.6 und 4.13).
Die Klassifikationsgenauigkeit des Braunrostes Uromyces betae sinkt im Median ganz
erheblich auf 26% bzw. 62% ab (siehe Tabellen 4.12 und 4.13). Bei dem stark mit
Braunrost befallen Blatt sinkt die Klassifikationsgenauikgeit bei der Regionenklassi-
fikation basierend auf dem CRF-Ergebnis von 83% auf 39% ab (siehe Tabelle 4.15).
Wie schon in Kapitel 3.3.3 angedeutet, ist dies voraussichtlich darauf zuru¨ckzufu¨hren,
dass die vorab als Braunrost segmentierten Regionen gro¨ßer sind als die zugeho¨rigen
Ground Truth Regionen. Dadurch beinhaltet die segmentierte Braunrostregion einen
hohen Anteil gesunder Blattfla¨che und wird dementsprechend fehlklassifiziert.
4.5 Untersuchung der U¨bertragbarkeit des Verfahrens
Alle bisher durchgefu¨hrten Experimente basierten auf den in Kapitel 3.3.2 vorgestellten
Bildern von Zuckerru¨benbla¨ttern mit zwei verschiedenen Blattkrankheiten. Es existie-
ren aber eine sehr große Anzahl weiterer Nutzpflanzen und unterschiedlichster Fakto-
ren, welche zu einem Absterben der Bla¨tter bzw. der Pflanzen fu¨hren ko¨nnen. Es wa¨re
daher von großem Interesse, dass das hier entwickelte Verfahren auch in diesen Fa¨llen
zur Klassifikation von Blattla¨sionen eingesetzt werden ko¨nnte.
Das folgende Experiment basiert auf Reisbla¨ttern. Im Gegensatz zu den bisher durch-
gefu¨hrten Experimenten mit biotischen Stressfaktoren wurden die Reispflanzen einer
hohen Konzentration an Eisen ausgesetzt, d.h. also einem abiotischen Stressfaktor.
Die daraus resultierende Eisentoxizita¨t ist bei den Reispflanzen eine der wichtigsten
Stressreaktionen im Nassreisanbau (Asch, 2007). Das Ziel dieses Experimentes ist die
Klassifikation der Symptome der Eisentoxizita¨t auf den Bla¨ttern der Reispflanzen. Als
Symptom der Eisentoxizita¨t treten braun-gelbe Verfa¨rbungen der Bla¨tter auf, welche
sich entlang der Blattfasern ausbreiten (siehe Abbildungen 4.18 und 4.19).
4.5.1 Datenmaterial
Zur Untersuchung der automatischen Erkennbarkeit der Eisentoxizita¨t auf Reisbla¨ttern
wurden Aufnahmen von 72 Bla¨ttern von insgesamt sechs verschiedenen Reissorten ge-
macht. Drei der Reissorten reagieren eher sensitiv auf die Zufu¨hrung hoher Eisengaben
und die anderen drei Reissorten gelten als eher resistent. Mit der automatischen Er-
kennung der befallenen Blattfla¨che ko¨nnte hier also eine objektive Aussage u¨ber die
Sensitivita¨t verschiedener Sorten getroffen werden.
Fu¨r jede Reissorten standen 12 Pflanzen zur Verfu¨gung. Jeweils der Ha¨lfte der Pflan-
zen wurde Eisen zugefu¨hrt, um eine Stressreaktion zu induzieren. Die andere Ha¨lfte
diente zur Kontrolle und wurde demnach mo¨glichst optimal gehalten. Von jeder Reis-
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pflanze wurde das ju¨ngste Fahnenblatt fotografiert. Denn sobald selbst das ju¨ngste
Fahnenblatt Symptome zeigt, stirbt die Pflanze mit hoher Wahrscheinlichkeit kom-
plett ab.
Die Aufnahme der Reisbla¨tter erfolgte genauso wie die der Zuckerru¨benbla¨tter im
Labor unter kontrollierter Beleuchtung. Die Bilder wurden mit der handelsu¨blichen
RGB-Kamera Nikon D200 mit einer Auflo¨sung von 3872× 2592 Pixeln aufgenommen.
Bei der vorliegenden Aufnahmeho¨he von ungefa¨hr 57 cm entspricht 1 Pixel damit
ca. 0.066 mm im Quadrat. Auf einem Bild sind dabei jeweils alle sechs Bla¨tter einer
Varieta¨t abgebildet (siehe z.B. Abbildung 4.16).
4.5.2 Durchfu¨hrung der Klassifikation
Die Klassifikation der Reisbla¨tter erfolgte sowohl manuell als auch automatisch. Die
manuelle Klassifikation wurde dabei durch einen Experten direkt am Aufnahmetag
anhand der realen Bla¨tter durch subjektive Zuweisung eines Wertes zwischen null und
zehn durchgefu¨hrt. Wie in Tabelle 4.17 verdeutlicht ist, kann vom dem zugewiesenen
Wert direkt auf die subjektiv gescha¨tzte, befallene Blattfla¨che geschlossen werden. Ein
Wert von 4 bedeutet z.B., dass 40% der Blattfla¨che bereits zersto¨rt ist. Die Zuweisung
des Wertes erfolgte dabei in 5%-Schritten.
Das Experiment zur automatischen Klassifikation der Reisbla¨tter diente dazu einen
ersten Anhaltspunkt zur Erkennbarkeit der Eisentoxiztita¨t auf Reisbla¨ttern zu erhal-
ten. Zu diesem Zwecke wurde eine pixelweise ML-Klassifikation eingesetzt. Denn wie
in Kapitel 4.2.5 herausgefunden wurde, ko¨nnen mit einer ML-Klassifikation bessere
Klassifikationsgenauigkeiten als mit einer MAP-Klassifikation erzielt werden. Die Ge-
nauigkeit der ML-Klassifikation ko¨nnte dann zwar noch durch eine optimierte Ge-
wichtungsfunktion bei Einsatz einer Bayesklassifikation verbessert werden, fu¨r einen
ersten Anhaltspunkt genu¨gt aber auch die ML-Klassifikation. Entsprechend wurde in
diesem Experiment fu¨r die beiden Klassen, gesunde und zersto¨rte Blattfla¨che, jeweils
eine Gaußsche Mischverteilung aus zwei Verteilungen angenommen. Die Klassifikation
erfolgte anhand der Farbinformationen der Kana¨le Rot, Gru¨n und Blau.
Zum Training des Klassifikators wurden in einem Bild, auf den dort abgebildeten
sechs Bla¨ttern, einige Eisentoxizita¨tsstellen manuell gelabelt und anhand dessen die
Parameter der Mischverteilung berechnet. Die gesunde Blattfla¨che wurde fu¨r jede Sorte
anhand des ersten Kontrollbildes trainiert, da sich in Voruntersuchungen gezeigt hat,
dass die Gru¨nfa¨rbung von Sorte zu Sorte variiert.
4.5.3 Ergebnis der Klassifikation
In den Abbildungen 4.16, 4.18 und 4.19 sind beispielhaft die Klassifikationsergeb-
nisse fu¨r drei Bilder dargestellt. Alle drei Abbildungen zeigen auf der linken Seite das
jeweilige RGB-Bild, auf welchem die Klassifikation basiert, und auf der rechten Seite
das zugeho¨rige Labelbild der ML-Klassifikation. In den Labelbildern repra¨sentiert weiß
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Symptomsta¨rke
Befallene Blattfla¨che Zugewiesener Wert
0% 0
10% 1
20% 2
30% 3
40% 4
50% 5
60% 6
70% 7
80% 8
90% 9
100% 10
Tabelle 4.17: Die Bla¨tter werden nach dem Grad ihres Befalls mit Eisentoxizita¨t ma-
nuell einem Wert zwischen 0 und 10 zugeordnet.
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den Hintergrund, grau die gesunde Blattfla¨che und schwarz die durch die Eisentoxizita¨t
zersto¨rte Blattfla¨che.
Originalbild Klassifikationsergebnis
Abbildung 4.16: Automatisches Klassifikationsergebnis der Bla¨tter der Sorte
aTOX3107 am ersten Tag. Die Bla¨tter weisen noch keinerlei
Symptome auf. Der manuell zugewiesene Wert betra¨gt dementspre-
chend 0. Die automatisch als befallene Blattfla¨che berechnet Fla¨che
betra¨gt 1.58 % durch die fehlklassifizierten Blattra¨nder.
Die erste Abbildung 4.16 zeigt das Klassifikationsergebnis fu¨r ein gesundes Blatt. Ent-
sprechend wurde dem Bild manuell ein Wert von 0 zugewiesen. Bei der automatischen
Klassifikation wurden 1.58% der gesamten Blattfla¨che als durch Eisentoxizita¨t zersto¨rt
deklariert. Dies ist auf die Fehlklassifikation der Blattra¨nder zuru¨ckzufu¨hren, wie in
Abbildung 4.17 in einer Vergro¨ßerung dargestellt ist. Die Fehlklassifikation basiert auf
dem im RGB-Bild braun erscheinenden Blattrand. Der braune Rand ist in der Realita¨t
nicht vorhanden und ist ho¨chstwahrscheinlich auf Schattenwurf zuru¨ckzufu¨hren. Durch
Wahl einer anderen Aufnahmegeometrie bzw. anderer Hintergru¨nde du¨rfte dieses Pro-
blem aber hinfa¨llig werden.
Die Abbildungen 4.18 und 4.19 zeigen die Stressreaktionen am sechsten Tag nach
Beginn des Versuchs bei der Sorte aTOX3107 und der Sorte Nipponbare. In beiden
Fa¨llen weicht die manuelle Klassifikation, welche auf dem subjektiven Eindruck eines
Experten basiert, und der automatisch detektierte Wert nur geringfu¨gig voneinander
ab. Es ist somit kein signifikanter Unterschied nachweisbar.
Die automatische Klassifikation der Eisentoxizita¨t auf Reisbla¨ttern bietet damit z.B.
die Mo¨glichkeit objektiv die Sensitivita¨t verschiedener Sorten im Hinblick auf die Eisen-
toxizita¨t zu untersuchen. Desweiteren zeigt die erfolgreiche Anwendung des Verfahrens
zur Klassifikation eines abiotischen Stressfaktors auf Reisbla¨ttern, dass das Verfahren
potentiell auch zur Detektion von Blattla¨sionen auf anderen Bla¨ttern eingesetzt werden
kann.
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Originalbild Klassifikationsergebnis
Abbildung 4.17: Blattrandproblematik: Der Blattrand erscheint im Bild braun, so dass
er als befallene Fla¨che klassifiziert wird.
Originalbild Klassifikationsergebnis
Abbildung 4.18: Automatisches Klassifikationsergebnis der Bla¨tter der Sorte
aTOX3107 am sechsten Tag. Die Bla¨tter weisen starke Sym-
ptome auf. Der manuell zugewiesene Symptomwert betra¨gt 3.5,
d.h. es wurde gescha¨tzt, dass 35% der Blattfla¨che zersto¨rt sind. Die
automatisch als befallene Blattfla¨che berechnet Fla¨che betra¨gt 38.88
%. Der manuell zugewiesene und der automatisch gescha¨tzte Wert
unterscheiden sich damit nicht signifikant.
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Originalbild Klassifikationsergebnis
Abbildung 4.19: Automatisches Klassifikationsergebnis der Bla¨tter der Sorte Nipponba-
re am sechsten Tag. Die Bla¨tter weisen starke Symptome auf bzw. sind
bereits abgestorben. Der manuell zugewiesene Symptomwert betra¨gt
hier 7.75, d.h. es wurde gescha¨tzt, dass 77.5% der Blattfla¨che zersto¨rt
sind. Die automatisch als befallene Blattfla¨che berechnet Fla¨che be-
tra¨gt 80.41 %. Auch in diesem Fall ist kein signifikanter Unterschied
zwischen den beiden Werten feststellbar.
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Bei der Entwicklung des Verfahrens zur automatischen Detektion von Krankheiten
auf Bla¨ttern von Nutzpflanzen erfolgte die Verifikation von vier globalen Arbeitshypo-
thesen. Laut der ersten Arbeitshypothese erho¨hen sich die Klassifikationsgenauigkeiten
aller Klassen signifikant bei einer Beru¨cksichtigung der 4-er Nachbarschaft in den Merk-
malen. Wie die Ergebnisse dieser Arbeit zeigen, ist dies auch tatsa¨chlich der Fall. So
konnte die Klassifikationsgenauigkeit der gesunden Blattfla¨che um 7% von 84% auf
91% gesteigert werden, die Klassifikationsgenauigkeit der Blattfleckenkrankheit eben-
falls um 7% von 74% auf 81% und die Klassifikationsgenauigkeit des Braunrostes sogar
um 17% von 59% auf 76% (siehe Kapitel 4.2.2).
Die na¨chste Arbeitshypothese besagte, dass die Klassifikationsgenauigkeit des selte-
nen Braunrostes durch eine Optimierung des Bayesklassifikators weiter erho¨ht werden
kann. Dies traf auch zu, denn die Klassifikationsgenauigkeit des Braunrostes schwankte
z.B. allein durch die gewa¨hlte Anzahl der Gaußschen Verteilungen in der Likelihood-
Funktion zwischen 63% und 81% (siehe Kapitel 4.2.4). Durch die Wahl der prior-
Kostenmatrix (siehe Kapitel 4.2.6) in der Bayesklassifikation konnten sogar 95% des
Braunrostes korrekt klassifiziert werden. Dafu¨r betrug hier aber die Klassifikations-
genauigkeit der gesunden Blattfla¨che nur 89% und die Klassifikationsgenauigkeit der
Blattfleckenkranheit lediglich 86%. Die hohe Klassifikationsgenauigkeit des Braunrostes
wurde also durch niedrigere Klassifikationsgenauigkeiten bei den anderen beiden Klas-
sen erkauft. Um die Fehlklassifikationsraten dieser beiden zahlenma¨ßig deutlich ha¨ufiger
auftretenden Klassen zu minimieren, wurde vorgeschlagen, die posterior-Kostenmatrix
zu verwenden. Denn dort betra¨gt die Klassifikationsgenauigkeit des Braunrostes im-
merhin noch 86% und die Klassifikationsgenauigkeit der gesunden Blattfla¨che dafu¨r
94% und die der Blattfleckenkrankheit 91%.
Mit der darauffolgenden Arbeitshypothese sollte die Behauptung u¨berpru¨ft werden,
ob die Gla¨ttung des pixelweisen Klassifikationsergebnisses mit bedingten Markoffschen
Zufallsfeldern einer Gla¨ttung durch einen Majorita¨tsfilter u¨berlegen ist. In Bezug auf
die Klassifikationsgenauigkeit der Blattfleckenkrankheit konnte dies auch besta¨tigt wer-
den, da sie bei einer Gla¨ttung durch die Zufallsfelder im Median bei 93% liegt und
damit um 8% ho¨her als bei einer Majorita¨tsfilterung. Sowohl die Klassifikationsge-
nauigkeit der gesunden Blattfla¨che als auch die des Braunrostes sind allerdings bei
der Majorita¨tsfilterung ho¨her. So kann z.B. fu¨r den Braunrost durch die Filterung
im Median eine Genauigkeit von 88% erzielt werden und mit den Zufallsfeldern nur
eine Genauigkeit von 83% (siehe Kapitel 4.3.2). Unabha¨ngig von den erzielten Klassi-
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fikationsgenauigkeiten liegt der große Vorteil der bedingten Markoffschen Zufallsfelder
aber in der effektiven Eliminierung der fehlklassifizierten Braunrostpixel am Rand der
Cercospora-Flecken, wie in Abbildung 4.8 auf Seite 76 zu sehen ist. Ebenfalls redu-
ziert die Anwendung der bedingten Markoffschen Zufallsfelder deutlich sta¨rker als die
Majorita¨tsfilterung die Fehlklassifikation von Blattadern als Uromyces betae, wie in
Abbildung 4.10 auf Seite 78 visualisiert ist. Die bedingten Markoffschen Zufallsfelder
zeigen damit großes Potential in der Klassifikation von Blattkrankheiten.
In der letzten Arbeitshypothese wurde die Annahme aufgestellt, dass eine Regionen-
klassifikation basierend auf den zuvor gegla¨tteten Bildern die Klassifikationsgenauig-
keiten aller Klassen erho¨ht. Auf die Klassifikationsgenauigkeit der gesunden Blattfla¨che
trifft dies auch zu. So konnte fu¨r die gesunde Blattfla¨che bei beiden Regionenklassi-
fikationen Genauigkeiten von u¨ber 99% erzielt werden, wa¨hrend die Genauigkeit bei
der Filterung bei 97% und bei den Markoffschen Zufallsfeldern bei 96% lag. Die Klas-
sifikationsgenauigkeit der Blattfleckenkrankheit nahm bei der Regionenklassifikation
basierend auf dem Filterungsergebnis von 85% auf 88% zu, bei der Regionenklassifi-
kation basierend auf den Markoffschen Zufallsfeldern dagegen von 93% auf 91% ab.
Ganz drastisch sank die Klassifikationsgenauigkeit des Braunrostes bei den beiden Re-
gionenklassifikationen. Sie betra¨gt dort basierend auf den Markoffschen Zufallsfeldern
62% und basierend auf dem Filterungsergebnis sogar nur 26% (siehe Kapitel 4.4.3).
Zur Verminderung von Fehlklassifikationen gesunder Blattareale ist die hier durch-
gefu¨hrte Regionenklassifikation somit gut geeignet, zur besseren Klassifikation der bei-
den Blattkrankheiten, insbesondere des Braunrostes, mu¨ssen aber noch weitergehende
Forschungsarbeiten durchgefu¨hrt werden. Evt. kann die Regionenklassifikation bei einer
weiteren Optimierung der Markoffschen Zufallsfelder auch ganz entfallen.
Zusammenfassend la¨sst sich sagen, dass das hier vorgestellte Verfahren zur Detektion
von Blattkrankheiten großes Potential bietet. Die pixelweise, adaptive Bayesklassifika-
tion du¨rfte sich bei Vorhandensein von Trainingsdaten leicht auf die Erkennung von
Krankheiten auf anderen Bla¨ttern anpassen lassen. Denn die meisten Parameter wer-
den im Trainingsprozess automatisch gelernt, lediglich die aus der Verteilung der Daten
resultierende Anzahl an Clustern in der Mischverteilung wurde fu¨r jede Klasse in dieser
Arbeit experimentell ermittelt. Die darauffolgende Majorita¨tsfilterung beno¨tigt eben-
falls keinerlei Anpassung an andere Bla¨tter oder Krankheiten. Die alternativ durch-
gefu¨hrte Gla¨ttung mit den bedingten Markoffschen Zufallsfeldern setzt momentan al-
lerdings noch eine experimentelle Ermittlung der Matrix T voraus. Die abschließend
durchgefu¨hrte Regionenklassifikation funktioniert wieder vollautomatisch.
Die in dieser Arbeit durchgefu¨hrte Untersuchung zur U¨bertragbarkeit des Verfahrens
zeigte, dass das Verfahren durchaus auch zur Klassifikation von abiotischen Stressfak-
toren auf den Bla¨ttern anderer Nutzpflanzen, wie in diesem Fall der Eisentoxizita¨t
auf Reisbla¨ttern, eingesetzt werden kann. Die visuelle U¨berpru¨fung der Klassifikati-
onsergebnisse auf den Reisbla¨ttern weist sogar auf ho¨here Klassifikationsgenauigkeiten
als bei den Zuckerru¨benbla¨ttern hin (siehe Kapitel 4.5). Dies du¨rfte auf die einheitli-
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chere Struktur der Reisbla¨tter zuru¨ckzufu¨hren sein, welche keine Blattadern wie die
Zuckerru¨benbla¨tter aufweisen.
Mit dem in dieser Arbeit vorgestellten Klassifikationsverfahren zur automatischen
Detektion von Krankheiten auf Bla¨ttern von Nutzpflanzen besteht somit die Mo¨glichkeit
in kurzer Zeit große Datensa¨tze auf das Vorhandensein von Blattkrankheiten sowie auf
die Verteilung der Blattkrankheiten auf den Bla¨ttern zu u¨berpru¨fen. Das Klassifika-
tionsergebnis ist dabei objektiv und unabha¨ngig von dem Zeitpunkt oder speziellem
Expertenwissen immer identisch.
Zur Anwendung des entwickelten Klassifikationsverfahrens im Feld muss das Ver-
fahren im na¨chsten Schritt auf seine Robustheit gegenu¨ber Reflexionen und Schatten-
bildungen getestet werden. D.h. es muss untersucht werden, ob das vorhandene 2 1/2
D-Modell zur Normalisierung der Farbinformationen und damit zur Eliminierung der
Reflexionen und Schatten geeignet ist. Andernfalls mu¨sste anhand eines anderen Ver-
fahrens ein volles 3D-Modell erstellt werden. Eine erfolgreiche Anwendung des Verfah-
rens im Feld du¨rfte dann durch die Einsparung an Spritzmitteln deutliche o¨kologische
und o¨konomische Vorteile bieten.
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