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BOUNDEDNESS OF SINGULAR INTEGRALS ON C1,α INTRINSIC GRAPHS IN
THE HEISENBERG GROUP
VASILEIOS CHOUSIONIS, KATRIN FÄSSLER, AND TUOMAS ORPONEN
ABSTRACT. We study singular integral operators induced by 3-dimensional Calderón-
Zygmund kernels in the Heisenberg group. We show that if such an operator is L2
bounded on vertical planes, with uniform constants, then it is also L2 bounded on all
intrinsic graphs of compactly supported C1,α functions over vertical planes.
In particular, the result applies to the operatorR induced by the kernel
K(z) = ∇H‖z‖
−2
, z ∈ H \ {0},
the horizontal gradient of the fundamental solution of the sub-Laplacian. The L2 bound-
edness of R is connected with the question of removability for Lipschitz harmonic func-
tions. As a corollary of our result, we infer that the intrinsic graphs mentioned above are
non-removable. Apart from subsets of vertical planes, these are the first known examples
of non-removable sets with positive and locally finite 3-dimensional measure.
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2 VASILEIOS CHOUSIONIS, KATRIN FÄSSLER, AND TUOMAS ORPONEN
1. INTRODUCTION
The purpose of this paper is to study the boundedness of certain 3-dimensional singu-
lar integrals on intrinsic graphs in the first Heisenberg group H, a 3-dimensional mani-
fold with a 4-dimensional metric structure. All the formal definitions will be deferred to
Section 2, so this introduction will be brief, informal and not entirely rigorous.
We study singular integral operators (SIOs) of convolution type. In H, this refers to
objects of the following form:
Tµf(p) =
∫
K(q−1 · p)f(q) dµ(p), (1.1)
where K : H \ {0} → Rd is a kernel, and µ is a locally finite Borel measure. Specifically,
we are interested in the L2 boundedness of the operator f 7→ THf on certain 3-regular
surfaces Γ ⊂ H, where H = H3|Γ is 3-dimensional Hausdorff measure restricted to Γ.
The relevant surfaces Γ are the intrinsic Lipschitz graphs, introduced by Franchi, Serapioni
and Serra Cassano [24] in 2006. These are the Heisenberg counterparts of (co-dimension
1) Lipschitz graphs in Rd. In the Euclidean environment, the boundedness of SIOs on
Lipschitz graphs, and beyond, is a classical topic, developed by Calderón [6], Coifman-
McIntosh-Meyer [15], David [18], David-Semmes [17], and many others.
If Γ is a vertical planeW (a plane in H containing the vertical axis), then the bounded-
ness of TH on L2(H) is essentially a Euclidean problem. In fact, as long as p, q ∈ W, the
group operation p · q behaves like addition in R2. Also, H = H3|W is simply a constant
multiple of 2-dimensional Lebesgue measure. So, TH can be identified with a convolu-
tion type SIO in R2.1 The L2 boundedness question for such operators is classical, see
Stein’s book [34], and for instance Fourier-analytic tools are applicable.
The main result of the paper, see Theorem 1.1 below, asserts that solving the Euclidean
problem automatically yields information on the non-Euclidean problem. Before making
that statement more rigorous, however, we ask: what are the natural SIOs in H, in the
context of the 3-dimensional surfaces Γ? In Rd, a prototypical singular integral is the
(d − 1)-dimensional Riesz transform, whose kernel is the gradient of the fundamental
solution of the Laplacian,
KRd(x) = ∇|x|
−(d−2).
The boundedness of the associated singular integral operatorRRd is connected with the
problem of removability for Lipschitz harmonic functions. A closed set E ⊂ Rd is re-
movable for Lipschitz harmonic functions, or just removable, if wheneverD ⊃ E is open, and
f : D → R is Lipschitz and harmonic in D \ E, then f is harmonic in D. In brief, the
connection between RRd and removability is the following: if RRd is bounded on Γ for
some closed (d− 1)-regular set Γ, then Γ, or positive measure closed subsets of Γ, are not
removable for Lipschitz harmonic functions, see Theorem 4.4 in [28]. The importance of
the Riesz transform in the study of removability is highlighted in the seminal papers by
David and Mattila [16], and Nazarov, Tolsa and Volberg [30, 31]. Using, among other
1One should keep in mind, however, that if K is a Calderón-Zygmund kernel in H, then the restriction
of K to W satisfies the standard growth and Hölder continuity estimates with respect to a non-Euclidean
metric onW.
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things, techniques from non-homogeneous harmonic analysis, they characterise remov-
able sets as the purely (d − 1)-unrectifiable sets in Rd, that is, the sets which intersect
every C1 hypersurface in a set of vanishing (d− 1)-dimensional Hausdorff measure.
InH, the counterparts of harmonic functions are solutions to the sub-Laplace equation
∆Hu = 0, see Section 2.1, or [4]. With this notion of harmonicity, the problem of remov-
ability in Hmakes sense, and has been studied in [12, 10]. Also, as in Rd, removability is
connected with the boundedness of a certain singular integralRH, now with kernel
KH(z) = ∇H‖z‖
−2,
where ‖ · ‖ denotes the Korányi distance. In contrast to the Euclidean case, this kernel
is not antisymmetric in the sense KH(z) = −KH(z−1). Nevertheless, it is known that
the associated SIO RH is L2 bounded on vertical planes, see Remark 3.15 in [12]. This
is due to the fact that KH is horizontally antisymmetric: KH(x, y, t) = −KH(−x,−y, t) for
(x, y, t) ∈ H. On vertical planes W, this amount of antisymmetry suffices to guarantee
boundedness on L2 by classical results, see for instance Theorem 4 on p. 623 in [34].
We now introduce the main theorem. We propose in Conjecture 2.11 that convolution
type SIOs with Calderón-Zygmund kernels which are uniformly L2-bounded on vertical
planes, are also bounded on intrinsic Lipschitz graphsΓ ⊂ H. This would prove that such
sets Γ are non-removable – a fact which, before the current paper, was only known for
the vertical planesW. In this paper, we verify Conjecture 2.11 for the intrinsic graphs of
compactly supported intrinsically C1,α(W)-functions, defined on vertical planesW ⊂ H,
see Definitions 2.12 and 2.16. This class contains all compactly supported Euclidean C1,α-
functions, with the identificationW ∼= R2, see Remark 2.21.
Theorem 1.1. Let α > 0, and assume that φ ∈ C1,α(W) has compact support. Then, any
convolution type SIO with a Calderón-Zygmund kernel which is uniformly L2-bounded on ver-
tical planes, is bounded on L2(µ) for any 3-Ahlfors-David regular measure µ supported on the
intrinsic graph Γ of φ. In particular, this is true for the 3-dimensional Hausdorff measure on Γ.
In particular, the result applies to the operator RH, as its L2-boundedness on verti-
cal planes is known. The formal connection between the boundedness of the singular
integralRH, and removability, is explained in the following result:
Theorem 1.2. Assume that µ is a non-trivial positive Radon measure onH, satisfying the growth
condition µ(B(p, r)) ≤ Cr3 for p ∈ H and r > 0, and such that the support sptµ has locally
finite 3-dimensional Hausdorff measure. If RH is bounded on L2(µ), then sptµ is not removable
for Lipschitz harmonic functions.
We prove Theorem 1.2 in Section 5; the argument is nearly the same as the one used
by Mattila and Paramonov [28] in the Euclidean case. There are a few subtle differences,
however, so we provide all the details. The proof also requires an auxiliary result of some
independent interest, on slicing a set in H by horizontal lines, see Lemma 5.3.
With Theorems 1.1 and 1.2 in hand, the following corollaries are rather immediate:
Corollary 1.3. Let α > 0. Assume that φ ∈ C1,α(W) is compactly supported. If E is a closed
subset of the intrinsic graph of φ with positive 3-dimensional Hausdorff measure, then E is not
removable.
Corollary 1.4. Let α > 0. Assume that Ω ⊂ R2 ∼= W is open, and φ is Euclidean C1,α on Ω.
If E is a closed subset of the intrinsic graph of φ over W with positive 3-dimensional Hausdorff
measure, then E is not removable.
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The structure of the paper is the following. In Section 2, we introduce all the relevant
concepts, from singular integrals to (intrinsic) C1,α functions, and prove some simple
lemmas. In Section 3, we prove Theorem 1.1. In Section 4, we study how well the (in-
trinsic) graphs of C1,α functions are approximated by vertical planes; this analysis is
required in the proof of Theorem 1.1. Finally, in Section 5, we study the connection with
the removability problem, and prove Theorem 1.2 and Corollaries 1.3 and 1.4.
2. DEFINITIONS AND PRELIMINARIES
2.1. The Heisenberg group and general notation. The first Heisenberg group H is R3 en-
dowed with the group law
z1 · z2 = (x1 + x2, y1 + y2, t1 + t2 +
1
2 [x1y2 − x2y1]), (2.1)
for zi = (xi, yi, ti) ∈ H. The neutral element in these coordinates is given by 0 = (0, 0, 0)
and the inverse of p = (x, y, t) is denoted by p−1 and given by (−x,−y,−t). The Korányi
distance is defined as
d(z1, z2) := ‖(z2)
−1 · z1‖, z1, z2 ∈ H, (2.2)
where
‖(x, y, t)‖ := 4
√
(x2 + y2)2 + 16t2, for (x, y, t) ∈ H1. (2.3)
A frame for the left invariant vector fields is given by
X = ∂x −
y
2∂t, Y = ∂y +
x
2∂t, and T = ∂t.
The horizontal gradient of a function u : Ω→ R on an open set Ω ⊆ H is
∇Hu = (Xu)X + (Y u)Y.
and the sub-Laplacian of u is
∆Hu = X
2u+ Y 2u. (2.4)
We consider the horizontal gradient as a mapping with values in R2 and write ∇Hu =
(Xu, Y u). For a thorough introduction to the Heisenberg group, we refer the reader to
Chapter 2 of the monograph [7].
2.1.1. Notation. We usually denote points ofH by z, p or q; in coordinates, we often write
z = (x, y, t) with x, y, t ∈ R. Points on vertical subgroupsW ⊂ H (see Section 2.3.1) are
typically denoted by w.
Unless otherwise specified, all metric concepts in the paper, such as the diameter and
distance of sets, are defined using the metric d given in (2.2). The notation | · | refers to
Euclidean norm, and ‖ · ‖ refers to the quantity defined in (2.3). A closed ball in (H, d) of
radius r > 0 and centre z ∈ H is denoted by B(z, r).
For A,B > 0, we use the notation A .h B to signify that there exists a constant C ≥ 1,
depending only on the parameter "h", such that A ≤ CB. If no "h" is specified, the
constant C is absolute. We abbreviate the two-sided inequality A .h B .h A by A ∼h B.
The notation Hs stands for the s-dimensional Hausdorff measure (with respect to the
metric d), and Lebesgue measure on R2 is denoted by L2; this notation is also used to
denote Lebesgue measure on the subgroupsW under the identificationW ∼= R2.
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2.2. Kernels and singular integral operators in H. An aim of the paper is to study the
L2 boundedness of singular integral operators (SIOs) on fairly smooth 3-Ahlfors-David
regular surfaces in H (see Section 2.3 for a more precise description of our surfaces). But
what are these SIOs – and what are their kernels? In this paper, a kernel is any continuous
function K : H \ {0} → Rd. Motivated by similar considerations in Euclidean spaces, it
seems reasonable to impose the following growth and Hölder continuity estimates:
|K(z)| .
1
‖z‖3
and |K(z1)−K(z2)| .
‖z−12 · z1‖
β
‖z1‖3+β
, (2.5)
for some β ∈ (0, 1], and for all z ∈ H \ {0} and z1, z2 ∈ H with d(z1, z2) ≤ ‖z1‖/2.
We call such kernels 3-dimensional Calderón-Zygmund (CZ) kernels in H. The conditions
above, and the lemma below, imply that our terminology is consistent with standard
terminology, see for instance p. 293 in Stein’s book [34].
Lemma 2.1. Assume that a kernel K : H \ {0} → Rd satisfies the second (Hölder continuity)
estimate in (2.5) for some β > 0. Then,
|K(q−1 · p1)−K(q
−1 · p2)|+ |K(p
−1
1 · q)−K(p
−1
2 · q)| .
‖p−12 · p1‖
β/2
‖q−1 · p1‖3+β/2
(2.6)
for p1, p2, q ∈ H with d(p1, p2) ≤ d(p1, q)/2.
Proof. Write z1 := q−1 · p1 and z2 := q−1 · p2. Then d(z1, z2) ≤ ‖z1‖/2 by left-invariance of
d, so the first summand in (2.6) has the correct bound by (2.5), even with β/2 replaced by
β. Hence, to find a bound for the second summand, we only need to prove that
|K(z−11 )−K(z
−1
2 )| .
‖z−12 · z1‖
β/2
‖z1‖3+β/2
.
Wemay moreover assume that d(z1, z2) ≤ ‖z1‖/C for a suitable large constantC ≥ 1. We
would like to apply (2.5) as follows,
|K(z−11 )−K(z
−1
2 )| .
‖z2 · z
−1
1 ‖
β
‖z1‖3+β
, (2.7)
but we first need to make sure that d(z−11 , z
−1
2 ) ≤ ‖z1‖/2. Write z1 = (x1, y1, t1) and
z2 = (x2, y2, t2), and observe that
d(z−11 , z
−1
2 ) = ‖z2 · z
−1
1 ‖ = ‖(x2 − x1, y2 − y1, t2 − t1 −
1
2 [x2y1 − y2x1]‖
. ‖(x2 − x1, y2 − y1, t2 − t1 +
1
2 [x2y1 − y2x1]‖
+
√
|x2y1 − x1y2|
= d(z1, z2) +
√
|(x2 − x1)y1 − (y2 − y1)x1|
. d(z1, z2) +
√
d(z1, z2)
√
‖z1‖. (2.8)
It follows from (2.8) that d(z−11 , z
−1
2 ) ≤ ‖z1‖/2, if the constantC was chosen large enough.
Hence, the estimate (2.7) is legitimate, and we may further use (2.8) obtain
|K(z−11 )−K(z
−1
2 )| .
‖z−12 · z1‖
β
‖z1‖3+β
+
‖z−12 · z1‖
β/2‖z1‖
β/2
‖z1‖3+β
.
‖z−12 · z1‖
β/2
‖z1‖3+β/2
,
as claimed. 
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Wenow recall some basic notions about SIOs. Fix a 3-dimensional Calderón-Zygmund
kernelK : H \ {0} → Rd, and a complex Radon measure ν. For ǫ > 0, we define
Tǫν(p) :=
∫
‖q−1·p‖>ǫ
K(q−1 · p) dν(q), p ∈ H,
whenever the integral on the right hand side is absolutely convergent; this is, for instance,
the case if ν has finite total variation. Next, fix a positive Radonmeasure µ onH satisfying
the growth condition
µ(B(p, r)) ≤ Cr3, p ∈ H, r > 0, (2.9)
where C ≥ 1 is a constant. Given a complex function f ∈ L2(µ) and ǫ > 0, we define
Tµ,ǫf(p) := Tǫ(f dµ)(p), p ∈ H.
It easily follows from the growth conditions onK and µ, and Cauchy-Schwarz inequality,
that the expression on the right makes sense for all ǫ > 0.
Definition 2.2. Given a 3-dimensional CZ kernelK , and a measure µ satisfying (2.9), we
say that the SIO T associated to K is bounded on L2(µ), if the operators
f 7→ Tµ,ǫf
are bounded on L2(µ)with constants independent of ǫ > 0.
For the rest of the paper, we are mainly concerned with measures µ satisfying the 2-
sided inequality cr3 ≤ µ(B(p, r)) ≤ Cr3 for all p ∈ sptµ and 0 < r ≤ diam(sptµ), and for
some fixed constants 0 < c < C < ∞. Such measures are called 3-Ahlfors-David regular,
or 3-ADR in short.
Remark 2.3. Given a 3-dimensional CZ kernel K , the kernel K∗, defined by K∗(p) :=
K(p−1), is the kernel of the formal adjoint T ∗µ,ǫ of Tµ,ǫ since∫
(Tµ,ǫf)g dµ =
∫ (∫
‖q−1·p‖>ǫ
K(q−1 · p)f(q) dµ(q)
)
g(p) dµ(p)
=
∫ (∫
‖p−1·q‖>ǫ
K∗(p−1 · q)g(p) dµ(p)
)
f(q) dµ(q) =
∫
(T ∗µ,ǫg)f dµ.
It is easy to check that K∗ satisfies the growth condition in (2.5). Moreover, K∗ satis-
fies the Hölder continuity requirement in (2.5) with exponent β/2; this is a corollary of
Lemma 2.1.
2.2.1. Two examples. In this short section, we give two examples of concrete 3-dimensional
CZ kernels.
Example 2.4 (The 3-dimensional H-Riesz kernel). Consider the kernel
K(z) = ∇H‖z‖
−2, z ∈ H \ {0}. (2.10)
Note that ‖ · ‖−2 agrees (up to a multiplicative constant) with the fundamental solution
of the sub-Laplacian ∆H, as proved by Folland [21], see also [4, Example 5.4.7]. We call K
the 3-dimensional H-Riesz kernel; it gives rise to a SIO R, which we call the 3-dimensional
H-Riesz transform. Studying the L2-boundedness of R on subsets of H is connected with
the removability of these sets for Lipschitz harmonic functions onH, see Theorem 5.1 for
the precise statement.
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The neat formula (2.10) can be expanded to the following rather unwieldy expression:
K(x, y, t) =
(
−2x|(x, y)|2 + 8yt
‖(x, y, t)‖6
,
−2y|(x, y)|2 − 8xt
‖(x, y, t)‖6
)
=: (K1(x, y, t),K2(x, y, t)). (2.11)
From the formula above, one sees thatK is not antisymmetric in the usual senseK(z−1) =
−K(z); for instance, K1(0, 1, 1) = K1(0,−1,−1). However, both components of K are
horizontally antisymmetric, as in the definition below.
Definition 2.5 (Horizontal antisymmetry). A kernelK : H\{0} → R is called horizontally
antisymmetric, if
K(x, y, t) = −K(−x,−y, t), (x, y, t) ∈ H \ {0}.
It is clear from the formula (2.11) that K is horizontally antisymmetric.
Example 2.6 (The 3-dimensional quasi H-Riesz kernel). Consider
Ω(x, y, t) :=
(
x
‖(x, y, t)‖4
,
y
‖(x, y, t)‖4
,
t
‖(x, y, t)‖5
)
, (x, y, t) 6= (0, 0, 0). (2.12)
It is easy to see thatΩ is a 3-dimensional CZ kernelwhich is antisymmetric in the sense that
Ω(p) = −Ω(p−1) for all p ∈ H \ {0}. We will call Ω the 3-dimensional quasi H-Riesz kernel;
it defines the 3-dimensional quasi H-Riesz transform Q. The kernel Ω, which resembles in
form the Euclidean Riesz kernels, was introduced in [11]. It was proved there that if µ is
a 3-ADR measure andQ is bounded in L2(µ) then sptµ can be approximated at µ almost
every point and at arbitrary small scales by homogeneous subgroups. It is unknown if
the H-Riesz transform has the same property.
2.2.2. Cancellation conditions. Fix a 3-dimensional CZ kernel K : H \ {0} → R. Without
additional assumptions, the SIO T associated withK is generally not bounded on L2(µ),
even when µ is nice, such as the 3-dimensional Hausdorff measure on a vertical plane
W (see Section 2.3.1 for a definition of these planes), which is a constant multiple of
Lebesgue measure onW. So, for positive results, one needs to impose cancellation condi-
tions. The horizontal antisymmetry or antisymmetry would be such conditions, but neither
of them holds both for the H-Riesz kernel and the quasi H-Riesz kernel simultaneously.
Here is a more general cancellation condition, which encompasses antisymmetric and
horizontally antisymmetric kernels:
Definition 2.7 (AB). A kernelK : H\{0} → R satisfies the annular boundedness condition
(AB for short) if the following holds. For every every ‖ · ‖-radial C∞ function ψ : H→ R
satisfying χB(0,1/2) ≤ ψ ≤ χB(0,2), there exists a constant Aψ ≥ 1 such that∣∣∣∣∫
W
[ψR(w) − ψr(w)]K(w) dL2(w)
∣∣∣∣ ≤ Aψ (2.13)
for all 0 < r < R <∞, and for all vertical planesW. Above,
ψr(z) := (ψ ◦ δ1/r)(z),
where δr is the (‖ · ‖-homogeneous) dilatation δr(x, y, t) = (rx, ry, r2t) for (x, y, t) ∈ H.
It turns out that the AB condition for 3-dimensional CZ kernelsK is equivalent to the
following condition:
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Definition 2.8 (UBVP). Given a kernel K : H \ {0} → R with ‖K(z)‖ . ‖z‖−3, we say
that it is uniformly L2 bounded on vertical planes (UBVP in short), if the SIO associated toK
is bounded on L2(H3|W) for every vertical planeW (in the sense of Definition 2.2), with
constants independent ofW.
ThemeasureH3|W is 3-ADR, so it makes sense to discuss boundedness of T onL2(H3|W).
The following lemma is an analog of [34, Proposition 2, p. 291].
Lemma 2.9. Assume that a kernel K : H \ {0} → R with ‖K(z)‖ . ‖z‖−3 satisfies the UBVP
condition. Then K also satisfies the AB condition.
Proof. Fix a vertical planeW ⊂ H. The group operation "·" restricted toW coincides with
usual (Euclidean) addition in the plane W: if v,w ∈ W, then v−1 · w = w − v. Also,
H3|W = c · L
2 for some positive constant c. Hence, for w ∈W,
TH3|W,ǫf(w) = c
∫
W
K(w − v)Bǫ(w − v)f(v) dL
2(v) = c(KBǫ) ∗ f(w), f ∈ C
∞
0 (W),
where Bǫ is the indicator function ofW \ B(0, ǫ), the notation "∗" means Euclidean con-
volution, and C∞0 (W) stands for smooth and compactly supported functions onW. Since
TH3|W,ǫ is L
2 bounded on W ∼= R2, it follows that the Fourier transform of KBǫ is a
bounded function onW, independently of ǫ:
|K̂Bǫ(ξ)| ≤ A, ξ ∈W, ǫ > 0.
For the proof see e.g. [25, 2.5.10]. Now, fix a function ψ : H → R as in Definition 2.7. Fix
also 0 < r < R < ∞, and a vertical plane W. Note that ψR − ψr vanishes in the ball
B(0, r/2). Hence, if 0 < ǫ < r/2, we have ψR(w) − ψr(w) = [ψR(w) − ψr(w)]Bǫ(w) for
w ∈W, and hence∣∣∣∣∫ [ψR(w) − ψr(w)]K(w) dL2(w)∣∣∣∣ = ∣∣∣∣∫ [ψR(w)− ψr(w)]K(w)Bǫ(w) dL2(w)∣∣∣∣
. A
∫ ∣∣∣ψ̂R(ξ)− ψ̂r(ξ)∣∣∣ dL2(ξ),
using Plancherel before passing to the second line. Moreover,∫
|ψ̂R(ξ)| dL2(ξ) =
∫
|ψ̂(δR(ξ))|R
3 dL2(ξ) =
∫
|ψ̂(ξ)| dL2(ξ) . 1,
and the same holds with "r" in place of "R". This completes the proof. 
Now, recall the main result, Theorem 1.1. With the terminology above, it states that
if a 3-dimensional CZ kernel satisfies the UBVP, then the associated SIO is bounded on
certain L2 spaces, which we will define momentarily (see Section 2.3). The strategy of
proof is to infer, from the lemma above, that the kernel satisfies the AB condition, and
proceed from there. In particular, it remains to prove the following version Theorem 1.1:
Theorem 2.10. Let α > 0, and assume that φ ∈ C1,α(W) has compact support. Assume that a
3-dimensional CZ kernel K : H \ {0} → R satisfies the AB condition. Then, the associated SIO
is bounded on L2(µ) for any 3-Ahlfors-David regular measure µ supported on the intrinsic graph
of φ.
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As simple corollaries, the H-Riesz transform R and the quasi H-Riesz transform Q,
recall Section 2.2.1, are L2 bounded on the intrinsic graphs mentioned in Theorem 2.10.
Since the associated kernels K and Ω are 3-dimensional CZ kernels, it suffices to verify
that they satisfy the AB condition. But this is a consequence of either horizontal antisym-
metry (in the case of K) or antisymmetry (in the case of Ω). In fact, the key cancellation
condition (2.13) even holds in the stronger form∫
[ψR(w) − ψr(w)]K(w) dL2(w) = 0
for all functions ψ as in Definition 2.7, for all 0 < r < R <∞, and all vertical planesW.
2.3. Intrinsic graphs and the boundedness of SIOs. For which 3-ADR measures µ are
the SIOs associated to 3-dimensional CZ kernels satisfying the UBVP condition bounded
on L2(µ)? The following seems like a natural conjecture:
Conjecture 2.11. Let W ⊂ H be a vertical subgroup with complementary subgroup V,
and let φ : W → V be an intrinsic Lipschitz function (see Definition 2.12). If T is a con-
volution type SIO with a 3-dimensional CZ kernel which satisfies the UBVP condition,
then it is bounded on L2(µ) for all 3-ADR measures µ supported on the intrinsic graph
Γ(φ). In particular, this is true for µ = H3|Γ(φ) (since H3|Γ(φ) is 3-ADR by Theorem 3.9 in
[22]).
Recall that the main theorem of the paper, Theorem 1.1, states that the conjecture holds
for φ : W → V, which are compactly supported and intrinsically C1,α(W)-smooth for
some α ∈ (0, 1], see Definition 2.16.
2.3.1. Intrinsic Lipschitz graphs. In our terminology, the vertical subgroups in H are all the
nontrivial homogeneous normal subgroups of H, except for the center of the group. Re-
call that homogeneous subgroups are subgroups of H which are preserved under dilations
of the Heisenberg group, see [33]. With the choice of coordinates as in (2.1), the vertical
subgroups coincide therefore with the 2-dimensional subspaces of R3 that contain the t-
axis. To every vertical subgroupWwe associate a complementary horizontal subgroup V. In
our coordinates this is simply the 1-dimensional subspace in R3 which is perpendicular
toW. Every point p ∈ H can be written as p = pW ·pVwith a uniquely determined vertical
component pW ∈ W and horizontal component pV ∈ V. This gives rise to the Heisenberg
projections
πW : H→W, πW(p) = pW
and
πV : H→ V, πV(p) = pV.
Definition 2.12. An intrinsic graph is a set of the form
Γ(φ) = {w · φ(w) : w ∈W},
where W ⊂ H is a vertical subgroup with complementary horizontal subgroup V, and
φ : W→ V is any function. We often use the notationΦ for the graph mapΦ(w) = w ·φ(w).
To define intrinsic Lipschitz graphs, fix a parameter γ > 0, and consider the set (cone)
Cγ = {z ∈ H : ‖πW(z)‖ ≤ γ‖πV(z)‖}.
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We say that φ is an intrinsic L-Lipschitz function, and Γ(φ) an intrinsic L-Lipschitz graph,
if
(z · Cγ) ∩ Γ(φ) = {z}, for z ∈ Γ(φ) and 0 < γ < 1L .
The function φ is said to be intrinsic Lipschitz if it is intrinsic L-Lipschitz for some constant
L ≥ 0.
Remark 2.13. Every vertical subgroupW can be parametrised as
W = {(−w1 sin θ,w1 cos θ,w2) : (w1, w2) ∈ R
2}
with an angle θ ∈ [0, π) uniquely determined by W. The complementary horizontal
subgroup is then given by
V = {(v cos θ, v sin θ, 0) : v ∈ R}.
We often denote points onW in coordinates by "(w1, w2)", and points on V by real num-
bers "v". Then, expressions such as (w1, w2)·(w′1, w
′
2) and (w1, w2)·v should be interpreted
as elements in H, namely the products of the corresponding elements onW and V.
Intrinsic Lipschitz graphs were introduced by Franchi, Serapioni and Serra Cassano
in [24], motivated by the study of locally finite perimeter sets and rectifiability in the
Heisenberg group [23]. While intrinsic Lipschitz functions continue to be studied as a
class of mappings which are interesting in their own right, they have also recently found
a prominent application in [29]. Various properties of intrinsic Lipschitz functions are
discussed in detail in [33]. For instance, it is known that an intrinsic Lipschitz function
has a well-defined intrinsic gradient ∇φφ ∈ L∞(H3|W), which we will use to perform
integration on intrinsic Lipschitz graphs.
2.3.2. Intrinsic differentiability. To define the intrinsic gradient, we recall that the notion of
intrinsic graph is left invariant. Indeed, given a function φ :W→ Vwith intrinsic graph
Γ(φ), for every p ∈ H, the set p · Γ(φ) is again the intrinsic graph of a functionW → V,
which we denote by φp, so that p · Γ(φ) = Γ(φp). For instance ifW is the (y, t)-plane, V
the x-axis, and p0 = (x0, y0, t0), then we can compute explicitly
φp0(y, t) = φ(y − y0, t− t0 +
1
2x0y0 − yx0) + x0. (2.14)
We also recall that in our context an intrinsic linear map is a function G :W→ Vwhose
intrinsic graph is a vertical subgroup.
Definition 2.14. A function ψ : W → V with ψ(0) = 0 is intrinsically differentiable at 0 if
there exists an intrinsic linear map G :W→ V such that
‖(Gw)−1 · ψ(w)‖ = o(‖w‖), as w → 0. (2.15)
The map G is called the intrinsic differential of ψ at 0 and denoted by G = dψ0.
More generally, a function φ : W → V is intrinsically differentiable at a point w0 ∈ W if
ψ := φ(p
−1
0 ) is intrinsic differentiable at 0 for p0 := w0 · φ(w0). The intrinsic differential of φ
at w0 is given by
dφw0 := dψ0.
Recall that V can be identified with R through our choice of coordinates, see Remark
2.13. Under this identification the restriction of the Korányi distance to V agrees with the
Euclidean distance | · | so that (2.15) reads
|ψ(w) −Gw| = o(‖w‖), as w → 0.
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With the parametrisation from Remark 2.13, every intrinsic linear map G : W → V has
the form G(w1, w2) = cw1 for a constant c ∈ R.
Definition 2.15. Assume that φ :W→ V is intrinsically differentiable at a point w0 ∈W.
Then its intrinsic gradient at w0 is the unique number ∇φφ(w0) such that
dφw0(w1, w2) = ∇
φφ(w0)w1, for all (w1, w2) ∈W.
The intrinsic gradient∇φφ(w0) is simply a number determined by the "angle" between
W and the vertical plane dφw0(W).
2.3.3. C1,α-intrinsic Lipschitz functions and graphs. The goal of the paper is to prove that
certain SIOs are bounded in L2 on intrinsic graphs Γ(φ), where φ is a compactly sup-
ported function satisfying a (Heisenberg analogue of) C1,α-regularity. The most obvious
definition of C1,α would be to require the intrinsic gradient ∇φφ to be locally α-Hölder
function in the metric space (W, d), but this condition is not left-invariant: the parametri-
sation of the left-translated graph p−1 ·Γ(φ), for p ∈ Γ(φ), would not necessarily be locally
α-Hölder continuous with the same exponent α, see Example 4.5. So, instead, we define
an "intrinsic" notion of C1,α, which is (a) left-invariant in the sense above, and (b) is well-
suited for the application we have in mind, and (c) is often easy to verify, see Remark
2.21 below.
Definition 2.16. We say that a function φ : W → V is an intrinsic C1(W) function if ∇φφ
exists at every pointw ∈W, and is continuous. We further define the subclassesC1,α(W),
α ∈ (0, 1], as follows: φ ∈ C1,α(W), if φ ∈ C1(W), and there exists a constant H ≥ 1 such
that
|∇φ
(p−1
0
)
φ(p
−1
0 )(w) −∇φ
(p−1
0
)
φ(p
−1
0 )(0)| ≤ H‖w‖α, (2.16)
for all p0 ∈ Γ(φ), and all w ∈ W. For notational convenience, we also define C1,0(W) :=
C1(W). Intrinsic graphs of C1 (or C1,α) functions will be called intrinsic C1 (or C1,α)
graphs.
Several remarks are now in order.
Remark 2.17. (a) It is well-known, see for instance Proposition 4.4 in [14] or Lemma 4.6
in [8], that if φ ∈ C1(W) is intrinsic Lipschitz, then∇φφ ∈ L∞(W).
(b) Conversely, if φ ∈ C1(W) with ∇φφ ∈ L∞(W), then φ is intrinsic Lipschitz. This
is well-known and follows from existing results, but it was difficult to find a reference to
this particular statement; hence we include the argument in Lemma 2.22 below.
Remark 2.18. Note that if φ ∈ C1(W) has compact support, then ∇φφ ∈ L∞(W), and
hence φ is intrinsic Lipschitz by (b) above.
Remark 2.19. IfW is the (y, t)-plane, the condition (2.16) for p0 = (y0, t0) · φ(y0, t0) can
be written in coordinates as follows:
|∇φφ
(
y + y0, t+ t0 + φ(y0, t0)y
)
−∇φφ(y0, t0)| ≤ H‖(y, t)‖
α. (2.17)
To see this, apply the representation (2.14) with p0 replaced by p−10 .
Remark 2.20. It is known by Theorem 4.95 in [33] that the intrinsic graph of an intrin-
sic C1(W) function is an H-regular surface; in particular, φ satisfies an area formula, see
Section 2.3.4 for more details.
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The definitions of (intrinsic) C1(W) and C1,α(W) are quite different from their stan-
dard Euclidean counterparts, which we denote by C1(R2) and C1,α(R2) (a function be-
longs to C1,α(R2) if its partial derivatives exist and are α-Hölder continuous with respect
to the Euclidean metric). However, at least for compactly supported functions, sufficient
regularity in the Euclidean sense also implies regularity in the intrinsic Heisenberg sense,
as the following remark shows.
Remark 2.21. Assume that W is the (y, t)-plane, and identify W with R2. Then, any
compactly supported C1,α(R2)-function is in the class C1,α(W). Indeed, if φ ∈ C1(R2)
then∇φφ has the following expression:
∇φφ = φy + φφt, (2.18)
see [8, (4.4)]. Since φ, φt are bounded, φ is C1(R2) and φy, φt are Euclidean α-Hölder, we
infer that∇φφ is Euclidean α-Hölder continuous. Since also φy is bounded, we obtain
|∇φφ
(
y + y0, t+ t0 + φ(y0, t0)y
)
−∇φφ(y0, t0)| . min{1, |(y, t + φ(y0, t0)y)|
α}
. min{1, |(y, t)|α} . ‖(y, t)‖α,
which by (2.17) verifies that φ ∈ C1,α(W).
Lemma 2.22. Assume that φ ∈ C1(W) with∇φφ ∈ L∞(W). Then, φ is intrinsic Lipschitz.
Proof. For simplicity, we assume thatW is the (y, t)-plane. Write L := ‖∇φφ‖L∞(W). By
Proposition 4.56(iii) in [33], it suffices to verify that
|φ(p
−1)(y, t)| = |φ(p
−1)(y, t)− φ(p
−1)(0, 0)| .L ‖(y, t)‖, (y, t) ∈W, p ∈ Γ(φ).
Write p = w · φ(w). Then, we estimate as follows:
|φ(p
−1)(y, t)| ≤ |φ(p
−1)(y, t)−∇φφ(w)y|+ |∇φφ(w)y|
.L ‖(y, t)‖+ L‖(y, t)‖,
as claimed. The estimate leading to the last line follows from Proposition 2.23 (with
α = 0) below. 
Proposition 2.23. Fix α ∈ [0, 1], and assume that W is the (y, t)-plane. Assume that
φ ∈ C1,α(W) with L := ‖∇φφ‖L∞(W) <∞. Then, for p = w · φ(w) ∈ Γ(φ),
|φ(p
−1)(y, t)−∇φφ(w)y| . ‖(y, t)‖1+α, (y, t) ∈W,
where the implicit constants only depend on L, and, if α > 0, also on the Hölder conti-
nuity constant "H" in the definition of C1,α(W).
We postpone the proof to Section 4.
Remark 2.24. If α > 0, Proposition 2.23 above shows that functions in C1,α(W) with
∇φφ ∈ L∞(W) are uniformly intrinsically differentiable, see [2, Definition 3.16].
The next lemma verifies that being an intrinsic C1,α-graph is a left-invariant concept.
Lemma 2.25. Let α > 0. Let φ ∈ C1,α(W) with constant "H" as in Definition 2.16, and write
Γ := Γ(φ). Fix q ∈ H, and consider the function φ(q), which parametrises the graph q · Γ. Then,
φ(q) ∈ C1,α(W) with the same constant "H".
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Proof. Let ψ be the map φ(q) which parametrises the translated graph q · Γ. Since φ is by
assumption everywhere intrinsically differentiable, and since intrinsic differentiability is
a left-invariant notion, ψ is intrinsically differentiable everywhere. It remains to verify
for every p0 ∈ Γ(ψ) and for all w ∈W that
|∇ψ
(p−10 )ψ(p
−1
0 )(w) −∇ψ
(p−10 )ψ(p
−1
0 )(0)| ≤ H‖w‖α. (2.19)
By definition ψ(p
−1
0 ) = (φ(q))(p
−1
0 ) parametrises the graph p−10 · q · Γ and hence
ψ(p
−1
0 ) = φ(p
−1
0 ·q) = φ([q
−1·p0]−1).
Thus, denoting p := q−1 · p0, the expression we wish to estimate, reads as follows:
|∇ψ
(p−10 )ψ(p
−1
0 )(w)−∇ψ
(p−10 )ψ(p
−1
0 )(0)| = |∇φ
(p−1)
φ(p
−1)(w) −∇φ
(p−1)
φ(p
−1)(0)|.
Since p = q−1 · p0 is a point in q−1 · Γ(ψ) = q−1 · q ·Γ = Γ, the estimate (2.19) then follows
from the assumption φ ∈ C1,α(W), more precisely (2.16) applied with p instead of p0. 
2.3.4. Area formula. We will need an area formula for functions φ ∈ C1(W). Since the
intrinsic graphs of such functions are H-regular submanifolds by Remark 2.20, such a
formula is available, due to Ambrosio, Serra Cassano and Vittone [1]. Specialised to our
situation, the formula reads as follows: there exists a homogeneous left-invariant metric
d1 on H such that
S3d1(Φ(Ω)) =
∫
Ω
√
1 + (∇φφ)2 dL2 (2.20)
for all φ ∈ C1(W) with graph map Φ, and all open sets Ω ⊂ W. Here S3d1 is the 3-
dimensional spherical measure defined via the distance d1. This is essentially the area
formula we were after, but we will still record the following generalisation:
Proposition 2.26. There exists a left-invariant homogeneous distance d1 on H such that
the associated spherical Hausdorff measure S3 = S3d1 satisfies∫
Γ
h dS3 =
∫
W
(h ◦Φ)
√
1 + (∇φφ)2 dL2 (2.21)
for every φ ∈ C1(W)with graph Γ, and for every h ∈ L1(S3|Γ).
Proof. This is standard: for any bounded open set Ω ⊂ W, formula (2.20) implies the
claim for the function h = χΦ(Ω). The formula for arbitrary L1-functions h follows by
approximation. 
3. PROOF OF THE MAIN THEOREM
In this section, we prove the main result, Theorem 1.1, or rather its variant, Theorem
2.10; recall that this is sufficient by the discussion preceding the statement of Theorem
2.10. We fix the following data:
• a 3-dimensional CZ kernelK satisfying the AB condition,
• a vertical subgroup W with complementary horizontal subgroup V (we will as-
sume without loss of generality thatW is the (y, t)-plane and V is the x-axis),
• a function φ ∈ C1,α(W), α > 0, with compact support (recall Definition 2.16), and
• a 3-ADR measure µ on Γ := Γ(φ).
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The task is to show that the singular integral operator T associated to K is bounded on
L2(µ):
‖Tµ,ǫf‖L2(µ) ≤ A‖f‖L2(µ), f ∈ L
2(µ), ǫ > 0, (3.1)
where A ≥ 1 is a constant depending on the data above, but not on ǫ. The first reduction
is the following easy lemma:
Lemma 3.1. Assume that (3.1) holds for some 3-ADR measure µ on Γ. Then (3.1) holds (with
possibly a different constant) for any 3-ADR measure µ˜ with spt µ˜ ⊂ sptµ.
Proof. Since µ is 3-ADR, we clearly have µ = ϕµ dH3|Γ for some ϕµ ∈ L∞(H3|Γ). Recall
that H3|Γ is 3-ADR by [22, Theorem 3.9] since Γ is the intrinsic graph of an intrinsic
Lipschitz function according to Remark 2.18. Therefore, (Γ,H3) is a doubling metric
measure space, where Lebesgue’s differentiation theorem holds. Thus we also have that
1 . lim sup
r→0
µ(B(p, r))
H3(Γ ∩B(p, r))
= lim sup
r→0
1
H3(Γ ∩B(p, r))
∫
B(p,r)∩Γ
ϕµ dH
3 = ϕµ(p)
for H3 almost every p ∈ sptµ, and in particular for µ almost every p ∈ sptµ. So, in the
metric measure space (Γ,H3), we have ϕµ ∼ χsptµ. The same holds for µ˜, by the same
argument. Since spt µ˜ ⊂ sptµ, it follows that we may write µ˜ = g dµ for some g ∈ L∞(µ)
with g ∼ χspt µ˜. With this notation, we have
Tµ˜,ǫf(p) =
∫
‖q−1·p‖>ǫ
f(q)K(q−1 · p) dµ˜(q)
=
∫
‖q−1·p‖>ǫ
f(q)g(q)K(q−1 · p) dµ(q) = Tµ,ǫ(fg)(p),
Finally,
‖Tµ˜,ǫf(p)‖L2(µ˜) . ‖Tµ,ǫ(fg)‖L2(µ) ≤ A‖fg‖L2(µ) = A‖f‖L2(µ˜),
as claimed. 
The point of the lemma is that if we manage to prove (3.1) for any single 3-ADR mea-
sure µwith sptµ = Γ, then the same will follow for all 3-ADR measures supported on Γ.
In particular, it suffices to prove (3.1) for the measure
µ := S3d1 |Γ, (3.2)
which satisfies the area formula, Proposition 2.26.
For this measure µ, we prove (3.1) by verifying the conditions of a suitable T1 theorem.
To state these conditions, we use a system of dyadic cubes on Γ.
3.1. Christ cubes and the T1 theorem. The following construction is due to Christ [13].
For j ∈ Z, there exists a family ∆j of disjoint subsets of Γ with the following properties:
(C0) Γ ⊂
⋃
Q∈∆j
Q,
(C1) If j ≤ k, Q ∈ ∆j and Q′ ∈ ∆k, then either Q ∩Q′ = ∅, or Q ⊂ Q′.
(C2) If Q ∈ ∆j , then diamQ ≤ 2j =: ℓ(Q).
(C3) Every cube Q ∈ ∆j contains a ball B(zQ, c2j) ∩ Γ for some zQ ∈ Q, and some
constant c > 0.
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(C4) Every cube Q ∈ ∆j has thin boundary: there is a constant D ≥ 1 such that
µ(∂ρQ) ≤ Dρ
1
Dµ(Q), where
∂ρQ := {q ∈ Q : dist(q,Γ \Q) ≤ ρ · ℓ(Q)}, ρ > 0.
The sets in∆ := ∪∆j are called Christ cubes (sometimes alsoDavid cubes in the literature),
or just dyadic cubes, of Γ. It follows from (C2), (C3), and the 3-regularity of µ that µ(Q) ∼
ℓ(Q)3 for Q ∈ ∆j .
To prove the L2 boundedness of a CZ operator T on L2(µ), it suffices to verify the
following conditions for a fixed system∆ of dyadic cubes on Γ:
‖Tµ,ǫχR‖
2
L2(µ|R)
≤ Aµ(R) and ‖T ∗µ,ǫχR‖
2
L2(µ|R)
≤ Aµ(R) (3.3)
for allR ∈ ∆, where T ∗µ,ǫ is the formal adjoint of Tµ,ǫ, andA ≥ 1 is a constant independent
of ǫ and R. These conditions suffice for (3.1) by the T1 theorem of David and Journé,
applied in the homogeneous metric measure space (Γ, d, µ), see [36, Theorem 3.21]. The
statement in Tolsa’s book is only formulated in Euclidean spaces, but the proof works
the same way in homogeneous metric measure spaces; the details can be found in the
honors thesis of Surath Fernando [20].
3.2. Verifying the T1 testing condition. In this section, we use the T1 theorem to prove
Theorem 2.10 (hence Theorem 1.1). The notation α,K, φ,Γ,W refers to the data fixed
at the head of Section 3, and µ is the measure in (3.2). We start by remarking that it is
sufficient to verify the first testing testing condition, namely
‖Tµ,ǫχR‖
2
L2(µ|R)
≤ Aµ(R), for all R ∈ ∆, (3.4)
This follows from the simple observation that T ∗ has the same form as T , so our proof
below for T would equally well work for T ∗. Let us be a bit more precise. Remark 2.3
shows that the kernelK∗ associated with the formal adjoint T ∗ is also a CZ kernel. More-
over, since (i) the functions ψ appearing in Definition 2.7 are radial, (ii) ‖w‖ = ‖w−1‖, and
(iii) the measure L2 is invariant under the transformation w 7→ w−1 onW, it follows that
K∗ satisfies the AB condition with the same constant as K .
The first step in the proof of (3.4) is a Littlewood-Paley decomposition of the operator
T ; the details in the Heisenberg group appeared in [9], and we copy them nearly verba-
tim. Fix a smooth even function ψ : R → R with χB(0,1/2) ≤ ψ ≤ χB(0,2), and then define
the (H-)radial functions ψj : H→ R by
ψj(p) := ψ(2
j‖p‖), j ∈ Z.
Next, write ηj := ψj − ψj+1 and K(j) := ηjK , so that
sptK(j) ⊂ B(0, 2
1−j) \B(0, 2−2−j). (3.5)
We now consider the operators
T(j)f(p) =
∫
K(j)(q
−1 · p)f(q) dµ(q) and SN :=
∑
j≤N
T(j),
Remark 3.2. It is easy to check that the kernelK(j) satisfies the same growth and Hölder
continuity estimates, namely (2.5), as K . In particular, by (3.5) K(j) ∈ L∞(H) with
‖K(j)‖L∞(H) . 2
3j .
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The next lemma demonstrates that Tµ,ǫ and SN are very close to each other, for ǫ ∈
[2−N , 2−N+1):
Lemma 3.3. Fix N ∈ Z and ǫ ∈ [2−N , 2−N+1). Then
|SNf(p)− Tµ,ǫf(p)| .Mµf(p), f ∈ L
1
loc(µ),
whereMµ is the centred Hardy-Littlewood maximal function associated with µ.
Proof. We first observe that∑
j≤N
K(j)(p) = K(p)
∑
j≤N
ηj(p) = K(p) · (1− ψN+1(p)), p ∈ H \ {0}.
Hence, for ǫ ∈ [2−N , 2−N+1),
|SNf(p)− Tµ,ǫf(p)| =
∣∣∣∣∫ K(q−1 · p)[(1 − ψN+1)− χH\B(0,ǫ)](q−1 · p)f(q) dµ(q)∣∣∣∣
≤
∫
B(p,2−N+1)\B(p,2−N−2)
|K(q−1 · p)||f(q)| dµ(q)
.
1
µ(B(p, 2−N+1))
∫
B(p,2−N+1)
|f(q)| dµ(q) .Mµf(p).
using the growth condition (2.5). 
By the lemma above, and the L2-boundedness ofMµ, we have
‖Tµ,ǫχR‖L2(µ|R) . ‖MµχR‖L2(µ) + ‖SNχR‖L2(µ|R) . µ(R)
1/2 + ‖SNχR‖L2(µ|R).
So, it remains to prove the following proposition:
Proposition 3.4. For any R ∈ ∆ and N ∈ Z, we have ‖SNχR‖2L2(µ|R) . µ(R).
Proof. We fix R ∈ ∆ and N ∈ N for the rest of the proof. We start with the estimate
‖SNχR‖L2(µ|R) ≤
∥∥∥ ∑
2−N≤2−j≤4ℓ(R)
T(j)χR
∥∥∥
L2(µ|R)
+
∑
2−j>4ℓ(R)
‖T(j)χR‖L2(µ|R) (3.6)
We quickly deal with the terms in the second sum. Recall from (3.5) that the support of
q 7→ K(j)(q
−1 · p), p ∈ R,
is contained in H \B(p, 2−2−j) ⊂ H \R, assuming 2−j > 4ℓ(R). Hence T(j)χR(p) = 0 for
all p ∈ R and 2−j > 4ℓ(R). So, ∑
2−j>4ℓ(R)
‖T(j)χR‖L2(µ|R) = 0. (3.7)
Thus, it remains to study the term
‖SχR‖L2(µ|R), where S :=
∑
2−N≤2−j≤4ℓ(R)
T(j).
We stress that the operator S depends both on N and R, but to avoid heavy notation, we
refrain from explicitly marking this dependence. All the implicit multiplicative constants
which appear in the following estimates will be uniform in N and R.
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The strategy for bounding ‖SχR‖L2(µ|R) is straightforward: we fix a point p ∈ R, and
attempt to find an estimate for SχR(p). The quality of this estimate will depend on the
choice of p as follows: the closer p is to the “boundary” ofR, in the sense that dist(p,Γ\R)
is small, the worse the estimate. Motivated by this discussion, we define
∂ρR = {q ∈ R : (ρ/2) · ℓ(R) < dist(q,Γ \R) ≤ ρ · ℓ(R)}, ρ > 0,
and recall that µ(∂ρR) . ρ
1
Dµ(R) by (C4) from Section 3.1 (the notation we use here is a
little different from Section 3.1, in that we impose a two-sided inequality in the definition
of ∂ρR). Also note that ∂ρR = ∅ for ρ > 2. Write ρ(k) := 21−k/ℓ(R), and decompose
‖SχR‖
2
L2(µ|R)
as follows:
‖SχR‖
2
L2(µ|R)
=
∑
2−k≤ℓ(R)
∫
∂ρ(k)R
|SχR(p)|
2 dµ(p) =:
∑
2−k≤ℓ(R)
Ik.
The task is now to estimate the terms Ik separately. Note that whenever p ∈ ∂ρ(k)R, then
T(j)χR(p) =
∫
R
K(j)(q
−1 · p) dµ(q) =
∫
Γ
K(j)(q
−1 · p) dµ(q), j > k, (3.8)
since the support of q 7→ K(j)(q−1 · p) lies in B(p, 21−j) ⊂ B(p, 2−k) and moreover,
dist(p,Γ \ R) ≥ 2−k for p ∈ ∂ρ(k)R, therefore B(p, 2−k) ⊂ R for such p. We would
now like to split the operator S into two parts – depending on k: a sum of terms where
the estimate (3.8) is valid (corresponding to indices j with 2−j ≤ 2−k), and a sum with
all the remaining terms. However, if 2−k > 1, we wish to further split the first sum into
two parts, which we will discuss separately. Thus let us momentarily fix k ∈ Z with
2−k ≤ ℓ(R) and consider the following k-dependent splitting:
S = SI + SII + SIII =
∑
j∈E1(k)
T(j) +
∑
j∈E2(k)
T(j) +
∑
j∈E3(k)
T(j),
where
E1(k) := {j ∈ Z : 2
−N ≤ 2−j < min{1, 2−k}}
E2(k) := {j ∈ Z : min{1, 2
−k} ≤ 2−j < 2−k}
E3(k) := {j ∈ Z : 2
−k ≤ 2−j ≤ 4ℓ(R)}.
If 2−k ≤ 1, then E2(k) = ∅ and we simply have S = SI + SIII . Hence,∑
2−k≤ℓ(R)
Ik .
∑
2−k≤ℓ(R)
∫
∂ρ(k)R
|SIχR(p)|
2 dµ(p) (3.9)
+
∑
1<2−k≤ℓ(R)
∫
∂ρ(k)R
|SIIχR(p)|
2 dµ(p) (3.10)
+
∑
2−k≤ℓ(R)
∫
∂ρ(k)R
|SIIIχR(p)|
2 dµ(p) (3.11)
On all three lines, we need to get. µ(R) on the right hand side; we start with line (3.11).
The pointwise estimate we can obtain for SIIIχR(p), for p ∈ ∂ρ(k)R, is fairly lousy: it is
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based on the trivial estimate
|T(j)f(p)| . ‖f‖L∞(µ), j ∈ Z, p ∈ H, f ∈ L
∞(µ). (3.12)
This follows by observing that the support of
q 7→ K(j)(q
−1 · p) (3.13)
is contained in the annulus B(p, 21−j) \B(p, 2−2−j), so |K(j)(q−1 · p)| . 23j , and finally
|T(j)f(p)| . ‖f‖L∞(µ)
∫
B(p,21−j)
23j dµ . ‖f‖L∞(µ).
In particular, (3.12) implies that
|SIIIχR(p)| . C + log
ℓ(R)
2−k
∼ C + log
1
ρ(k)
, p ∈ ∂ρ(k)R.
Recalling again that µ(∂ρR) . ρ
1
Dµ(R), we obtain∫
∂ρ(k)R
|SIIIχR(p)|
2 dµ(p) . ρ(k)
1
D
(
C + log
1
ρ(k)
)2
µ(R).
The last terms are summable to . µ(R) over the range 2−k ≤ ℓ(R) (which is equivalent
to ρ(k) ≤ 2), so we are done with estimating line (3.11).
In estimating SI and SII , the following observation is crucial. Since (3.8) holds for all
2−j < 2−k, its analogue also holds for SI and SII :
SIχR(p) =
∫
Γ
KI(q
−1 · p) dµ(q) and SIIχR(p) =
∫
Γ
KII(q
−1 · p) dµ(q)
for p ∈ ∂ρ(k)R, where
KI :=
∑
j∈E1(k)
K(j) and KII :=
∑
j∈E2(k)
K(j).
We will now deal with line (3.10). Fix k with 2−k > 1. We claim that if p ∈ ∂ρ(k)R \
B(0, C), where C = C(φ) ≥ 1 is a suitable constant, then |SIIχR(p)| is bounded by
another constant, which only depends on the annular boundedness condition. This will
give the estimate∫
∂ρ(k)R
|SIIχR(p)|
2 dµ(p) .
∫
B(0,C)
|SIIχR(p)|
2 dµ(p) + µ(∂ρ(k)R), (3.14)
which will be good enough.
Now, assume that ∂ρ(k)R \B(0, C) 6= ∅, and fix p = w0 · φ(w0) ∈ ∂ρ(k)R \ B(0, C). If C
was chosen large enough, the compact support of φ implies that
p = w0 ∈W.
By (3.8) and the area formula, Proposition 2.26,
SIIχR(p) =
∫
Γ
KII(q
−1 · p) dµ(q) =
∫
W
KII(ΦΓ(y, t)
−1 · w0)
√
1 +∇φφ(y, t)2 dy dt.
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WriteΦW(w) = w for the graphmap parametrizingW itself. Then, by the annular bound-
edness assumption, and the area formula again, it follows that∣∣∣∣∫
W
KII(ΦW(y, t)
−1 · w0) dy dt
∣∣∣∣ = ∣∣∣∣∫
W
KII(w
−1 · w0) dS
3(w)
∣∣∣∣
=
∣∣∣∣∫
W
KII(w) dS
3(w)
∣∣∣∣ ≤ A. (3.15)
To justify the last inequality, we write∣∣∣∣∫
W
KII(w) dS
3(w)
∣∣∣∣ =
∣∣∣∣∣∣
∫
W
∑
j∈E2(k)
K(j)(w) dS
3(w)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫
W
∑
k<j≤0
ηj(w)K(w) dS
3(w)
∣∣∣∣∣∣
=
∣∣∣∣∫
W
(ψ(2−(k+1)‖w‖) − ψ(‖w‖))K(w) dS3(w)
∣∣∣∣ .
Observe that the function ψ′ : H → R, defined by ψ′(w) = ψ(‖w‖), satisfies the condi-
tions from Definition 2.7 and ψ′r(w) = ψ′(δr−1(w)) = ψ(‖w‖/r) for w ∈ W and r > 0.
The careful reader may have noticed that Definition 2.7 has been formulated in terms
of an integral with respect to the 2-dimensional Lebesgue measure L2, rather than S3.
However, restricted toW, Heisenberg group multiplication behaves like addition in R2,
see (2.1), and so L2 yields a uniformly distributed measure on (W, d). Since also S3 re-
stricted toW is a uniformly distributed measure, the two measures L2 and S3 agree up
to a multiplicative constant, see Theorem 3.4 in [27]. Moreover, this constant does not
depend on the choice ofW since rotations around the vertical axis are isometries both for
the Euclidean and the Korányi distance. In conclusion, (3.15) follows by (2.13).
Consequently, SIIχR(p) only differs in absolute value by ≤ A from the following ex-
pression:∫
W
[
KII(ΦΓ(y, t)
−1 · w0)
√
1 +∇φφ(y, t)2 −KII(ΦW(y, t)
−1 · w0)
]
dy dt. (3.16)
We immediately note that the integrand vanishes identically for (y, t) ∈ W \ sptφ, since
ΦΓ(y, t) = ΦW(y, t) and ∇φφ(y, t) = 0 for such (y, t). What if (y, t) ∈ sptφ? Note that if
the integrand does not vanish, then, by the definition ofKII , we have
ΦΓ(y, t)
−1 · w0 ∈
⋃
1<2−j≤2−k
sptK(j) or ΦW(y, t)
−1 · w0 ∈
⋃
1<2−j≤2−k
sptK(j).
Recall from (3.5) that sptK(j) ⊂ B(0, 21−j) \ B(0, 2−2−j). Hence, if ΦΓ(y, t)−1 · w0 ∈
sptK(j) for instance, we have
p = w0 ∈ B(ΦΓ(y, t), 2
1−j) \B(ΦΓ(y, t), 2
−2−j) ⊂ B(ΦΓ(y, t), 2
1−j). (3.17)
Given thatΦΓ(y, t) always lies in the fixed ball B(0,diam(ΦΓ(sptφ))), independent of the
particular choice of (y, t) ∈ sptφ, and p ∈ H \B(0, C), we infer that (3.17) can only occur
for . 1 indices j with 2−j > 1 (the particular indices naturally depend on the location of
our fixed point p = w0). Finally, noticing that ‖KII‖L∞ . 1 (see Remark 3.2 and note that
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E2(k) only contains negative indices j), we see that the expression in (3.16) is bounded
by . L2(sptφ) . 1. This proves that |SIIχR(p)| . 1, and establishes (3.14).
Finally, we observe that for p ∈ B(0, C), we have the trivial estimate |SIIχR(p)| .
1 + log ℓ(R), using (3.12) (note that since 2−k > 1, also ℓ(R) ≥ 2−k > 1). Combined with
(3.14), and µ(B(0, C)) . 1, we get
∫
∂ρ(k)R
|SIIχR(p)|
2 dµ(p) . (1 + log ℓ(R))2 + µ(∂ρ(k)R).
Hence
(3.10) .
∑
1≤2−k≤ℓ(R)
[(1 + log ℓ(R))2 + µ(∂ρ(k)R)] . ℓ(R)
3 ∼ µ(R),
as desired.
It remains to estimate the “main term” on line (3.9). The plan is simply to give a point-
wise estimate for the integrand |SIχR(p)|2, for p ∈ ∂ρ(k)R. Fix p ∈ ∂ρ(k)R, and recall, by
(3.8) and the definition of SI , that
SIχR(p) =
∫
Γ
KI(q
−1 · p) dS3(q) =
∫
(p−1)·Γ
KI(q
−1) dS3(q). (3.18)
Since (p−1) ·Γ is a graph with the same properties as Γ, we may assume that p = 0. More
precisely, in this last part of the proof, we will only rely on the C1,α-hypothesis (and not
the compact support of φ), which is left-translation invariant by Lemma 2.25.
So, we assume without loss of generality that p = 0 (and thus 0 ∈ Γ and φ(0) = 0).
Hence, applying the area formula, Proposition 2.26, the task is to estimate
∣∣∣∣∫
Γ
KI(q
−1) dµ(q)
∣∣∣∣ = ∣∣∣∣∫
W
KI(ΦΓ(y, t)
−1)
√
1 +∇φφ(y, t)2 dy dt
∣∣∣∣ . (3.19)
The plan is to approximate Γ around p = 0 by a vertical plane W0, namely the vertical
tangent plane of Γ at 0, and use the annular boundedness property. So, let W0 be the
intrinsic graph of the function φ0(y, t) = ∇φφ(0, 0)y, note that ∇φ0φ0 ≡ ∇φφ(0, 0), and
let ΦW0(y, t) = (y, t) · φ0(y, t) be the graph map of φ0. By the annular boundedness as in
(3.15) and the area formula again, we obtain
∣∣∣∣∫
W
KI(ΦW0(y, t)
−1)
√
1 +∇φφ(0, 0)2 dy dt
∣∣∣∣ = ∣∣∣∣∫
W0
KI(q
−1) dS3(q)
∣∣∣∣ ≤ A
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Then, we estimate as follows:∣∣∣∣∫
Γ
KI(q
−1) dµ(q)
∣∣∣∣ ≤ ∣∣∣∣∫
Γ
KI(q
−1) dµ(q)−
∫
W0
KI(q
−1) dS3(q)
∣∣∣∣+A
≤
∣∣∣ ∫
W
KI(ΦΓ(y, t)
−1)
√
1 +∇φφ(y, t)2 dy dt
−
∫
W
KI(ΦW0(y, t)
−1)
√
1 +∇φφ(0, 0)2 dy dt
∣∣∣+A
≤
∫
W
∣∣KI(ΦΓ(y, t)−1)−KI(ΦW0(y, t)−1)∣∣√1 +∇φφ(y, t)2 dy dt (3.20)
+
∣∣∣ ∫
W
KI(ΦW0(y, t)
−1)
(√
1 +∇φφ(y, t)2 −
√
1 +∇φφ(0, 0)2
)
dy dt
∣∣∣
(3.21)
+A.
Next, we recall that KI is a finite sum of the kernelsK(j). By the triangle inequality,∣∣KI(ΦΓ(y, t)−1)−KI(ΦW0(y, t)−1)∣∣ ≤ ∑
j∈E1(k)
∣∣K(j)(ΦΓ(y, t)−1)−K(j)(ΦW0(y, t)−1)∣∣
and
|KI(ΦW0(y, t)
−1)| ≤
∑
j∈E1(k)
|K(j)(ΦW0(y, t)
−1)|.
We now split the terms in (3.20) and (3.21) to sums over the indices j ∈ E1(k), and
estimate the terms∫
W
∣∣K(j)(ΦΓ(y, t)−1)−K(j)(ΦW0(y, t)−1)∣∣√1 +∇φφ(y, t)2 dy dt (3.22)
and ∫
W
|K(j)(ΦW0(y, t)
−1)|
∣∣∣∣√1 +∇φφ(y, t)2 −√1 +∇φφ(0, 0)2∣∣∣∣ dy dt (3.23)
for fixed j ∈ E1(k). We recall from (3.5) that sptK(j) ⊂ B(0, 21−j) \ B(0, 2−2−j), so we
can restrict in both (3.22) and (3.23) the domain of integration to
πW(B(0, 2
1−j) \B(0, 2−2−j)).
To make use of this, we record the formula for the vertical projection πW:
πW(x, y, t) = (0, y, t+
1
2xy).
In particular, if q = (x, y, t) ∈ B(0, 21−j), then
‖πW(q)‖ . |y|+ |t+
1
2xy|
1/2 . 2−j . (3.24)
In order to bound the term in (3.22), we use the Hölder continuity of K(j), which is
provided by Remark 3.2 from the corresponding estimate for K . Instead of applying
directly the growth condition from (2.5), it is slightly more convenient to resort to the
estimate we obtain from Lemma 2.1. Fix (y, t) ∈ πW(B(0, 21−j) \ B(0, 2−2−j)), so that
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‖(y, t)‖ . 2−j by (3.24). Applying the estimate in Lemma 2.1 with w = 0, v1 = ΦΓ(y, t)
and v2 = ΦW0(y, t), we find that∣∣K(j)(ΦΓ(y, t)−1)−K(j)(ΦW0(y, t)−1)∣∣ . ‖ΦW0(y, t)−1 · ΦΓ(y, t)‖β/2‖ΦΓ(y, t)‖3+β/2 (3.25)
This estimate is legitimate, if d(v1, v2) ≤ ‖v1‖/2. This may not be the case to begin with,
but then we know that 2−j . ‖v1‖/2 ≤ d(v1, v2) . 2−j , and we can pick boundedly
many points v′1, . . . , v
′
n with the following properties: v
′
1 = v1, v
′
n = v2, ‖v
′
i‖ ∼ 2
−j and
2−j ∼ d(v′i, v
′
i+1) ≤ ‖v
′
i‖/2; in particular d(v
′
i, v
′
i+1) . d(v1, v2). Then, we obtain (3.25) by
the triangle inequality, and boundedly many applications of the Hölder estimates.
We then continue (3.25) by using the definition of graph maps, and Proposition 2.23:
‖ΦW0(y, t)
−1 · ΦΓ(y, t)‖ = |∇
φφ(0, 0)y − φ(y, t)| .H,L ‖(y, t)‖
1+α . 2−j(1+α).
Hence, by (3.25), and the estimate above,∣∣K(j)(ΦΓ(y, t)−1)−K(j)(ΦW0(y, t)−1)∣∣ .H,L 23j−αβj/2,
for (y, t) ∈ πW(B(0, 21−j) \ B(0, 2−2−j)). Now, we can finish the bound for (3.22) by
observing that
L2(πW(B(0, 2
1−j))) . 2−3j (3.26)
by (3.24), and hence
(3.22) .H,L (1 + ‖∇φφ‖L∞(W))L
2(πW(B(0, 2
1−j))) · 23j−αβj/2 .H,L 2
−αβj/2.
Next, we desire a similar estimate for (3.23), but this is easier, using the fact, see Re-
mark 3.2, that ‖K(j)‖L∞(H) . 23j . Hence, by the definition of φ ∈ C1,α(W), and the the
estimates (3.24), (3.26),
(3.23) .23j
∫
πW(B(0,21−j ))
|∇φφ(y, t) −∇φφ(0, 0)| dy dt
.H 2
3j
∫
πW(B(0,21−j ))
‖(y, t)‖α dy dt . 2−αj .
Next we insert the bounds for (3.22) and (3.23) back into (3.20) and (3.21) (recalling
also the reduction made at (3.18)):
|SIχR(p)| . A+
∑
j∈E1(k)
(
2−αβj/2 + 2−αj
)
. 1, p ∈ ∂ρ(k)R.
Here the sum is uniformly bounded since by definition E1(k) is the set of indices j with
2−N ≤ 2−j ≤ min{1, 2−k}. Finally,∫
∂ρ(k)R
|SIχR(p)|
2 dµ(p) . µ
(
∂ρ(k)R
)
. (ρ(k))
1
D µ(R),
which shows that (3.9) . µ(R). This completes the proof of Proposition 3.4. 
By the T1 theorem, see (3.3), we have now established that T is bounded on L2(µ), as
stated in Theorem 1.1.
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4. HÖLDER REGULARITY AND LINEAR APPROXIMATION
In this section, we prove Proposition 2.23, which we restate below for convenience:
Proposition 4.1. Fix α ∈ [0, 1], and assume that W is the (y, t)-plane. Assume that φ ∈
C1,α(W)with L := ‖∇φφ‖L∞(W) <∞. Then, for p = w · φ(w) ∈ Γ(φ),
|φ(p
−1)(y, t)−∇φφ(w)y| . ‖(y, t)‖1+α, (y, t) ∈W,
where the implicit constant depends on L, and, if α > 0, also on the Hölder continuity
constant “H” in the definition of C1,α(W).
The proof depends on a non-trivial Hölder estimate which functions φ as in Propo-
sition 4.1 satisfy along vertical lines in W, see Proposition 4.2. Momentarily taking this
estimate for granted, we explain now how to deduce Proposition 4.1.
Proof. By definition of ∇φφ, we have
|φ(p
−1)(y, t)−∇φφ(w)y| = |φ(p
−1)(y, t)−∇φ
(p−1)
φ(p
−1)(0, 0)y|.
So, we simply want to prove that |φ(y, t) −∇φφ(0, 0)y| . ‖(y, t)‖1+α under the assump-
tion that p = 0 and φ(0, 0) = 0 (the constants L and H are not changed under left trans-
lations).
Consider the following ODE: {
τ ′(s) = φ(s, τ(s)),
τ(0) = 0.
(4.1)
Since φ is intrinsically differentiable, φ is continuous, see Proposition 4.74 in [33]. So, by
Peano’s theorem, the equation (4.1) has a (possibly non-unique) solution, which exists on
some maximal interval J containing 0. Moreover, (s, τ(s)) leaves any compact set of the
plane W, as s tends to either endpoint of J ; see for instance [35, Corollary 2.16] or [26,
Theorem 2.1]. We presently want to argue that J = R. Define γ(s) := (s, τ(s)) for s ∈ J .
By Lemma 4.4 below, we have an integral representation of φ along γ:
φ(s, τ(s)) =
∫ s
0
∇φφ(r, τ(r)) dr, s ∈ J. (4.2)
Hence, for y ∈ J ,
τ(y) =
∫ y
0
τ ′(s) ds
(4.1)
=
∫ y
0
φ(s, τ(s)) ds
(4.2)
=
∫ y
0
∫ s
0
∇φφ(r, τ(r)) dr ds. (4.3)
Since |∇φφ| ≤ L by hypothesis, we see that y 7→ τ(y) cannot blow up in finite time; hence
J = R, and (4.3) even gives us the quantitative bound
|τ(y)| .L y
2, y ∈ J = R. (4.4)
Now, we estimate the difference |φ(y, t)−∇φφ(0, 0)y| as follows:
|φ(y, t)−∇φφ(0, 0)y| ≤ |φ(y, t) − φ(y, τ(y))| + |φ(y, τ(y)) −∇φφ(0, 0)y|. (4.5)
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We start with the second term in (4.5). Using again the integration formula (4.2), then
Definition 2.16, and finally (4.4),
|φ(y, τ(y)) −∇φφ(0, 0)y| =
∫ y
0
|∇φφ(s, τ(s)) −∇φφ(0, 0)| ds
.H
∫ y
0
‖(s, τ(s))‖α ds
.L
∫ y
0
|s|α ds . |y|α+1 . ‖(y, t)‖1+α,
if y > 0; the case y < 0 works analogously with “
∫ 0
y ” instead of “
∫ y
0 ”. The estimate
above remains valid when α = 0: then the H-dependent bound is simply replaced by
the estimate |∇φφ(s, τ(s))−∇φφ(0, 0)| ≤ 2L.
To prove the corresponding bound for the first term in (4.5), we use Proposition 4.2
below:
|φ(y, t) − φ(y, τ(y))| .(∗) |t− τ(y)|
1+α
2 . |t|
1+α
2 + |τ(y)|
1+α
2 .L ‖(y, t)‖
1+α,
using (4.4) in the final estimate. The implicit constant in .(∗) depends on L if α = 0 and
H if α > 0. The proof of the proposition is complete. 
The proof of the next proposition is similar to that of Lemma 3.3 in [3], but the setting
is slightly different, so we give all the details.
Proposition 4.2. Fix α ∈ [0, 1]. If α = 0, assume that φ ∈ C1(W) and ‖∇φφ‖L∞(W) =:
H <∞. If α > 0, assume instead that φ ∈ C1,α(W)with constantH . Then the restriction
of φ to any vertical line on the planeW satisfies
|φ(y0, t1)− φ(y0, t2)| ≤ (CH)
1
2 |t1 − t2|
1+α
2 , y0 ∈ R, t1, t2 ∈ R,
where C ≥ 1 is an absolute constant (the choice C = 2000 would suffice).
Remark 4.3. Recall that the case α = 0 of the proposition above is needed to justify
Remark 2.17(b), which states that the conditions φ ∈ C1(W) and ∇φφ ∈ L∞(W) imply
that φ is intrinsic Lipschitz. If the conclusion was known a priori, then the proof of the
proposition (case α = 0) could be significantly simplified. Indeed, assuming that φ : W→
V is intrinsic L-Lipschitz, then
|φ(y0, t1)− φ(y0, t2)| ≤ L‖πW(Φ(y0, t2)
−1 · Φ(y0, t1))‖ = L|t1 − t2|
1
2
for y0, t1, t2 ∈ R.
Proof of Proposition 4.2. We make a counter assumption: there exists y0 ∈ R and t1 < t2
such that
φ(y0, t1)− φ(y0, t2) = A(t2 − t1)
1+α
2 (4.6)
for some constant A > (CH)
1
2 . Other cases (e.g. with t2 < t1) can be treated similarly.
Also, it suffices to prove the proposition in the case where H 6= 0. Now, the plan is the
following: we will define two curves γ1, γ2 : R → W, starting from (y0, t1) and (y0, t2),
respectively. Relying on the counter assumption (4.6), we will show that
(a) There exists s∗ ∈ R such that γ1(s∗) = γ2(s∗), but
(b) φ(γ1(s∗)) 6= φ(γ2(s∗)).
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This contradiction will complete the proof.
We now define the curves γj . In fact, we define a curve γ(y0,t) starting from any point
(y0, t), t ∈ R, and then set γj := γ(y0,tj). Fix t ∈ R, and consider the ODE already familiar
from the proof of Proposition 2.23 (Proposition 4.1):{
∂sτ(s, t) = φ(s, τ(s, t)),
τ(y0, t) = t.
(4.7)
Arguing as in the previous proposition, the equation (4.7) has a (possibly non-unique)
solution, existing on some maximal open interval Jt containing y0. In the case α = 0, the
earlier proof shows that Jt = R, but in the case α > 0, we do not know if this is the case.
We only know (and will use) that (s, τ(s, t)) leaves any compact set of the planeW, as s
tends to either endpoint of Jt. Define γ(y0,t)(s) := (s, τ(s, t)) for s ∈ Jt. Note that γ(y0,t) is
a C1 integral curve of the vector field
∇φ := ∂y + φ · ∂t,
since
∂sγ(y0,t)(s) = (1, ∂sτ(s, t))
(4.7)
= (1, φ(s, τ(s, t))) = (1, φ(γ(y0 ,t)(s))) = ∇
φ
γ(y0,t)(s)
.
Let J := Jt1 ∩ Jt2 , and let J˜ ⊂ J be the maximal (closed) interval with the following
property:
3A
2 (t1 − t1)
1+α
2 ≥ φ(γ1(s))− φ(γ2(s)) ≥
A
2 (t2 − t1)
1+α
2 , s ∈ J˜ .
Then y0 ∈ J˜ by (4.6). By the definition of γj , and (4.7), we know that
3A
2 (t2 − t1)
1+α
2 ≥ ∂sτ(s, t1)− ∂sτ(s, t2) ≥
A
2 (t2 − t1)
1+α
2 , s ∈ J˜ .
The remaining steps of the proof are the following:
(i) Show that J˜ is a fairly long interval, using the assumption |∇φφ| ≤ H (if α = 0)
or the assumption the intrinsic Hölder continuity of ∇φφ (if α > 0).
(ii) Based on the definition of J˜ , show that the curves s 7→ γ1(s) and s 7→ γ2(s)
intersect at some point s = s∗ ∈ J˜ , verifying (a).
(iii) Based on the definition of J˜ , show that the function φ varies fairly slowly along
the curves γ1 and γ2; since the initial values at s = y0 are far from each other by
(4.6), conclude that φ(γ1(s∗)) 6= φ(γ2(s∗)), verifying (b).
We begin with step (i). A main ingredient is the following formula:
φ(s, τ(s, t))) =
∫ s
y0
∇φφ(r, τ(r, t)) dr + φ(y0, t), s ∈ Jt, (4.8)
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which is given by Lemma 4.4 below. We make the following estimate for s ∈ J˜ , using
first (4.7), then (4.8):
|[∂sτ(s, t1)− ∂sτ(s, t2)]−A(t2 − t1)
1+α
2 | (4.9)
= |[∂sτ(s, t1)− ∂sτ(s, t2)]− [∂sτ(y0, t1)− ∂sτ(y0, t2)]|
= |[φ(s, τ(s, t1))− φ(s, τ(s, t2))]− [φ(y0, t1)− φ(y0, t2)]|
≤
∫ s
y0
|∇φφ(r, τ(r, t1))−∇
φφ(r, τ(r, t2))| dr, (4.10)
if s > y0; the estimate for s < y0 works analogously. From this point on, the cases α = 0
and α > 0 require slightly different estimates. If α = 0, the expression above is simply
bounded by
(4.9) ≤ 2H|s − y0|. (4.11)
The case α > 0 is a bit more complicated. We first use the C1,α(W) hypothesis, see
formula (2.17):
(4.9) ≤ 2H
∫ s
y0
|τ(r, t1)− τ(r, t2)|
α dr. (4.12)
Using the upper bound in the definition of J˜ , we obtain further for all r ∈ J˜ , r > y0, that
|τ(r, t1)− τ(r, t2)| ≤
∫ r
y0
|∂στ(σ, t1)− ∂στ(σ, t2)| dσ + |t1 − t2|
≤
3A
2
(t2 − t1)
1+α
2 |r − y0|+ (t2 − t1).
The case r ∈ J˜ , r < y0, is estimated analogously. Now, we plug the estimate above back
to (4.12):
(4.9) ≤ 2H
∫ s
y0
[
3A
2
(t2 − t1)
1+α
2 |r − y0|+ (t2 − t1)
]α
dr
≤ 2H
(
2A(t2 − t1)
1+α
2
)α ∫ s
y0
|r − y0|
α dr + 2H(t2 − t1)
α|s− y0|
≤ 2H
(
2A(t2 − t1)
1+α
2
)α
|s− y0|
1+α + 2H(t2 − t1)
α|s − y0|. (4.13)
Now, let a ∈ R , be an endpoint of J˜ (if such a point exists; otherwise J˜ = R and there is
nothing to prove about (i)). Then the definition of J˜ implies that (4.9), and in particular
(4.10), evaluated at s = a exceeds A(t2 − t1)
1+α
2 /2, whence by (4.11) (case α = 0)
A(t2 − t1)
1
2
2
≤ 2H|a− y0|
or by (4.13) (case α > 0)
A(t2 − t1)
1+α
2
2
≤ 2H
(
2A(t2 − t1)
1+α
2
)α
|a− y0|
1+α + 2H(t2 − t1)
α|a− y0|.
SINGULAR INTEGRALS ON INTRINSIC GRAPHS 27
This implies (case α = 0) that
|a− y0| ≥
A(t2 − t1)
1
2
4H
, (4.14)
and (case α > 0) that
|a− y0| ≥
1
20
min
AH (t2 − t1)1−α2 , A
1−α
1+α
H
1
1+α
(t2 − t1)
1−α
2
 = A
1−α
1+α
20H
1
1+α
(t2 − t1)
1−α
2 . (4.15)
Above, the assumption A > H
1
2 was used to infer that the min is attained by the second
term inside the brackets. These are the desired lower bounds for the length of J˜ , and step
(i) is complete.
We proceed with step (ii). Observe first that with s = y0,
τ(s, t1)− τ(s, t2) = t1 − t2 < 0
by assumption. The plan is to find s ∈ J˜ , s > y0, such that the sign above is reversed,
and hence to conclude the existence of s∗ ∈ J˜ as in (ii). To this end, fix s ∈ J˜ with s > y0,
and write
τ(s, t1)− τ(s, t2) =
∫ s
y0
[∂στ(σ, t1)− ∂στ(σ, t2)] dσ + (t1 − t2)
≥
A
2
(t2 − t1)
1+α
2 (s− y0) + (t1 − t2),
using the definition of J˜ . The expression on the right has a zero at
s− y0 =
2
A
t2 − t1
(t2 − t1)
1+α
2
=
2
A
(t2 − t1)
1−α
2 .
From the assumption A > (CH)
1
2 , we infer that 2/A < min{A/(4H), A
1−α
1+α /(20H
1
1+α )},
and hence by (4.14) or (4.15) the point s lies inside J˜ . Hence s 7→ τ(s, t1) − τ(s, t2) has a
zero at
s∗ ∈ [y0, y0 +
2
A(t2 − t1)
1−α
2 ] ⊂ J˜ . (4.16)
This completes step (ii).
Step (iii) remains. Recall from (4.7) that φ(s∗, τ(s∗, tj)) = ∂sτ(s, tj)|s=s∗ for j ∈ {1, 2}.
Hence, we can repeat the estimates leading to (4.11) and (4.13) to obtain either
|[φ(s∗, τ(s∗, t1))− φ(s
∗, τ(s∗, t2))]−A(t2 − t1)
1
2 | ≤ 2H|s∗ − y0| (4.17)
in case α = 0, or
|[φ(s∗, τ(s∗, t1))− φ(s
∗, τ(s∗, t2))]−A(t2 − t1)
1+α
2 | (4.18)
≤ 2H
(
2A(t2 − t1)
1+α
2
)α
|s∗ − y0|
1+α + 2H(t2 − t1)
α|s∗ − y0|
in case α > 0. Further, by (4.16), the right hand sides of (4.17) and (4.18) are bounded by
(4.17) ≤
4H
A
(t2 − t1)
1
2
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and
(4.18) ≤ 100
H
A
(t2 − t1)
1+α
2 ,
respectively. By the (counter) assumption A > (CH)
1
2 , the right hand sides above are
both strictly smaller than A(t2 − t1)
1+α
2 , which shows by (4.17) or (4.18) that
φ(γ(y0,t1)(s
∗)) = φ(s∗, τ(s∗, t1)) 6= φ(s
∗, τ(s∗, t2)) = φ(γ(y0,t2)(s
∗)).
This completes the proof of (iii). Recalling that γ(y0,t1)(s
∗) = γ(y0,t2)(s
∗) by step (ii), the
equation above is absurd. The proof of the proposition is complete. 
We recall a useful integration formula for intrinsic gradients, which has been used in
the proofs of the previous propositions.
Lemma 4.4. Assume that φ ∈ C1(W). Then, for all y0, t ∈ R and every C1 function τ(·, t) :
(y0 − δ, y0 + δ)→ R satisfying{
∂sτ(s, t) = φ(s, τ(s, t)), s ∈ (y0 − δ, y0 + δ),
τ(y0, t) = t,
one has
φ(s, τ(s, t)) =
∫ s
y0
∇φφ(r, τ(r, t)) dr + φ(y0, t), s ∈ (y0 − δ, y0 + δ).
Proof. Fix y0, t ∈ R, and let τ(·, t) be the C1 function from the hypothesis. By assumption,
φ is intrinsic differentiable and ∇φφ is continuous. Hence, φ satisfies condition (iii) of
Theorem 4.95 in [33]. It follows that φ also satisfies the equivalent condition (ii), which
in our terminology means that the function s 7→ φ(s, τ(s, t)) =: f(s) is in C1, and hence
can be recovered by integrating its derivative:
φ(s, τ(s, t)) =
∫ s
y0
f ′(r) dr + φ(y0, t), s ∈ (y0 − δ, y0 + δ).
Finally, Theorem 4.95 in [33] also states that f ′(r) = ∇φφ(r, τ(r, t)), and the proof is
complete. 
We conclude this section with an example related to the definition of C1,α(W) func-
tions. The example demonstrates that the property of having a locally α-Hölder continu-
ous intrinsic gradient in the metric space (W, d) is not left-invariant, unlike the C1,α(W)
definition (Lemma 2.25).
Example 4.5. Fix α ∈ (0, 1], letW be the (y, t)-plane, and consider the function φ(y, t) =
1 + |t|1+
α
2 . Then, using the formula ∇φφ = φy + φφt, we compute
∇φφ(y, t) = sgn(t)(1 + |t|1+
α
2 )(1 + α2 )|t|
α
2
= sgn(t)(1 + α2 )(|t|
α
2 + |t|1+α).
Wefirst note that∇φ(y, t) is metrically locally α-Hölder continuous. Indeed, fix (y1, t1), (y2, t2) ∈
W with 0 ≤ t1 ≤ t2, and note that
|∇φφ(y2, t2)−∇
φφ(y1, t1)| ∼ (t
1+α
2 − t
1+α
1 ) + (t
α
2
2 − t
α
2
1 ).
SINGULAR INTEGRALS ON INTRINSIC GRAPHS 29
For t2−t1 ≤ 1, both terms can be bounded by (t2−t1)α/2. This, and similar computations
in the cases t1 ≤ t2 ≤ 0 and t1 ≤ 0 ≤ t2, imply that ∇φφ is locally α-Hölder continuous
in the space (W, d). Now, consider φ(p
−1) with p = Φ(0), and note that, using (2.17),
|∇φ
(p−1)
φ(p
−1)(y, 0)−∇φ
(p−1)
φ(p
−1)(0, 0)| = |∇φφ(y, φ(0, 0)y) −∇φφ(0, 0)|
= (1 + α2 )(|y|
α
2 + |y|1+α).
The last expression is not bounded by a constant times ‖(y, 0)‖α as y → 0, so the intrinsic
gradient of φ(p
−1) is not locally α-Hölder continuous at the origin.
5. BOUNDEDNESS OF THE RIESZ TRANSFORM, AND REMOVABILITY
In this section we prove Theorem 1.2 and it corollaries. We start by recalling the state-
ment of Theorem 1.2:
Theorem 5.1. Assume that µ is a Radon measure onH, satisfying µ(H) > 0, µ(B(p, r)) ≤ Cr3
for p ∈ H, r > 0, and such that the support sptµ has locally finite 3-dimensional Hausdorff mea-
sure. IfRH is bounded on L2(µ), then sptµ is not removable for Lipschitz harmonic functions.
We will need a few auxiliary results in the proof. The first one establishes that H is
“horizontally polygonally quasiconvex”, which means that the space is well connected
by segments of horizontal lines. A horizontal line is simply a set of the form π−1
W
{w} for
some vertical subgroupW and a point w ∈ W. In other words, the horizontal lines are
left cosets of 1-dimensional horizontal subgroups.
Lemma 5.2. Let z1, z2 ∈ H. Then, there exist five horizontal segments ℓ1, . . . , ℓ5 with connected
union, containing z1, z2, and such that
∑
H1(ℓj) ≤ 3d(z1, z2).
Proof. We may assume that z1 = 0, since left translations are isometries and send hori-
zontal lines to horizontal lines. Now, we first discuss the case z1 = 0 and z2 = (0, 0, t2).
Plot a square of side-length
√
|t| in the (y, t)-plane, with one vertex at z1. Then, it is well-
known (see Sections 2.2–2.3 in [7]) that there exists a piecewise linear horizontal curve (a
lift of the square), consisting of four horizontal line segments, connecting z1 to (0, 0, t2),
and with total length 4
√
|t2| = 2d(z1, z2). This completes the case z2 = (0, 0, t2).
If z2 = (x2, y2, t2) is arbitrary, first connect z1 = 0 to the point (x2, y2, 0) with a hori-
zontal line of length≤ d(z1, z2). Then, by the previous discussion (and a left-translation),
the points (x2, y2, 0) and z2 can be connected by four horizontal line segments of total
length ≤ 4
√
|t2| ≤ 2d(z1, z2). 
The following result is an analogue of Lemma 7.7 in [27] for vertical Heisenberg pro-
jections. It was a surprise to the authors that the proof works even though the maps πW
are not Lipschitz.
Lemma 5.3. Fix a vertical planeW, and let E ⊂ H. Then,∫ ∗
W
Hs−3(E ∩ π−1
W
{w}) dL2(w) . Hs(E), 3 ≤ s ≤ 4.
Proof. IfHs(E) = ∞, there is nothing to prove. Otherwise, for all k ∈ N, and cover E by
balls Bi,k := B(zi,k, ri,k), i, k ∈ N, with 0 < ri,k < ǫ and∑
i∈N
rsi,k . H
s
1/k(E) +
1
k .
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Then, by Lemma 2.20 in [22], we have
L2(πW(Bi,k)) = Cr
3
i,k, i, k ∈ N,
for some positive and finite constant C . Consequently, by Fatou’s lemma∫ ∗
W
Hs−3(E ∩ π−1
W
{w}) dL2(w) ≤ lim inf
k→∞
∫ ∗
W
∑
i∈N
diam(E ∩Bi,k ∩ π
−1
W
{w})s−3 dL2(w)
≤ lim inf
k→∞
∑
i∈N
∫
πW(Bi,k)
diam(E ∩Bi,k ∩ π
−1
W
{w})s−3 dL2(w)
. lim inf
k→∞
∑
i∈N
L2(πW(Bi,k))r
s−3
i,k ≤ lim infk→∞
∑
i∈N
rsi,k . H
s(E),
as claimed. 
In this paper, Lemmas 5.2 and 5.3 are only needed to prove the following criterion for
a continuous map f : H→ R to be Lipschitz:
Lemma 5.4. Let E ⊂ H be a set of locally finite 3-dimensional measure and let f : H → R be
continuous. If f ∈ C1(H \E) and∇Hf ∈ L∞(H \E), then f is Lipschitz on H.
Proof. Fix z1, z2 ∈ H, and pick a bounded open set U containing both z1, z2, and also
the line segments ℓ1, . . . , ℓ5 constructed in Lemma 5.2. For notational convenience we
rename z2 as z6: then we can say that ℓj connects zj to zj+1 for all 1 ≤ j ≤ 5, where
zj , zj+1 are the endpoints of ℓj .
Fix ǫ > 0 small. We would like to replace the segments ℓj by segments ℓ˜j with the
following properties:
(i) For 1 ≤ j ≤ 5, the segment ℓ˜j connects zj,2 to zj+1,1, where zj,1, zj,2 ∈ B(zj , ǫ),
(ii) H0(E ∩ ℓ˜j) <∞.
(iii) H1(ℓ˜j) ∼ H1(ℓj).
We cannot guarantee that the union of the segments ℓ˜j is connected, but this will not be
an issue, if ǫ > 0 is chosen small enough. Note that ℓj is contained on a line of the form
π−1
W
{w} for a certain vertical plane W, and w ∈ W. Now, we pick w˜ ∈ W very close
to w such that H0(E ∩ π−1
W
{w˜}) < ∞, using Lemma 5.3. Then, a suitable line segment
ℓ˜j ⊂ π
−1
W
{w˜} satisfies (i)–(iii).
Now, we can finish the proof of the lemma. Note that f restricted to any line segment
ℓ˜j is Lipschitz with constant depending only on the L∞-norm of ∇Hf , as one can see by
piecewise integration. Hence,
|f(zj+1,1)− f(zj,2)| . d(zj+1,1, zj,2) = H
1(ℓ˜j) ∼ H
1(ℓj).
Now, it follows from the continuity of f , the triangle inequality, and the choice of the
segments ℓj , that
|f(z2)− f(z1)| .
5∑
j=1
H1(ℓj) + η(ǫ) ∼ d(z1, z2) + η(ǫ),
where
η(ǫ) = max{|f(zj)− f(z
′
j)| : 1 ≤ j ≤ 6 and z
′
j ∈ B(zj , ǫ)}.
Since η(ǫ)→ 0 as ǫ→ 0 by the continuity of f , the proof is complete. 
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The following theorem provides a dualisation of weak (1, 1) inequalities, and is due
to Davie and Øksendal [19]. The proof can also be found in [28, Lemma 4.2] or [36,
Theorem 4.6]. Let X be a locally compact Hausdorff space; the reader may think that
X = H. We recall that C0(X) denotes the vector space of continuous functions which
vanish at infinity: f ∈ C0(X) if and only if for every ε > 0 there exists a compact set
E ⊂ X such that |f(x)| < ε for all x ∈ X \ E. It is well known that C0(X) equipped with
the sup-norm is a Banach space. The dual of C0(X) is the Banach space (M(X), ‖ · ‖); the
space of all signed Radon measures on X with finite total variation ‖ν‖.
Theorem 5.5. Let Ti : M(X) → C0(X), i ∈ {1, 2}, be bounded linear operators and let T ∗i :
M(X)→ C0(X) be the (formal) adjoint operators of Ti satisfying,∫
(Tiν1) dν2 =
∫
(T ∗i ν2) dν1, (5.1)
for all ν1, ν2 ∈ M(X). Assume also that µ is a Radon measure on X such that the operator
T ∗i :M(X)→ L
1,∞(µ) are bounded, that is
µ({x ∈ X : |T ∗i ν(x)| > λ}) ≤ C
‖ν‖
λ
(5.2)
for all ν ∈ M(X) and λ > 0. Then, for every Borel set E ⊂ X with 0 < µ(E) <∞ there exists
a function h ∈ L∞(µ), satisfying 0 ≤ h(x) ≤ χE(x) for µ almost every x ∈ X, such that
µ(E) ≤ 2
∫
hdµ and ‖Ti(hµ)‖ ≤ 3C.
Recall that if D ⊂ H is open, a function f : D → R is called harmonic if it is a distribu-
tional solution to the sub-Laplacian equation ∆Hf = 0, see (2.4) for the definition of ∆H.
We record that by Hörmander’s theorem, see for instance [4, Theorem 1], all distribu-
tional solutions to the sub-Laplacian equation are in C∞(H). Hence, in accordance to the
Euclidean case, one can naturally define removable sets for Lipschitz harmonic functions
in H; these were introduced in [12].
Definition 5.6. A closed set E ⊂ H is called removable for Lipschitz harmonic functions, if
wheneverD ⊃ E is open, every Lipschitz function f : D → Rwhich is harmonic inD\E
is also harmonic in D.
We are now ready to prove Theorem 5.1:
Proof. We will follow a well known scheme which dates back to Uy [37]. See also [28,
Theorem 4.4], [36, Chapter 4] and [27, Chapter 2]. Recall from Section 2.2 that the trun-
cated H-Riesz transformR of a Radon measure ν at level ε consists of two components:
Riεν(p) =
∫
‖q−1·p‖>ε
Ki(q−1 · p)dν(q), p ∈ H, i = 1, 2,
where K(p) = (K1(p),K2(p)) = ∇H‖p‖−2. See (2.11) for an explicit formula for Ki.
We fix a compact set E ⊂ H with 0 < µ(E) < ∞. Our goal is to apply Theorem 5.5,
and the first step is to define smoothened versions of the operators Riµ,ε, i = 1, 2, as in
Section 3.2. Let φ : R→ [0, 1] be a C∞ function such that φ = 0 on (−1/2, 1/2) and φ = 1
on R \ (−1, 1). We then define
R˜iµ,ε(f)(p) =
∫
φ
(
‖q−1 · p‖
ε
)
Ki(q−1 · p)f(q) dµ(q), i = 1, 2,
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and
R˜iεν(p) =
∫
φ
(
‖q−1 · p‖
ε
)
Ki(q−1 · p) dν(q), i = 1, 2,
for ν ∈ M(H). The operator R˜iε, and its formal adjoint R˜
i,∗
ε , both map M(H) to C0(H),
something that is not true for Riε. The operators R
i
µ,ε, i = 1, 2, are uniformly bounded
in L2(µ) by hypothesis, and by Remark 2.3 the same holds for their adjoints. Arguing as
in Lemma 3.3, and using the L2(µ)-boundedness of the maximal functionMµ we deduce
that the smoothened operators R˜iµ,ε and their adjoints R˜
i,∗
µ,ε are also uniformly bounded
in L2(µ): there exists a constant C1 > 0 such that for all f ∈ L2(µ) and every ε > 0,
‖R˜i,∗µ,ε(f)‖L2(µ) ≤ C1‖f‖L2(µ), i = 1, 2. (5.3)
By a result of Nazarov, Treil and Volberg [32, Corollary 9.2] the uniform L2-boundedness
(5.3) implies that the operators R˜i,∗ε mapM(H) to L1,∞(µ) boundedly. That is, for every
λ > 0 and every ν ∈ M(H),
µ({p ∈ H : |R˜i,∗ε ν(p)| > λ}) ≤ C2
‖ν‖
λ
, (5.4)
where C2 only depends on C1. We can now apply Theorem 5.5 to the operators R˜iε. We
thus obtain, for every ε > 0, a function hε ∈ L∞(µ) such that 0 ≤ hε(p) ≤ χE(p) for µ
almost every p ∈ H, and ∫
hε dµ ≥ µ(E)/2 (5.5)
and
‖R˜iµ,εhε‖ ≤ 3C2. (5.6)
The norm appearing in (5.6) is the sup-norm inH. Let Φ(p) = ‖p‖−2 be (a multiple of) the
fundamental solution of the sub-Laplacian in H. For ε > 0, we consider the functions
fε(p) =
∫
Φ(q−1 · p)hε(q) dµ(q), p ∈ H.
Recall that we have hε(p) = 0 for µ almost every p ∈ H \E. Moreover since E is compact
and µ satisfies µ(B(p, r)) . r3, it follows easily that fε is well defined for all z ∈ H. The
left invariance of ∇H implies that
∇Hfε(p) = (R˜
1
µ,εhε(p), R˜
2
µ,εhε(p))
for p ∈ H \Nε(E) where Nε(E) = {p ∈ H : d(p,E) < ε}. By (5.6), we infer that
|∇Hfε(p)| ≤ 6C2 (5.7)
for p ∈ H \Nε(E).
By the Banach-Alaoglu Theorem, see [5, Theorem 3.16], there exists a sequence εn → 0
such that hεn converges to some function h ∈ L
∞(E,µ|E) in the weak∗ topology. This
simply means that ∫
E
hεng dµ→
∫
E
hg dµ, (5.8)
for all g ∈ L1(E,µ|E). We now apply (5.8) to the function g = 1 and we invoke (5.5) to
get ∫
E
hdµ ≥ µ(E)/2. (5.9)
SINGULAR INTEGRALS ON INTRINSIC GRAPHS 33
It follows easily, see [5, Proposition 3.13], that ‖h‖L∞(E,µ|E) ≤ 1. Hence 0 ≤ h(p) ≤ χE(p)
for µ almost every p ∈ E. Assuming that h = 0 outside E we set ν = hdµ, so spt ν ⊂ E
and
ν(B(z, r)) ≤ Cr3, for z ∈ H, r > 0, (5.10)
where C is the ADR constant of µ.
Let
f(p) :=
∫
Φ(q−1 · p)dν(q), p ∈ H.
Our aim is to show that f is a Lipschitz function which is harmonic in H \ E but not in
H. First note that
lim
n→∞
fεn(p) = f(p)
for p ∈ H \ E. Since E is compact, (5.10) implies that f is well defined in H. But more is
true; it turns out that f is continuous. To see this, let p ∈ H and take a sequence (pn)n∈N
such that pn → p. Let δ > 0 and fix r < δ/100C , where C is the constant from (5.10). We
then write
|f(pn)− f(p)| ≤
∫
E\B(p,r)
|Φ(q−1 · pn)− Φ(q
−1 · p)| dν(q)
+
∫
B(p,r)
|Φ(q−1 · pn)− Φ(q
−1 · p)| dν(q)
= I1(n) + I2(n).
Since E is compact, the continuity of Φ and (5.10) imply that there exists some n1 ∈ N
such that I1(n) < δ/100 for n ≥ n1. We now estimate I2(n). Pick n2 ∈ N such that
d(pn, p) < r for all n ≥ n2. Hence, if d(q, p) < r, we also have that d(q, pn) < 2r.
Therefore using (5.10) and integrating on annuli we get
I2(n) ≤
∫
B(pn,2r)
1
‖q−1 · pn‖2
dν(q) +
∫
B(p,r)
1
‖q−1 · p‖2
dν(q) ≤ 24Cr < δ.
Putting these estimates together we have that |f(pn)− f(p)| < δ for n > n1 + n2, thus f
is continuous.
Note that the sequence (fεn) is equicontinuous on compact subsets of H \ E, and by
the Arzelà-Ascoli theorem there exists a subsequence (fεnl ) which converges uniformly
on compact subsets of H \E. Therefore the Mean Value Theorem for sub-Laplacians and
its converse, see [4, Theorem 5.5.4 and Theorem 5.6.3], imply that f is harmonic in H \E.
We will now show that f is Lipschitz in H. We intend to apply Lemma 5.4. The
first step comes again from Hörmander’s theorem [4, Theorem 1]; since f is harmonic
in H \ E, it is also in C∞(H \ E). We already proved that f is continuous in H so we
only need to show that ∇Hf ∈ L∞(H \ E). To this end, pick any p ∈ H \ E and let
r > 0 be such that Bcc(p, r) ⊂ H \ E, where Bcc(p, r) denotes a ball with respect to the
standard sub-Riemannian distance on H. For n big enough, [12, Proposition 3.9] and (5.7)
imply that fεn is Lipschitz in Bcc(p, r) with Lip(fεn |Bcc(p,r)) ≤ 6C2C3, where C3 is the
comparison constant of d and dcc. We know that fεn → f pointwise in (the compact set)
B¯cc(p, r/2) hence f is Lipschitz in B¯cc(p, r/2) with Lip(fεn |B¯cc(p,r/2)) ≤ 6C2C3. Applying
[12, Proposition 3.9] once more we conclude that |∇Hf(p)| ≤ 6C2C3. Therefore we have
shown that∇Hf ∈ L∞(H \ E) ≤ 6C2C3 and by Lemma 5.4, f is Lipschitz.
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Finally in order to finish the proof of the theorem it suffices to show that f is not
harmonic in H. By the definition of the fundamental solution, see [4, Definition 5.3.1
(iii)] we deduce that there exists some c > 0 (which comes from the normalization of the
fundamental solution)
〈∆Hf, 1〉 = −c
∫
hdµ ≤ −c µ(E)/2 < 0.
Hence f is not harmonic in H, and the proof of Theorem 5.1 is complete. 
Corollary 1.3 is clear: Let φ ∈ C1,α(W) with α > 0, and Γ = Γ(φ) ⊂ H. If E ⊂ Γ is
closed with H3(E) > 0, then the measure µ = H3|E satisfies the hypotheses of Theorem
5.1, by the 3-AD regularity ofH3|Γ, Theorem2.10, and the discussion in the end of Section
2.2.2 . Hence E is not removable.
Corollary 1.4 requires a little argument. We recall the statement:
Corollary 5.7. Let α > 0. Assume that Ω ⊂ R2 ∼=W is open, and φ ∈ C1,α(Ω). If E is a closed
subset of the intrinsic graph Γ = {w · φ(w) : w ∈ Ω} withH3(E) > 0, then E is not removable.
Proof. Replacing E by a compact subset with positive 3-dimensional measure, we may
assume that E itself is compact, and so is πW(E) ⊂ Ω. Let ψ be a compactly supported
C∞(R2) function with χπW(E) ≤ ψ ≤ χΩ. Then
φ˜ :=
{
ψφ, in Ω,
ψ, in R2 \ Ω,
defines a C1,α function which agrees with φ on πW(E). (This is where the Euclidean
regularity is required; we do not know if intrinsic C1,α regularity is preserved under
such product operations.) Now, by Remark 2.21, we infer that φ˜ ∈ C1,α(W), and φ˜ is
certainly compactly supported. Consequently, by Corollary 1.3, compact subsets of the
intrinsic graph Γ(φ˜)with positive 3-measure are not removable. In particular, this is true
for E ⊂ Γ(φ˜). 
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