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ASTRACT 
 
Purpose  
(1) Formulating propositions on how a decision support system – in this case an advanced 
planning system - can mitigate the bullwhip effect and influence supply chain performance by 
―simulating‖  and ―optimizing‖ demand planning & inventory replenishment system parameter 
conditions.  
(2) Validating the propositions under ―optimal‖ SC conditions with respect to demand 
planning, inventory replenishment systems, and the bullwhip effect. The validation takes 
place by means of simulation optimization software. 
(3) Comparing the bullwhip effect and SC performance measures when considering an 
overall method for conducting a demand planning process & two evenly matched order-up-to 
(OUT) inventory replenishment systems under optimized and/or constrained SC conditions.  
 
Design/methodology/approach – Conducting an experiment by using an Excel 
spreadsheet simulation model, the so-called ―bullwhip explorer‖, which is based on the 
principles of ―the beer game‖. Within Excel, the add-in Crystal Ball is used for its simulation 
power. Incorporated in Crystal Ball, OptQuest is used to ―optimize‖ the choice of decision 
variables when the objective function is based on simulation outcomes, which is the case 
when using the bullwhip explorer. 
 
Findings – By means of the APS alike tooling, the bullwhip explorer in combination with 
sophisticated simulation optimization software, the phenomenon the bullwhip effect gets 
illustrated in this experimental investigation. It shows that for a single SC echelon who 
manufactures beer that it typically encounters erratic fluctuations in orders and inventory 
levels under stationary or non-stationary demand patterns. This applies when one of the two 
evenly matched order-up-to (OUT) inventory replenishment policies is selected, and the 
demand forecasting technique exponential smoothing is used as underlying key variables of 
the BWE. 
The experiment employs the potential benefits of the APS in use. First and foremost it 
employs the power and ease of applying simulation optimization runs coupled with 
straightforward visualization effects for changing demand planning & inventory replenishment 
parameters conditions depending on the chosen scenario. For mitigation purposes the 
bullwhip effect is considered as the target objective function where the demand variance 
equals the order variance (= no bullwhip effect occurs). For optimization and bullwhip 
reducing purposes one and/or two smoothing parameters, and a factor for calculating the 
safety stock are used. These are considered as decision input parameters. SC performance 
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measures that are expected to be influenced by the above mentioned parameters regard net 
stock amplification, customer service levels and costs. These are considered as output 
parameters. 
Despite the set-up of the experiment and applying mentioned potential benefits of  the APS 
in use an obvious cause-and-effect relationship between parametrizing SC conditions, 
demand planning, the generic inventory replenishment systems, and SC performance 
measures cannot be witnessed and therefore not be generalized.  
All in all, the experiment convincingly shows irrespective the chosen simulation optimization 
scenario that mitigation of the bullwhip effect takes place and consequently that SC 
performance can be substantially influenced as well. Whether overall, partial, none SC 
performance improvement occurs or even the opposite effect, worsening the SC 
performance depends on the chosen SC scenarios and optimized / constrained conditions of 
demand planning & inventory replenishment system parameters. More specifically, given the 
conditions of the simulation model the functioning of two OUT inventory replenishment 
systems (standard versus generalized) have been compared. Of which the second one only 
differs in the sense that it has an extra smoothing parameter which recovers the inventory 
deficit partially during the next ordering period. The conducted experiment shows that the 
generalized OUT policy is under all predetermined demand planning conditions superficially 
better than the standard one because absolutely no bullwhip effect was witnessed. This also 
applies when customer service levels are constrained.  
Apart from the optimistic effect on the bullwhip it seems that the experiment yields for both 
OUT-policies sub-optimal solutions as a trade-off takes place between net stock variation, 
customer service levels, and corresponding costs. 
 
Research limitations – The simulation model (the bullwhip explorer) is  developed to 
symbolize a one-echelon SC (represented by a manufacturer) and based on the principles of 
the beer game. This research is limited to a laboratory setting, and needs therefore to be 
considered more theoretical than practical. 
Practical implications – At first sight the findings of this study seem for managerial and 
practical implications rather theoretically and methodologically. However, the presented APS 
alike tooling and experimental set-up offer a meaningful opportunity to explore the BWE in 
relation to SC performance. Meaningful in the sense of gaining insight into how demand 
patterns, inventory replenishment policies, and forecasting techniques influence the degree 
of the bullwhip effect, net stock amplification, the quality of customer services, and SC costs.  
7 
All this gets supported with accompanying graphical representations which should assist in 
swiftly getting visible the rather complicated interactions between the parameters under 
various simulation optimization scenarios. 
 
Originality/value – due to the vast amount of literature regarding the bullwhip effect, only a 
marginal, but relevant contribution is made to supply chain management and decision 
sciences. The originality/value is a result of a refined combination of employing an APS alike 
tooling together with enhanced simulation optimization techniques that focuses on optimizing 
and comparing two evenly matched inventory replenishment systems by using a demand 
planning process under (constrained) various parameter conditions.   
Keywords – Advanced planning systems (APS), the Beer game, the Bullwhip effect (BWE), 
the Bullwhip explorer, Decision support systems (DSS), Demand planning, Inventory 
replenishment systems, Simulation optimization, Scenario analysis, SC parameter 
conditions, and SC performance. 
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1 Introduction 
 
This introductory chapter begins with the motivation and expected scientific contribution for 
writing about the presented central theme. Consequently follows the explication of the 
problem statement, objectives, research model, key concepts, research questions, and finally 
the classification of the chapters.  
 
1.1 Research motivation & contribution 
 
Though the domain of SCM is very comprehensive and gives much interesting themes for 
further investigation, it is amongst others the phenomenon the bullwhip effect (BWE) that 
has repeatedly returned in scientific literature (Chen and Lee, 2010) in various ways over the 
past three decades. In particular it is the work of Sterman (2000) with its generic inventory 
replenishment structure, which exemplifies the BWE in the form of the beer game. By 
digging further into the scientific literature one may discover that by playing the beer game - 
typifying a generic SC -  the interactive dynamic parts of it get much better grasped (Kumar 
et al, 2007). Certain studies (Sterman, 2000,1989) and (Lee et al, 1997b) and approaches 
(Boute et al, 2008; Disney and Lambrecht, 2008) point at cause-and-effect relationships of 
the BWE that impact the overall, but above all specific SC performance parameters. 
According to Cederborg and Rudberg (2008), Stadtler (2005), and  Wu et al (2000): a tooling 
which can ―optimize‖ the negative and/or positive effects of the BWE in a given SC setting 
concern advanced planning systems (APS). APS – being a part of a decision support 
system (DSS) – is an emerging and most likely indispensable tool for demand planning in 
complex SC environments (Ivert and Jonsson (2010), and Cederborg and Rudberg (2008)).  
The contribution of this research is principally to further extend on the research of Ivert and 
Jonsson (2010), Grewal, Rogers and Enns (2008-2010), and Stadtler and Kilger (2008) who 
have made the following suggestions. Ivert and Jonsson (2010), Stadtler and Kilger (2008) 
identified several ―future research‖ areas about the appropriateness, potential benefits and 
performance of APS usage. They mention that the knowledge of APS about how it impacts 
SC planning and performance is unexplored. Several different research issues related to the 
following areas could be further researched: ―the feasibility of APS in situations with various 
planning complexities, how design of the optimization model create complexity and affects 
the planning process, data gathering requirements when using APS, and how to achieve 
positive planning effects, such as finding the global ‗optimum‘ of plans.‖ 
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Another key direction for ―future research‖ is ―to develop and validate techniques that allow 
‗optimal‘ trade-off curves1 to be determined efficiently for more realistic problems with a 
greater number of decision variables. The use of optimization tools combined with discrete-
event simulation represents an opportunity that has yet to be fully exploited‖ (Grewal, et al., 
2010).  
 
1.2 Problem statement 
 
The problem statement of this study is formulated as: 
Under which „optimal‟ demand planning & inventory replenishment parameter conditions can 
an advanced planning system (APS) mitigate the bullwhip effect (BWE), and consequently 
influence SC performance? 
 
The mentioned problem statement is derived from the principally quoted journals found in 
contemporary scientific SC literature (Ivert and Jonsson, 2010; Grewal, et al., 2008-2010; 
Stadtler and Kilger, 2008). For underlying and supplementary articles reference is made to 
the next chapters, and enclosed literature references. 
 
1.3 Research objectives  
 
(1) Formulating propositions on how a decision support system – in this case an 
advanced planning system - can mitigate the bullwhip effect and influence supply chain 
performance by ―simulating‖  and ―optimizing‖ demand planning & inventory 
replenishment system parameter conditions.  
(2) Validating the propositions under ―optimal‖ SC conditions with respect to demand 
planning, inventory replenishment systems, and the bullwhip effect. The validation 
takes place by means of simulation optimization software. 
(3) Comparing the bullwhip effect and SC performance measures when considering an 
overall method for conducting a demand planning process & two evenly matched order-up-
to (OUT) inventory replenishment systems under optimized and/or constrained SC 
conditions.  
 
                                               
1
 Vassilvitskii and Yannakakis (2005): Trade-off curves are typically used to represent the trade-off 
among different objectives in multi-objective optimization problems.  
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1.4 Research model 
 
 
 displays the research model used in this paper, and consists of the sequential steps 
commencing from the concept of a DSS up to the various SC performance measures. 
 
Supply chain parameter conditions 
& scenario analysis 
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bullwhip 
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Variance amplification ratios: 
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‗the Bullwhip 
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Figure 1: research model (E. Gouw, 2010) 
 
1.5 Explanation of key concepts 
 
The following key concepts of the research model -  
 - get further explained in the way they are logically interrelated to each other: decision 
support systems (DSS), advanced planning systems (APS), SC parameter conditions, 
scenario analysis, simulation optimization, the beer game, the bullwhip explorer, 
demand planning, inventory replenishment systems, the bullwhip effect (BWE), and SC 
performance. 
 
According to Arnott and Pervan (2005), decision support systems (DSS) are related to ―the 
area of the information systems (IS) discipline that is focused on supporting and improving 
managerial decision-making‖. DSS are more specifically described by Powell and Baker 
(2009, p.3): ―Decision-support systems are computer systems that tie together models, data, 
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analysis tools, and presentation tools into a single integrated package. These systems are 
intended for repeated use, either by executives themselves or by their analytic staff.‖  
 
An application of DSS concerns advanced planning systems (APS) which incorporate 
long-term, mid-term and short-term planning levels. Software products – called APS – 
support these planning tasks (Stadtler and Kilger (2008, p.18)).  
There are several commercial software packages available for advanced planning, which 
incorporate models and solution algorithms attributed to operations research. Alternatively, 
APS is also called Advanced planning & scheduling. According to this description, ―APS 
includes a range of capabilities from finite capacity planning at the plant floor level up to 
advanced logic for SC planning and collaboration‖ (Turbide, 1998). According to the 
Association for Operations Management (APICS) APS is included in the group SCM 
software and is defined as (2007): ―[. . .] any computer program that uses advanced 
mathematical algorithms or logic to perform optimization or simulation on finite capacity 
scheduling, sourcing, capital planning, resource planning, forecasting, demand management, 
and others. These techniques simultaneously consider a range of constraints and business 
rules to provide real-time planning and scheduling, decision support, available-to-promise, 
and capable-to-promise capabilities‖. In this paper the latter description of an APS is adhered 
to. 
APS are ―based on problem solvers and optimization algorithms which help to rapidly 
respond to changing conditions by automatically generating proposals and alerts or even by 
automated decisions‖ (Stadtler and Kilger, 2008, p . 338). Hence, it is crucial to consider 
supply chain parameter conditions.  
Apart from the fact that APS involve advanced planning settings, it also typically deals with 
multi-objective decision problems by i.e. setting a minimum or maximum satisfaction level for 
a chosen objective except for one that will be ―optimized‖ (Stadtler and Kilger, 2008, p . 82). 
Optimization concerns ―the process of finding the best set of decisions for a particular 
measure of performance.‖ (Powell and Baker, 2009, p. 214). Almost every optimization 
analysis involves measuring outcomes relative to some common point of comparison, or 
base case. The base case is the starting point from which an analyst can explore the model.  
An APS alike instrument concerns the Bullwhip explorer (Boute and Lambrecht, 2009, 
2007; Disney and Lambrecht, 2008; Dejonckheere et al. 2002). This is an Excel spreadsheet 
model which has been developed by the Catholic University of Leuven for illustrating the 
bullwhip effect (BWE) and inventory fluctuations, given certain SC parameter conditions. 
In particular it explores a series of replenishment policies and forecasting techniques under 
diverse demand patterns. It illustrates how tuning the parameters of the selected 
replenishment policy induces or reduces the BWE. Furthermore, it can make obvious how 
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bullwhip reduction (order variability dampening) may have an (un)desirable impact on 
inventory holdings (Boute and Lambrecht, 2009, 2007).  
The Bullwhip explorer used is based on the beer game. This game illustrates how 
oscillations in a SC arise (Sterman, 2000). ―The game is a role-playing simulation of a SC 
originally developed by Jay Forrester in the late 1950s to introduce students of management 
to the concepts of system dynamics and computer simulation. Powell and Baker (2009, p. 
436): ―simulation is a method for describing the probability distribution of an outcome variable 
given a set of input variables. Sometimes those input determine the best values for those 
inputs.‖The game can be played on a board, via computer simulation application programs, 
or via the internet.‖ The game is described in detail by Sterman (1989b, 1992), and Senge 
(1990). 
 
The decision-maker that employs APS must have the ability to modify data and thereby to 
set up a certain scenario. Various scenarios of future developments can be planned for in 
order to identify a robust next step for the forthcoming planning interval (Stadtler and Kilger, 
2008, p. 19 and 201). A scenario is a set of predefined input values, usually with a 
descriptive name. Scenario analysis ―is the systematic investigation of the impact of 
different sets of model inputs on key model outputs. Scenario analysis is the process used 
by the analyst to compute key outputs by running multiple scenarios through his model.‖ 
(Grossman and Özlük, 2009). 
For planning purposes an APS requires as an input amongst others demand data. Decisions 
in a SC preferably have to be taken in prior to the point in time when actual customer 
demand becomes known. For this reason, these decisions must be based on forecasted 
customer demand, also called demand forecast. ―The process of forecasting future customer 
demand, is called demand planning‖ (Kilger and Stadtler, 2008, p. 133). In order to fulfill 
demand planning, the demand process, forecasts, information, and contracts need to be 
parameterized.  
 
In order to meet demand it is key to understand how inventory replenishment system 
parameters are used. Simchi-Levi, et al. (2008, p. 32) consider in most cases an inventory 
replenishment system as ―the strategy, approach, or set of techniques used to determine 
how to manage inventory.‖ According to Petrovic and Petrovic (2001), two basic questions 
arise here: when to order and how much to order? Determination of the set of rules, 
according to which the filling of an inventory is made, is referred to as the replenishment 
policy2. This type of inventory policy use replenishment logic that is too difficult to model 
                                               
2
 A ―system‖ is also called a ―policy‖. Therefore these two descriptions are used interchangeable. 
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analytically for the purpose of SC performance evaluation if the demands are uncertain. It is 
therefore ordinary to make ―comparisons‖ of such systems using discrete-event simulation, 
sometimes in conjunction with other techniques (Grewal and Enns, 2008).  
Undoubtedly employing an APS - covering demand planning and inventory 
replenishment system parameters - under changing SC conditions and by applying 
scenario analysis should affect to a certain extend the BWE.  
 
For simulating SC dynamics and underlying variables which inherently cause the BWE, often 
the generic stock management structure of Sterman (1989) is used. By trying to identify the 
causes of the BWE one can find strategies to counteract it. An APS, with its modeling 
features and solution procedures, can be a means to mitigate the BWE (Stadtler and Kilger, 
2008). The SC dynamics causing the BWE or mitigated by the employment of APS should 
either have a negative, a positive or even have no impact on supply chain performance. So 
may a ―trade-off‖ occur between the BWE and customer service level (CSL) as measured by 
the net stock variance amplification (NSAmp). Besides, inventory-related costs and 
production-switching costs need to be considered as SC performance measures. Both of 
these measures are affected by the inventory replenishment system, and therefore both of 
them should be analyzed (Boute and Lambrecht, 2009). 
 
By means of the above presented conceptual and elaborated research model it is trusted to 
pursuit the earlier mentioned research objectives.  
 
1.6 Research questions 
 
By answering the following research questions insight is given in how the research 
objective(s) can be reached, and the way this thesis is organized chapter by chapter. 
 
I. What characterizes the phenomenon the BWE? 
II. How could a DSS in the form of an APS contribute to mitigation of the BWE and 
consequently influence SC performance?  
III. What are the building blocks for the SC simulation optimization model under scrutiny?  
IV. Which endogenous vs. exogenous SC parameter conditions get ―optimized‖ and what 
will be the likely impact on the BWE and SC performance? 
V. Which demand planning & inventory replenishment policies mitigate the BWE and 
influence SC performance the most?  
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1.7 Classification of chapters 
 
Chapter two reviews the principal literature used for this paper. It commences with 
the phenomenon the BWE by identifying the fundamental underlying cause-and-effect 
dynamics, and proposes certain strategies to mitigate them. Subsequently, the nature of a 
DSS gets addressed. It shows how this can be considered as a tool to enhance SC 
performance, and in particular its planning modules and applications. This subsection also 
describes how an APS often make an integral part of an ERP-system, why APS as a DSS 
for production and distribution planning is still a new and fairly unexplored instrument, how 
APS‘s architecture is often exhibited, its intended use and what benefits it has to offer.  
The next paragraph decomposes the SC simulation model structure of this paper by 
subsequently outlining the down- and upstream building blocks, and echelon(s)3 composition. 
For optimization and simulation purposes, ―propositions‖ are formulated, given 
predetermined SC parameter conditions. As these parameter settings have a most likely 
impact on the overall SC conditions, key performance measures and metrics are covered 
here as well. Subsequently, from the principal literature study ―propositions‖ are deduced. 
Chapter three discloses the methodology of the experiment. It substantiates the choice for 
simulation optimization modeling under various parameter conditions regarding demand 
planning as well as inventory replenishment systems. It also clarifies the use of the 
simulation model - the bullwhip explorer, the simulation optimization application Crystal 
ball in combination with OptQuest, and the way their parameters are initialized. After running 
subsequently the base case and what-if optimization simulations, chapter four reveals the 
principal what-if analysis results. In the final chapter conclusions are drawn from the test 
results, propositions are discussed, and future research suggestions are made. As the 
bullwhip explorer is to a certain extent technically, the various sections (input, simulation, 
and output) of the model are separately explained in the APPENDIX. All test results are 
displayed by several graphs and tables, and therefore separately enclosed in the 
APPENDIX. 
 
                                               
3
 Simchi-Levi et al (2008, p.52) ―In a distribution system, each stage or level (i.e. the warehouse or the 
retailers) often is referred to as an echelon. 
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2. Literature review 
 
This chapter subsequently presents the key subjects of literature sources used. It 
commences with the bullwhip effect, followed by the concepts of decision support 
systems and advanced planning systems, the supply chain simulation model, supply 
chain model optimization, supply chain performance measurement, and ends with the 
trade-offs between SC performance measures. If applicable propositions are deduced from 
the presented literature research and underlying theories. 
 
2.1 The bullwhip effect  
 
This paragraph concisely explains the phenomenon of the bullwhip effect, identifies the 
underlying causes, and proposes certain strategies to mitigate them. 
2.1.1 Explanation of the bullwhip effect 
 
According to Alony and Munoz (2007): one of the most ordinary problems in SCM is a 
disruption known as the Bullwhip effect (BWE). As displayed in Figure 2 the disruptions are 
sharp fluctuations in demand, amplified upstream along the SC.  
 
Figure 2: increasing variability of orders up the SC (Lee et al., 1997) 
 
A convincing way to explain the BWE is by using one of the most cited examples (Lee et al., 
1997) of demand variability problems which involved one of Procter & Gamble (P&G)‘s best-
selling items, Pampers. It is well documented that the customer demand for diapers does not 
fluctuate significantly. Nonetheless, P&G was faced with a substantial degree of variability in 
orders from its retailers, and this variance was amplified further up the SC to its own 
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suppliers. After investigating why this was happening, P&G discovered that the primary 
causes of the BWE were demand signaling4 from its distributors; order batching, when 
distributors would order on an infrequent basis; changes in prices by the manufacturer; and 
distributors placing multiple orders when it is not certain that the manufacturer can meet the 
distributor‘s demand.  
 
To combat above demonstrated SCM issue, businesses need to first understand what 
causes the BWE so they can counteract it.  
2.1.2 Causes of the bullwhip effect 
 
Most real world supply chains are not easy to study (Hwarng, et al., 2005). ―The causes are 
often interconnected and tracking down the sources of the disruption is difficult. Other than 
identifying the causes for the BWE, it is difficult (if not impossible) to quantify the degree to 
which each cause affects the SC.‖ For this reason, many of the researches in this area either 
base their empirical results on a narrow range of causes, or study basic supply chains using 
simulations. However, the contributions to practitioners from such simulations are 
sometimes difficult to implement, since (over)simplified supply chains are rare in industry.  
 
The relationship between variables that are considered causing the BWE can be made clear 
by looking at its system dynamics. Within the literature about the BWE it were predominantly 
the following ―effects‖ that are mainstream: the Forrester effect (1961), the Burbidge effect 
(1991), the Houlihan effect (1987), and not really an effect, but of great importance for their 
contribution to popularize the BWE were the publications of Lee et al. (1997); Fisher et al. 
(1997) about the way prices fluctuations influence the SC. All together they play a crucial role 
in comprehending the fundamental behavioral causes (Sterman, 2000 and 1989) of the BWE 
as presented in Figure 3. 
                                               
4
 Disney and Lambrecht (2008, p. 8): ―the practice of decision makers adjusting the parameters of the 
inventory replenishment rule. Target stock levels, safety stocks, and demand forecasts are updated in 
face of new information or deviation from targets. These rational adjustments create erratic 
responses.‖ 
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Figure 3: The main causes of the bullwhip effect (Disney and Towill, 2003) 
 
The focus of this paper is on the issue of ―demand signal processing‖, which refers to the 
practice of adjusting the parameters of the inventory replenishment rule. (Disney and 
Lambrecht, 2008, p.11) and is highlighted in dark blue in Figure 3. These reasonable 
adjustments may cause over-reactions to short-term fluctuations and lead to variance 
amplification. In other words, the replenishment rule used by the members of the SC may be 
a contributory factor to the BWE. Following the same line of reasoning it can be seen that 
the inventory replenishment system can also be used to reduce or tame the BWE (Boute 
et al. 2008). 
It were Lee et al. (1997a) who recognized that demand forecasting and the type of ordering 
policy used are among two of the underlying key variables of the BWE. Lee et al. (1997b) 
presented mathematical evidence that variance amplification takes place when a SC echelon 
adjusts his ordering decision based on demand signals. Since then, there has been a 
growing number of studies devoted to the undesirable effects of demand signaling, 
unsuitable forecasting and the replenishment rule used (e.g. Watson and Zheng, 2008). 
 
For simulating SC dynamics and underlying variables which inherently cause the BWE, often 
the generic stock management structure of Sterman (1989) is used – see Figure 4. 
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Figure 4: the generic stock management structure (Sterman, 1989) 
 
According to Disney and Lambrecht (2008) it is crucial - when considering causes of the 
BWE - to transmit the correct demand information into the SC. By which an accurate forecast 
(Chen, et al., 2000) will assist the upstream suppliers‘ capacity and material planning. In 
addition, ―inventory requirements are directly linked to the errors between the forecast of 
demand over the lead-time and review period and the actual realization of demand‖ 
(Vassian, 1955).  
 
Now the principal causes and the underlying variables of the BWE have been identified the 
next subsection provides an insight into possible methods to mitigate the BWE. 
2.1.3 Mitigation of the bullwhip effect 
 
Lee, et al. (1997) give advice on how to mitigate the BWE. They say that by trying to identify 
the causes of the BWE one can help managers find strategies to counteract it.  
They classify the various initiatives and other possible solutions based on the main 
coordination mechanism, that is, ―information sharing, channel alignment, and operational 
efficiency‖. With ‗information sharing‘, demand information at a downstream site is passed on 
upstream in a timely manner. ‗Channel alignment‘ brings pricing, transportation, 
inventory planning, and ownership together between the upstream and downstream sites in a 
SC. ‗Operational efficiency‘ regards activities that enhance performance, such as reduced 
costs and lead time.  
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Although Lee, et al. (1997 a,b) are the most cited in literature with their two distinguishing 
articles, also Chopra and Sodhi (2004), and Cachon and Fisher (2000) have extensively 
explored the advantages of sharing real-time information on demands and/or inventory levels 
between suppliers and customers by increasing the visibility of demand information across 
supply chains in order to mitigate the risks of the BWE. 
Chopra and Sodhi (2004), and Faisal et al. (2006), in contrary to many other studies, 
explicitly address the BWE in relation to SC risk mitigation and their drivers/enablers. The 
former authors mention, that before businesses can work out effective means of reducing SC 
risks, managers must first understand the associated risk categories as well as the events 
and SC parameter conditions that drive them. They enumerate the following category of 
risks: ―disruptions, delays, systems, forecast, intellectual property, procurement, receivables, 
inventory, and capacity‖. The suitable general risk mitigation approaches they present, are 
―increase capacity, acquire redundant suppliers, increase responsiveness, increase 
inventory, increase flexibility, pool or aggregate demand, and increase capability.‖ The latter 
authors, mention on their turn, that risks in the supply chains can be mitigated if businesses 
can understand the variables having an effect on risk management in the supply chains. 
Apart from ―information sharing‖, they emphasize out of the eleven variables on: ―aligning 
incentives, risk sharing, and corporate social responsibility‖ (Chopra and Sodhi, 2004; 
Speckman and Davis, 2004). 
 
Although sales information and inventory data is viewed as a major strategy to counter the 
BWE, Dhahri et al. (2007) claim that also ―managing the demand process, throughout the SC 
is a daunting task‖. This concerns ―the amount of stock-keeping units, outlets, supply 
sources, seasons and product characteristics, and the degree of complexity in the SC.‖ 
To ―optimize‖ the demand chain process, one needs to measure the BWE and identify its 
causes to reduce, or eliminate, its impact on demand process performance. The 
optimization model should correctly assess the impact of different forecasting and ordering 
strategies on demand variability in the SC. Manufacturers respond to demand variability by 
implementing progressively more sophisticated forecasting tools. Unfortunately no 
forecasting tool is capable to predict demands‘ fluctuations‖ (Dhahri et al, 2007). 
Stadtler and Kilger (2008, p. 31) add to mentioned mitigation strategies, that these gain 
advantage from recent developments in communication technology and large database 
management systems holding accurate and timely information about the present and past 
states of each entity in the SC. Moreover, a mathematical model of the SC may be generated 
and used to support the decision-making of individuals (Haehling von Lanzenauer and Pilz-
Glombik, 2000). This research also indicates that an APS, with its modeling features and 
solution procedures, can be a means to mitigate the BWE.  
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The next paragraph will further dig into this particular method for counteracting the BWE, but 
first it is necessary to consider how APS have their roots amongst others in decision 
support systems. 
 
2.2. Decision support systems & advanced planning systems  
 
This subsection makes clear what one may understand by the concepts of decision support 
systems (DSS) and advanced planning systems (APS).  
2.2.1 Concepts of decision support systems  
 
Regarding DSS its nature gets explained, how a DSS can be considered as a tool to 
enhance SC performance, and its planning modules and applications. 
 
Over the years, many companies have adopted new technology to integrate business 
activities in order to lower costs in their operations. Developments in information technology, 
expansion of the internet and electronic business have made it possible for suppliers and 
buyers to better manage their SCM systems by establishing electronic linkages, enhance 
inventory management and control, and monitor the flow of goods in real time. In recent 
years, many firms have invested in enterprise resource planning (ERP) in order to integrate 
all business activities into a uniform system with a common and central database in the 
organization (Beheshti, 2006; Chandrashekar and Schary, 1999; Davenport, 1998). 
Recently, ERP systems have become a part of the extended enterprise and serve as a 
platform for collaboration between business partners in the SC by providing decision-making 
support to improve SC performance (Hendricks et al., 2007; Jacobs and Weston, 2007; 
Weston, 2003). The use of technology in businesses and the availability of information in 
corporate databases require inventory managers to have access to an interactive DSS that 
allows the manager to evaluate the company‘s alternatives with regard to supply and 
demand variability and find a solution that is satisfactory for the company‘s SC and its 
partners. A DSS models information to support managers during their decision-making 
process. Ahuja and Hanna (2004) emphasize the importance of DSS in business-world 
decisions when quantitative models are used.  
 
SCM makes use of a total systems approach to manage the entire flow of information, 
materials, and services in fulfilling a customer demand (Li, 2007). Although a completely 
integrated solution may result in ―optimal‖ system performance, this solution is not always in 
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the best interest of every individual member in the system. As a result, independent SC 
members are usually more keen in ―optimizing‖ their individual objectives rather than that of 
the entire system. A key issue in SCM is then to develop mechanisms that can align the 
objectives of independent SC members and coordinate their decisions and activities so as to 
―optimize‖ system performance. Such a mechanism might be the use of a DSS. 
 
The idea of using the computer to assist decision-makers was published as early as 1963 by 
Bonini. Scott Morton (1971) is considered one of the first group of researchers who used the 
term ‗decision support systems‘. Since then (Eom and Kim, 2005), there has been an 
increasing amount of research (Burstein and Holsapple, 2008) in the area of DSS. DSS 
research is broadly grouped into application development, DSS theory building, and the 
study of reference disciplines. To narrow down the scope for this research paper, this 
paragraph will only elaborate on the DSS application development. Eom and Kim (2005) 
mention that the production and operations management has been the main DSS application 
area over the past decade.  
 
DSS applications - A typical component of a production and operations management 
process concerns aggregate demand and production planning. Managing aggregate 
customer demand sets off the operations management process. To come across aggregate 
demand, capacity must be planned as part of long-range planning. DSS are amongst others 
developed to ―optimize‖ capacity planning (Bermon and Hood, 1999) and flexible 
manufacturing systems design (Borenstein, 1998). The most important DSS applications in 
this area are ‖long term production planning and control systems, and medium-term master 
scheduling of specifying production by item, by period, and by capacity group‖ (Eom and 
Kim, 2005). Master scheduling can only be managed effectively with careful planning of 
inventory planning and control (Chaudhry et al, 1996, Chen and Sinha, 1996, Katok et al, 
2001). Another area of a DSS application concerns ―inter-organizational decisions such as 
SC planning (Koutsoukis et al, 2000), collaborative planning and forecasting (Raghunathan, 
1999), and designing inter-organizational DSS (Lin et al, 2000)―.  
According to Eom and Kim (2005) management science & operations research (MS/OR) 
models are important elements of DSS tools. ―Forecasting and statistical models, integer 
programming, simulation, linear programming, and network models are powerful MS/OR 
tools that are increasingly embedded in the model base of DSSs.‖ 
Many SC planning modules of DSS assist planners at a number of levels in the decision 
hierarchy (De Kok and Graves, 2003). The literature reports on a few successful 
implementations of DSS in either special SC planning situations or optimization models 
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regarding the entire chain. In recent years SC planning has been developed to be supported 
by optimization and simulation tools, especially concerning higher planning levels. 
Simulation, by itself, offers no assistance in identifying an ―optimal‖, or even good, set of 
decisions.  
Complex trade-off analysis are computed with the help of optimization models and solution 
heuristics in relatively short computing time (de Kok and Graves, 2003; Chopra and Meindl, 
2004; Grewal et al., 2008; Jonsson et al., 2007; and Andersson and Rudberg, 2007) report 
on companies using standard advanced planning systems (APS) software at the mid-term 
tactical planning level, with the aim to ―optimize‖ SC planning. 
 
Now the relationship between DSS and APS has been explained, the next subsection will tell 
more about APS. 
2.2.2 Concepts of advanced planning systems  
 
This part describes how advanced planning systems (APS) often make an integral part of 
an ERP, why APS as a DSS for production and distribution planning are still a new and fairly 
unfamiliar instruments, how APS’s architecture is often displayed, the usage of APS and 
their potential benefits, and how they can have a positive effect on the BWE and SC 
performance. 
APS categorization and planning structure - Increasing pressure on SC performance has 
for many years encouraged businesses to take action to improve their overall 
competitiveness. Advanced planning systems (APS) are put forward as an instrument to 
meet the ever increasing demands on effectiveness that put new pressures on fast and 
efficient planning and management of the SC (David et al., 2006). However, APS as a DSS 
for production and distribution planning are still a new and rather unexplored instrument 
(Stadtler and Kilger, 2008; Wu et al, 2000). During the last few years, companies that sell 
ERP systems have started developing and integrating APS-modules, which by the support of 
mathematical algorithms and optimization functionality, supports planning of complex 
systems such as supply chains (Stadtler and Kilger, 2008; Wu et al, 2000). To be able to 
plan and control complex SC structures solid management decision support is required. 
Consequently, in recent years planning has found a kind of new beginning in the use of 
optimization and simulation tools. APS utilize such optimization and simulation tools. It 
takes into account SC constraints and produces near ―optimal‖ plans and is for that reason 
sometimes called supply chain optimization software (Jonsson et al, 2007). Often, solver 
engines based on linear and mixed integer programming are used to sort out the bulky 
amount of data. To reduce computing time, heuristics are used built on operations 
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research knowledge (de Kok and Graves, 2003). APS, therefore, try to automate and 
computerize the planning through simulation and optimization. Grewal et al (2008): ―The 
recent integration of optimization techniques into simulation packages is widespread and 
most of the commercial discrete-event simulation packages contain some sort of 
optimization module (Fu, 2002). Simulation optimization is defined as the optimization of 
performance measures based on outputs from stochastic simulations.‖ According to 
Jonsson et al. (2007): ―owing to model complexity and solvability, stochastic features are 
typically not included in standard APS, although future estimates incorporate a high degree 
of uncertainty (Entrup, 2005)‖. As an alternative, businesses develop a set of scenarios to 
establish upper and lower bounds and a typical (most realistic) case. 
Nevertheless, there are a number of practical approaches to ―optimizing‖ simulation models 
which possess optimization features that are expected to be present in an APS. ―One of 
them is OptQuest of Crystal Ball, which ―optimizes‖ the choice of decision variables when the 
objective function is based on simulation outcomes‖ (Powell and Baker, 2009, p. 444). 
APS architecture - although developed independently by different software vendors APS 
present a typical architecture (Stadtler and Kilger, 2005) based on the principles of 
hierarchical planning. 
The main focus is on ―supporting the material flow across a SC and related business 
functions: procurement, production, transport and distribution as well as sales‖, see Figure 5, 
x-axis).  
Figure 5: The SC Planning Matrix (Stadtler and Kilger, 2008, p. 87) 
The related planning tasks are considered at different levels of aggregation and planning 
intervals ranging from ‗aggregated long-term‘ to ‗detailed short-term‘ planning (see Figure 5, 
y-axis). These two axes form the SC planning matrix. Its contents are planning tasks, which 
also correspond to software modules representing an APS.   
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Areas of using APS - Jonsson et al. (2007) put forward that the appropriateness of using 
APS could be related to the following areas: (1) Planning complexity. Dealing with high 
planning problem complexity is a characteristic element of APS (de Kok and Graves, 2003; 
Chopra and Meindl, 2004). One could make a distinction between ―complexity in the physical 
supply chain structure (e.g. the number of links, nodes, capacity processes, item groups) and 
complexity in decision making (e.g. including several trade-offs between different business 
constraints and decision rules such as customer and item priorities)‖. (2) Planning model and 
design. The APS effects should also be affected by the planning model design, i.e. how the 
suitable optimization functions, aggregation levels and number of constraints for a specific 
planning problem is selected. (3) Planning data. All planning is based on a large quantity of 
data. Hence, data collection and validation have to be conducted in appropriate ways.  
(4) Planning organization. Solving complex SC planning matters by employing APS is not 
only an issue of designing a proper optimization model and securing accurate basic data. 
The design and functioning of the planning organization may also have significant influence 
on the planning performance, particularly when different functional and organization units 
affect and are affected by the planning. 
Thus, APS deal with complex planning problems, using an optimization-based 
planning model and design, relying on a substantial amount of planning data and is carried 
out by a planning organization. Each of the above mentioned areas are laid hand on in this 
paper. 
 
The potential benefits of APS systems – according to Ivert and Jonsson (2010) only a 
small number of studies have been conducted on how APS systems are used in practice 
(Wiers, 2009) and the benefits in which an APS approach results (Lin et al., 2007). APS 
assure that after APS implementation there will be improved throughput times, delivery 
times, inventory levels and utilization rates resulting in higher customer service levels and 
major reduction in costs (Van Eck, 2003). Cederborg and Rudberg (2008): in particular this 
regards to the demand planning module which should improve decisions affecting demand 
accuracy and the calculation of buffers to reach the predefined service level (Stadtler and 
Kilger, 2008). Moreover, the visibility of demand and delivery promises increased and the 
process and demand uncertainties decreased. A better perception of supply-chain trade-offs 
and further developments of immediate importance were also found (Ivert and Jonsson, 
2010). However, these are the benefits one would expect from a well working planning 
process with or without APS support (Vollmann et al., 2005) and it would be interesting to 
gain the insight for how APS support the planning process in question and which benefits 
APS give to the process.  
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Nearly all research concerning APS systems has centered their attention on designing 
advanced algorithms to solve planning and scheduling problems (Wiers, 2002; Lin et al., 
2007). The few studies made on how APS systems are used are of a descriptive nature, 
where benefits generated from the APS use are only of indirect interest. Besides, most 
studies describe how APS systems support the planning in general and do not look at a 
specific planning process. 
As mentioned by Ivert and Jonsson (2010): ―the benefit one receives in the end is influenced 
by a number factors and a large number of studies have been conducted with the aim of 
explaining the antecedents of information system (IS) effectiveness (Zhang et al., 2005).‖ 
Generally, the results of the studies have been mixed due to among other things the many 
factors that may blur the relationships between benefits and its causes (Grover et al., 1996). 
Besides, it is hard to isolate the contribution of the IS functions from other inputs to SC 
performance. 
 
This subsection may have given the impression that advanced planning is to a certain extent 
only methodologically, but the human interface is considered very crucial in using APS. As 
mentioned by Stadtler and Kilger (2008, p. 86): APS try to computerize the planning through 
simulation and optimization.  
Still the decision-making is done by planners who have insight in the particular SC, are 
familiar with the system constraints, and also have a feeling about feasibility in the plans that 
are created. However, the shift from decision making by human planners to that by an APS 
might lead to some problems, because the first ones are afraid of being substituted by 
computers. This concern is based upon three major advantages of APS: ―they visualize 
information, reduce planning time, and allow an easy application of optimization methods.‖ 
Nevertheless, modeling is always a relaxation of reality. Therefore, human knowledge, 
experience, and skill is still required to bridge the gap between model and reality. ―Planning 
systems, no matter how advanced they might be, remain decision support systems (DSS), 
i.e. they support human decision makers.‖ (Kilger and Stadtler, 2008, p. 86). 
 
In order to apply APS and afterward test propositions it requires to start with constructing a 
proper simulation model.  
 
26 
2.3 Supply chain simulation model 
 
This paragraph presents the building blocks (down and upstream elements, and the number 
of echelon(s)) for the SC simulation model that are used in chapter 3 (methodology).  
2.3.1 Simulation model building blocks 
 
In several cases, simulation is a well accepted approach in studying supply chains as their 
complexity hinders more traditional analytic evaluation (Van der Zee and Van der Vorst, 
2005; Huang, et al., 2003; Ridall, et al., 2000). Researchers in the area of operations 
management over the past decades (Stadtler, 2005; Zipkin, 2000; Beamon, 1998; Tayur et 
al., 1998; Graves et. al., 1993) have tried to develop insights on simpler models which could 
then be used as ―building blocks‖ to study more complex and real supply chains. The 
approach employed here is based on Swaminathan and Tayur (2003) who decompose a 
multi-level SC – such as an assembly or a distribution system – and analyze ―individual‖ 
echelons with specific characteristics under different SC conditions.  
Following this approach provides a breakdown for underpinning the SC model used in this 
paper. In line with the above standing the bullwhip explorer (version 2007) has been 
selected which exemplifies a ―single‖ echelon SC model. It represents a manufacturer who 
delivers a product (in this case ‗beer‘) to a retailer (Fout! Verwijzingsbron niet gevonden.).  
 
Figure 6: A ―single‖ echelon supply chain being part of a ―two‖ echelon SC modeled as a 
production/inventory system (an adjusted model of Boute et al., 2008) 
Concerning simulation of the BWE, the beer game is mostly applied. Kumar et al. (2007) 
state that ―the beer game simulation provides a useful framework for learning about 
challenges in production logistics systems‖. However, the bullwhip explorer can also be 
used for understanding the complexity of managing decision-making in supply chains (Boute 
and Lambrecht, 2009, 2007; Disney and Lambrecht, 2008; Dejonckheere et al. 2002).  
A ―single‖ SC echelon 
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Once decomposed, any echelon in a SC faces three types of building blocks – downstream, 
upstream, and one or more echelon(s) according to Zipkin (2000), Tayur, et. al. (1998), and 
Graves, et. al. (1993).  
2.3.2 Downstream SC conditions 
 
Downstream aspects of a SC are those that depend on actions of the echelons further down 
the production/distribution chain (such as the customers), the way information obtained from 
downstream facilities is processed, and the contractual relationship with downstream 
facilities.  
 
Demand process - (Boute and Lambrecht, 2009, 2007; Swaminathan and Tayur, 2003) The 
demand that gets generated at any echelon depends on the operations and decisions of the 
downstream echelons. Seldom does one find real environments where demand is 
deterministic5 because of the uncertainties in the business environment. As a result, this 
paper will concentrate on models with stochastic demand. In a ―discrete‖ time setting, the 
simplest stochastic demand assumption is that of IID (independent and identically 
distributed). This implies that in each period the demand is independent from other periods, 
but is generated from the same distribution, and is also referred to as a ―stationary‖ 
distribution. Another (more realistic) related assumption is that of independent, but non-
identical demands in different periods. This is also called a ―non-stationary‖ distribution. In 
this paper the latter demand pattern will characteristically be presented by a first order 
autoregressive AR (1) demand (Box and Jenkins, 1976) following the research set-up by 
Disney and Lambrecht (2008), and Boute and Lambrecht (2009, 2007).  
Forecasts and information - In many business environments, it is not possible to respond 
to the generated demand instantly (due to lead time for production, supply and distribution as 
well as capacity constraints). In such cases, the echelon develops forecasts for demand in 
any period and utilizes that to produce enough to match the requirements of demand. 
Another way to predict the demand is to gain more information about the ordering process at 
the downstream echelon (which generates the demand) or try to predict unknown 
parameters in the demand distribution using the information about realized demand until 
then. These predictions are utilized to develop the inventory replenishment system for the 
echelon (Swaminathan and Tayur, 2003). 
                                               
5
 Mitrani (1982, p. 2): ‗The terms ―deterministic‖ and ―stochastic‖ refer, respectively, to the absence or 
presence of random variables in the model.‘ 
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There are many different forecasting tools and methods (Waddell and Sohal, 1994; Georgoff 
and Murdick ,1986; Chambers, et al., 1971). In this research the time-series methods appear 
to be best suited. Support for choosing this forecasting category is given by Disney and 
Lambrecht (2008, p. 28-29), Simchi-Levi, et al., (2008, p. 58); Boute and Lambrecht (2009, 
2007); and, Joshi (2000). Time-series methods use a variety of past data (that is, past values 
of the value being predicted) to approximate future data.  
 
Contracts - (Swaminathan and Tayur, 2003) Contracts with downstream echelons typically 
determine the costs as well as service that needs to be provided by an echelon. Contracts 
dictate i.e. whether the penalty cost for stocking-out or delaying the shipment will be allowed. 
Multi-period discrete-time models can be differentiated based on not any, partial or complete 
backlogging of demand. In the case of no backlogging (also called lost sales), a company 
loses all the demand that it fell short of in a given period whereas in the complete 
backlogging case, a company is allowed to ship the remaining order in future periods (but 
has to incur the penalty). The latter one, will be the case in this paper‘s simulation setting. 
Other parameters in the contract that will be dealt with concern the constrained level of 
service (such as customer service level and fill rate). SC models have been developed with 
the fundamental objective of ―optimal‖ contracts (Lariviere, 1998; Tsay, et al. ,1998).  
2.3.3 Upstream SC conditions 
 
Upstream aspects of a SC depend on the decisions of the suppliers further up the 
production/distribution chain related to their process. Due to the set-up of this paper‘s 
simulation model only the following ones are considered here: lead time, and replenishment 
systems. 
 
Lead time - In most real environments, there are significant lead times involved before the 
material ordered is received from the supplier. SC models can be developed with zero lead 
time, fixed deterministic lead time (Chen, et al., 2000) and stochastic lead time (Chatfield, et 
al., 2004). Following the research of Sterman (1989) it is quite common to choose for a time 
bucket consisting of a week when running a beer game simulation. 
Inventory replenishment systems - The fundamental choice in almost all SC models 
relates to how much inventory to stock in a given period, and when to produce/order. Giving 
answer to these questions is often called the inventory (ordering) policy or inventory 
replenishment system and determines the operating performance of a SC echelon.  
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As stated by Wagner and Sürie, 2008, p. 56: inventory decomposes into different 
components according to the motives for holding inventory, like safety stock. The distinction 
of inventory components is required for: the finding of benefits, the determination of the 
inventory levels, and setting target inventory levels (e.g. in APS).  
To choose an effective inventory policy, managers have to take many characteristics of the 
SC into account, like customer demand, replenishment lead time, the number of different 
products being considered, the length of the planning horizon, costs, and service level 
requirements (Simchi-Levi, et al., 2008, p. 32). In addition to this Tempelmeier (2009) says 
that inventory policies differ in two aspects, namely the mechanism used to trigger 
replenishment orders and the decision rule that specifies the determination of the order size.  
2.3.4 SC echelon conditions  
 
The performance of (a) SC echelon(s) among other factors depends on (Gunasekaran, et al. 
(2004)) the capacity available for production, the number of products produced, set-up costs 
and variable costs associated with production, randomness in the production process, and 
operational policies such as inventory decisions as well as sequencing and scheduling. Out 
of these factors only capacity, and costs are dealt with here. But first decision making in a SC 
environment gets referred to here. 
 
Decision making - By using the bullwhip explorer the decision maker can experiment with 
order smoothing and forecasting and as such, he/she can evaluate the impact of different 
replenishment strategies on the fluctuations in both the order and inventory pattern (Boute 
and Lambrecht, 2009, 2007).  
Capacity - Most real echelons have finite capacity for production in any given period which 
can be increased to a degree through outsourcing on a need basis. However, integrating 
capacity into a SC model may make it more difficult to analyze. As a consequence, the 
earliest models (Swaminathan and Tayur (2003); Kapuscinski and Tayur (1998); Aviv and 
Federgruen (1997), Federgruen and Zipkin (1986a,b)) assumed ―infinite‖ capacities in the 
process and more recent models (Chen, and Lee, 2010) have incorporated ―finite‖ fixed 
capacity in their analysis. In chapter 3 (methodology) capacity is concretely determined for 
SC modeling purposes. 
Costs - There are several kind of costs associated with the production and inventory at an 
echelon, which are also present in the bullwhip explorer. In general, there is a per unit 
production cost (or variable cost of production). This kind is excluded from the modeling 
experiment. Besides, there could be a fixed cost associated with production. This cost 
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typically reflects the costs associated with changing the set-up of machines (equivalent of 
set-up or changeover time). The production switching costs are incurred for changing the 
level of production in a period (Boute and Lambrecht, 2009, 2007). 
Furthermore, there is a per unit holding cost that is charged to inventory remaining at the at 
the end of the period. Finally, there may be backlog costs, incurred for each unit short of 
inventory per period. These costs together with the stock-out or penalty cost described above 
contain the total costs incurred by an echelon. The underlying cost structure also drives the 
order variability (Chen and Lee, 2010), which will especially be made clear in the illustrated 
use of the bullwhip explorer (see chapter 3).  
 
Now the SC simulation model has been decomposed into defined elements it is time to 
introduce the  accompanying parameter conditions which need to be ―optimized‖, and how 
the impact on the BWE and SC performance can be measured. 
 
2.4 Supply chain model optimization 
This section deals with aspects of ―optimizing‖ demand planning as well as inventory 
replenishment systems under various parameter conditions. For optimization and 
simulation purposes, a ―proposition‖ is formulated, given predetermined conditions. As 
these conditions have most likely an impact on the BWE and the overall SC performance, 
key performance measures and metrics are covered here as well. 
According to Powell and Baker (2009, p. 214) optimization signifies one of the higher order 
levels of analysis, usually coming after a base-case has been established, and when what-if 
questions have been explored. In this paper the sophisticated Excel add-in Crystal ball is 
used with its function OptQuest (which has also been applied by Grewal et al. (2008-2009) 
for optimization studies). OptQuest ―optimizes‖ the choice of decision variables when the 
objective function is based on simulation outcomes, which is the case when using the 
bullwhip explorer. Furthermore, OptQuest takes a heuristic approach to optimization, by 
which one means that it searches intelligently for better and better solutions, but OptQuest 
cannot guarantee that it finds the global optimum (Powell and Baker 2009, p. 445).  
The SC model optimization concerns at the one hand on demand planning and on the 
other hand on inventory replenishment systems. 
2.4.1 Optimizing demand planning conditions 
 
In this subsection the methods for demand planning concern: forecasting, scenario 
sensitivity analysis, together with the calculation of safety stocks.  
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Demand planning and pattern - Bon and Leng (2009), and Stadtler (2005): demand 
planning is considered as the first step of a SC planning process, which provides a 
continuous link to manage the inventory position and the product demand. Whereas, 
according to Stadtler and Kilger (2008, p. 135-136), ―the task of demand planning is to 
predict the future customer demand for a set of items.‖  
An overall method for conducting demand planning is illustrated in Figure 7.  
 
Figure 7: Methods for demand planning (Fleischmann and Meyr, 2003) 
The demand pattern for a specific item can be considered as a time series of separate 
values (Silver et al. 1998). For each item, there may be several time series, representing for 
example historic data, forecast data or calculated data like the forecast accuracy. The choice 
of the right time series to be used in the demand planning process depends on the answer to 
the question: what is being forecasted?  
 
Forecasting - When a SC echelon does not know the true demand process, one can use 
simple methods to forecast demand. This way future demand forecasts are constantly 
updated in face of new demand realizations (Stadtler and Kilger, 2008, p.146). Although 
more than one forecasting method can be selected from the choice is often made for 
―exponential smoothing‖. This forecasting method is well understood and popular amongst 
practitioners (Boute and Lambrecht 2009; 2007; Disney and Lambrecht, 2008). Empirical 
research by Makridakis, et al (1982) shows that exponential smoothing to be a worthy option 
for one-period-ahead forecasting. Sterman (1987) on his turn states that exponential 
smoothing seems to outperform many other forecasting methods even over longer time 
horizons.  
The exponential smoothing forecast of next period‘s demand uses the parameter α is the 
smoothing constant, to which values between 0 and 1 can be assigned. Dejonckheere, et 
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al. (2003), and Boute and Lambrecht (2009, 2007) systematically proofed the impact of the 
smoothing forecast parameter on the resulting variance amplification. They observed (see 
Figure 8) that the BWE increases as the average age of the demand data in the forecast 
(Ta) decreases and thus α increases. When Ta goes to infinity (i.e. α  0,01) a fixed OUT 
level exists for all periods, and hence no BWE. In spite of this, large Ta-values are only 
usable for steady demand patterns. When demand is unsteady, small Ta-values have to be 
chosen to follow the demand closely and obtain a sufficient service level. Consequently, 
―there is a trade-off to be made between being responsive and following the demand 
changes very closely (small Ta-values) on the one hand and avoiding bullwhip (large Ta-
values) on the other hand.‖ 
 
In order to see how exponential smoothing forecasting effects OUT inventory policies 
(Dejonckheere et al., 2003) a causal loop diagram6 is presented in Figure 8.  
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Figure 8: Causal loop diagram for the order-up-to policy based on exponential smoothing 
                forecasts (Dejonckheere, et al., 2003) 
 
What-if analysis - According to Kleijnen and Smits (2003): ―All simulation types require 
sensitivity analysis or what-if analysis‖, and ―validation of simulation models requires 
sensitivity analysis‖. One ordinary method to explore sensitivity efficiently is to define ―best 
and worst case‖ scenarios. ―In the best (worst) case scenario one sets the values of all 
parameters and relationships to the values most (least) favorable to the outcomes one 
desires or the policies one wants to test. The extreme situations represented by best and 
                                               
6
 Reference is made to Sterman (2000) for a useful tutorial on constructing and interpreting causal 
loop diagrams.  
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worst cases are not the most likely outcomes.‖ There is also a logical reason to test 
parameters to its extremes. Mitrani mentions (1982, p.40-41) that ―a rough indication of the 
program‘s correctness is achieved by running it for particular cases where the answers are 
known (or can be guessed) beforehand. Often this involves choosing extreme parameter 
values: i.e. very high or very low arrival rates, very large or very small variances.‖  In the 
bullwhip explorer the parameters α, ß (both smoothing factors) and z (a factor for safety 
stock calculation) are all subjected to what if-analyses and tested within their extreme values. 
According to D. J. Pannell (1997): If parameters are indistinct, sensitivity analysis can give 
information such as: how ―robust‖ the optimal solution is in the face of different parameter 
values, and under what conditions the optimal solution would change (vice versa), and how 
much worse off would the decision makers be if they ignored the changed conditions and 
stayed with the original optimal strategy or some other one. ―If the optimal strategy is robust 
(insensitive to changes in parameters) this allows confidence in implementing or 
recommending it.‖  
 
Calculation of the “optimal” safety stock - Planning anticipates upcoming activities and is 
based on data about future developments. The data may be calculated by forecast models, 
but there will be a more or less critical forecast error. This error decreases the availability of 
products and therefore decreases the customer service a company offers. For enhancement 
of the service, safety stocks can be utilized which buffer against demands exceeding the 
forecast. However, that is not the only way to tackle uncertainty. Nienhaus, et al. (2006) ―The 
safety stock that is required to assure a sufficient service level increases with the variation of 
demand. The forecast error is one of the major factors influencing the amount of stock which 
is necessary to reach a specific service level‖ (Stadtler and Kilger, 2008, p. 158). ―The 
difference between planned and actual sales influences the service level of the whole supply 
chain. As this service level usually cannot reach 100%, safety stocks are an adequate tool 
for improving customer service. The amount of safety stock required for reaching a desired 
service level is closely linked to the forecast accuracy‖ (Stadtler and Kilger, 2008, p. 135).  
Tempelmeier (2009): for the determination of the ―optimum‖ safety stock under conditions of 
uncertainty the demand during the risk period plays a central role. The risk period is 
composed of the review period, and replenishment lead time. The length of the risk period 
depends on the inventory replenishment system (Stadtler and Kilger, 2008, p. 158). 
In the bullwhip explorer the amount of safety stock is calculated by a safety factor (z) 7. The 
value z can assume lies between 0.01 and 3.99. 
                                               
7
 The safety factor z gets calculated using the standard normal loss function (Boute and Lambrecht, 
2008, p. 33). 
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Up to this point optimization of demand planning conditions has been described. From 
here optimization of inventory replenishment systems conditions get paid attention to.   
2.4.2 Optimizing inventory replenishment system conditions  
 
According to Disney and Lambrecht (2008, p. 25) there are many different types of 
inventory replenishment systems (see for examples Silver et al. (1998), and Zipkin 
(2000)). According to Tempelmeier (2009), and Simchi-Levi, et al. (2008, Ch. 2) general 
inventory replenishment systems concern the (s, q), (r, S), and (s, S) policy.  
Within the scope of this research only the (r, S) policy will be dealt with because according to 
Disney and Lambrecht (2008): given the practice in retailing to replenishment inventories 
frequently (daily, weekly, monthly) and the tendency of manufacturers to produce to demand, 
the focus is on the replenishment strategy known as order-up-to (OUT) policies. In the 
literature (Tempelmeier, 2009; Boute and Lambrecht, 2009, 2007; Simchi-Levi, et al., 2008; 
Disney and Lambrecht, 2008) call this inventory policy ―the standard period review order-up-
to policy‖. In this policy the inventory level is reviewed (r) at regular intervals, and an 
appropriate quantity (S) is ordered after each review. The (r, S) policy is chosen for the 
reason that this inventory policy will be used for simulation purposes (in this case the 
bullwhip explorer). Figure 9 displays the (r, S) inventory policy.  
 
Figure 9: (r,S) policy (fixed order cycle, variable order quantity) – Tempelmeier (2009)  
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(Boute and Lambrecht, 2009, 2007): ―In a standard periodic review order-up-to policy, the 
inventory position is tracked at the end of every review period and compared with an order-
up-to (OUT) level. The OUT-level equals the expected demand during the risk period and a 
safety stock to cover higher than expected demands during the same risk period. The risk 
period equals the physical lead-time (Disney and Lambrecht, 2008, p. 26)‖. In the bullwhip 
explorer this is expressed as Tp periods (see also Figure 8).  
The question is, what is a an effective OUT level? To answer this question, two more 
parameters need to be addressed. One is the average daily demand faced by an echelon, 
and the other one is the standard deviation of this daily demand. In the upcoming simulation 
experiment these two variables are taken into account. 
Boute and Lambrecht (2009, 2007) also introduced, contrasting the standard one, a so-called 
generalized order-up-to (OUT) policy. Boute, et al. (2008): this policy does not recover the 
entire deficit between the OUT level and the inventory position in one time period.  
This OUT-policy is presented with the intention of dampening the order variability or 
smoothing the order pattern. The symbol used to dampen the order variability is ß which 
incorporates the so-called proportional controller into the standard OUT policy in order to 
increase the flexibility of the policy when balancing the inventory and capacity related costs. 
As this concerns rather a technicality, reference is made to Disney, et al. (2006), and 
Sterman (1989) for more details. 
It is key to mention (Disney and Lambrecht, 2008, p. 28; Boute et al., 2008; Boute and 
Lambrecht, 2009, 2007) that the values of ß ranges from 0 to 2. If ß = 1 one chases sales 
and thus there is no variance amplification. When ß < 1 the deficit recovery should be spread 
out over time, where ß > 1 implies an overreaction to the inventory deficit. Hence one creates 
a BWE. The crucial difference compared to standard OUT policy in relation to generalized 
OUT is that the latter one adjusts for only a fraction of the inventory deficit (Boute and 
Lambrecht, 2009). 
 
2.4.3 Comparing optimizations under trade-off parameter conditions  
 
According to Stadtler and Kilger (2008, p. 82-83) it is a straightforward method of advanced 
planning to look at the alternatives, to compare them with respect to the given criteria, and to 
select the best one. However, this simple procedure encounters, in most cases, three major 
difficulties. First of all, there are often several conflicting objectives and confusing 
preferences between alternatives. For example, customer service should be as high as 
possible while – at the same time – inventories are to be minimized. In this case no ―optimal‖ 
solution exists. The second difficulty is caused by the large number of alternatives that exist 
in SC planning. The third and most likely the hardest difficulty is dealing with uncertainty.  
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 As stated by Grewal et al. (2008): there are number of papers (Axsäter and Rosling (1994);  
Roderick et al (1994); Jacobs and Whybard (1992)) that have compared different inventory 
replenishment systems, like reorder point systems. Though, their findings are not 
consistent mainly due to the different approaches used by these researchers (Grewal et al, 
2008). One approach that has been used in comparing the performance of inventory 
replenishment systems is the tradeoff curve approach (see Figure 10). This one is based 
on examining performance over a range of values. A common issue with this kind of 
approach is to set the decision variables. Most studies use common decision variables 
across all the different kind of inventory replenishment systems (Suwanruji and Enns 
(2006); Roderick et al (1994); Jacobs and Whybark (1992)). These may not be ―optimal‖. 
Hence, according to Grewal et al (2008), there is a need to embrace a methodology where 
these decision variables can be set more appropriately. Simulation optimization is such an 
approach where decision variables can be set ―optimally‖ for each inventory replenishment 
system. Subsequently the performance of these systems can be compared under these 
―optimal‖ settings.  
  
―A common way to deal with a multi-objective decision problem is to set a minimum or 
maximum satisfaction level for each objective except for one that will be optimized.‖ Simchi-
levi, et al. (2008, p. 47) put it this way: assuming that the objective of an inventory 
optimization is to ascertain the ―optimal‖ inventory policy given an explicit service level (i.e. 
90, 95, or 99%), the question is: how a SC echelon should decide on the appropriate level of 
service? Usually this is determined by the downstream customer. In other words, i.e. the 
retailer can expect from the supplier to maintain a specific level of service and the supplier 
will use that target to manage its own inventory. In other cases, a SC echelon has the 
flexibility to choose the appropriate level of service. The trade-offs, are obvious: ceteris 
paribus, the higher the service level, the higher the inventory level. Similarly, for the same 
inventory level, the longer the lead time to a SC echelon, the lower the level of service 
provided by the SC echelon. However, the marginal impact on service level decreases with 
inventory level. Specifically, the lower the inventory level, the higher the impact of a unit of 
inventory on service level and therefore on expected profit.  
In a similar manner both earlier mentioned OUT-policies (standard versus generalized) are 
compared with each other under various parameter conditions. Comparisons are also made 
with and without service level constraints. The ―optimal‖ inventory replenishment policy is 
characterized by the one which approaches or equals a value of BWE = 1 (no BWE), and 
has the ―best‖ SC performance measures. 
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A graphical representation of a trade-off between two inventory replenishment systems (A 
and B) and contrasted to a range of values of the parameter inventory level and service level 
is depicted in Figure 10.  
 
Figure 10: Trade-off curve approach examining performance over a range of values (Enns 
and Grewal, 2008) of two inventory replenishment systems (A & B). 
The above mentioned SC modeling conditions and parameters settings will unquestionably 
impact SC performance.  
 
2.5 Supply chain performance measurement  
 
This subsection outlines several essential key SC performance measures and metrics that 
are affected by demand planning and inventory replenishment system parameter 
settings. Furthermore, the trade-off between these measures are emphasized. 
2.5.1 Trade-offs between SC performance measures 
 
According to Wagner and Sürie (2008, p. 37) various authors, researchers as well as 
practitioners, thought about concepts and frameworks as well as detailed metrics to review 
SC performance (e.g. Dreyer, 2000; Lambert and Pohlen,  2001; and, Bullinger et al., 2002). 
While each SC is unique and might need special management, there are some SC 
performance measures that are applicable in most settings (Stadtler and Kilger, 2007; 
Gunasekaran and Kobu, 2007; Hausman 2002; Bullinger et al. 2002; Lapide 2000): delivery 
performance, SC responsiveness, assets and inventories, and costs. Each of them gets 
explained first. 
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There are several ways to measure the BWE (Balan et al., 2009; Campuzano et al., 2009; 
Boute and Lambrecht, 2009, 2007; Cachon et al., 2007; Lee et al., 1997b; Chen et al., 2000; 
Disney and Towill, 2003b). For this paper the BWE measure of Boute and Lambrecht (2009, 
2007) is used. According to Boute and Lambrecht (2009, 2007), a bullwhip measurement = 1 
implies that the order variance is equal to the demand variance, or in other words, there is no 
variance amplification. A bullwhip measurement > 1 indicates that the BWE is present 
(amplification), whereas a bullwhip measurement < 1 is referred to as a smoothing scenario, 
meaning that the orders are smoothed (less variable) compared to the demand pattern 
(dampening).‖  
Though the focus of this paper is predominantly on measuring the BWE, it is also relevant 
(Disney and Lambrecht, 2008, p.13) to check the variance of the net stock since ―this has a 
significant impact on customer service (the higher the variance of net stock, the more safety 
stock required)‖ Boute and Lambrecht (2009, 2007). This measure is expressed as the net 
stock amplification (NSAmp). On the one hand, the BWE relates to the order variability and 
the switching costs, and on the other hand the NSAmp relates to investment in inventories 
and the customer service. All together this leads to a trade-off between the BWE and 
customer service which gets later on demonstrated by employing the bullwhip explorer. 
 
Apart from the above mentioned key performance measures, also secondary performance 
get paid attention to. These metrics concern the customer service measures, and SC cost 
measures.  
The customer service measures consist of customer service level, and fill rate. In the 
bullwhip explorer abbreviated as CSL and FR. For the customer service level quite a lot of 
definitions exist (Stadtler and Kilger, 2008, p. 159). For this paper the definitions of Boute, et 
al (2009, 2007) are used: ―the probability that customer demand is met from stock”.  
The fill rate in turn ―measures the proportion of demand that is immediately fulfilled from the 
inventory on hand‖.  
According to Disney and Lambrecht (2008, 13) the inventory and production (capacity) costs 
are related to the above mentioned variance amplification measures. A high bullwhip 
measure concerns a fluctuating order pattern, indicating that the production level is changed 
regularly, and resulting in a higher average production (capacity) cost per period. An 
increased inventory variance leads to higher holding and backlog costs, driving up the 
average inventory cost per period. The inventory costs ―consist of a holding cost per unit in 
inventory (when net stock is positive) and a shortage cost per unit backlogged (negative net 
stock).‖ The switching costs in turn concern ―the production switching costs are incurred for 
changing the level of production in a period. Assuming the production level is equal to the 
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placed order quantity, the change in production is given by the difference in order quantity 
versus the previous period (Boute and Lambrecht, 2009, 2007).‖  
 
Boute and Lambrecht (2009) have illustrated that on one hand the BWE may arise when 
using the standard OUT policy with traditional forecasting methods (i.e. exponential 
smoothing). However, on the other hand a generalized OUT policy may dampen the BWE 
and its corresponding production switching costs. Intuitively, Boute and Lambrecht (2009), 
one may expect that smooth (i.e. generalized OUT) ordering patterns will result in higher 
inventory fluctuations because the inventory buffer absorbs the demand fluctuations, 
resulting in a lower fill rate. According to these authors this can be illustrated with the 
bullwhip explorer. These observations illustrate a trade-off between the BWE and customer 
service level (as measured by net stock variance amplification). The question they asked is 
―how much production rates can be smoothed to minimize production adaptation costs 
without increasing inventory costs too much‖? 
Disney et al. (2006) on their turn show that it is achievable to reduce the BWE and reduce 
inventory variance together while maintaining the level of customer service. This is a true 
win-win situation resulting from the smoothing policy. However, this cannot be achieved in all 
cases, as it depends on the demand pattern which gets later on demonstrated by employing 
the bullwhip explorer. 
2.6 Propositions 
From the above mentioned research literature review, underlying theories and research 
outcomes the following ―propositions‖ can be deduced: 
P1: APS enable improved inventory levels and utilization rates resulting in higher customer 
service levels and major reduction in SC costs (Cederborg and Rudberg (2008); Stadtler and 
Kilger (2005); Vollmann et al. (2005); Van Eck (2003)). 
P2: a potential benefit of using APS is that the visibility of demand and delivery promises 
increase and the process and demand uncertainties decrease (Ivert and Jonsson, 2010); 
Jonsson et al. (2007), Vollmann et al. (2005)). 
P3: a potential benefit of using APS is to make SC trade-offs more lucid and/or visible (Ivert 
and Jonsson (2010); Vollmann et al. (2005)). In applying a replenishment rule one has to 
consider the impact on the inventory variance as well, because that variance has an 
immediate effect on customer service ―The higher the variance, the more stock will be 
needed to maintain customer service at the target level‖ (Boute and Lambrecht, 2009, 2007). 
40 
P4: an obvious cause-and-effect relationship between parametrizing SC conditions, 
demand planning, the generic inventory replenishment systems, and SC performance 
measures is blurry and cannot be generalized (Ivert and Jonsson (2010); Grover et al 
(1996)). 
P5:  The performance of the generalized OUT inventory policy surpasses the standard OUT 
inventory policy for the reason that the former one adjusts for only a fraction of the inventory 
deficit owing to the use of the proportional controller ß which produces the best simulation 
optimization results (BWE = 1) by using APS (Boute and Lambrecht (2009), and Disney 
and Lambrecht (2008, p.28)). 
P6: it is feasible to reduce the BWE and reduce inventory variance (NSAmp) together while 
maintaining the level of customer service (CSL) by using APS (Boute and Lambrecht (2009), 
and Disney and Lambrecht (2008, p.28)).  
In this chapter reference is made to all relevant literature covering the basic items of the 
earlier presented conceptual model. The next chapter is totally dedicated to the methodology 
simulation optimization and the way the experiment is set up. 
41 
3. Methodology – simulation optimization and experiments  
 
This chapter unfolds the setup of the experiments. It explains the way the parameters of the 
bullwhip explorer are initialized, in combination with the integral use of the simulation 
application Crystal Ball and its optimization function OptQuest. Moreover, scenarios for 
sensitivity / what-if analysis are presented. 
 
3.1 General outline of the bullwhip explorer  
 
In studying the behavior of supply chains, the choice of simulation modeling over other 
analysis methodologies comes from its inherent flexibility. Simulation is often regarded as a 
particularly strong instrument to support amongst others decision making. 
For modeling the dynamics of supply chains there is for this paper chosen to use simulation, 
because it best serves the earlier mentioned research objective(s). The for this paper 
proposed simulation tool – the bullwhip explorer – follows the standard setup of the beer 
game.  
 
The bullwhip explorer is especially useful for tweaking various SC parameter conditions 
and subsequently simulate amongst others the BWE. For a full and detailed explanation of 
the bullwhip explorer‘s setup, reference is made to the earlier mentioned literature, the 
APPENDIX, and the attached Excel spreadsheet. Nevertheless, it should suffice to just give 
at this point a general outline of the bullwhip explorer. 
 
In each period of the bullwhip explorer, the following sequence of events occur:  
(1) incoming deliveries from the upstream decision-maker are received and placed in 
inventory, (2) incoming orders (demand) are received from the downstream decision-maker 
and either fulfilled (if inventory is available) or backlogged, and (3) a new order is placed to 
the upstream echelon.  
 
In general the bullwhip explorer deals with two inventory replenishment systems and 
several forecasting techniques under different demand patterns. The two inventory 
replenishment systems are: a standard order-up-to (OUT) policy, and a generalized OUT 
policy. As earlier explained in chapter 2 the choice is made to only opt for one forecasting 
technique – the exponential smoothing – for the reason that else too many variables are 
taken into account. The bullwhip explorer demonstrates how tuning the parameters of 
demand planning and/or the inventory replenishment systems induce or reduce the 
BWE and other adjoining SC performance measures. 
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In this paper the focus is on a discrete-time model and multiple periods (up to 500 weeks). 
Furthermore, the decomposed SC simulation model is used to predict the SC performance 
measures of a manufacturer with respect to the cost of its production and inventory, the level 
of service provided to its customers, and flexibility of the production/distribution system.   
3.1.1 The bullwhip explorer parameters  
 
The following simplifying assumption is made for the bullwhip explorer: the manufacturer is 
the decision maker in the sketched ―single‖ echelon SC model (Fout! Verwijzingsbron niet 
gevonden.) who uses the bullwhip explorer as an APS tooling.  
 
The parameters used to define the simulation model are grouped into three types. The first 
type form the ―endogenous‖ parameters whose values define the features of a manufacturing 
system e.g. demand planning parameters. The second type form the ―exogenous‖ 
parameters whose values define the inventory replenishment systems (standard vs. 
generalized OUT). These parameters are e.g. lot size, and reorder point. The third type form 
the other variables that are used to define the random number streams, to check the system 
stability etc.  
 
In the bullwhip explorer the following INPUT parameters are used: 
 Two demand patterns are defined: a stationary demand pattern (IID - independent and 
identically distributed) ‗versus‘ a non-stationary demand pattern (AR - a first order 
autoregressive)  
 The demand parameters are similar to the original default settings, like a physical lead 
time (Tp) of 2 weeks, and a review period (Rp) of 1 week and a safety factor (z) of 1,96 
 Cost structures: respectively unit holding, backlog and switching cost per period 
For specific cost value details reference is made to the APPENDIX.  
 In this paper‘s simulation model the production capacity is considered to be infinite 
which is in line with the original experiment set-up.  
 Defining a demand forecasting technique: the ―exponential smoothing‖ technique is used 
 Defining the demand forecasting parameter: The smoothing parameter (α) = 0.20 
 Defining the demand parameter: the smoothing parameter (ß) = 1.0 (which only applies 
for the generalized OUT policy). 
   
In the bullwhip explorer the following OUTPUT parameters are used: 
 the variance amplification ratios: the bullwhip effect and net stock amplification;  
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 the customer service measures: customer service level and fill rate, and  
 the average costs per period: the average inventory and switching costs per period. 
 
As a default setting the BWE has an initial value of 2.60 under both the standard and 
generalized OUT policy assuming that exponential smoothing is selected. 
3.1.2 Optimization of simulation model parameters  
 
The bullwhip explorer contains several parameters. Crystal ball8 is used as the simulation 
software to run the model. The optimization software, OptQuest, is used in combination with 
Crystal ball to find out the ―optimal‖ control parameters.  
Simulation optimization has two elements: one is the simulation and the other the 
optimization element. The simulation element  gives the output of the SC performance 
measures under the set of given input parameters. The optimization element uses the 
outputs from the simulation element and gives the set of input parameters to perform the 
simulation. The process continues until some satisfied solution or termination condition is 
achieved. To give insight in the functioning of Crystal Ball and OptQuest a schematic of the 
simulation optimization model with uncertainty is displayed in Figure 11. 
 
The basic issues involved in using Crystal Ball together with OptQuest as a simulation 
optimization tool are the selection of control parameters, the objective function and 
constraints. These are defined in the following manner: 
In this study the objective function will be to minimize the earlier defined SC performance 
measures of interest - the BWE and as a derivative of a function NSAmp. The BWE as a 
―target‖ objective function is set as one (no BWE).  
The control parameters, in OptQuest labeled as decision variables, are the parameters which 
range from a lower to a upper control limit, which has been explained in paragraph 2.4. 
These concern: the safety factor (z), the smoothing parameters (α), and (ß).  
In OptQuest there is an option to use constraints to restrict the solution space. Here the 
customer service level (CSL) and fill rate (FR) are considered as constraints and are set 
respectively at more than or equal to 90%. This restrained choice for initialization is due the 
fact the OptQuest could not handle any other parameter adjustments despite several 
simulation optimization attempts.9 
                                               
8
 Crystal Ball, Fusion Edition, Release 11.1.1.1.00 
9
 Perhaps this is due to a lack of technical knowledge of the researcher of how to initialize the 
constraints in another way within OptQuest. 
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* only applicable for the generalized inventory replenishment system  
 
Figure 11 Schematic of the simulation & optimization model with uncertainty 
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3.2 Scenario sensitivity (what-if) analysis  
 
The earlier mentioned six propositions are tested for ―robustness‖ under the following 
conditions: 
 
- stationary demand pattern (IID) versus non-stationary demand pattern (AR)  
- setting the BWE = 1 (no bullwhip effect) as a ―target‖ object 
- making use of the demand forecasting parameter exponential smoothing 
- (not) constraining the service level at respectively >= 90 %  
- Simultaneously or subsequently optimizing the safety factor (z), the demand forecasting 
parameters (α), and the order pattern (ß).  
 
Within OptQuest the options chosen for running optimizations are set at a ten minute run 
and simulations are considered stochastic. After already approximately one minute the 
OptQuest results window displays optimization results. After several trial-and-error test runs 
it appeared that within mentioned time window of ten minutes the best solutions were 
adequate for analysis purposes. 
 
Accordingly simulation optimization scenarios take place under the following varying SC 
parameter conditions (Table 1): 
 
Table 1: SC parameter conditions 
 
At this point all initial parameters settings, its lower and upper bounds, as target parameters 
are elaborated on in order to commence with simulation optimization runs. The next 
chapter displays the experimental test results and tries to explain them.  
 
 
SC variables Parameter settings Optimizing parameter 
Inventory replenishment 
system 
Standard vs. Generalized OUT level Demand parameters: 
- safety factor (z) 
- smoothing parameter () 
 
Demand forecasting 
parameter: 
smoothing parameter () 
Demand pattern Stationary (IID) vs. Non-stationary (AR) 
Customer service 
 
Customer service level >= 90% 
Fill rate >= 90% 
Demand forecasting 
technique 
Exponential smoothing 
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4. Experimental results, analysis and discussion 
 
The experimental results of the conducted experiment are split up as follows. Paragraph 4.1 
assesses the bullwhip explorer’s test results. Paragraph 4.2 presents a summary of the 
OptQuest test results. Paragraph 4.3 gives a detailed analysis of the OptQuest test 
scenarios. In the last paragraph the propositions are validated by the test results and 
whether the problem statement gets unraveled. Finally, research questions are answered. 
 
The accompanying tables and graphs of the experiment are separately enclosed in the APPENDIX 
due to the sizeable amount of generated data. Result-windows of the bullwhip explorer after carried 
out simulation optimization runs with Crystal ball/OptQuest are exhibited in Part I of the APPENDIX. 
These tables and graphs per SC scenario are exhibited up to period 50 (representing almost a one 
year period) instead of 500. A period of 50 should extend enough into the future to capture the 
delayed and indirect effects of the SC parameter conditions. Furthermore, result-windows of pure 
OptQuest runs are presented in Part II of the APPENDIX.  
 
4.1 Analysis of the bullwhip explorer’s test results 
 
The tables & graphs (APPENDIX part I) display the bullwhip explorer’s test results per 
inventory policy according to the scenarios: the base-case optimized with OptQuest and 
with(out) service constraints. 
  
Preceding  the analysis it is relevant to mention that in all base-cases (standard and 
generalized OUT) the ―demand‖, ―net stock‖, and ―order‖ display irregular and not aligned 
graph lines. This is mainly due to the phase lag of three weeks (the order placed Tp + 1 
periods ago. Tp refers to the deterministic transportation delay of 2 days and there is 1 week 
ordering delay) and effects of randomness caused by various demand patterns (IID or AR). 
So no remarks on this kind of observation concerning tables and graphs will further be 
reported on. 
 
 Standard OUT: 
 Base-case: the peaks in ―inventory costs‖ are explained by the fact that due to ―net stock‖ 
positions holding costs are incurred and even negative stocks which result in backlog 
costs. Besides, the oscillatory and amplifying behavior of the ―switching costs‖ finds its 
explanation in the fact that the orders do not remain steady. When observing ―demand‖ 
and ―demand forecast‖ it appears that the exponential smoothing technique levels 
demand out as illustrated by a much more smoothed line graph. 
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 Optimized with OptQuest: striking to see is that the inventory costs show several more 
than average higher peaks. These peaks represent a backlog position which most likely 
is an effect of running OptQuest.  
 Optimized with OptQuest and with service constraints: the line graph of ―demand 
forecast‖ is flattened and the ―demand‖ and ―order‖ are exactly similar to each other. 
These developments are due to the imposed service constraints. 
 
Generalized OUT: 
Relevant to mention for the column ―OUT-level‖ in the table for the generalized OUT policy is 
that the abbreviation NA (Not Applicable) is listed. The OUT-level is for this particular policy 
not explicitly calculated, but implicitly by the difference between the desired and actual 
inventory position which represents the inventory deficit.  
 Base-case: large oscillations and amplifications in inventory and switching costs take 
place. Although one time it happens that no ―switching costs‖ are incurred which may be 
based on chance. 
 Optimized with OptQuest: it happens twice that ―inventory costs‖ show high peaks 
meaning that back log has occurred. The number of peaks and valleys occur randomly 
and do not illustrate a particular tendency. This can be illustrated by reiterating Crystal 
ball simulations runs. 
 Optimized with OptQuest and with service constraints: both ―demand-demand forecast‖ 
and ―demand-order‖ graph lines are exactly in line with each other due to the impact of 
service constraints. 
 
When comparing ―demand‖ to ―demand forecast‖ it appears that the exponential smoothing 
technique levels demand out. However under the scenario of using service constraints the 
―demand forecast‖ shows a flattened line under standard OUT, but under generalized OUT it 
exactly follows the trail of the ―demand‖. Why does this happen? A plausible explanation 
could be that under the condition with service constraints the order chases sales.  
 
All in all, the corresponding tables and graphs show somewhat expected trends, peaks and 
valleys (i.e. negative stocks and related high inventory costs). Despite the base-case has 
been subjected to optimization runs via OptQuest it is not directly observable in one glance 
how or at what point in the table and/or graphs which parameter gets optimized. Hence, 
hardly any justifiable statements about it can be made. 
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The bullwhip explorer shows only the incremental changes of the underlying variables, but 
not the gradual changes in the objective function the BWE, SC performance measures, and 
decision variables like z, , and ß in an overall output window. Quite the opposite, the 
OptQuest‘s result-windows does display these gradual changes. This may shed some 
different light on the analysis of test results which will become clear in the next paragraphs.  
 
4.2 Summary of OptQuest’s test results 
 
Given the ―base case‖ parameters settings (highlighted in yellow) and the selected 
simulation optimization scenarios the following most optimal test results generated by 
OptQuest are presented: Table 2 displays the what-if analyses results under the standard 
OUT policy.  
Table 3 displays the what-if analyses results under the generalized OUT policy. 
 
 Table 2 Summary of what-if analyses results under the standard OUT policy 
Inventory policy 
 
Objective SC performance measures Decision 
variables 
Standard OUT BWE NSAmp 
CSL  
(%) 
FR  
(%) 
Avg 
IC  
(€) 
Avg 
SC 
 (€) 
Safety 
 factor  
(z) 
Smoothing  
parameter 
() 
Base case 2.60 4.13 96.20 99.80 14.29 20.82 1.96 0.20 
Standard OUT IID ES 1.06 3.03 52.69 96.44  80.32 13.35 0.02 0.01 
Standard OUT AR ES 1.06 3.04 52.80 52.80 80.26 13.29 0.01 0.01 
Standard OUT IID ES 
 with service 
Constraints 
1.06 3.05 99.94 100.00 15.49 13.36 3.09 0.01 
Standard OUT AR ES 
 with service 
Constraints 
1.06 3.07 99.91 100.00 15.52 13.29 3.10 0.01 
 
Table 3 Summary of what-if analysis results under the generalized OUT policy 
Inventory policy Objective SC performance measures Decision variables 
 
 Generalized OUT 
BWE NSAmp 
CSL 
 (%) 
FR  
(%) 
Avg 
IC  
(€) 
Avg 
SC  
(€) 
Safety 
 factor  
(z) 
Smoothing 
parameter 
 () 
Smoothing 
parameter 
 (ß) 
Base case 2.60 4.13 96.20 99.80 14.29 20.82 1.96 1.00 0.20 
Generalized OUT IID ES 1.00 2.99 99.25 99.97 12.55 12.97 2.39 1.00 0.01 
Generalized OUT AR ES 1.00 3.03 99.25 99.97 12.64 12.97 2.39 1.00 0.01 
Generalized OUT IID ES 
 with service Constraints 
1.00 3.00 99.26 99.97 12.52 12.94 2.46 1.00 0.01 
Generalized OUT AR ES 
 with service Constraints 
1.00 2.95 99.44 99.98 12.47 12.86 2.41 1.00 0.01 
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As Table 2 and  
Table 3 only display a ―summary‖ of the performed experiment it is also necessary to show how the 
parameters behave under the predetermined (sub)optimal SC conditions and simulation 
optimization scenarios in order to demonstrate robustness and make inferences about its underlying 
variables and validate the formulated propositions.  
 
4.3 Analysis of OptQuest’s test results 
 
Section 4.3.1 makes an analysis of the most ―optimal‖ test results as presented in Table 2 
and Table 3. Section 4.3.2 judges on how the optimization solutions advance when 
considering them under ―sub-optimal‖ circumstances. To put it in other words whether the 
parameters remain robust under the predetermined scenarios but changing SC conditions. 
4.3.1 Optimal test results 
 
Regarding the summarized OptQuest test results (Table 2 and Table 3), firstly the target 
objective function gets assessed whether the level of one (no BWE) has been achieved or 
not. Secondly, the SC performance measures are assessed on whether they have improved 
or not. Thirdly, the decision variables get assessed on to what value they have been 
optimized. 
1) In OptQuest the BWE has been targeted as the ―objective function‖ with the value of one 
(no bullwhip effect). Table 2 and Table 3 show that the generalized OUT policy performs 
somewhat better than the standard one considering the set target objective function. Only the 
generalized OUT policy has reached the full target level of the BWE of 1.00. Although the 
standard one comes close the objective function with the value of 1.06. These values are 
reached for each policy, whether it concerns under the demand patterns IID, AR or with(out) 
service constraints.   
 
2) In Table 2 and Table 3 of the ―SC performance measures‖ the net stock amplification 
(NSAmp) appears not to show an absolute difference between themselves. When made a 
distinction between ―with‖ and ―without‖ using service constraints >= 90% it appears that 
under the standard OUT IID ES and AR ES the customer service level (CSL) drops to 
respectively 52.69% and 52.80% whereas under generalized OUT the service levels remain 
high (respectively 99.25% and 99.25%). Moreover, a variance is observed under standard 
OUT AR ES regarding the fill rate (FR) which has dropped to 52.80%. While under all the 
other parameter settings (with and without constraints, and compared to both inventory 
policies) no drop is observed.  
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Comparing the costs measures it obviously appears that under standard OUT IID and AR ES 
the average inventory costs per period (Avg IC) have increased. 
Reflecting on the SC performance measures together it is apparent that under the standard 
OUT IID and AR ES the CSL and FR have decreased and the Avg of both have increased.   
3) The most optimal decision variables in Table 2 and Table 3 show the following:  
a) the safety factor (z) shows under the standard OUT policy IID and AR ES a near zero 
value. Conversely under standard OUT with service constraints, z has a value around 3 (but 
has not the upper limit of 3.99). Under the generalized OUT policy, z balances between 2.39 
and 2.46 which gives a more steady impression.  
b) the demand smoothing parameter () remains under both OUT policies stable, though 
under the standard OUT policy the value reaches the lower limit of 0.01, and the generalized 
one on the other hand remains to stay on the base case level of 1.00!  
c) the order smoothing  parameter () reaches a value of 0.01 under the generalized OUT 
policy. 
 
So far the most optimal test results have been evaluated rather descriptively. The next 
paragraphs look at the sub-optimal test results (actually they can be considered as the 
residual or submissive test results of Table 2 and Table 3).    
4.3.2 Sub-optimal test results 
 
The tables & graphs (APPENDIX part II) display OptQuest‘s test results per inventory policy 
according to the scenarios: optimized with(out) service constraints:  
 
For a better comprehension of the presented tables and graphs with just OptQuest test 
results a concise explanation is required. The left column of the table shows the ―ranking‖ of 
the test results. The best found ―solution‖ is numbered as one. The amount of found solutions 
is expressed as solution #. It may occur that more solutions are found, but still ranked lower 
can be explained by the fact of rounded off numbers by two digits behind the decimal point. 
Moreover, the objective function is the BWE, the adjacent columns present the SC 
performance measures, and the last two columns the decision variables.  
 
Standard OUT: 
 The BWE incrementally increases starting from nearly one and further up. This line of 
conduct is due to the decision variable  which takes up the value range of 0.01-1.00.  
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 The safety factor z does not show a consistent picture of how it relates to the NSAmp. 
Whether z is low (i.e. 0.01) or high (i.e. 3.89) it does not clearly affect NSAmp. For 
instance: when z takes up a value of i.e. 0.01 it can demonstrate a NSAmp of 3.04, but 
also 6.05. Conversely, when z takes up a value of  i.e. 3.99 it can demonstrate a NSAmp 
of 6.04, but also 12.03 under AR ES. Also under other scenarios no particular cause-and-
effect is found. It seems that the smoothing parameter  suppresses the effect of the 
safety factor z. What the safety factor actually does affect is the customer service level 
(CSL). When z is low, say 0.02 than the CSL is 52.69% under the scenario IID ES. The 
same applies for the other scenarios. When z is higher, say 3.99 the CSL is 99.77%. This 
relationship is throughout the whole table noticeable. Such a direct relationship is 
imperceptible for the fill rate (FR) for a reason not to explain. 
 Under all standard OUT policy scenarios the BWE together with NSAmp remain steady 
up to the moment where the decision variables exceed the initial values of the base-case 
(1,96 for z and 0,20 for The graph lines of BWE and NSAmp increase from that 
defining moment more than progressively which is in line with their corresponding 
behavior. The explanation for this conduct is rather straightforward: OptQuest 
automatically tests for less optimal optimization outcomes as well.   
 The decision variable keeps pace with the average switching costs (Avg SC). For 
example, when  is low (0.01) then the Avg SC is € 13,35. When is high, say 0.99 than 
the Avg SC is € 78,27 for IID ES. Though this seems to demonstrate a causal 
relationship it looks more like a logical consequence for the reason that when the BWE is 
optimized around the value of one there is hardly any order fluctuation and consequently 
not much switching of production capacity. Furthermore, the average inventory costs 
(Avg IC) cannot directly be related to any of the decision variables when just looking at 
the tables. However, the graphs show some peaks which very likely exhibit back log 
costs. 
 Under the condition of service constraints >= 90 the CSL and FR keep the BWE for quite 
some test runs under the base-case value (< 2.60). Striking to see is that the safety 
factor (z) overrules the smoothing parameter () this is in contrast to the scenario where 
no service constraint was applied! 
 
Generalized OUT: 
 The BWE does not show a smooth line of one which gradually augments. Due to the 
decision variable ß (which ranges from 0.01 up to 1.55) the BWE breaks a couple of 
times through the objective function level of one, but ultimately reaches to relatively high 
numbers which are out of proportion (i.e. a BWE of 102,55 under AR ES). In spite of this 
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the scenarios under the generalized OUT policy show for NSAmp an unexpected peak 
which has at first sight no assignable cause other than for the reason that the decision 
values z, , and ß show extremely low values (respectively 0.01, 0.010, and 0.01).  
 The safety factor (z) does have a major effect on the customer service level (CSL), but a 
subtle distinction can be made. When z takes up i.e. a value of 3.99 a CSL of 99.72% 
and also 98.80% can be achieved. Despite the fact that z absolutely influences CSL it 
only may have a marginal impact. Hence, it might be that the smoothing parameters , 
and ß suppress z in one way or another. 
 
Before comparing standard versus generalized OUT it is first necessary to make the 
following remark. Comparing the tables and graphs between both OUT policies needs to be 
conducted with some care. The standard OUT policy produces by itself more solutions than 
the generalized one. In order to compare both policies the limited amount of standard OUT 
solutions has been truncated to the amount of generalized OUT test outcomes.  
 
The tables & graphs (in APPENDIX II) displaying the simulation optimization test results of 
the ―comparison‖ between and among the standard & generalized OUT unveil the following: 
 The standard OUT IID ES differs for the customer service level (CSL) in comparison to 
the demand pattern AR. Under IID the CSL is irregular. Under AR on the other hand the 
CSL and fill rate (FR) are totally similar to each other. For standard OUT the decision 
variable  is steady up to the point where it exceeds the initial base-case values of 0.20. 
Apparently this value triggers the BWE to break loose. Under generalized OUT the 
smoothing ß disturbs the stable line of .   
 Under the most optimal conditions (BWE = one or almost one) the decision variables z,  
and ß show different values (reference is made to Table 2 and Table 3).    
 Especially the graphs show that the standard OUT seems more or less technically inferior 
to the generalized one. Nevertheless the generalized OUT policy cannot sustain its 
seemingly superior position all the time for reasons that are not directly attributable.   
 
A relative comparison between the standard OUT versus the generalized policy shows that 
the latter one performs somewhat better considering the set target objective function. After all 
only the generalized OUT policy has reached the full target level of 1.00. 
 
Considering all the presented OptQuest‘s test results and descriptive assessments a 
cautious conclusion may be drawn. Compared to the initial parameter (base case) settings it 
appears that under the generalized OUT policy the SC performance measures have 
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improved in every way. In order to ascertain whether a significance difference is present 
between the standard versus the generalized OUT policy under the chosen SC scenarios 
actually a paired T-test should be conducted. However, this statistical test is unfortunately 
with the used software version of Crystal ball and OptQuest not feasible. Nevertheless, a 
qualitative analysis and discussion based on the earlier formulated propositions is possible. 
4.4 Discussing propositions 
 
Considering the test outcomes of the Bullwhip explorer and OptQuest the following 
comments are given on the earlier formulated propositions: 
P1: APS enable improved inventory levels and utilization rates resulting in higher customer 
service levels and major reduction in SC costs. 
P1: Although this proposition seems rather arbitrarily regarding ―what is the degree of 
improvement, higher, and major?‖ still a conclusion can be drawn. 
Standard OUT: none of the optimal test outcomes show improvement on the whole (put in 
other words: under every scenario and single condition). Though AR ES with service 
constraints performs the best, it does not show an improvement in Avg IC. 
Conclusion: P1 gets rejected.  
Generalized OUT: considering the whole it shows that all conditions have improved. 
Conclusion: P1 gets accepted. 
P2: a potential benefit of using APS is that the visibility of demand and delivery promises 
increase and the process and demand uncertainties decrease. 
P2: in the context of this study the ultimate test for determining the visibility of demand and 
delivery promises and the process and demand uncertainties is the SC performance 
measure the BWE and the net stock amplification (NSAmp). The BWE has improved under 
both inventory policies up to almost one for the standard OUT policy and to exactly one for 
the generalized OUT. The same applies for both inventory policies concerning NSAmp. 
Moreover, the bullwhip explorer visualizes the BWE over several periods (displayed by the 
graph ―order‖ versus ―demand‖). The NSAmp is visualized by ―net stock‖ versus ―demand‖ 
(APPENDIX part I). Moreover, cross references are made between the BWE and NSAmp 
during graph comparisons. 
Conclusion: P2 gets for both inventory policies accepted. 
P3: a potential benefit of using APS is to make SC trade-offs more lucid and/or visible. In 
applying a replenishment rule one has to consider the impact on the inventory variance as 
well, because that variance has an immediate effect on customer service: “The higher the 
variance, the more stock will be needed to maintain customer service at the target level”. 
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P3: the trade-off becomes clear by reflecting on the use of decision variables. However there 
are more than one trade-off possibilities between the predetermined SC performance 
measures other than the considered relationship between the BWE and inventory variance. 
 
Standard OUT:  
The first possibility applies for the decision variable α (the smoothing constant). Within 
OptQuest α is given a value range between 0.01 and 1. The bullwhip explorer should 
naturally act as follows: when the parameter α automatically approaches zero the average 
demand gets approximated as forecast. In that case the OUT-level remains constant over 
time and hence there is no BWE (i.e. a bullwhip value of one). This is obviously illustrated for 
all scenarios under the standard OUT policy. It is also understandable that when (hardly) no 
BWE appears, the NSAmp is stable as well because there is (barely) any variance 
amplification. The inventory and switching costs are related to these variance amplification 
measures. A low BWE measure means that the production level has not to change 
frequently, resulting in a lower average production switching cost (SC) per period.  
The second possibility applies for the decision variable z (safety factor). Within OptQuest z is 
given the value range between 0.01 and 3.99. The bullwhip explorer should naturally act as 
follows: when z approaches 0 (in the experiment OptQuest reaches respectively 0.02 and 
0.01) this will negatively influence the CSL (52.69% and 52.80%)) and FR (96.44% and 
52.80%). However, under IID ES the fill rate remains high! Hence, the expected cause-and-
effect relationship is not illustrated here. Where z is low the average inventory costs (IC) are 
relatively high because it has to compensate for backlog costs. This situation occurs under 
IID ES and AR ES. When z is high IC is relatively low, because the delivery performance 
from stock is secured. 
Under IID ES and AR ES with service constraints z is respectively 3.09 and 3.10. These 
values have been set by OptQuest due to intentionally pinpointing the CSL and FR around 
100%. Thus, this seems a very logical inference.  
Conclusion: P3 is accepted, apart from the condition IID ES. 
 
Generalized OUT: for the sake of convenience - as α remains constant at a value of 1.00 
under all conditions – it seems that this smoothing constant parameter does not affect the 
output. Therefore only z and ß are further taken into account. As already explained under the 
standard OUT policy, when z takes up a higher value then this positively influences the 
service levels. Under all circumstances this is the case (all around 99%). OptQuest has 
automatically taken up these efficient positions.  
When ß is low the BWE approaches exactly 1.00 in the experiment. This is precisely the 
expected outcome. When ß would have been set high than the BWE would have inflated.  
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Conclusion: P3 gets accepted. 
P4: an obvious cause-and-effect relationship between parametrizing SC conditions, 
demand planning, the generic inventory replenishment systems, and SC performance 
measures is blurry and cannot be generalized. 
P4: By trial-and-error and by iteratively changing parameter conditions it is possible to – by 
just using the bullwhip explorer - to run simulation scenarios. However, this is rather 
strenuously and insight in SC system dynamics is required. With the aid of simulation 
functionality offered by Crystal ball & optimization functionality offered by OptQuest it is 
possible to basically draw straightforward conclusions. However, comparing tables and 
graphs between inventory policies under simulation optimization scenarios makes it at 
times challenging to ascertain undisputable cause-and-effect relationships. 
Conclusion: P4 gets accepted. 
P5:  The performance of the generalized OUT inventory policy surpasses the standard OUT 
inventory policy for the reason that the former one adjusts for only a fraction of the inventory 
deficit owing to the use of the proportional controller ß which produces the best simulation 
optimization results (BWE = 1) by using APS. 
P5: Accepting or rejecting this proposition is disputable for the reasons that when 
considering only the best ranked optimization solutions (nr. 1 in every table) then the 
proposition should be accepted. However, considering more succeeding ranked solutions on 
their robust performance then it is questionable to accept the proposition. Hence, it is 
unjustifiable to draw a firm conclusion here. 
 
P6: it is feasible to reduce the BWE and reduce inventory variance (NSAmp) together while 
maintaining the level of customer service (CSL) by using APS.  
P6: Standard OUT: unfortunately under the conditions ID ES and AR ES the CSL‘s show a 
decline. 
Conclusion: P6 gets rejected.  
Generalized OUT: it is indeed possible to reduce the BWE and NSAmp simultaneously while 
even enhancing the CSL. 
Conclusion: P6 gets accepted.  
 
Considering the above mentioned comments on the formulated propositions the following 
answers are given on the earlier articulated problem statement and research questions:  
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To commence with the problem statement: under which ―optimal‖ demand planning & 
inventory replenishment parameter conditions can an advanced planning system (APS) 
mitigate the bullwhip effect (BWE), and consequently influence SC performance?  
The generalized OUT inventory replenishment system shows the best optimal results. It 
actually reaches the objective function set (BWE =1.00) by using a combination of the APS-
alike application the Bullwhip explorer and simulation optimization software Crystal ball-
OptQuest. The best SC parameter performances are reached with opposed service 
constraints >= 90% under demand pattern AR and by using the exponential smoothing 
technique. Under these parameter conditions the experiment gives the highest customer 
service levels and lowest averages costs. 
 
For the reason that research questions with the numbers I-III have already been answered in 
chapter 2 - where reference was made to scientific literature – they will not be taken further 
into consideration here. Regarding research question number IV: Which endogenous vs. 
exogenous SC parameter conditions get ―optimized‖ and what will be the likely impact on 
the BWE and SC performance? Here it suffices to refer to the summary of test results as 
presented in Table 2 and Table 3. Regarding the last research question number V: Which 
demand planning & inventory replenishment policies mitigate the BWE and influence SC 
performance the most?  
Which demand planning parameters in the form of IID or AR demand patterns performed 
better cannot be clearly designated by considering the corresponding tables and graphs. 
Regarding the forecasting technique only one type – the exponential smoothing technique – 
was employed and therefore no reference could be made to other ones. 
At first sight it appears that the generalized OUT policy is marginally better than the standard 
OUT policy under each SC scenario. This preliminary conclusion is based on the best 
optimal test results under each demand pattern, with(out) imposing service constraints, and 
optimization by OptQuest. After going through the listed tables and graphs with OptQuest‘s 
test results it becomes apparent that basically no dominant overall winner can be appointed 
due to a lack of alternating (in)direct cause-and-effect relationships between the decision 
variables, the objective function, and SC performance measures.  
 
Now the tests results are more carefully considered, the next and final chapter comes up with 
the overall conclusion and future research suggestions. 
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5. Conclusions, and future research suggestions 
 
In this final chapter an overall conclusion is presented, limitations and implications of the 
study get addressed, and future research suggestions are made. 
 
By using the APS alike tooling – the bullwhip explorer in combination with sophisticated 
simulation optimization software – mitigation of the BWE takes place and consequently SC 
performance can substantially be influenced. Whether overall, partial, none SC 
performance improvement occurs or even the opposite effect, worsening the SC 
performance depends on the chosen SC scenarios and optimized / constrained conditions 
of demand planning & inventory replenishment system parameters. More specifically,  of 
the two compared inventory replenishment systems the generalized OUT policy is under 
all predetermined demand planning conditions superficially better than the standard one. 
This especially applies when customer service levels are constrained. With opposed service 
constraints >= 90% under demand pattern AR and by using the exponential smoothing 
technique the experiment gives the highest customer service levels and lowest averages 
costs. 
 Apparently by introducing a proportional controller β for the inventory deficit shows the best 
simulation optimization results as expressed in a BWE measure of one. Besides, the 
trade-off between the SC performance measures has – for most conditions - clearly come 
forward graphically and numerically which reflects the contemporary APS theory in use. 
Despite the fact that in this study the selected objective function for simulation optimization 
purposes is the BWE it shows that this renders a sub-optimal solution. There is noticeably 
much more to the use of a APS-model than finding a single optimal solution. That solution 
should be viewed as a starting point for a wide ranging set of sensitivity analyses to improve 
SC performance. 
 
As this research is limited to a laboratory setting it seems at first sight that the findings of this 
study seem for managerial and practical implications rather theoretically and 
methodologically. However, the presented APS alike tooling and goal-oriented tuning of the 
demand planning and inventory replenishment system parameters to its optimal settings 
offer a meaningful opportunity to explore the BWE. Meaningful in the sense of gaining insight 
into how demand patterns, inventory replenishment policies, and forecasting techniques 
influence the degree of the bullwhip effect, net stock amplification, the quality of customer 
services, and SC costs.  
 Unfortunately, with hindsight noticeable underlying cause-and-effect relations did not 
materialize convincingly for each conducted experiment. This is despite the support of 
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accompanying graphical representations which should assist in swiftly getting visible the 
rather complicated interactions under various simulation optimization scenarios.  
For future research I would like to make the following suggestions. Firstly, I would like to 
emphasize to use a higher software version of Crystal ball in combination with OptQuest 
which makes it possible to conduct a paired T-test to ascertain whether or not a significant 
difference exits between the two inventory replenishment systems under the 
predetermined SC conditions.  Secondly, the conducted experiments can also be extended 
by applying more advanced forecasting methods, like ARIMA (Boute and Lambrecht, 2009, 
2007; Disney and Lambrecht, 2008). Thirdly, though technically feasible (Lambrecht and 
Dejonckheere, 1999), but a bit more challenging for analysis purposes is to extend the 
bullwhip explorer with one or more SC echelons, like adding a distributor and/or a 
wholesaler. Moreover, with the emergence of more refined experiment methods like ―design 
of experiments‖ (i.e. response surface models) better trade-off investigations can be 
conducted. Last, but not least: in this research most of the attention is paid to reach the BWE 
as a target objective and to ―optimize‖ its underlying parameters. However for reaching an 
―optimal‖ order & net stock variation (NSAmp) it is worthwhile to consider them 
simultaneously instead of individually as is showed in this study. 
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APPENDIX 
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 List of references 
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 An overview of equations used in the bullwhip explorer 
 Parameterization of data in the Bullwhip explorer after running Crystal ball simulation 
and OptQuest optimization iterations (separate attachment in Excel); Part I & II 
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Setup of the bullwhip explorer 
 
The spreadsheet consists of three parts:  
(1) the ―input section‖, where the parameters of the demand process are being selected, the 
replenishment policy, and the forecasting method,  
(2) ―the simulation over time‖, where the calculations can be tracked in the way orders are 
generated, and  
(3) the ―output section‖, where the performance indicators of the simulation are summarized, 
together with some illustrating graphs.  
 
The section windows 
 
The green shaded parameters in the tables (Table 4; Table 5; Table 6; Table 7) mentioned 
below can be adjusted to the purpose of the simulation objective. The other ones are fixed. 
First of all a demand parameters IID or AR needs to be defined. Secondly, the demand 
parameters need to be set. Thirdly, the demand forecasting technique needs to be 
determined. In this particular case there is chosen for exponential smoothing. The fourth step 
is to choose for the forecasting parameters. The fifth and final step is to run the simulation. 
After every run a new demand pattern will be generated. 
 
Table 4: Initial demand parameters under standard OUT policy condition 
mean demand 110,00
autoregressive coefficient r 0,00
variance of error term s2e 33,00
variance demand s2D 33,00
D
 
physical lead time Tp 2
review period Rp 1
total lead time L 3
lead time demand 330,00
stddev lead time demand sL 9,95
safety factor z 1,96
LD
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Table 5: Initial demand parameters under generalized OUT policy condition 
mean demand 110,00
autoregressive coefficient r 0,00
moving average coefficien 1,00
variance of error term s2e 33,00
variance demand s2D 33,00
physical lead time Tp 2
review period Rp 1
total lead time L 3
lead time demand 330,00
stddev lead time demand sL 9,95
safety factor z 1,96
smoothing parameter  1,00
Ti 1,00
LD
D

 
Table 6: Cost parameters 
unit holding cost per period Ch 0,50
unit backlog cost per period Cs 20,00
unit switching cost per period Csw 2,00
safety stock SS 19,50  
Table 7: Forecasting parameters 
number of periods Tm 2 
smoothing parameter  0,200 
    Ta 4,000 
 
70 
 Base-case testing 
 
The results after the base run simulation under ―IID demand conditions‖ may look like this as 
presented in Table 8 and Table 9 (depending on rounding off the simulation values). 
 
Table 8: Base-case run: simulation results of standard OUT policy 
BULLWHIP     NET STOCK AMPLIFICATION   
analytical   2,60   analytical   4,00   
simulated   2,60   simulated   4,10   
                
CUSTOMER SERVICE LEVEL       95,60%   
FILL RATE         99,78%   
                
AVERAGE INVENTORY COST PER PERIOD   14,78   
AVERAGE SWITCHING COST PER PERIOD   21,96   
 
The base-case run simulation under ―AR demand conditions‖ are not presented here, but are 
enclosed separately due to limited writing space. 
Table 9: Base-case run: simulation table of standard OUT policy for the first 10 periods 
period receive demand NS WIP demand OUT- order inventory switching
forecast level costs costs
20 110,00 110 10,00
1 110 117 13 220 111,40 353,70 121 6,50 22,00
2 110 115 8 231 112,12 355,86 117 4,00 8,00
3 110 106 12 238 110,90 352,19 102 6,00 30,00
4 121 99 34 219 108,52 345,05 92 17,00 20,00
5 117 111 40 194 109,01 346,54 113 20,00 42,00
6 102 108 34 205 108,81 345,93 107 17,00 12,00
7 92 100 26 220 107,05 340,65 95 13,00 24,00
8 113 111 28 202 107,84 343,02 113 14,00 36,00
9 107 100 35 208 106,27 338,32 95 17,50 36,00
10 95 114 16 208 107,82 342,95 119 8,00 48,00  
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An overview of equations used in the bullwhip explorer 
 
The exponential smoothing forecast of next period‘s demand 
ˆ       ˆ         ˆ         
Dt = Dt-1 + α(Dt – Dt-1)           (1) 
 
The inventory position  
= amount on-hand + inventory on-order – backlog       (2) 
 
The OUT-level under the standard OUT policy 
 = a forecasted average lead time demand + safety stock      (3) 
 
The replenishment order under the generalized OUT policy 
 = the one-period ahead forecast + ß x [OUT level – Inventory position]              (4) 
 
The BWE  
= Variance of orders                                  (5)  
   Variance of demand 
 
The Net stock amplification (NSAmp)  
= Variance of net stock                     (6)         
   Variance of demand 
 
The customer service level (CSL)  
= 1 - number of cycles with a backlog x 100%       (7) 
               Total number of cycles               
 
The fill rate (FR)  
= 1 - amount of backlogged demand x 100%       (8) 
                    Total demand 
 
The average inventory cost (Avg IC) per period  
        Holding cost x Net stock   if Net stock >= 0 
=                                                                                                           (9) 
        Shortage cost x (– Net stock)   if Net stock < 0  
 
The average switching cost (Avg SC) per period  
= Switching costs x │Order – Order of the previous period│    (10) 
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PART I:  
test results of the bullwhip explorer presented by simulation windows and graphs 
  
 Base case Standard OUT IID ES  
 Standard OUT IID ES optimized with Crystal ball/OptQuest 
 Standard OUT IID ES with service constraints optimized with Crystal ball/OptQuest 
 
 Base case Standard OUT AR ES  
 Standard OUT AR ES optimized with Crystal ball/OptQuest 
 Standard OUT AR ES with service constraints optimized with Crystal ball/OptQuest 
 
 Base case Generalized OUT IID ES  
 Generalized OUT IID ES optimized with Crystal ball/OptQuest 
 Generalized OUT IID ES with service constraints optimized with Crystal ball/OptQuest 
 
 Base case Generalized OUT AR ES  
 Generalized OUT AR ES optimized with Crystal ball/OptQuest 
 Generalized OUT AR ES with service constraints optimized with Crystal 
ball/OptQuest 
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Bullwhip explorer: Base case Standard OUT IID ES 
 
period receive demand NS WIP demand OUT- order inventory switching
forecast level costs costs
20 110,00 110 10,00
1 110 110 20 220 110,00 349,50 110 10,00 0,00
2 110 114 16 220 110,80 351,90 116 8,00 12,00
3 110 105 21 226 109,64 348,42 101 10,50 30,00
4 110 110 21 217 109,71 348,64 111 10,50 20,00
5 116 120 17 212 111,77 354,81 126 8,50 30,00
6 101 113 5 237 112,02 355,55 114 2,50 24,00
7 111 109 7 240 111,41 353,74 107 3,50 14,00
8 126 108 25 221 110,73 351,69 106 12,50 2,00
9 114 111 28 213 110,78 351,85 111 14,00 10,00
10 107 116 19 217 111,83 354,98 119 9,50 16,00
11 106 116 9 230 112,66 357,49 118 4,50 2,00
12 111 107 13 237 111,53 354,09 104 6,50 28,00
13 119 114 18 222 112,02 355,57 116 9,00 24,00
14 118 103 33 220 110,22 350,16 97 16,50 38,00
15 104 114 23 213 110,98 352,43 116 11,50 38,00
16 116 108 31 213 110,38 350,64 107 15,50 18,00
17 97 114 14 223 111,10 352,81 116 7,00 18,00
18 116 102 28 223 109,28 347,35 96 14,00 40,00
19 107 107 28 212 108,83 345,98 106 14,00 20,00
20 116 119 25 202 110,86 352,09 125 12,50 38,00
21 96 102 19 231 109,09 346,77 97 9,50 56,00
22 106 114 11 222 110,07 349,72 117 5,50 40,00
23 125 100 36 214 108,06 343,67 94 18,00 46,00
24 97 110 23 211 108,45 344,84 111 11,50 34,00
25 117 107 33 205 108,16 343,97 106 16,50 10,00
26 94 101 26 217 106,73 339,68 97 13,00 18,00
27 111 109 28 203 107,18 341,04 110 14,00 26,00
28 106 118 16 207 109,34 347,53 125 8,00 30,00
29 97 115 -2 235 110,48 350,93 118 40,00 14,00
30 110 102 6 243 108,78 345,84 97 3,00 42,00
31 125 121 10 215 111,22 353,17 128 5,00 62,00
32 118 114 14 225 111,78 354,84 116 7,00 24,00
33 97 110 1 244 111,42 353,77 109 0,50 14,00
34 128 116 13 225 112,34 356,52 119 6,50 20,00
35 116 119 10 228 113,67 360,51 123 5,00 8,00
36 109 113 6 242 113,54 360,11 112 3,00 22,00
37 119 106 19 235 112,03 355,59 102 9,50 20,00
38 123 109 33 214 111,42 353,77 107 16,50 10,00
39 112 107 38 209 110,54 351,12 104 19,00 6,00
40 102 112 28 211 110,83 351,99 113 14,00 18,00
41 107 112 23 217 111,06 352,70 113 11,50 0,00
42 104 113 14 226 111,45 353,86 114 7,00 2,00
43 113 98 29 227 108,76 345,79 90 14,50 48,00
44 113 108 34 204 108,61 345,33 107 17,00 34,00
45 114 115 33 197 109,89 349,16 119 16,50 24,00
46 90 109 14 226 109,71 348,63 109 7,00 20,00
47 107 110 11 228 109,77 348,81 110 5,50 2,00
48 119 106 24 219 109,01 346,54 104 12,00 12,00
49 109 108 25 214 108,81 345,94 107 12,50 6,00
50 110 118 17 211 110,65 351,45 123 8,50 32,00  
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Bullwhip explorer: Standard OUT IID ES 
optimized with Crystal ball/OptQuest 
period receive demand NS WIP demand OUT- order inventory switching
forecast level costs costs
20 110,00 110 10,00
1 110 107 23 220 109,40 347,70 105 11,50 10,00
2 110 103 30 215 108,12 343,86 99 15,00 12,00
3 110 113 27 204 109,10 346,79 116 13,50 34,00
4 105 107 25 215 108,68 345,53 106 12,50 20,00
5 99 115 9 222 109,94 349,33 118 4,50 24,00
6 116 111 14 224 110,15 349,96 112 7,00 12,00
7 106 112 8 230 110,52 351,07 113 4,00 2,00
8 118 116 10 225 111,62 354,36 119 5,00 12,00
9 112 114 8 232 112,09 355,78 116 4,00 6,00
10 113 117 4 235 113,08 358,73 120 2,00 8,00
11 119 106 17 236 111,66 354,48 101 8,50 38,00
12 116 108 25 221 110,93 352,29 106 12,50 10,00
13 120 116 29 207 111,94 355,33 119 14,50 26,00
14 101 116 14 225 112,75 357,76 119 7,00 0,00
15 106 100 20 238 110,20 350,11 92 10,00 54,00
16 119 119 20 211 111,96 355,39 124 10,00 64,00
17 119 106 33 216 110,77 351,81 103 16,50 42,00
18 92 101 24 227 108,82 345,95 95 12,00 16,00
19 124 102 46 198 107,45 341,86 98 23,00 6,00
20 103 106 43 193 107,16 340,99 105 21,50 14,00
21 95 105 33 203 106,73 339,69 104 16,50 2,00
22 98 111 20 209 107,58 342,25 113 10,00 18,00
23 105 107 18 217 107,47 341,90 107 9,00 12,00
24 104 104 18 220 106,77 339,82 102 9,00 10,00
25 113 122 9 209 109,82 348,96 131 4,50 58,00
26 107 114 2 233 110,66 351,47 116 1,00 30,00
27 102 111 -7 247 110,72 351,67 112 140,00 8,00
28 131 102 22 228 108,98 346,44 96 11,00 32,00
29 116 117 21 208 110,58 351,25 122 10,50 52,00
30 112 112 21 218 110,87 352,10 113 10,50 18,00
31 96 99 18 235 108,49 344,98 92 9,00 42,00
32 122 106 34 205 107,99 343,49 104 17,00 24,00
33 113 106 41 196 107,60 342,29 105 20,50 2,00
34 92 124 9 209 110,88 352,13 134 4,50 58,00
35 104 106 7 239 109,90 349,21 103 3,50 62,00
36 105 108 4 237 109,52 348,06 107 2,00 8,00
37 134 116 22 210 110,82 351,95 120 11,00 26,00
38 103 106 19 227 109,85 349,06 103 9,50 34,00
39 107 110 16 223 109,88 349,15 110 8,00 14,00
40 120 103 33 213 108,51 345,02 99 16,50 22,00
41 103 109 27 209 108,60 345,32 109 13,50 20,00
42 110 116 21 208 110,08 349,75 121 10,50 24,00
43 99 118 2 230 111,67 354,50 123 1,00 4,00
44 109 121 -10 244 113,53 360,10 126 200,00 6,00
45 121 112 -1 249 113,23 359,18 111 20,00 30,00
46 123 111 11 237 112,78 357,85 110 5,50 2,00
47 126 110 27 221 112,23 356,18 108 13,50 4,00
48 111 115 23 218 112,78 357,84 117 11,50 18,00
49 110 114 19 225 113,02 358,57 115 9,50 4,00
50 108 101 26 232 110,62 351,36 93 13,00 44,00
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Bullwhip explorer: Standard OUT IID ES with service constraints 
optimized with Crystal ball/OptQuest 
period receive demand NS WIP demand OUT- order inventory switching
forecast level costs costs
31 110,00 110 15,50
1 110 104 37 220 109,94 360,59 104 18,50 12,00
2 110 120 27 214 110,04 360,89 120 13,50 32,00
3 110 120 17 224 110,14 361,19 120 8,50 0,00
4 104 112 9 240 110,16 361,25 112 4,50 16,00
5 120 111 18 232 110,17 361,27 111 9,00 2,00
6 120 110 28 223 110,17 361,27 110 14,00 2,00
7 112 106 34 221 110,12 361,14 106 17,00 8,00
8 111 116 29 216 110,18 361,32 116 14,50 20,00
9 110 111 28 222 110,19 361,34 111 14,00 10,00
10 106 111 23 227 110,20 361,37 111 11,50 0,00
11 116 105 34 222 110,15 361,21 105 17,00 12,00
12 111 109 36 216 110,14 361,18 109 18,00 8,00
13 111 114 33 214 110,17 361,29 114 16,50 10,00
14 105 103 35 223 110,10 361,08 103 17,50 22,00
15 109 124 20 217 110,24 361,49 124 10,00 42,00
16 114 114 20 227 110,28 361,61 115 10,00 18,00
17 103 108 15 239 110,26 361,54 108 7,50 14,00
18 124 117 22 223 110,32 361,74 117 11,00 18,00
19 115 113 24 225 110,35 361,82 113 12,00 8,00
20 108 115 17 230 110,40 361,96 115 8,50 4,00
21 117 118 16 228 110,47 362,19 118 8,00 6,00
22 113 99 30 233 110,36 361,84 99 15,00 38,00
23 115 109 36 217 110,34 361,80 109 18,00 20,00
24 118 99 55 208 110,23 361,46 98 27,50 22,00
25 99 111 43 207 110,24 361,49 111 21,50 26,00
26 109 103 49 209 110,17 361,27 103 24,50 16,00
27 98 121 26 214 110,27 361,59 122 13,00 38,00
28 111 109 28 225 110,26 361,56 109 14,00 26,00
29 103 107 24 231 110,23 361,46 106 12,00 6,00
30 122 109 37 215 110,22 361,42 109 18,50 6,00
31 109 100 46 215 110,11 361,11 100 23,00 18,00
32 106 110 42 209 110,11 361,11 110 21,00 20,00
33 109 115 36 210 110,16 361,26 115 18,00 10,00
34 100 111 25 225 110,17 361,28 111 12,50 8,00
35 110 106 29 226 110,13 361,16 106 14,50 10,00
36 115 113 31 217 110,16 361,24 113 15,50 14,00
37 111 107 35 219 110,13 361,15 107 17,50 12,00
38 106 108 33 220 110,11 361,08 108 16,50 2,00
39 113 109 37 215 110,09 361,05 109 18,50 2,00
40 107 108 36 217 110,07 360,99 108 18,00 2,00
41 108 108 36 217 110,05 360,93 108 18,00 0,00
42 109 102 43 216 109,97 360,69 102 21,50 12,00
43 108 109 42 210 109,96 360,66 109 21,00 14,00
44 108 111 39 211 109,97 360,69 111 19,50 4,00
45 102 115 26 220 110,02 360,84 115 13,00 8,00
46 109 104 31 226 109,96 360,66 104 15,50 22,00
47 111 109 33 219 109,95 360,63 109 16,50 10,00
48 115 113 35 213 109,98 360,72 113 17,50 8,00
49 104 119 20 222 110,07 360,99 119 10,00 12,00
50 109 114 15 232 110,11 361,11 114 7,50 10,00  
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Bullwhip explorer: Base case Standard OUT AR ES  
period receive demand NS WIP demand OUT- order inventory switching
forecast level costs costs
20 110,00 110 10,00
1 110 110 20 220 110,00 349,50 110 10,00 0,00
2 110 111 19 220 110,20 350,10 111 9,50 2,00
3 110 112 17 221 110,56 351,18 113 8,50 4,00
4 110 114 13 224 111,25 353,25 116 6,50 6,00
5 111 117 7 229 112,40 356,70 121 3,50 10,00
6 113 107 13 237 111,32 353,46 103 6,50 36,00
7 116 98 31 224 108,65 345,47 90 15,50 26,00
8 121 112 40 193 109,32 347,47 114 20,00 48,00
9 103 115 28 204 110,46 350,88 119 14,00 10,00
10 90 110 8 233 110,37 350,60 110 4,00 18,00
11 114 107 15 229 109,69 348,58 105 7,50 10,00
12 119 120 14 215 111,76 354,77 126 7,00 42,00
13 110 104 20 231 110,20 350,11 99 10,00 54,00
14 105 116 9 225 111,36 353,59 120 4,50 42,00
15 126 114 21 219 111,89 355,17 115 10,50 10,00
16 99 112 8 235 111,91 355,24 112 4,00 6,00
17 120 116 12 227 112,73 357,69 119 6,00 14,00
18 115 111 16 231 112,38 356,65 110 8,00 18,00
19 112 103 25 229 110,51 351,02 97 12,50 26,00
20 119 114 30 207 111,21 353,12 116 15,00 38,00
21 110 111 29 213 111,16 353,00 111 14,50 10,00
22 97 95 31 227 107,93 343,30 85 15,50 52,00
23 116 102 45 196 106,75 339,74 99 22,50 28,00
24 111 104 52 184 106,20 338,09 102 26,00 6,00
25 85 110 27 201 106,96 340,37 112 13,50 20,00
26 99 100 26 214 105,57 336,20 96 13,00 32,00
27 102 113 15 208 107,05 340,66 118 7,50 44,00
28 112 115 12 214 108,64 345,43 119 6,00 2,00
29 96 111 -3 237 109,11 346,84 113 60,00 12,00
30 118 108 7 232 108,89 346,17 107 3,50 12,00
31 119 102 24 220 107,51 342,04 98 12,00 18,00
32 113 104 33 205 106,81 339,93 102 16,50 8,00
33 107 112 28 200 107,85 343,05 115 14,00 26,00
34 98 107 19 217 107,68 342,54 107 9,50 16,00
35 102 117 4 222 109,54 348,13 122 2,00 30,00
36 115 107 12 229 109,03 346,60 106 6,00 32,00
37 107 114 5 228 110,03 349,58 117 2,50 22,00
38 122 108 19 223 109,62 348,37 106 9,50 22,00
39 106 103 22 223 108,30 344,39 99 11,00 14,00
40 117 108 31 205 108,24 344,22 108 15,50 18,00
41 106 110 27 207 108,59 345,27 111 13,50 6,00
42 99 112 14 219 109,27 347,32 114 7,00 6,00
43 108 111 11 225 109,62 348,36 112 5,50 4,00
44 111 110 12 226 109,69 348,58 111 6,00 2,00
45 114 111 15 223 109,96 349,37 111 7,50 0,00
46 112 107 20 222 109,36 347,59 106 10,00 10,00
47 111 111 20 217 109,69 348,58 112 10,00 12,00
48 111 114 17 218 110,55 351,16 116 8,50 8,00
49 106 122 1 228 112,84 358,03 129 0,50 26,00
50 112 114 -1 245 113,07 358,72 115 20,00 28,00  
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Bullwhip explorer: Standard OUT AR ES  
optimized with OptQuest 
period receive demand NS WIP demand OUT- order inventory switching
forecast level costs costs
20 110,00 110 10,00
1 110 110 20 220 110,00 349,50 110 10,00 0,00
2 110 101 29 220 108,20 344,10 95 14,50 30,00
3 110 103 36 205 107,16 340,98 100 18,00 10,00
4 110 110 36 195 107,73 342,69 112 18,00 24,00
5 95 106 25 212 107,38 341,65 105 12,50 14,00
6 100 109 16 217 107,71 342,62 110 8,00 10,00
7 112 105 23 215 107,16 341,00 103 11,50 14,00
8 105 108 20 213 107,33 341,50 108 10,00 10,00
9 110 115 15 211 108,87 346,10 120 7,50 24,00
10 103 115 3 228 110,09 349,78 119 1,50 2,00
11 108 101 10 239 108,27 344,32 95 5,00 48,00
12 120 113 17 214 109,22 347,16 116 8,50 42,00
13 119 109 27 211 109,18 347,03 109 13,50 14,00
14 95 102 20 225 107,74 342,72 98 10,00 22,00
15 116 113 23 207 108,79 345,88 116 11,50 36,00
16 109 108 24 214 108,63 345,40 107 12,00 18,00
17 98 107 15 223 108,31 344,42 106 7,50 2,00
18 116 104 27 213 107,45 341,84 102 13,50 8,00
19 107 105 29 208 106,96 340,37 103 14,50 2,00
20 106 126 9 205 110,77 351,80 138 4,50 70,00
21 102 115 -4 241 111,61 354,34 117 80,00 42,00
22 103 108 -9 255 110,89 352,17 106 180,00 22,00
23 138 110 19 223 110,71 351,64 110 9,50 8,00
24 117 107 29 216 109,97 349,41 104 14,50 12,00
25 106 113 22 214 110,58 351,23 115 11,00 22,00
26 110 115 17 219 111,46 353,88 118 8,50 6,00
27 104 105 16 233 110,17 350,01 101 8,00 34,00
28 115 104 27 219 108,93 346,31 100 13,50 2,00
29 118 110 35 201 109,15 346,94 111 17,50 22,00
30 101 107 29 211 108,72 345,66 106 14,50 10,00
31 100 118 11 217 110,57 351,23 123 5,50 34,00
32 111 98 24 229 108,06 343,68 91 12,00 64,00
33 106 110 20 214 108,45 344,84 111 10,00 40,00
34 123 105 38 202 107,76 342,78 103 19,00 16,00
35 91 114 15 214 109,01 346,52 118 7,50 30,00
36 111 105 21 221 108,21 344,12 102 10,50 32,00
37 103 102 22 220 106,96 340,39 98 11,00 8,00
38 118 117 23 200 108,97 346,42 123 11,50 50,00
39 102 111 14 221 109,38 347,63 113 7,00 20,00
40 98 110 2 236 109,50 348,01 110 1,00 6,00
41 123 127 -2 223 113,00 358,51 138 40,00 56,00
42 113 97 14 248 109,80 348,90 87 7,00 102,00
43 110 111 13 225 110,04 349,62 112 6,50 50,00
44 138 110 41 199 110,03 349,60 110 20,50 4,00
45 87 122 6 222 112,43 356,78 129 3,00 38,00
46 112 120 -2 239 113,94 361,32 124 40,00 10,00
47 110 113 -5 253 113,75 360,76 113 100,00 22,00
48 129 116 8 237 114,20 362,11 117 4,00 8,00
49 124 117 15 230 114,76 363,79 119 7,50 4,00
50 113 112 16 236 114,21 362,13 110 8,00 18,00   
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Bullwhip explorer: Standard OUT AR ES with service constraints  
optimized with OptQuest 
period receive demand NS WIP demand OUT- order inventory switching
forecast level costs costs
31 110,00 110 15,50
1 110 110 31 220 110,00 360,87 110 15,50 0,00
2 110 117 24 220 110,07 361,08 117 12,00 14,00
3 110 106 28 227 110,03 360,96 106 14,00 22,00
4 110 119 19 223 110,12 361,23 119 9,50 26,00
5 117 109 27 225 110,11 361,20 109 13,50 20,00
6 106 113 20 228 110,14 361,28 113 10,00 8,00
7 119 118 21 222 110,22 361,52 119 10,50 12,00
8 109 107 23 232 110,18 361,42 106 11,50 26,00
9 113 115 21 225 110,23 361,57 116 10,50 20,00
10 119 105 35 222 110,18 361,41 104 17,50 24,00
11 106 114 27 220 110,22 361,53 115 13,50 22,00
12 116 111 32 219 110,23 361,55 111 16,00 8,00
13 104 119 17 226 110,31 361,81 119 8,50 16,00
14 115 111 21 230 110,32 361,83 111 10,50 16,00
15 111 113 19 230 110,35 361,92 113 9,50 4,00
16 119 116 22 224 110,40 362,09 116 11,00 6,00
17 111 115 18 229 110,45 362,22 115 9,00 2,00
18 113 118 13 231 110,53 362,45 118 6,50 6,00
19 116 109 20 233 110,51 362,41 109 10,00 18,00
20 115 114 21 227 110,55 362,51 115 10,50 12,00
21 118 109 30 224 110,53 362,46 108 15,00 14,00
22 109 104 35 223 110,47 362,27 104 17,50 8,00
23 115 110 40 212 110,46 362,25 110 20,00 12,00
24 108 111 37 214 110,47 362,27 111 18,50 2,00
25 104 110 31 221 110,46 362,26 110 15,50 2,00
26 110 109 32 221 110,45 362,21 109 16,00 2,00
27 111 111 32 219 110,45 362,23 111 16,00 4,00
28 110 115 27 220 110,50 362,37 115 13,50 8,00
29 109 110 26 226 110,49 362,35 110 13,00 10,00
30 111 106 31 225 110,45 362,21 106 15,50 8,00
31 115 104 42 216 110,38 362,02 104 21,00 4,00
32 110 107 45 210 110,35 361,92 107 22,50 6,00
33 106 113 38 211 110,38 362,00 113 19,00 12,00
34 104 100 42 220 110,27 361,69 100 21,00 26,00
35 107 106 43 213 110,23 361,56 106 21,50 12,00
36 113 110 46 206 110,23 361,55 110 23,00 8,00
37 100 117 29 216 110,29 361,75 117 14,50 14,00
38 106 109 26 227 110,28 361,72 109 13,00 16,00
39 110 114 22 226 110,32 361,83 114 11,00 10,00
40 117 110 29 223 110,32 361,82 110 14,50 8,00
41 109 113 25 224 110,34 361,90 113 12,50 6,00
42 114 113 26 223 110,37 361,98 113 13,00 0,00
43 110 105 31 226 110,32 361,82 105 15,50 16,00
44 113 104 40 218 110,25 361,63 104 20,00 2,00
45 113 109 44 209 110,24 361,59 109 22,00 10,00
46 105 124 25 213 110,38 362,00 124 12,50 30,00
47 104 107 22 233 110,34 361,90 107 11,00 34,00
48 109 110 21 231 110,34 361,89 110 10,50 6,00
49 124 103 42 217 110,27 361,67 103 21,00 14,00
50 107 113 36 213 110,29 361,75 113 18,00 20,00   
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Bullwhip explorer: Base case Generalized OUT IID ES  
period receive demand NS WIP demand OUT- order inventory switching
forecast level costs costs
20 110,00 110 10,00
1 110 106 24 220 109,20 NA 103 12,00 14,00
2 110 104 30 213 108,16 NA 101 15,00 4,00
3 110 120 20 204 110,53 NA 127 10,00 52,00
4 103 113 10 228 111,02 NA 115 5,00 24,00
5 101 110 1 242 110,82 NA 109 0,50 12,00
6 127 103 25 224 109,25 NA 98 12,50 22,00
7 115 111 29 207 109,60 NA 112 14,50 28,00
8 109 105 33 210 108,68 NA 103 16,50 18,00
9 98 118 13 215 110,55 NA 123 6,50 40,00
10 112 103 22 226 109,04 NA 99 11,00 48,00
11 103 119 6 222 111,03 NA 125 3,00 52,00
12 123 115 14 224 111,82 NA 117 7,00 16,00
13 99 111 2 242 111,66 NA 110 1,00 14,00
14 125 108 19 227 110,93 NA 106 9,50 8,00
15 117 105 31 216 109,74 NA 102 15,50 8,00
16 110 106 35 208 108,99 NA 103 17,50 2,00
17 106 118 23 205 110,79 NA 124 11,50 42,00
18 102 106 19 227 109,84 NA 103 9,50 42,00
19 103 112 10 227 110,27 NA 113 5,00 20,00
20 124 111 23 216 110,41 NA 112 11,50 2,00
21 103 115 11 225 111,33 NA 117 5,50 10,00
22 113 121 3 229 113,27 NA 127 1,50 20,00
23 112 106 9 244 111,81 NA 102 4,50 50,00
24 117 116 10 229 112,65 NA 118 5,00 32,00
25 127 106 31 220 111,32 NA 102 15,50 32,00
26 102 113 20 220 111,66 NA 114 10,00 24,00
27 118 109 29 216 111,12 NA 108 14,50 12,00
28 102 104 27 222 109,70 NA 100 13,50 16,00
29 114 114 27 208 110,56 NA 116 13,50 32,00
30 108 111 24 216 110,65 NA 111 12,00 10,00
31 100 107 17 227 109,92 NA 105 8,50 12,00
32 116 115 18 216 110,93 NA 118 9,00 26,00
33 111 109 20 223 110,55 NA 108 10,00 20,00
34 105 117 8 226 111,84 NA 121 4,00 26,00
35 118 109 17 229 111,27 NA 107 8,50 28,00
36 108 110 15 228 111,02 NA 110 7,50 6,00
37 121 106 30 217 110,01 NA 103 15,00 14,00
38 107 104 33 213 108,81 NA 100 16,50 6,00
39 110 107 36 203 108,45 NA 106 18,00 12,00
40 103 103 36 206 107,36 NA 100 18,00 12,00
41 100 104 32 206 106,69 NA 102 16,00 4,00
42 106 104 34 202 106,15 NA 102 17,00 0,00
43 100 109 25 204 106,72 NA 111 12,50 18,00
44 102 107 20 213 106,78 NA 107 10,00 8,00
45 102 115 7 218 108,42 NA 120 3,50 26,00
46 111 112 6 227 109,14 NA 114 3,00 12,00
47 107 110 3 234 109,31 NA 110 1,50 8,00
48 120 121 2 224 111,65 NA 128 1,00 36,00
49 114 102 14 238 109,72 NA 97 7,00 62,00
50 110 114 10 225 110,57 NA 116 5,00 38,00  
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Bullwhip explorer: Generalized OUT IID ES  
optimized with OptQuest  
period receive demand NS WIP demand OUT- order inventory switching
forecast level costs costs
20 110,00 110 10,00
1 110 115 15 220 111,00 NA 118 7,50 16,00
2 110 102 23 228 109,20 NA 96 11,50 44,00
3 110 104 29 214 108,16 NA 101 14,50 10,00
4 118 116 31 197 109,73 NA 121 15,50 40,00
5 96 123 4 222 112,38 NA 131 2,00 20,00
6 101 114 -9 252 112,71 NA 115 180,00 32,00
7 121 111 1 246 112,36 NA 110 0,50 10,00
8 131 110 22 225 111,89 NA 108 11,00 4,00
9 115 112 25 218 111,91 NA 112 12,50 8,00
10 110 104 31 220 110,33 NA 99 15,50 26,00
11 108 112 27 211 110,66 NA 113 13,50 28,00
12 112 113 26 212 111,13 NA 115 13,00 4,00
13 99 113 12 228 111,51 NA 114 6,00 2,00
14 113 105 20 229 110,20 NA 101 10,00 26,00
15 115 117 18 215 111,56 NA 121 9,00 40,00
16 114 99 33 222 109,05 NA 92 16,50 58,00
17 101 107 27 213 108,64 NA 105 13,50 26,00
18 121 105 43 197 107,91 NA 103 21,50 4,00
19 92 93 42 208 104,93 NA 84 21,00 38,00
20 105 104 43 187 104,74 NA 104 21,50 40,00
21 103 101 45 188 104,00 NA 98 22,50 12,00
22 84 100 29 202 103,20 NA 98 14,50 0,00
23 104 101 32 196 102,76 NA 100 16,00 4,00
24 98 109 21 198 104,01 NA 113 10,50 26,00
25 98 117 2 213 106,60 NA 124 1,00 22,00
26 100 109 -7 237 107,08 NA 111 140,00 26,00
27 113 106 0 235 106,87 NA 105 0,00 12,00
28 124 106 18 216 106,69 NA 106 9,00 2,00
29 111 114 15 211 108,15 NA 118 7,50 24,00
30 105 117 3 224 109,92 NA 122 1,50 8,00
31 106 103 6 240 108,54 NA 99 3,00 46,00
32 118 114 10 221 109,63 NA 117 5,00 36,00
33 122 114 18 216 110,50 NA 117 9,00 0,00
34 99 101 16 234 108,60 NA 95 8,00 44,00
35 117 117 16 212 110,28 NA 122 8,00 54,00
36 117 107 26 217 109,63 NA 105 13,00 34,00
37 95 111 10 227 109,90 NA 112 5,00 14,00
38 122 110 22 217 109,92 NA 110 11,00 4,00
39 105 106 21 222 109,14 NA 104 10,50 12,00
40 112 114 19 214 110,11 NA 117 9,50 26,00
41 110 118 11 221 111,69 NA 123 5,50 12,00
42 104 104 11 240 110,15 NA 99 5,50 48,00
43 117 114 14 222 110,92 NA 116 7,00 34,00
44 123 113 24 215 111,34 NA 115 12,00 2,00
45 99 109 14 231 110,87 NA 107 7,00 16,00
46 116 118 12 222 112,30 NA 122 6,00 30,00
47 115 111 16 229 112,04 NA 111 8,00 22,00
48 107 111 12 233 111,83 NA 110 6,00 2,00
49 122 115 19 221 112,46 NA 117 9,50 14,00
50 111 112 18 227 112,37 NA 112 9,00 10,00
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Bullwhip explorer: Generalized OUT IID ES with service constraints 
optimized with OptQuest  
period receive demand NS WIP demand OUT- order inventory switching
forecast level costs costs
24 110,00 110 12,00
1 110 109 25 220 109,00 NA 109 12,50 2,00
2 110 100 35 219 100,00 NA 100 17,50 18,00
3 110 118 27 209 118,00 NA 118 13,50 36,00
4 109 111 25 218 111,00 NA 111 12,50 14,00
5 100 107 18 229 107,00 NA 107 9,00 8,00
6 118 112 24 218 112,00 NA 112 12,00 10,00
7 111 117 18 219 117,00 NA 117 9,00 10,00
8 107 107 18 229 107,00 NA 107 9,00 20,00
9 112 109 21 224 109,00 NA 109 10,50 4,00
10 117 99 39 216 99,00 NA 99 19,50 20,00
11 107 114 32 208 114,00 NA 114 16,00 30,00
12 109 111 30 213 111,00 NA 111 15,00 6,00
13 99 112 17 225 112,00 NA 112 8,50 2,00
14 114 117 14 223 117,00 NA 117 7,00 10,00
15 111 114 11 229 114,00 NA 114 5,50 6,00
16 112 114 9 231 114,00 NA 114 4,50 0,00
17 117 111 15 228 111,00 NA 111 7,50 6,00
18 114 102 27 225 102,00 NA 102 13,50 18,00
19 114 118 23 213 118,00 NA 118 11,50 32,00
20 111 123 11 220 123,00 NA 123 5,50 10,00
21 102 116 -3 241 116,00 NA 116 60,00 14,00
22 118 111 4 239 111,00 NA 111 2,00 10,00
23 123 104 23 227 104,00 NA 104 11,50 14,00
24 116 122 17 215 122,00 NA 122 8,50 36,00
25 111 113 15 226 113,00 NA 113 7,50 18,00
26 104 112 7 235 112,00 NA 112 3,50 2,00
27 122 100 29 225 100,00 NA 100 14,50 24,00
28 113 101 41 212 101,00 NA 101 20,50 2,00
29 112 102 51 201 102,00 NA 102 25,50 2,00
30 100 113 38 203 113,00 NA 113 19,00 22,00
31 101 104 35 215 104,00 NA 104 17,50 18,00
32 102 115 22 217 115,00 NA 115 11,00 22,00
33 113 120 15 219 120,00 NA 120 7,50 10,00
34 104 118 1 235 118,00 NA 118 0,50 4,00
35 115 111 5 238 111,00 NA 111 2,50 14,00
36 120 105 20 229 105,00 NA 105 10,00 12,00
37 118 101 37 216 101,00 NA 101 18,50 8,00
38 111 103 45 206 103,00 NA 103 22,50 4,00
39 105 110 40 204 110,00 NA 110 20,00 14,00
40 101 111 30 213 111,00 NA 111 15,00 2,00
41 103 116 17 221 116,00 NA 116 8,50 10,00
42 110 112 15 227 112,00 NA 112 7,50 8,00
43 111 122 4 228 122,00 NA 122 2,00 20,00
44 116 113 7 234 113,00 NA 113 3,50 18,00
45 112 113 6 235 113,00 NA 113 3,00 0,00
46 122 114 14 226 114,00 NA 114 7,00 2,00
47 113 112 15 227 112,00 NA 112 7,50 4,00
48 113 111 17 226 111,00 NA 111 8,50 2,00
49 114 112 19 223 112,00 NA 112 9,50 2,00
50 112 114 17 223 114,00 NA 114 8,50 4,00  
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Bullwhip explorer: Base case Generalized OUT AR ES 
period receive demand NS WIP demand OUT- order inventory switching
forecast level costs costs
20 110,00 110 10,00
1 110 110 20 220 110,00 NA 110 10,00 0,00
2 110 113 17 220 110,60 NA 114 8,50 8,00
3 110 124 3 224 113,28 NA 132 1,50 36,00
4 110 118 -5 246 114,22 NA 121 100,00 22,00
5 114 113 -4 253 113,98 NA 112 80,00 18,00
6 132 117 11 233 114,58 NA 119 5,50 14,00
7 121 115 17 231 114,67 NA 116 8,50 6,00
8 112 107 22 235 113,13 NA 102 11,00 28,00
9 119 114 27 218 113,31 NA 114 13,50 24,00
10 116 111 32 216 112,85 NA 110 16,00 8,00
11 102 113 21 224 112,88 NA 113 10,50 6,00
12 114 107 28 223 111,70 NA 104 14,00 18,00
13 110 111 27 217 111,56 NA 110 13,50 12,00
14 113 115 25 214 112,25 NA 117 12,50 14,00
15 104 100 29 227 109,80 NA 93 14,50 48,00
16 110 108 31 210 109,44 NA 107 15,50 28,00
17 117 103 45 200 108,15 NA 99 22,50 16,00
18 93 116 22 206 109,72 NA 121 11,00 44,00
19 107 92 37 220 106,18 NA 81 18,50 80,00
20 99 108 28 202 106,54 NA 109 14,00 56,00
21 121 105 44 190 106,23 NA 104 22,00 10,00
22 81 116 9 213 108,19 NA 122 4,50 36,00
23 109 112 6 226 108,95 NA 114 3,00 16,00
24 104 109 1 236 108,96 NA 109 0,50 10,00
25 122 107 16 223 108,57 NA 106 8,00 6,00
26 114 114 16 215 109,65 NA 117 8,00 22,00
27 109 104 21 223 108,52 NA 101 10,50 32,00
28 106 101 26 218 107,02 NA 97 13,00 8,00
29 117 113 30 198 108,21 NA 116 15,00 38,00
30 101 121 10 213 110,77 NA 129 5,00 26,00
31 97 112 -5 245 111,02 NA 113 100,00 32,00
32 116 117 -6 242 112,21 NA 120 120,00 14,00
33 129 106 17 233 110,97 NA 102 8,50 36,00
34 113 119 11 222 112,58 NA 124 5,50 44,00
35 120 106 25 226 111,26 NA 102 12,50 44,00
36 102 105 22 226 110,01 NA 102 11,00 0,00
37 124 106 40 204 109,21 NA 103 20,00 2,00
38 102 107 35 205 108,77 NA 106 17,50 6,00
39 102 117 20 209 110,41 NA 122 10,00 32,00
40 103 110 13 228 110,33 NA 109 6,50 26,00
41 106 102 17 231 108,66 NA 97 8,50 24,00
42 122 107 32 206 108,33 NA 106 16,00 18,00
43 109 105 36 203 107,67 NA 103 18,00 6,00
44 97 109 24 209 107,93 NA 110 12,00 14,00
45 106 107 23 213 107,75 NA 107 11,50 6,00
46 103 108 18 217 107,80 NA 108 9,00 2,00
47 110 112 16 215 108,64 NA 114 8,00 12,00
48 107 111 12 222 109,11 NA 113 6,00 2,00
49 108 109 11 227 109,09 NA 109 5,50 8,00
50 114 116 9 222 110,47 NA 120 4,50 22,00  
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Bullwhip explorer: Generalized OUT AR ES 
Optimized with OptQuest 
period receive demand NS WIP demand OUT- order inventory switching
forecast level costs costs
20 110,00 110 10,00
1 110 110 20 220 110,00 NA 110 10,00 0,00
2 110 113 17 220 110,60 NA 114 8,50 8,00
3 110 109 18 224 110,28 NA 108 9,00 12,00
4 110 112 16 222 110,62 NA 113 8,00 10,00
5 114 111 19 221 110,70 NA 112 9,50 2,00
6 108 113 14 225 111,16 NA 114 7,00 4,00
7 113 113 14 226 111,53 NA 114 7,00 0,00
8 112 117 9 228 112,62 NA 120 4,50 12,00
9 114 105 18 234 111,10 NA 101 9,00 38,00
10 114 111 21 221 111,08 NA 111 10,50 20,00
11 120 117 24 212 112,26 NA 120 12,00 18,00
12 101 115 10 231 112,81 NA 117 5,00 6,00
13 111 113 8 237 112,85 NA 113 4,00 8,00
14 120 105 23 230 111,28 NA 100 11,50 26,00
15 117 117 23 213 112,42 NA 121 11,50 42,00
16 113 114 22 221 112,74 NA 115 11,00 12,00
17 100 109 13 236 111,99 NA 106 6,50 18,00
18 121 111 23 221 111,79 NA 111 11,50 10,00
19 115 107 31 217 110,83 NA 104 15,50 14,00
20 106 113 24 215 111,27 NA 114 12,00 20,00
21 111 116 19 218 112,21 NA 119 9,50 10,00
22 104 111 12 233 111,97 NA 110 6,00 18,00
23 114 104 22 229 110,38 NA 100 11,00 20,00
24 119 99 42 210 108,10 NA 92 21,00 16,00
25 110 106 46 192 107,68 NA 105 23,00 26,00
26 100 111 35 197 108,34 NA 113 17,50 16,00
27 92 112 15 218 109,08 NA 114 7,50 2,00
28 105 109 11 227 109,06 NA 109 5,50 10,00
29 113 107 17 223 108,65 NA 105 8,50 8,00
30 114 113 18 214 109,52 NA 116 9,00 22,00
31 109 119 8 221 111,42 NA 125 4,00 18,00
32 105 120 -7 241 113,13 NA 125 140,00 0,00
33 116 99 10 250 110,31 NA 90 5,00 70,00
34 125 104 31 215 109,04 NA 101 15,50 22,00
35 125 104 52 191 108,04 NA 101 26,00 0,00
36 90 115 27 202 109,43 NA 119 13,50 36,00
37 101 108 20 220 109,14 NA 107 10,00 24,00
38 101 107 14 226 108,71 NA 106 7,00 2,00
39 119 105 28 213 107,97 NA 102 14,00 8,00
40 107 107 28 208 107,78 NA 107 14,00 10,00
41 106 118 16 209 109,82 NA 124 8,00 34,00
42 102 118 0 231 111,46 NA 123 0,00 2,00
43 107 119 -12 247 112,97 NA 123 240,00 0,00
44 124 101 11 246 110,57 NA 94 5,50 58,00
45 123 114 20 217 111,26 NA 116 10,00 44,00
46 123 101 42 210 109,21 NA 95 21,00 42,00
47 94 122 14 211 111,77 NA 130 7,00 70,00
48 116 111 19 225 111,61 NA 110 9,50 40,00
49 95 109 5 240 111,09 NA 108 2,50 4,00
50 130 112 23 218 111,27 NA 112 11,50 8,00  
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Bullwhip explorer: Generalized OUT AR ES with service constraints 
Optimized with OptQuest 
period receive demand NS WIP demand OUT- order inventory switching
forecast level costs costs
24 110,00 110 12,00
1 110 110 24 220 110,00 NA 110 12,00 0,00
2 110 116 18 220 116,00 NA 116 9,00 12,00
3 110 114 14 226 114,00 NA 114 7,00 4,00
4 110 105 19 230 105,00 NA 105 9,50 18,00
5 116 116 19 219 116,00 NA 116 9,50 22,00
6 114 118 15 221 118,00 NA 118 7,50 4,00
7 105 101 19 234 101,00 NA 101 9,50 34,00
8 116 112 23 219 112,00 NA 112 11,50 22,00
9 118 106 35 213 106,00 NA 106 17,50 12,00
10 101 111 25 218 111,00 NA 111 12,50 10,00
11 112 104 33 217 104,00 NA 104 16,50 14,00
12 106 118 21 215 118,00 NA 118 10,50 28,00
13 111 112 20 222 112,00 NA 112 10,00 12,00
14 104 112 12 230 112,00 NA 112 6,00 0,00
15 118 112 18 224 112,00 NA 112 9,00 0,00
16 112 122 8 224 122,00 NA 122 4,00 20,00
17 112 112 8 234 112,00 NA 112 4,00 20,00
18 112 112 8 234 112,00 NA 112 4,00 0,00
19 122 113 17 224 113,00 NA 113 8,50 2,00
20 112 112 17 225 112,00 NA 112 8,50 2,00
21 112 111 18 225 111,00 NA 111 9,00 2,00
22 113 116 15 223 116,00 NA 116 7,50 10,00
23 112 106 21 227 106,00 NA 106 10,50 20,00
24 111 106 26 222 106,00 NA 106 13,00 0,00
25 116 128 14 212 128,00 NA 129 7,00 46,00
26 106 106 14 235 106,00 NA 106 7,00 46,00
27 106 112 8 235 112,00 NA 112 4,00 12,00
28 129 112 25 218 112,00 NA 112 12,50 0,00
29 106 114 17 224 114,00 NA 114 8,50 4,00
30 112 112 17 226 112,00 NA 112 8,50 4,00
31 112 103 26 226 103,00 NA 103 13,00 18,00
32 114 115 25 215 115,00 NA 115 12,50 24,00
33 112 114 23 218 114,00 NA 114 11,50 2,00
34 103 108 18 229 108,00 NA 108 9,00 12,00
35 115 101 32 222 101,00 NA 101 16,00 14,00
36 114 107 39 209 107,00 NA 107 19,50 12,00
37 108 119 28 208 119,00 NA 119 14,00 24,00
38 101 114 15 226 114,00 NA 114 7,50 10,00
39 107 108 14 233 108,00 NA 108 7,00 12,00
40 119 99 34 222 99,00 NA 99 17,00 18,00
41 114 112 36 207 112,00 NA 112 18,00 26,00
42 108 113 31 211 113,00 NA 113 15,50 2,00
43 99 110 20 225 110,00 NA 110 10,00 6,00
44 112 104 28 223 104,00 NA 104 14,00 12,00
45 113 112 29 214 112,00 NA 112 14,50 16,00
46 110 111 28 216 111,00 NA 111 14,00 2,00
47 104 111 21 223 111,00 NA 111 10,50 0,00
48 112 115 18 222 115,00 NA 115 9,00 8,00
49 111 102 27 226 102,00 NA 102 13,50 26,00
50 111 110 28 217 110,00 NA 110 14,00 16,00
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PART II 
Test results of OptQuest presented by optimization windows and graphs 
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  Standard OUT IID ES with service constraints 
 
  Standard OUT AR ES  
  Standard OUT AR ES with service constraints 
 
 Generalized OUT IID ES  
 Generalized OUT IID ES with service constraints 
 
 Generalized OUT AR ES  
 Generalized OUT AR ES with service constraints 
 
 Standard OUT IID ES versus Generalized OUT IID ES  
 Standard OUT AR ES versus Generalized OUT AR ES  
 
 Standard OUT IID ES with service constraints versus  
Generalized OUT IID ES with service constraints 
 Standard OUT AR ES with service constraints versus  
Generalized OUT AR ES with service constraints 
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Total test results of OptQuest for Standard OUT policy IID ES 
Objective
Rank Solution # BWE NSAmp
CSL 
(%)
FR 
(%)
Avg IC
 (€)
Avg SC
 (€)
Safety
 factor 
(z)
Smoothing 
parameter 
(α)
1 51 1,06 3,03 52,69% 96,44% 80,32€    13,35€  0,02 0,01
2 3 1,06 3,04 52,13% 96,44% 80,25€    13,29€  0,01 0,01
3 50 1,06 3,05 53,48% 96,56% 77,74€    13,35€  0,05 0,01
4 20 1,06 3,04 77,45% 98,70% 32,83€    13,35€  0,71 0,01
5 56 1,06 3,06 53,44% 96,54% 78,05€    13,27€  0,04 0,01
6 43 1,06 3,05 65,02% 97,70% 53,62€    13,32€  0,34 0,01
7 52 1,06 3,01 76,87% 98,69% 32,94€    13,42€  0,68 0,01
8 42 1,06 3,02 53,43% 96,51% 78,88€    13,42€  0,03 0,01
9 55 1,06 3,01 60,81% 97,32% 61,53€    13,41€  0,23 0,01
10 31 1,06 3,03 55,72% 96,78% 73,02€    13,36€  0,09 0,01
11 47 1,06 3,01 63,52% 97,57% 56,26€    13,50€  0,31 0,01
12 53 1,06 3,01 66,91% 97,86% 50,26€    13,42€  0,38 0,01
13 48 1,06 3,00 59,94% 97,28% 62,39€    13,35€  0,21 0,01
14 44 1,06 3,05 72,06% 98,25% 42,14€    13,43€  0,53 0,01
15 54 1,07 3,03 63,72% 97,60% 55,64€    13,31€  0,29 0,01
16 33 1,07 3,01 55,20% 96,78% 73,01€    13,21€  0,08 0,01
17 32 1,07 3,05 76,06% 98,60% 34,95€    13,41€  0,67 0,01
18 45 1,07 3,00 72,53% 98,35% 39,96€    13,36€  0,54 0,01
19 46 1,07 3,04 76,83% 98,66% 33,70€    13,46€  0,70 0,01
20 49 1,07 3,04 97,85% 99,92% 11,77€    13,31€  2,00 0,01
21 18 1,07 3,00 75,36% 98,55% 35,76€    13,50€  0,63 0,01
22 34 1,08 3,00 82,11% 99,07% 25,39€    13,42€  0,88 0,01
23 36 1,08 3,09 91,21% 99,58% 15,94€    13,41€  1,32 0,01
24 38 1,08 3,06 98,43% 99,94% 11,94€    13,67€  2,13 0,01
25 35 1,09 3,06 95,00% 99,78% 12,77€    13,32€  1,59 0,01
26 37 1,10 3,07 96,07% 99,85% 12,19€    13,70€  1,75 0,02
27 40 1,10 3,03 96,00% 99,83% 12,21€    13,59€  1,69 0,02
28 39 1,16 3,06 99,89% 100,00% 16,21€    14,03€  3,24 0,02
29 19 1,16 3,05 99,93% 100,00% 15,58€    14,04€  3,11 0,02
30 7 1,16 3,06 100,00% 100,00% 19,82€    14,11€  3,98 0,02
31 23 1,18 3,10 99,98% 100,00% 17,86€    14,24€  3,58 0,03
32 21 1,25 3,20 61,20% 97,26% 63,03€    14,48€  0,24 0,04
33 10 1,27 3,20 98,52% 99,94% 12,06€    14,46€  2,17 0,04
34 22 1,41 3,27 72,26% 98,24% 42,43€    15,46€  0,56 0,06
35 25 1,42 3,32 99,88% 100,00% 15,86€    15,57€  3,16 0,06
36 27 1,54 3,33 98,06% 99,93% 12,18€    16,22€  2,11 0,08
37 29 1,60 3,38 98,33% 99,94% 12,41€    16,57€  2,20 0,09
38 24 1,63 3,39 99,98% 100,00% 19,08€    16,53€  3,82 0,09
39 26 1,63 3,44 98,45% 99,94% 12,58€    16,66€  2,25 0,09
40 16 2,21 3,77 99,61% 99,99% 14,69€    19,76€  2,88 0,16
41 28 2,22 3,77 99,10% 99,97% 13,61€    19,78€  2,58 0,16
42 1 2,61 3,98 95,83% 99,81% 14,05€    21,68€  1,96 0,20
43 5 3,23 4,35 81,21% 98,79% 32,39€    24,15€  1,01 0,26
44 9 5,30 5,29 99,68% 99,98% 18,04€    31,96€  3,55 0,41
45 30 7,08 5,99 51,64% 94,95% 113,95€  37,98€  0,01 0,51
46 2 7,09 6,12 92,60% 99,55% 20,13€    37,41€  2,00 0,51
47 12 7,12 6,02 55,03% 95,42% 103,68€  38,28€  0,13 0,51
48 17 7,15 6,02 99,77% 99,99% 20,10€    38,23€  3,99 0,51
49 15 7,41 6,12 79,72% 98,43% 40,99€    38,76€  1,13 0,52
50 14 11,16 7,52 99,38% 99,97% 20,09€    49,43€  3,89 0,67
51 6 13,72 8,40 96,38% 99,76% 20,46€    56,23€  3,00 0,75
52 11 16,70 9,44 83,90% 98,56% 41,05€    62,30€  1,70 0,83
53 8 23,07 11,45 57,76% 94,31% 129,86€  75,41€  0,33 0,97
54 13 24,43 11,82 92,59% 99,37% 28,25€    78,27€  2,83 0,99
55 41 25,08 11,96 84,81% 98,53% 43,06€    78,68€  2,00 1,00
56 4 25,25 11,90 97,96% 99,86% 23,12€    79,47€  3,99 1,00
SC performance measures
Decision
 Variables
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Total test results of OptQuest for Standard OUT policy IID ES 
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Total test results of OptQuest for Standard OUT policy AR ES 
 
Objective
Rank Solution # BWE NSAmp
CSL
 (%)
FR
 (%)
Avg IC
 (€)
Avg SC 
(€)
Safety
 factor
 (z)
Smoothing
 parameter 
(α)
1 3 1,06 3,04 52,80% 52,80% 80,26€    13,29€  0,01 0,01
2 33 1,06 3,05 55,38% 55,38% 72,94€    13,27€  0,08 0,01
3 32 1,06 3,04 76,31% 76,31% 34,68€    13,47€  0,67 0,01
4 43 1,07 3,06 54,34% 54,34% 76,49€    13,48€  0,06 0,01
5 42 1,07 3,07 52,86% 52,86% 80,06€    13,31€  0,03 0,01
6 20 1,07 3,02 77,38% 77,38% 33,13€    13,54€  0,71 0,01
7 31 1,07 3,04 55,16% 55,16% 74,23€    13,45€  0,09 0,01
8 18 1,07 3,05 75,27% 75,27% 36,62€    13,34€  0,63 0,01
9 34 1,08 3,05 82,42% 82,42% 25,77€    13,40€  0,88 0,01
10 36 1,08 3,10 88,39% 88,39% 18,78€    13,45€  1,16 0,01
11 38 1,09 3,07 96,22% 96,22% 12,34€    13,40€  1,74 0,01
12 35 1,09 3,06 97,44% 97,44% 11,72€    13,36€  1,90 0,01
13 40 1,10 3,08 95,64% 95,64% 12,71€    13,55€  1,69 0,02
14 37 1,10 3,08 98,33% 98,33% 12,10€    13,68€  2,14 0,02
15 7 1,16 3,06 100,00% 100,00% 19,81€    14,04€  3,98 0,02
16 19 1,16 3,11 99,90% 99,90% 15,54€    13,93€  3,11 0,02
17 39 1,16 3,11 100,00% 100,00% 19,18€    13,91€  3,85 0,02
18 23 1,18 3,15 99,98% 99,98% 17,85€    14,15€  3,58 0,03
19 21 1,25 3,19 61,09% 61,09% 62,76€    14,53€  0,24 0,04
20 10 1,27 3,23 98,36% 98,36% 12,14€    14,62€  2,17 0,04
21 22 1,41 3,26 72,10% 72,10% 42,05€    15,49€  0,56 0,06
22 25 1,42 3,29 99,93% 99,93% 15,81€    15,35€  3,16 0,06
23 27 1,55 3,34 97,88% 97,88% 12,37€    16,37€  2,11 0,08
24 29 1,60 3,34 98,33% 98,33% 12,48€    16,70€  2,20 0,09
25 24 1,63 3,42 99,99% 99,99% 19,06€    16,58€  3,82 0,09
26 26 1,63 3,44 98,50% 98,50% 12,46€    16,61€  2,25 0,09
27 16 2,21 3,73 99,60% 99,60% 14,69€    19,62€  2,88 0,16
28 28 2,22 3,78 99,02% 99,02% 13,71€    19,84€  2,58 0,16
29 1 2,61 3,92 96,01% 96,01% 14,08€    21,58€  1,96 0,20
30 5 3,24 4,30 81,32% 81,32% 32,14€    24,42€  1,01 0,26
31 9 5,27 5,33 99,73% 99,73% 17,92€    31,89€  3,55 0,41
32 30 7,07 6,05 51,83% 51,83% 113,54€  37,64€  0,01 0,51
33 2 7,10 6,12 92,60% 92,60% 20,26€    37,57€  2,00 0,51
34 17 7,13 6,04 99,80% 99,80% 20,07€    38,25€  3,99 0,51
35 12 7,14 6,06 55,10% 55,10% 103,76€  38,23€  0,13 0,51
36 15 7,36 6,10 79,66% 79,66% 40,82€    38,86€  1,13 0,52
37 14 11,15 7,57 99,22% 99,22% 20,29€    49,72€  3,89 0,67
38 6 13,76 8,45 96,50% 96,50% 20,01€    56,10€  3,00 0,75
39 11 16,68 9,39 84,04% 84,04% 40,80€    62,42€  1,70 0,83
40 8 22,91 11,35 57,91% 57,91% 128,03€  74,70€  0,33 0,97
41 13 24,31 11,73 92,87% 92,87% 27,74€    77,52€  2,83 0,99
42 4 24,84 12,03 97,86% 97,86% 23,62€    78,05€  3,99 1,00
43 41 25,08 12,05 84,84% 84,84% 43,12€    78,45€  2,00 1,00
SC performance measures
Decision
Variables
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Total test results of OptQuest for Standard OUT policy AR ES 
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Total test results of OptQuest for Standard OUT policy IID ES with service constraints 
 
Objective
Rank Solution # BWE NSAmp
CSL (%) 
>= 90
FR (%)
 >= 90
Avg IC
 (€)
Avg SC 
(€)
Safety
 factor 
(z)
Smoothing
 parameter 
(α)
1 69 1,06 3,05 99,94 100,00 15,49€    13,36€  3,09 0,01
2 62 1,06 3,03 99,93 100,00 15,47€    13,23€  3,10 0,01
3 42 1,06 3,00 99,93 100,00 15,42€    13,30€  3,08 0,01
4 19 1,06 3,02 99,79 99,99 14,23€    13,28€  2,82 0,01
5 56 1,06 3,04 99,81 99,99 14,34€    13,28€  2,85 0,01
6 51 1,06 3,05 99,92 100,00 15,86€    13,41€  3,16 0,01
7 44 1,06 3,05 99,81 99,99 14,61€    13,41€  2,90 0,01
8 59 1,06 3,04 97,88 99,91 11,97€    13,39€  2,00 0,01
9 52 1,06 3,02 99,97 100,00 16,10€    13,31€  3,23 0,01
10 63 1,06 3,05 99,92 100,00 15,51€    13,45€  3,10 0,01
11 36 1,06 3,03 99,81 99,99 14,22€    13,35€  2,83 0,01
12 54 1,06 3,05 99,86 100,00 14,95€    13,31€  2,99 0,01
13 43 1,06 3,06 99,86 100,00 15,25€    13,38€  3,04 0,01
14 53 1,06 3,04 99,77 99,99 14,48€    13,41€  2,87 0,01
15 40 1,06 3,08 99,86 100,00 14,96€    13,35€  2,98 0,01
16 46 1,06 3,01 100,00 100,00 18,47€    13,43€  3,71 0,01
17 37 1,06 3,03 99,86 100,00 14,27€    13,32€  2,84 0,01
18 67 1,06 3,03 99,86 100,00 14,85€    13,40€  2,96 0,01
19 39 1,06 3,10 99,84 99,99 14,88€    13,26€  2,96 0,01
20 71 1,06 3,06 99,86 100,00 15,07€    13,39€  3,00 0,01
21 57 1,06 3,07 99,86 100,00 14,65€    13,42€  2,92 0,01
22 20 1,06 3,10 99,79 99,99 14,14€    13,22€  2,79 0,01
23 64 1,06 3,03 99,82 100,00 14,48€    13,39€  2,88 0,01
24 8 1,06 3,06 99,99 100,00 19,76€    13,38€  3,97 0,01
25 38 1,06 3,07 100,00 100,00 19,90€    13,40€  3,99 0,01
26 61 1,06 2,98 99,91 100,00 15,34€    13,49€  3,07 0,01
27 55 1,07 3,06 99,89 100,00 15,39€    13,31€  3,07 0,01
28 66 1,07 3,03 99,94 100,00 15,59€    13,39€  3,12 0,01
29 70 1,07 3,06 99,89 100,00 15,46€    13,31€  3,09 0,01
30 65 1,07 2,99 99,80 99,99 14,33€    13,43€  2,85 0,01
31 23 1,07 3,08 99,98 100,00 16,89€    13,34€  3,38 0,01
32 58 1,07 3,01 99,86 100,00 14,70€    13,34€  2,94 0,01
33 47 1,08 3,08 100,00 100,00 19,75€    13,42€  3,97 0,01
34 49 1,08 3,04 99,99 100,00 16,89€    13,40€  3,39 0,01
35 41 1,08 3,09 99,83 99,99 14,39€    13,36€  2,87 0,01
36 45 1,10 3,04 99,96 100,00 16,59€    13,61€  3,33 0,02
37 48 1,10 3,07 99,99 100,00 18,22€    13,60€  3,66 0,02
38 22 1,16 3,11 100,00 100,00 19,82€    13,92€  3,97 0,02
39 7 1,16 3,10 100,00 100,00 19,82€    14,06€  3,98 0,02
40 26 1,18 3,13 99,99 100,00 17,86€    14,08€  3,58 0,03
41 24 1,25 3,14 99,98 100,00 19,35€    14,61€  3,88 0,04
42 11 1,27 3,21 98,50 99,94 12,05€    14,57€  2,17 0,04
43 25 1,41 3,31 99,96 100,00 16,99€    15,44€  3,40 0,06
44 28 1,42 3,29 99,91 100,00 15,82€    15,58€  3,16 0,06
45 30 1,54 3,42 97,82 99,91 12,54€    16,24€  2,11 0,08
46 32 1,60 3,40 99,75 99,99 15,13€    16,61€  2,99 0,09
47 27 1,63 3,39 100,00 100,00 19,05€    16,69€  3,82 0,09
48 29 1,63 3,43 98,30 99,93 12,79€    16,83€  2,25 0,09
49 17 2,21 3,75 99,60 99,98 14,74€    19,68€  2,88 0,16
50 31 2,22 3,77 98,98 99,96 13,87€    19,59€  2,58 0,16
51 1 2,61 4,03 95,86 99,80 14,37€    21,47€  1,96 0,20
52 10 5,33 5,26 99,68 99,99 17,96€    32,49€  3,55 0,41
53 18 7,08 6,05 99,76 99,99 20,15€    38,28€  3,99 0,51
54 2 7,11 6,04 92,51 99,53 20,60€    38,25€  2,00 0,51
55 15 11,18 7,46 99,37 99,97 20,03€    49,11€  3,89 0,67
56 6 13,63 8,46 96,47 99,78 19,95€    55,32€  3,00 0,75
57 21 23,28 11,42 94,86 99,59 24,98€    75,89€  3,14 0,97
58 14 24,35 11,65 92,93 99,39 27,78€    77,34€  2,83 0,99
59 4 24,79 11,95 97,97 99,85 23,50€    78,30€  3,99 1,00
60 72 25,08 11,89 94,33 99,56 25,54€    79,28€  3,10 1,00
Decision VariablesSC performance measures
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Total test results of OptQuest for Standard OUT policy IID ES with service constraints 
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Total test results of OptQuest for Standard OUT policy AR ES with service constraints 
 
Objective
Rank Solution # BWE NSAmp
CSL (%)
 >= 90
FR (%)
 >= 90
Avg IC
 (€)
Avg SC 
(€)
Safety 
factor 
(z)
Smoothing
 parameter 
(α)
1 46 1,06 3,07 99,91 100,00 15,52€    13,29€  3,10 0,01
2 48 1,06 3,05 99,76 99,99 14,26€    13,27€  2,82 0,01
3 52 1,06 3,03 99,92 100,00 15,97€    13,32€  3,20 0,01
4 45 1,06 3,07 99,90 100,00 15,56€    13,24€  3,11 0,01
5 57 1,06 2,97 99,93 100,00 15,27€    13,37€  3,05 0,01
6 37 1,06 3,08 99,76 99,99 14,40€    13,37€  2,86 0,01
7 47 1,06 3,03 99,96 100,00 16,68€    13,43€  3,34 0,01
8 49 1,06 3,00 99,96 100,00 17,05€    13,43€  3,41 0,01
9 60 1,06 3,03 99,95 100,00 16,07€    13,28€  3,22 0,01
10 20 1,06 3,05 99,76 99,99 14,05€    13,37€  2,79 0,01
11 55 1,06 3,08 100,00 100,00 19,89€    13,36€  3,99 0,01
12 24 1,06 3,04 99,95 100,00 16,89€    13,31€  3,38 0,01
13 40 1,06 3,02 99,39 99,98 12,65€    13,32€  2,44 0,01
14 43 1,06 3,05 99,96 100,00 16,20€    13,40€  3,25 0,01
15 59 1,07 3,04 99,82 100,00 14,73€    13,21€  2,93 0,01
16 39 1,07 3,04 99,60 99,99 13,66€    13,48€  2,68 0,01
17 19 1,07 3,06 99,78 99,99 14,25€    13,39€  2,82 0,01
18 50 1,07 3,07 99,94 100,00 15,71€    13,34€  3,15 0,01
19 41 1,07 3,01 99,96 100,00 16,75€    13,44€  3,35 0,01
20 61 1,07 3,05 99,92 100,00 15,38€    13,24€  3,08 0,01
21 58 1,07 3,04 99,78 99,99 14,42€    13,34€  2,85 0,01
22 56 1,07 3,07 99,92 100,00 15,94€    13,24€  3,19 0,01
23 8 1,07 3,08 100,00 100,00 19,78€    13,29€  3,97 0,01
24 54 1,07 3,09 99,83 99,99 14,45€    13,29€  2,87 0,01
25 21 1,07 3,02 99,78 99,99 14,01€    13,29€  2,78 0,01
26 42 1,07 3,05 99,91 100,00 15,61€    13,42€  3,12 0,01
27 44 1,07 3,10 99,97 100,00 17,44€    13,30€  3,49 0,01
28 53 1,07 3,05 99,98 100,00 16,28€    13,31€  3,27 0,01
29 38 1,07 3,03 99,80 99,99 14,51€    13,46€  2,88 0,01
30 23 1,16 3,14 100,00 100,00 19,81€    13,89€  3,97 0,02
31 7 1,16 3,12 100,00 100,00 19,82€    13,94€  3,98 0,02
32 27 1,18 3,11 99,97 100,00 17,85€    14,11€  3,58 0,03
33 25 1,25 3,15 99,99 100,00 19,34€    14,59€  3,88 0,04
34 11 1,27 3,15 98,52 99,95 12,00€    14,69€  2,17 0,04
35 26 1,41 3,25 99,96 100,00 16,96€    15,38€  3,40 0,06
36 29 1,42 3,29 99,91 100,00 15,81€    15,50€  3,16 0,06
37 31 1,55 3,40 97,90 99,92 12,44€    16,22€  2,11 0,08
38 33 1,60 3,35 99,79 99,99 15,06€    16,52€  2,99 0,09
39 28 1,63 3,36 99,98 100,00 19,07€    16,81€  3,82 0,09
40 30 1,63 3,45 98,28 99,93 12,79€    16,71€  2,25 0,09
41 17 2,21 3,79 99,60 99,99 14,67€    19,55€  2,88 0,16
42 32 2,22 3,91 98,98 99,96 13,77€    19,45€  2,58 0,16
43 1 2,61 3,96 96,12 99,81 13,94€    21,52€  1,96 0,20
44 10 5,29 5,30 99,66 99,99 18,00€    31,99€  3,55 0,41
45 18 7,11 6,00 99,78 99,99 20,08€    38,07€  3,99 0,51
46 2 7,14 6,04 92,66 99,53 20,61€    38,24€  2,00 0,51
47 15 11,23 7,49 99,43 99,97 19,99€    49,63€  3,89 0,67
48 6 13,67 8,36 96,56 99,78 19,81€    55,60€  3,00 0,75
49 22 23,27 11,37 94,96 99,60 24,80€    75,06€  3,14 0,97
50 14 24,62 11,76 92,74 99,38 27,99€    78,32€  2,83 0,99
51 4 25,08 11,91 97,82 99,85 23,48€    78,73€  3,99 1,00
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Total test results of OptQuest for Generalized OUT policy IID ES 
 
Objective
Rank Solution # BWE NSAmp
CSL
 (%)
FR
 (%)
Avg IC
 (€)
Avg SC
 (€)
Safety
 factor 
(z)
Smoothing
 parameter
 (α)
Smoothing
 parameter
 (beta)
1 11 1,00 2,99 99,25% 99,97% 12,55€    12,97€      2,39 1,000 0,01
2 38 1,00 2,97 99,29% 99,97% 12,56€    12,99€      2,40 1,000 0,01
3 23 1,00 2,99 99,32% 99,98% 12,41€    12,88€      2,37 1,000 0,01
4 24 1,00 3,00 99,08% 99,97% 12,23€    12,98€      2,35 1,000 0,01
5 39 1,00 3,05 99,23% 99,97% 12,66€    12,89€      2,39 1,000 0,01
6 41 1,00 3,03 99,34% 99,98% 12,59€    12,94€      2,44 1,000 0,01
7 42 1,00 2,92 99,39% 99,98% 12,42€    12,89€      2,40 1,000 0,01
8 37 1,00 2,99 100,00% 100,00% 19,95€    12,93€      3,99 1,000 0,01
9 12 1,00 2,99 99,30% 99,98% 12,67€    13,10€      2,46 1,000 0,01
10 22 1,00 2,99 99,19% 99,97% 12,68€    13,06€      2,41 1,000 0,01
11 25 1,00 2,97 99,39% 99,98% 12,52€    12,95€      2,45 1,000 0,01
12 40 1,00 3,03 99,24% 99,97% 12,70€    12,97€      2,37 1,000 0,01
13 26 1,01 3,02 51,90% 96,35% 82,43€    12,96€      0,01 1,000 0,01
14 10 1,03 3,02 98,78% 99,96% 12,07€    13,14€      2,26 0,997 0,01
15 33 1,04 3,90 79,06% 98,67% 34,33€    10,15€      0,87 0,261 0,44
16 30 1,10 3,19 95,12% 99,80% 12,67€    13,02€      1,64 0,908 0,05
17 29 0,88 3,25 98,62% 99,95% 12,27€    10,76€      2,22 0,760 0,06
18 5 1,22 3,95 81,65% 98,90% 29,84€    11,62€      1,01 0,258 0,51
19 34 1,28 3,70 94,50% 99,75% 14,34€    12,83€      1,73 0,708 0,16
20 6 0,70 3,93 69,52% 97,85% 51,11€    7,27€        0,53 0,286 0,26
21 19 1,35 3,08 99,78% 99,99% 14,41€    15,81€      2,86 0,014 1,10
22 32 1,43 3,45 95,22% 99,78% 13,74€    15,06€      1,75 0,927 0,09
23 45 0,37 3,43 97,24% 99,90% 12,30€    5,56€        2,00 0,505 0,01
24 28 1,65 3,45 98,22% 99,93% 12,79€    16,70€      2,24 0,971 0,11
25 31 1,71 4,06 96,30% 99,83% 13,97€    15,04€      2,02 0,661 0,26
26 9 0,23 4,27 99,96% 100,00% 18,98€    3,13€        3,81 0,229 0,06
27 3 0,01 22,82 49,91% 89,52% 236,28€  0,20€        0,01 0,010 0,01
28 27 2,14 3,75 97,86% 99,91% 12,99€    19,17€      2,22 0,979 0,16
29 1 2,61 4,01 95,95% 99,80% 14,22€    21,71€      1,96 0,200 1,00
30 17 2,63 4,05 69,53% 97,80% 52,37€    21,61€      0,55 0,988 0,21
31 15 5,18 5,26 99,84% 99,99% 19,07€    31,61€      3,80 0,415 0,97
32 35 7,13 6,09 51,84% 94,89% 115,19€  38,38€      0,01 0,505 1,01
33 2 7,15 6,01 92,67% 99,53% 20,51€    38,37€      2,00 0,505 1,01
34 20 7,19 6,13 99,72% 99,99% 20,14€    38,16€      3,99 0,505 1,01
35 18 9,57 7,06 98,61% 99,93% 18,16€    44,82€      3,34 0,925 0,67
36 13 10,42 5,52 99,84% 99,99% 19,91€    54,51€      3,97 0,118 1,72
37 14 14,18 6,64 56,29% 95,45% 103,43€  63,83€      0,18 0,177 1,72
38 36 17,48 9,60 98,80% 99,92% 21,63€    64,16€      3,99 1,000 0,85
39 7 44,81 16,80 90,17% 98,97% 38,27€    112,01€    3,00 0,753 1,50
40 16 77,06 24,37 66,87% 94,19% 137,03€  154,54€    1,19 0,632 1,76
41 8 99,35 32,21 52,34% 88,76% 254,09€  172,13€    0,14 0,990 1,55
SC performance measures
Decision
 Variables
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Total test results of OptQuest for Generalized OUT policy AR ES 
 
Objective
Rank Solution # BWE NSAmp
CSL
 (%)
FR
 (%)
Avg IC
 (€)
Avg SC
 (€)
Safety
 factor 
(z)
Smoothing
 parameter
 (α)
Smoothing
 parameter
 (beta)
1 11 1,00 3,03 99,25% 99,97% 12,64€    12,97€      2,39 1,000 0,01
2 25 1,00 3,02 99,16% 99,97% 12,67€    12,99€      2,45 1,000 0,01
3 22 1,00 2,97 99,38% 99,98% 12,56€    12,92€      2,41 1,000 0,01
4 24 1,00 3,00 99,03% 99,97% 12,36€    13,02€      2,35 1,000 0,01
5 26 1,00 3,04 52,08% 96,39% 81,43€    12,88€      0,01 1,000 0,01
6 23 1,00 3,06 99,23% 99,97% 12,59€    12,81€      2,37 1,000 0,01
7 12 1,00 3,02 99,28% 99,98% 12,52€    13,00€      2,46 1,000 0,01
8 10 1,03 3,11 98,68% 99,95% 12,35€    12,98€      2,26 0,997 0,01
9 33 1,05 3,92 78,80% 98,65% 34,69€    10,17€      0,87 0,261 0,44
10 30 1,10 3,25 94,93% 99,78% 13,02€    12,93€      1,64 0,908 0,05
11 29 0,89 3,32 98,53% 99,95% 12,33€    10,63€      2,22 0,760 0,06
12 5 1,23 3,95 82,09% 98,90% 29,92€    11,49€      1,01 0,258 0,51
13 6 0,69 3,89 69,54% 97,87% 50,75€    7,28€        0,53 0,286 0,26
14 19 1,34 3,07 99,83% 99,99% 14,37€    15,64€      2,86 0,014 1,10
15 32 1,43 3,44 95,30% 99,80% 13,31€    15,07€      1,75 0,927 0,09
16 28 1,66 3,47 98,40% 99,94% 12,52€    16,56€      2,24 0,971 0,11
17 31 1,71 3,95 96,41% 99,84% 13,73€    15,10€      2,02 0,661 0,26
18 9 0,23 4,27 99,93% 100,00% 19,04€    3,11€        3,81 0,229 0,06
19 3 0,01 22,06 54,51% 90,80% 208,35€  0,20€        0,01 0,010 0,01
20 27 2,14 3,79 97,78% 99,90% 13,23€    19,12€      2,22 0,979 0,16
21 1 2,61 4,02 96,06% 99,81% 14,16€    21,37€      1,96 0,200 1,00
22 17 2,62 4,10 69,81% 97,82% 51,80€    21,46€      0,55 0,988 0,21
23 15 5,18 5,33 99,79% 99,99% 19,13€    31,26€      3,80 0,415 0,97
24 20 7,19 6,03 99,79% 99,99% 20,07€    38,36€      3,99 0,505 1,01
25 2 7,20 6,10 92,42% 99,54% 20,45€    38,47€      2,00 0,505 1,01
26 18 9,63 7,06 98,56% 99,92% 18,38€    45,03€      3,34 0,925 0,67
27 13 10,88 5,64 99,76% 99,99% 19,98€    55,75€      3,97 0,118 1,72
28 14 14,13 6,66 56,24% 95,44% 103,86€  64,12€      0,18 0,177 1,72
29 7 45,14 16,91 90,05% 98,96% 38,33€    111,95€    3,00 0,753 1,50
30 16 75,29 24,05 67,16% 94,31% 134,17€  150,81€    1,19 0,632 1,76
31 8 102,55 32,86 52,46% 88,72% 255,07€  174,20€    0,14 0,990 1,55
SC performance measures
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Total test results of OptQuest for Generalized OUT policy IID ES 
 
Objective
Rank Solution # BWE NSAmp
CSL (%)
>= 90
FR (%)
 >= 90
Avg IC
 (€)
Avg SC
 (€)
Safety
 factor 
(z)
Smoothing
 parameter
 (α)
Smoothing
 parameter
 (beta)
1 12 1,00 3,00 99,26 99,97 12,52€    12,94€      2,46 1,000 0,01
2 13 1,00 3,00 99,45 99,98 12,87€    13,01€      2,49 1,000 0,01
3 11 1,00 2,98 99,32 99,98 12,59€    12,96€      2,39 1,000 0,01
4 26 1,00 3,01 99,26 99,97 12,65€    12,92€      2,44 1,000 0,01
5 30 1,00 3,01 99,28 99,97 12,70€    12,90€      2,45 0,999 0,01
6 25 1,00 3,04 99,23 99,97 12,50€    12,84€      2,45 1,000 0,01
7 24 1,00 2,97 99,42 99,98 12,93€    13,10€      2,47 1,000 0,01
8 28 1,01 2,95 99,25 99,97 12,56€    13,11€      2,43 1,000 0,01
9 10 1,03 3,03 98,80 99,96 12,13€    13,19€      2,26 0,997 0,01
10 20 1,34 3,11 99,79 99,99 14,37€    15,71€      2,86 0,014 1,10
11 8 0,23 4,24 99,94 100,00 19,04€    3,12€        3,81 0,229 0,06
12 31 1,87 3,76 99,21 99,97 13,79€    16,99€      2,64 0,873 0,18
13 22 0,01 22,20 79,76 96,98 79,36€    0,20€        2,31 0,010 0,01
14 1 2,61 4,00 96,01 99,81 13,97€    21,57€      1,96 0,200 1,00
15 16 5,16 5,31 99,80 99,99 19,12€    31,16€      3,80 0,415 0,97
16 29 5,25 5,31 97,11 99,85 15,74€    31,83€      2,49 0,960 0,43
17 2 7,17 6,04 92,47 99,54 20,27€    38,41€      2,00 0,505 1,01
18 21 7,20 5,98 99,80 99,99 20,08€    38,62€      3,99 0,505 1,01
19 19 9,62 7,02 98,69 99,92 18,34€    45,00€      3,34 0,925 0,67
20 14 10,62 5,60 99,80 99,99 19,98€    56,19€      3,97 0,118 1,72
21 6 44,45 16,85 89,94 98,94 38,76€    112,06€    3,00 0,753 1,50
SC performance measures
Decision
 Variables
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Total test results of OptQuest for Generalized OUT policy AR ES 
with service constraints 
 
Objective
Rank Solution # BWE NSAmp
CSL (%)
>= 90
FR (%)
>= 90
Avg IC
 (€)
Avg SC
 (€)
Safety
 factor 
(z)
Smoothing
 parameter
 (α)
Smoothing
 parameter
 (beta)
1 23 1,00 2,95 99,44 99,98 12,47€    12,86€      2,41 1,000 0,01
2 27 1,00 2,99 99,33 99,98 12,49€    12,97€      2,45 1,000 0,01
3 11 1,00 2,99 99,34 99,98 12,39€    13,00€      2,39 1,000 0,01
4 12 1,00 2,97 99,27 99,98 12,71€    13,03€      2,46 1,000 0,01
5 24 1,00 2,99 99,29 99,97 12,74€    12,85€      2,42 1,000 0,01
6 26 1,00 2,99 99,01 99,96 12,40€    12,97€      2,35 1,000 0,01
7 25 1,00 3,03 99,32 99,98 12,58€    12,93€      2,37 1,000 0,01
8 10 1,03 3,02 98,83 99,96 12,28€    13,14€      2,26 0,997 0,01
9 31 1,04 3,59 99,22 99,97 13,25€    11,11€      2,52 0,681 0,12
10 32 0,91 3,15 99,89 100,00 15,19€    11,74€      3,03 0,900 0,02
11 30 1,10 3,17 99,40 99,98 12,98€    13,27€      2,51 0,968 0,03
12 19 1,34 3,08 99,84 99,99 14,36€    15,73€      2,86 0,014 1,10
13 8 0,22 4,10 99,93 100,00 18,99€    3,10€        3,81 0,229 0,06
14 9 0,01 22,55 92,88 99,14 39,85€    0,21€        3,99 0,010 0,01
15 1 2,61 4,01 95,90 99,80 14,34€    21,53€      1,96 0,200 1,00
16 29 4,11 4,80 97,70 99,89 14,67€    27,54€      2,45 0,972 0,34
17 15 5,18 5,24 99,77 99,99 19,16€    31,65€      3,80 0,415 0,97
18 2 7,14 6,00 92,50 99,53 20,54€    38,30€      2,00 0,505 1,01
19 20 7,22 6,08 99,79 99,99 20,09€    38,53€      3,99 0,505 1,01
20 18 9,66 7,07 98,75 99,93 18,15€    44,84€      3,34 0,925 0,67
21 13 10,63 5,52 99,83 99,99 19,92€    55,60€      3,97 0,118 1,72
22 6 45,48 17,01 90,19 98,92 39,35€    112,90€    3,00 0,753 1,50
SC performance measures Decision
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Total test results of OptQuest for Standard OUT policy IID ES  
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