A general time-dependent quantum system can be driven fast from its initial ground state to its final ground state without generating transitions by adding a steering term to the Hamiltonian. We show how this technique can be modified to improve on the standard quantum adiabatic algorithm by making a single-particle and cluster approximation to the steering term. The method is applied to a one-dimensional Ising model in a random field. For the limit of strong disorder, the correction terms significantly enhance the probability for the whole system to remain in the ground state for the proposed non-stoquastic annealing protocol. We demonstrate that even when transitions occur for stronger interaction between qubits, the most probable quantum state is one of the lower energy states of the final Hamiltonian. Since the method can be applied to any model, and more sophisticated approximations to the steering term are possible, the new technique opens up an avenue for the improvement of the quantum adiabatic algorithm.
There is a furious race underway to construct the first practical quantum computer. To complement this, there is a large research effort to broaden the class of problems that can be attacked by these machines. A very promising direction is optimization problems. One of the leading candidate methods for solving such problems on a quantum computer is the quantum adiabatic algorithm (QAA) [1] , in which the ground state of a simple quantum system is slowly transformed into the solution of the optimization problem. There have been extensive studies of this algorithm on classical computers [2] and quantum annealing devices to implement the QAA have also been constructed [3] [4] [5] . The difficulty in demonstrating the QAA is the presence of small energy gaps that can lead to generalized Landau-Zener-StueckelbergMajorana (LZSM) tunneling [6] [7] [8] [9] . Once the tunneling occurs, the system leaves the instantaneous ground state, probably for good, and the algorithm breaks down.
In spin models, we may look more closely at the degrees of freedom that produce the dangerous avoided crossings. The classic LZSM problem can be thought of as a single spin-1/2 particle in a time-dependent magnetic field that reverses the spin direction. This is the local single-particle case. In the other limit, we may imagine a crossing of two levels whose energies are very close, but whose spatial configurations differ by the rearrangement of many spins, perhaps well-separated in space. This is the non-local case. Both contribute to unwanted tunneling.
In this letter, we propose a modification of the QAA that largely eliminates local LZSM tunneling. This modification requires accurate control of individual qubits that was demonstrated recently in various systems, including trapped ions [10] , Rydberg atoms [11] and superconducting qubits [12] . In the conventional annealing protocol, the system is prepared in a strong field along the x−direction and no interaction, then the field is slowly changed to the final field an the interaction is turned on. During this process, a time-dependent gauge term causes transitions between the instantaneous eigenstates of the Hamiltonian. This term is proportional to the Berry curvature [13] [14] [15] [16] [17] and its effect was recently investigated in superconducting devices with a single qubit [18] and interacting qubits [19] . We demonstrate that with the proper compensation of this topological term, qubits acquire protection against excitation processes, increasing the probability for the system to remain in the ground state even for short annealing times. This approach may also point the way toward more general improvements of quantum adiabatic algorithms.
The Hamiltonian in our approach is defined on the time interval 0 ≤ t ≤ t a , where t a is the annealing time and it has the form:
Here H i and H f are time-independent Hamiltonians that represent a simple problem and a difficult optimization problem, respectively. The scalar functions f i and f f satisfy the boundary conditions: f i (0) = f f (1) = 0 and f i (1) = f f (0) = 0. However, we adjust these functions rather than choosing the customary linear-in-time forms. Term H s is the key to our approach. The idea of adding an additional term to the Hamiltonian is not new and has been used to convert a stoquastic Hamiltonian to a non-stoquastic Hamiltonian [20, 21] , while modifications to the annealing schedule have been used to add quantum fluctuations [22] . It has also been used in the shortcuts to adiabaticity [23, 24] . The difference here is that H s is a function of H f .
We construct H s using a result from adiabatic population transfer theory [25, 26] . If a time-dependent Hamiltonian H 0 has instantaneous eigenstates |n(t) such that H 0 (t)|n(t) = E n (t)|n(t) , then we can define the steering Hamiltonian as
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The modified Hamiltonian we note that for single spin-1/2 particle at site n with Hamiltonian H 0 (t) = B(t) ·σ/2 the steering term is
and we may correct for an arbitrary random magnetic field on an array of spins by summing over n.
To illustrate our method we choose the onedimensional random-field Ising model on a ring of L spins:
with periodic boundary conditions understood. The h n are chosen uniformly from the interval [−1, 1] so the width of the disorder distribution sets the energy scale. The initial Hamiltonian is chosen as usual to be a uniform transverse magnetic field.
In the calculations below we take h 0 = 10. It is clear that the method is applicable to any model that includes a random field. Our choice is motivated by the facts that it has a relatively small number of parameters, is simple to simulate numerically, and the statistical properties of the final Hamiltonian Eq. (4) has been well studied. H i and H f are both stoquastic [27] , meaning that this is a relatively simple problem for which quantum Monte Carlo methods may work just as well as the QAA [28] [29] [30] . It has nevertheless served as a common testbed for the QAA. The introduction of H s makes the Hamiltonian non-stoquastic, but our motivation for introducing an additional term is quite different from that of the authors of Ref. [20] .
We choose f i (t) = cos 2 (πτ /2) and f f (t) = sin 2 (πτ /2), where τ ≡ t ta . The initial behavior of f f and the final behavior of f i are quadratic; this is chosen so that H s (t = 0) = H s (t = t a ) = 0 and the derivatives provide slow start and stop. These choices, together with Eq. (3) gives With these definitions we solve the time dependent Schrödinger equation for H qaa numerically [31, 32] . For comparison purposes it is useful to solve the same instance of the problem with the above definition of H s ("with steering") and setting H s = 0 ("without steering"). We also define the success probability, i.e., the probability to be in the ground state at the end of the evolution, as
In Fig. 1 we report results for the systems with L = 1 and L = 3 using Eq. (2). In part (a) of the figure, we show the fundamental effect of steering: the system finds the ground state independent of the annealing time to within our numerical accuracy, which is to say 1 part in 10 9 . In part (b) of the figure, we compared the 1-spin steering with the case of no steering applied and with the "full steering". Full steering is the exact application of Eq. (2). It is the basis of the cluster approach that we present in the later part of the Letter.
Next, we test the ideas presented for L = 1 and L = 3 in larger system sizes. A typical system we consider is shown in the inset of Fig. 2(a) for L = 10. Also in Fig. 2(a) , we present how the average ground state probability changes as a function of the annealing time. Especially for short annealing times, the probability of achieving the ground state and thereby successfully solving the optimization problem is quite small without steering. It is greatly enhanced by steering.
When the interaction becomes stronger, we expect the low-lying states to have a more extended and more entangled character; they cannot be written, even approximately, as product states. Thus the local steering algorithm should become less effective. This expectation is confirmed by the data in Fig. 2(b) , where the average ground state probability is plotted as a function of J. We see a crossover at about J = 1 from a regime in which steering is effective to a regime where it is not. It is interesting that the addition H s is positively harmful for J ≥ 2. We attribute this to the fact that the system for part of its evolution is trying to find the ground state of a Hamiltonian H i + H f + H s that is somewhat further from the problem Hamiltonian compared to H i + H f . The "recovery" of the steered Hamiltonian at larger J is presumably due to the ground state being a locally perturbed antiferromagnetic state, close once more to a product state.
Next, we consider how the introduction of a weak interaction (J = 0.1) modifies the final distribution of the probability over all states both with and without steering, using a short annealing time t a = 1. In Fig. 3 we plot probabilities P n of all states, defined as
The states |n(t a ) are arranged in order of increasing energy and |ψ(t a ) is the final stated computed in the QAA. This is done for several system sizes. Of course to obtain these data we must also solve the problem exactly for the |n(t a ) , so this limits the size
The probability distribution over all final eigenstates |n(ta) as a function of the level index n, computed by comparing the results of the QAA with an exact calculation. Pn = | ψ(ta)|n(ta) | 2 . Several system sizes are shown. The effect of steering is to squeeze the width of the probability distribution by more than two orders of magnitude and in the direction of the ground state. Same markers are used in this figure as in Fig. 2 . ta = 1, J = 0.1.
of systems we can treat. Again we average over 10 4 realizations of the disorder for each curve shown.
The effect of steering is very dramatic. Roughly speaking, for all system sizes the width of the probability distribution is squeezed down towards the ground state by two orders of magnitude. The chance of making a serious error and ending in a state with high index is greatly reduced by steering. If we think of the system as diffusing from one instantaneous eigenstate to another during the course of a computation, it seems that the effect of steering is to reduce the diffusion rate regardless of whether the system is close to the ground state or not.
The success probability is much larger with steering and in general steering squeezes the distributions towards the ground state. Certain final states or groups of final states appear to be favored, and the groups are somewhat different for the steered and unsteered cases. We can speculate that these states represent local energy minima. The unsteered algorithm may in fact be superior in escaping local minima that come from extended eigenstates while the steered algorithm is more effective at avoiding local minima that come from more localized eigenstates.
Finally, we present our results for cluster steering, defined as follows. The spin which has minimum random field (whose direction is therefore likely to be determined by the interaction) is identified. This spin and its two neighbors are considered as a cluster. The cluster steering term is found from Eq. (2) . In this approach, while the cluster steering is being applied to the spin trio, 1-spin steering is applied to each spin in the rest of the chain. There are 12 spins in the chain and 10 4 realizations are performed. In Fig. 4 , the two types of the steering are compared with the case of no steering. At small J, the curves with steering coincide and, at stronger J, all curves go up. The latter happens because in this regime the spectrum becomes more regular with level repulsion. However, the steering of weak clusters helps to maintain the system in the ground state even for intermediate strengths of interaction. With the cluster approach, the ground state probability does not drop to smaller values sharply. When J is small, the ground state probability curve is more flat comparing to the curve of 1-spin steering.
We have demonstrated significant improvements in the QAA for random-field spin systems with relatively weak interactions. This is done by adding a term to the Hamiltonian that suppresses transitions representing local spin re-orientations. When the interactions become stronger, the low-energy eigenstates become more extended and the technique in the approximation used here becomes ineffective. In other words, the method is good for insulating phases and not for metallic phases of disordered systems. However, the steering concept itself, as represented by the correction term in Eq. (3) is not at all limited to local modifications of the problem. We have made a cluster expansion to construct a less local form of the operator in Eq. (6). It should also be possible to work out ways of improving the steering so that it is effective in metallic phases as well. We have not yet investigated systematically the crucial question of how the improvements in the algorithm scale with system size. The local nature of the improvements of the steering would suggest at least a constant speedup comparing to the usual annealing procedure. Of course in practical calculations even a constant speedup is very desirable, as long as the constant is big. For certain problems, we have shown that at least two orders of magnitude can be achieved.
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