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Introduction
Understanding the passage of gas molecules through thin polymer membranes is an area of great interest, both academically and industrially. The packaging and medical industries are both examples of where understanding the mechanics of gas transport at the molecular level would be of benefit. Molecular dynamics simulations have the potential to be a valuable tool in allowing a molecular level insight to be obtained as to the processes occurring when gas molecules diffuse across a polymer boundary. This is the case for both existing barrier polymers and those potentially of interest. This work was carried out in order to investigate gas diffusion in three different polymers, using both particle insertion and molecular dynamics simulation techniques. The polymers of interest are cis-1,4-polybutadiene (PBD), atactic polypropylene (PP), and polyethylene terephthalate (PET). These polymers are in common use in gas sensitive applications, with used PBD in the manufacture of tyres, and PP and PET in the packaging industry.
Gas transport is often described by the solution-diffusion mechanism, 1 where gas molecules are considered to be absorbed into a polymer membrane, transported across it, and released at the other side. The solubility (S) and diffusivity (D) combine to describe the permeability (P) of a gas species in a polymer membrane as:
In order to begin to offer a complete description of the gas diffusion processes occurring inside a polymer melt, a simulation must therefore probe at least two of the above three variables.
Diffusion within a polymer is traditionally described using the 'hop-and-jump' model. 2, 3 This employs the idea that diffusants, in this case gas molecules, spend the majority of their time within the melt oscillating within a microscopic free volume cavity (i.e. 'hopping'). Occasionally, due to relaxation processes occurring within the melt, an opening between the free volume occupied by the gas molecule and a neighbouring cavity will appear. If the path between the cavities closes before the gas molecule returns to its original cavity, it has completed a 'jump'. It is with this stepwise motion that a particle diffuses within a polymer melt. Diffusivity (D) has traditionally been probed by inserting gas molecules into a 3-dimensionally periodic (3D) sample of the polymer of interest. [4] [5] [6] The most common analysis method being to consider the mean squared displacement (MSD) of the gas molecules as a function of time (t), and to use eqn (2) . 7 It is important to note that at short time the motion of the gas molecule is ballistic in nature; the gas molecule is experiencing the normal diffusive regime when n ¼ 1.
Solubility describes the affinity for the gas molecule to be absorbed into the melt, and is usually represented by a Henry coefficient (k H ). A system needs to contain at least two phases to be able to model sorption: a polymer membrane and a gas phase. It is not possible therefore to estimate the solubility coefficient using a single phase (bulk) polymer sample via molecular dynamics simulation. It is possible however to use a bulk polymer sample to estimate the solubility coefficient for a certain gas using a Widom 8 particle insertion technique. This process calculates the average excess chemical potential (m ex ) which would be generated by the insertion of 1 mole of sample molecules into a polymer of interest. This is achieved by carrying out a series of randomly positioned insertions of a sample molecule and calculating the change in system energy (E i ) resultant from each insertion (V is the system volume, k B T is the thermal energy, and RT is the molar thermal energy):
Eqn (3a) and (3b) are applicable in the cases where a simulation was carried out using NVT and NPT constraints respectively, with angle brackets denoting an average over both a series of random insertions and a number of different melt conformations. This excess in chemical potential can then be used to determine the Henry solubility coefficient:
It is important to note at this point that the solubility can be defined in several different ways, which consequently means that there are several different Henry coefficients available for a particular system. Widom's method returns a ratio of the concentration of gas molecules within the polymer melt to the concentration of gas molecules external to the melt. This Henry coefficient is represented as k H,cc . It is this Henry coefficient which will be calculated and quoted for all different simulation models throughout this work. The Henry coefficient usually measured experimentally is k H,cp , which measures the dependence of the absorbed concentration of gas in the polymer melt on the partial pressure of the gas external to the melt. Conversion between the two values is achieved via eqn (5), where k H,cp has units cm 3 [STP] cm À3 Pa
À1
, T sim is the simulation temperature in Kelvin, and P STP and T STP are the standard pressure and temperature (101 325 Pa and 275.15 K respectively). k H,cc is a unitless quantity.
The Widom method uses infinitely fast insertions of a test particle to determine m ex , and so does not allow for the observation of the dynamic response of the polymer melt to the presence of a gas molecule, 9 hence the desire to use a molecular dynamics method to investigate permeation. Widom insertion has been commonly used for many years to determine solubility coefficients computationally 10, 11 however, providing a useful benchmark against which to compare other simulation models. The Widom method can struggle for very dense systems and for large test particles, where test insertions often result in extremely high energies associated with particle overlaps. Several different methods [12] [13] [14] have been suggested for the computational assessment of the excess chemical potential in systems where Widom insertion may not be appropriate.
If a 3-dimensionally periodic sample of polymer melt is replaced by a 2-dimensionally periodic film, an external gas phase can be included. This allows for the probing of the different aspects of permeability (P, D, and S) directly in one simulation cell, in a procedure which models experimental methods. Under NPT constraints however, the absorption of gas molecules reduces the external gas pressure, which in turn leads to a reduction in the size of the external gas phase. This can lead to the external gas phase disappearing completely during long simulations. A solution to this problem was provided by Kikuchi et al., 15 who filled the gas phase with 'virtual' particles. The virtual particles maintain the external pressure of the system during long NPT simulation runs, and so avoid any shrinkage of the gas phase. The particles are labelled as virtual as they have zero interaction with any gas molecules, and a purely repulsive interaction with the polymer melt. The lack of interaction with the gas molecules means that the gas molecules' behaviour is not influenced by the presence of the virtual particles. The repulsive interaction with the melt is chosen to prevent any virtual particle from entering the polymer matrix, which follows the method of Kikuchi et al. 15 This repulsive interaction with the melt allows the fluctuations of the NPT barostat to be imposed upon the melt, whilst maintaining a stable volume external to the melt independent of the absorption or release of gas molecules. The presence of a stable gas phase allows for a direct investigation of sorption via MD simulations. Two different simulation cells using the concept of virtual particles were utilised. The first approach 15 was designated ''KKF1''. KKF1 was initially designed solely for the determination of the solubility coefficient for a certain gas/polymer combination, 15 however, this work also utilised the KKF1 model to determine the diffusivity via tracking the MSD of gas molecules absorbed within the melt and application of eqn (2) . Generation of a KKF1 cell involved randomly inserting varying numbers of gas molecules both above and below the 2D film. This allowed the equilibrium ratio of the absorbed gas concentration and the concentration of the gas external to the melt to be determined via MD simulation, giving the Henry coefficient k H,cc as discussed earlier. An example of the KKF1 cell is shown in Fig. 1 ; the melt can be seen bound by a gas phase stabilised by virtual particles.
The second approach, 16 designated ''KKF2'', is a variation on KKF1, implementing a concentration gradient across the melt to assess the permeability and diffusivity of a gas molecule in a polymer melt directly. This was intended to make the simulation more closely analogous to the experimental techniques used to investigate permeation. 16 The concentration gradient is generated by inserting gas molecules only into the gas phase above the melt. As gas molecules diffuse through the film and emerge on the downstream side, they are instantaneously deleted and reinserted above the film. With knowledge of the thickness of the polymer film (L), diffusivity can be estimated via the time lag (q) for the first molecules to appear via eqn (6) . If the area of the polymer gas interface (A) and difference in gas pressure between the gas phases above and below the film (Dp) are determined, permeability (P) can be estimated via the number (converted to a volume via the ideal gas law) of gas molecules that permeate through the membrane (V perm ) in simulation time s via eqn (7).
If desired, a hybrid KKF1/KKF2 model can be used, where the permeability is still determined via eqn (7), but diffusivity is measured by tracking the mean squared displacement of all gas molecules whilst absorbed within the melt and the use of eqn (2) . An example of the KKF2 cell is shown in Fig. 1 , showing gas molecules diffusing through the polymer melt film along a concentration gradient.
Experimental method 2.1 Simulation details
Initial generation of the three polymer systems took place via the all trans chain method of Hedenqvist et al., 17 with a 'skew-start'
18
being employed to ensure that chains did not overlap in 3-dimensional periodic boundary conditions. PBD was represented by 10 chains of 25 repeat units, PP by 10 chains of 50 repeat units, and PET by 4 chains of 40 repeat units. The simulated chain length was selected for each polymer to reduce computational expense, whilst ensuring that the system still accurately modelled the polymer of interest. Accuracy was ensured by verifying that the PVT and bulk diffusion behaviour at the chosen chain length were consistent with those of systems consisting of considerably longer chains, and experimental results. Systems were generated in an extremely rarefied state, with the initial equilibration being carried out in the NVT ensemble to allow unimpeded relaxation of the polymer chains. Systems were then compressed to simulation conditions under NPT conditions, followed by a thermal equilibration in the NVT ensemble, followed by a long NPT equilibration. During the final long equilibration the centre of mass of each system was required to migrate over a distance equal to several radii of gyration of a chain in order for the system to be considered sufficiently equilibrated. The evolution of the ensemble conserved quantities, system volume, and total energy were also monitored.
PBD was described by the quantum chemistry fit data of Smith and Paul, 19 PP was described using the TraPPE-UA force field of Martin and Siepmann, 20 and PET was described by the anisotropic united atom force field of Hedenqvist et al. 17 Gas parameterisation was provided by Travis and Gubbins 21 (O 2 ,N 2 ) and Kikuchi et al. 15 (CO 2 ). Unlike Lennard-Jones interaction parameters, 3 and s, were computed using the standard LorentzBerthelot combining rules:
Molecular dynamics simulations took place using the DL_POLYv2 simulation package, 24 with pressure and temperature constrained by the Nos e-Hoover method. Thermostat and barostat relaxation times were 0.5 and 0.3 ps respectively for bulk simulations, and 0.5 and 1.0 ps respectively for the two phase solubility and permeability simulation cells. Production run simulations were carried out for 40 ns, with a 2 fs timestep facilitated by the use of the SHAKE algorithm to constrain bonds. Atomic configurations were output every 1 ps.
The 3-dimensionally periodic simulation cell
Gas diffusivity within a 3-dimensionally periodic sample was assessed by inserting 10 gas molecules into the simulation cell, at positions where net non-bonding energy obeyed À0.1 k B T < E nb < 0.1 k B T. The mean squared displacement of each molecule was monitored throughout the run, and diffusivity calculated via eqn (2). Diffusivity was calculated from trajectories of 0.5 ns < t <4 ns, to ensure that ballistic motion from short timescales and the poor statistics at long timescales did not distort the value obtained for the diffusivity. The selected region of a log-log MSD vs. t plot was required to satisfy a chi-squared goodness of fit test with respect to a slope of 1, ensuring that the above range was sampling the normal diffusive regime.
The solubility of a gas molecule in a 3-dimensionally periodic sample of the melt was assessed via Widom's method, as discussed earlier. The random insertions were replaced by a grid based insertion, to ensure that the entire melt volume is sampled in a computationally efficient process. A grid spacing of 1 Å was used; this being small enough to probe all structural levels within the melt, but not so large as to make the program run time prohibitive. As all gas molecules of interest to this investigation were linear in structure, each insertion was also performed over 3 separate orientations, with the vector connecting the centres of the atoms constituting the molecule aligned in the x, y, and z direction. The net energy difference resulting from the insertion was calculated by summing the non-bonding interaction energy between the inserted molecule and each polymer atom. Electrostatic interaction energy was also included if partial charges were present in both gas and polymer. Averages were formed over 100 different trajectory frames, each well separated in time, providing the opportunity to ensure that averages were formed over many different, independent melt configurations.
The 2-dimensionally periodic simulation cells
The 2-dimensionally periodic films for the KKF1 and KKF2 simulation cells were generated using the method of Okada et al. 25 Films were designed to be periodic in the x/y plane, with z being perpendicular to the surface of the film. Virtual particles were formed using the parameters of Kikuchi et al., 15 with the repulsive non-bonding parameters tuned to prevent any particles from entering the polymer melt. The KKF1 model had between 40 and 140 gas molecules randomly inserted into the gas phase, both above and below the 2D periodic polymer melt, creating a range of gas pressures external to the melt. Determination of the solubility and diffusivity requires knowledge of the volume of the cell occupied by the polymer melt and the external gas phase. This was achieved using the density scan method used by Kikuchi et al., 15, 16 with the gas phase, polymer interface, and polymer bulk identified from the density of polymer atoms scanned in the z direction. Gas molecules were therefore classified as belonging to the external gas phase, being adsorbed upon the surface of, or being absorbed within the polymer melt based upon their z-position within the simulation cell. Solubility values were estimated by counting the number of gas molecules absorbed within the melt, and considering how this absorbed concentration changed with different external gas pressure. External gas pressure is defined as the pressure of the gas molecules located in the external gas phase, as determined by the ideal gas law. Fig. 2 demonstrates the relationship between external pressure and absorbed concentration of O 2 in PBD, PP, and PET as predicted by KKF1 simulations. The good linear fit for each system indicates that the experimentally observed Henry's law is being obeyed. The solubility was determined from the gradient of this fit, whilst diffusivity was estimated by measuring the MSD of gas molecules whilst absorbed within the melt, as eqn (2) . The normal diffusive regime was identified via a chi-squared goodness of fit test to determine where the gradient of a log-log plot was equal to unity. MSD was calculated separately for each of the simulations containing different numbers of gas molecules. As no dependence upon the penetrant concentration was noted, the final value for diffusivity was formed from average values for MSD from each simulation.
The KKF2 simulation cell had 50 gas molecules randomly inserted into the gas phase above the melt. To prevent the gas molecules from migrating to the bottom half of the cell via periodic boundary conditions, a potential wall was placed at the very top of the cell, of the form given in eqn (9) , where 3 ¼ 5000 kcal mol
À1
, and n ¼ 13. This wall acts only upon the gas molecules.
The fact that gas molecules exist only in the upper gas phase causes a pressure to be exerted upon the melt which forces it downwards through the simulation cell. A potential wall of the same form and parameters as eqn (9) is included to support the bottom of the melt and so prevent this migration. This wall acts only upon the polymer atoms. When a gas molecule permeates through the melt and appears on the downstream side of the melt, it is deleted and randomly reinserted back into the upstream side of the melt. The total change in the non-bonding interaction energy resulting from the insertion must be less than k B T for the insertion to occur, preventing unphysical reinsertions. Another location for insertion is chosen if this is not the case. Fig. 3 demonstrates the permeation of O 2 molecules through PBD and PP over a 10 ns simulation. The linear fit to the data allows for the permeability to be calculated via eqn (7). The time lag used to determine the diffusivity via eqn (6) is also labelled.
Results

Verification of simulation models
It is important to verify that the generated configurations and molecular force fields used in an MD investigation provide an accurate description of the polymer to which they pertain. Two different verification procedures were carried out to test that this was the case. Firstly, the PVT behaviour predicted by MD simulation was compared to that observed experimentally (represented by a Tait equation). Simulations were carried out at different temperatures for each polymer, to coincide with the availability of experimental data. All temperatures were well above T g for the polymer in question. Fig. 4 shows the PVT behaviour of the polymers of interest, and a comparison to experimental data. All polymer models show a good agreement with the experimentally observed characteristic volume at low pressures. The compressibility of both PBD and PET deviates from that seen experimentally at higher pressures (500 bar and above), a fact noted for PET by Hedenqvist et al. 17 in their original force field formulation. All simulations in this investigation took place at low pressure (0-250 bar), and so this deviation from experimental results at higher pressure is not an issue.
The second verification procedure was designed to test both the gas molecule parameterisation, and the routines which were to analyse the diffusivity and the solubility within the melt. Both bulk MD simulations and Widom 8 insertions were carried out at experimental conditions, to determine the diffusivity and Henry solubility coefficient of each gas molecule respectively. This was then compared to experimentally determined parameters. This verification was carried out with PBD, due to the availability of experimental D and k H,cc values for the gases investigated.
3,29
PBD has the lowest glass transition temperature 30 of the polymers under investigation, and so at experimental temperatures (usually approximately 300 K) will have the greatest difference from T g . This aids the acquisition of stable MSD values for a given simulation length. Results of such verification are shown in Table 1 and Table 2 , where the diffusivities and solubility coefficient of O 2 ,N 2 , and CO 2 were determined in a PBD melt at 300 K, 1 atm.
It is reassuring to note that the simulation models correctly predict the experimentally noted trends between different gases, though there is a systematic overestimation of both diffusivity and solubility coefficient. A possible source of the systematic overestimation of the diffusivity is the limited simulated chain length leading to an overestimation of the flexibility of the polymer. 31 The source of the difference between the experimentally derived solubility coefficient and that returned from simulation is not known for certain, however M€ uller-Plathe et al. 10 noted that the trend for simulations to overestimate the solubility coefficient appears to be universal. Their proposed reasons include insufficient relaxation of the polymer melt, leading to inhomogeneous densities within the simulation cell, and small inaccuracies in the force field parameterisations.
Diffusivity
Diffusivity was estimated using all three simulation models. The estimations of diffusivity provided by the 2D film methods could be verified against bulk simulation, as bulk simulations had been shown to provide accurate values for diffusivity in the earlier verification using PBD. Table 3 presents the estimations for the diffusivity returned by the different simulation methods. All simulations were run at temperatures considerably above the T g of the polymer in question. Simulations containing PBD and PP ran at 500 K; simulations containing PET ran at 600 K. This is due to the higher glass transition temperature of PET relative to PBD and PP. The low diffusivity of all gas species in PET prohibited the acquisition of stable diffusivity values within the given simulation timescale for KKF2. These results are not presented here. -solid) , along with the linear fit from which permeability is calculated. q, from which the diffusivity is calculated, is also labelled for PBD. It is reassuring to note that both KKF1 and KKF2 correctly predict the trends between different gas molecules within the same polymer, and between different polymer samples for the same gas molecule, although the 2D film models return values systematically higher than that of the bulk. It is also reassuring to note that the diffusivity of O 2 and CO 2 in PET returned from this work is consistent with the previous work of Shanks and Pavel, 32 subject to the tendency to overestimate reported earlier.
The statistical accuracy of the mean squared displacement within the melt reduces rapidly with increasing time when using the KKF1 model, as the majority of molecules spend only a short period of time in the melt. This is particularly the case for the high T g polymer PET; even with simulations run at 600 K the vast majority of molecules spend less than 20 ps within the melt. Very few molecules therefore have a chance to experience the normal diffusive regime.
It was noted earlier that the accepted description of small molecule permeation through a polymer membrane is the 'hopand jump'. One of the benefits of using molecular dynamics simulations to study gas transportation is the ability to directly visualise dynamic processes occurring within the melt. Fig. 5 demonstrates a typical z-coordinate track for a CO 2 molecule in a KKF1 simulation cell as it transits a PBD, PP, or PET film. It is interesting to note the differences between the diffusive motion in PET when compared to that in PP and PBD. In PET, the hopping periods are clearly identifiable as small magnitude oscillations, occurring between the jumps (identifiable as changes in the z position of considerably larger magnitude than the background hopping, without an immediate return to the starting point). This is not the case in PP and PBD, where the molecule transits the melt in a near continuous series of jumps. The near continual transition from jump to jump in PP and PBD is considered a result of the high temperatures at which the KKF1 simulations were carried out, when compared to T g .
Solubility
The KKF1 and KKF2 simulation models were designed to return either the solubility or permeability respectively, along with the diffusivity. It has been shown that the two return broadly similar diffusivities, so to facilitate comparison the permeability and diffusivity returned by KKF2 will be combined to form the solubility as in eqn (1) . All solubility values are quoted as k H,cc . As with diffusivity, acquisition of stable solubility coefficients via the KKF2 model in PET required prohibitively long simulation timescales, and as such values are not included here.
The solubility returned by the KKF1 model is slightly higher than that returned from the Widom method in most cases. The reason for this discrepancy is hypothesised to stem from the particle insertion technique being unable to capture dynamic details as to how the melt matrix responds to the presence of a gas molecule. The KKF2 method systematically returns considerably higher results than both 3D and KKF1 simulations. The reason for these consistently higher estimations is not fully known, however, as the uncertainties indicate, the values returned by the KKF2 model are of poorer statistical reliability than KKF1. This is due to the small numbers of gas molecules completing a transit of the film; on average between 30 and 100 gas molecules over a typical 20 ns KKF2 simulation.
Care must be taken when interpreting the results of the high temperature 2D Film simulations, as even the order of the solubility coefficients of the different gases may not be the same as at experimental conditions. For example, it can be seen in Table 4 that at a temperature of 500 K both O 2 and N 2 have a slightly higher solubility coefficient in PBD than CO 2 . Table 2 shows that this is not the case at 300 K, however, with CO 2 having a markedly higher solubility coefficient than either O 2 or N 2 . These observations are in agreement with the experimental findings of Cowling and Park, 33 who noted the different sign on the heat of solution of CO 2 when compared to N 2 in PBD. This means that as temperature increases, the solubility of CO 2 in PBD tends to fall, whereas the solubility of N 2 will tend to rise. It is also reported that O 2 has the same sign on its heat of solution as N 2 , 29 indicating it too will become more soluble in PBD as temperature increases. This is also in agreement with the results of this work. 
Available free volume
It has been suggested that an advantage of the 2D-film methods is their ability to observe the dynamic response of the melt to the presence of gas molecules. The importance of this can be appreciated when the available free volume of a KKF1 sample of melt is considered both before and after the addition of gas molecules to the simulation cell. Available free volume was determined in a method analogous to that of Sok et al. 31 A test particle was grown on a series of closely spaced grid points until it touched a polymer atom, touching being defined as the separation of the atomic centres (r) satisfying:
This method allows the percentage of the melt accessible to a spherical probe of diameter s probe to be determined and any changes in the accessible volume when gas is present within the melt to be appreciated. The volume accessible to a probe of diameter s probe in films of PBD, PP, and PET, both with and without the presence of O 2 , is shown in Fig. 6 . Values are time averaged over 10 ns simulations. It can be seen that all polymer species undergo some form of change in melt conformation to accommodate gas molecules. The different responses of the various polymers to the presence of O 2 molecules is easier to visualise if the change which occurs in the availability of volume to a probe of diameter s probe is plotted, as in Fig. 7 . All the polymers show an entirely positive change in available volume, indicating that the melt is swelling with the addition of gas molecules, which is in agreement with experimental observations. 34 The peak in the trace of PBD indicates that although there is an overall increase in melt volume, there is also a reduction in the frequency of smaller (<1 Å diameter) voids whilst increasing the frequency of the larger free volume expanses. The trace for PP shows a similar feature forming at very small diameter (<0.5 Å ) probes, with the change in available free volume then reducing more rapidly to zero than in PBD. This indicates that the addition of O 2 molecules does not bring about the longer lengthscale changes in free volume distribution required to increase the availability of larger voids as readily in PP as in PBD at the simulation temperature of 500 K. A similar trend can be seen in PET. It can be seen that even though this polymer was simulated at 600 K, the absorption of O 2 molecules into the melt does not cause any change in the availability of volume to probes of diameter greater than 4 Å . The vast majority of the expansion of the melt is accounted for in the large increase in the available volume to probes of diameter less than 2 Å ; smaller scale structural perturbations dominate. This difference in the structural response of different polymers to the presence of gas molecules absorbed within them lends support to the use of the 2D film molecular dynamics simulations as opposed to simple particle insertion for the determination of solubility.
Conclusions
Permeability coefficients P, D, and S have been estimated for PBD, PP, and PET using both traditional 3D periodic (bulk) and 2D periodic (film) models. The bulk 3D polymer samples were relatively computationally economical to produce, and have been used to determine diffusivity and solubility coefficients for many years. It has been shown that the KKF1 and KKF2 film models have the advantage that they can characterise the dynamic response of the melt to the gas molecule. The importance of this has been demonstrated by the different responses displayed by the different polymer samples to the presence of penetrant gas molecules. Encouraging agreement has been noted between these very different simulation approaches. Both the 2D film models are hampered however by the probabilistic nature of the uptake of gas molecules from the gas phase. This requires running simulations at temperatures considerably higher than those traditionally probed by experiment, meaning that verification of simulations results by comparison to experiment is difficult. Higher T g polymers require higher simulation temperatures to retain statistical accuracy for a given simulation time, implying that the 2D film models, particularly KKF2, are generally more suited to modelling gas diffusion in lower T g polymers.
