ABSTRACT. We study the spectral properties of Jabobi matrices. By combining Killip's technique [13] with the technique of Killip and Simon [12] we obtain a result relating the properties of the elements of Jacobi matrices and the corresponding spectral measures. This theorem is a natural extension of a recent result of Laptev-Naboko-Safronov [17] .
The author thanks Sergej Naboko for useful discussions and Barry Simon for pointing out the conjecture. 1 where Â denotes the spectral measure of Â and AE Ê is a Borel set.
Conversely, to each measure with a compact support containing infinitely many points there is a standard procedure of constructing a Jacobi matrix via the corresponding orthogonal polynomials (see [12] for historical references and bibliography). Therefore similar problems were intensively studied by specialists in this field [21] , [1] .
Since there is a one-to-one correspondence between Jacobi matrices and probability measures, it is natural to ask how the properties of entries of Jacobi matrices are related to the properties of probability measures. We are interested in a class of matrices Â "close" to the "free" matrix Â ¼ for which « Ò ¼ and ¬ Ò ¼, Ò ¼ ½ . Although this theorem is a natural generalization of a recent result of Killip-Simon, it has some disadvantages. Namely, for a given measure we are not able to check in advance whether the condition (0.5) is fulfilled for the corresponding Jacobi matrix Â. However, in the cases ´ µ ½ [12] and ´ µ Ó× ¾´ µ [17] one is able to avoid this obstacle and obtain stronger results where one does not have the a priori condition (0.5).
The main idea of this paper is to modify the known trace formulae. For Â's with É Â Â ¼ of finite rank , the standard trace formulae are due to Case [2] , [3] . Recently, Killip-Simon [12] found how to exploit these sum rules as a spectral tool. In particular, Killip-Simon have shown the importance of extension of sum rules to a larger class of É's. In its turn the impressive paper [12] was motivated by work on Schrödinger operators by Deift-Killip [6] and Denisov [7] , [8] . Finally, the author would like to mention the paper [26] the results of which are used in this work.
PRELIMINARIES
For each Ì ¾ Ë ½ , one can define a complex-valued function Ø´½ · Ì µ,
There is a constant such that one of the conditions 
It is known (see [22] ) that the limit 
¾ ¼ ℄
We borrow from [12] one important relation which expresses the spectral measure in terms of the perturbation determinant where¨¼ is the integrand in (2.10) with ½. Thus we obtain the trace formulae:
where the absolute value of £´Éµ is bounded by a certain function of É Ë ¿ .
PERTURBATIONS OF INFINITE RANK
Given a perturbation of class Ë ¿ there is a beautiful technique which enables one to prove that if one of the sides in (2.12) is finite, then so is the other side. This technique is due to Killip and Simon [12] and uses the following facts:
However, since we are forced to deal with the sums appearing in the r.h.s. of (3.1) the better reference is the one on the paper [17] where the technique is more adjusted to the special case of the trace formulae (2.12). Bellow we denote by the unit disc in .
Let Â´AE µ É´AE µ be operators whose realizations in the standard basis
We introduce È AE ´Éµ £ ´Âµ £ ´Â´AE µ µ The "tails" in the sums £ ´Âµ and £ ´Â´AE µ µ cancel each other, so that the elements of the matrices and do not enter in this difference È AE ´Éµ starting from a certain index. Thus È AE ´Éµ is a continuous function of a finite number of elements of the matrices and and can be extended to arbitrary matrices . Below È AE ´Éµ is extended for any and .
It is important for us to find conditions when 
where we use that ´ ¾ ¾µ ½. Formulae (3.5) and (3.6) imply
where the quantity ´ É Ë ¿ µ depends only on É Ë ¿ and . The latter inequality was obtained for Å meromorphic in the neighborhood of the unit disc. However, this inequality can also be extended to arbitrary measures satisfying Conditions (1)- (3) µµ is a continuous function of Ö whose limit is equal to È ´ß µ, as Ö ½. Moreover, the convergence Å ´Öµ´Þµ Å ´Þµ is uniform on compact subsets of upper half of , which means that the coefficients of Jacobi matrices must converge. Thus
Therefore ×ÙÔ AE È AE ´Éµ ½ which guarantees (0.6).
2.
Conversely, suppose that the conditions (0.6) and (0. 
½
This is exactly what is needed for (3.9). In order to complete the proof we only have to show that (0.6) and (0.5) imply Condition (3) of Theorem 0.1. This can be done by a simple trick (see [17] ) whose essence is that one has to consider first a finite sum È Ô ½ ´ß µ, prove that this sum can be approximated by the corresponding sum for Ò Ò and then let Ô ½.
