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I. INTRODUCTION 
The purpose of this paper is to reduce systems of linear two-point boundary- 
value problems with either explicit or implicit boundary conditions to one with 
explicit boundary conditions of the form u(O) = 0 and V(X) = /3, and to solve 
the resulting boundary-value problem by the Kagiwada-Kalaba method of 
invariant imbedding [2,5]. The derivation of the reduction process depends both 
on Levin’s theorem [3], which relates the solution of a matrix Riccati equation 
to the solution of a system of linear homogeneous ordinary differential equations, 
and on relations developed by Roberts and Shipman in [4]. The method proposed 
here provides a uniform way of treating the various types of boundary conditions, 
rather than a special treatment for each type of problem which is characteristic 
of earlier papers on the Kagiwada-Kalaba method. See, for example, [ 1, 5-j. 
In presenting the reduction process it is convenient to treat a succession of 
problems of increasing complexity where by suitable transformations the more 
complicated problems can be reduced to the simpler ones. Accordingly, first, 
in Section 2 we treat the homogeneous problem with disjoint boundary condi- 
tions and zero initial conditions. Then in Section 3 we consider the same problem, 
but with nonzero initial conditions. In Section 4 we extend the treatment to the 
inhomogeneous problem with disjoint boundary conditions and zero initial 
conditions, and in Section 5 we treat the same problem but with nonzero initial 
conditions. Finally, in Section 6 we apply the reduction method to the most 
general problem, a system of inhomogeneous linear ordinary differential equa- 
tions with linear implicit boundary conditions. Any other boundary-value 
problem is then a special case of the formulation in this section. 
2. DISJOINT BOUNDARY CONDITIONS WITH ZERO INITIAL CONDITIONS 
Consider the system of linear ordinary differential equations 
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with the boundary conditions 
u(0) = 0, 
(2.2) 
a(x) = A 
where A(z), B(z), C( z andD(z)aremXm,mxn,nxm,andnxnmatri- ), 
ces, respectively, and u(x) is an m-vector and V(Z) and p are n-vectors. 
By Levin’s theorem [3], the matrix Riccati equation in R,(z), m x n matrix, 
R;(z) = B(z) + 4.4 R,(z) + R,(z) D(z) -t R,(4 C(4 W% (2.3) 
has the solution 
&(4 = [J+x$ %s) + w&41 [%(4 w + J4cw1~ (2.4) 
where the scalar sis a member of an interval and x is sufficiently c ose to S. The 
matrices MI(z), Ma(z), Ms( z ), and M*(z) are the partitioned submatrices of the 
fundamental matrix M(z) associated with (2.1). To be specific the fundamental 
matrix is partitioned as
(2.5) 
where W(z), J&+4, M3(4, and A&(z) are m x m, m x n, n x m, and n x n 
matrices, respectively. 
The fundamental matrix satisfies sy tem (2.1), 
d J’4C4 
M’(z) = dz La(z) 
W(4 ] _ [ 44 wf) Ju4 J&(4 
- M&) - W --D(z) I[%(4 1 M&4 ’ (2.6) 
with the initial condition 
M(o) = L,(O) M,(O) 
Ml(O) W(o)] = I = k ;;I ) (2.7) 
where I,,, and I, are the m x m and n x n identity matrices, respectively, and 
0, and 0, are m x n and n x m null matrices, respectively. 
On expanding (2.6), we have 
WC4 = 44 WC4 + B(4 M&4, (2.8a) 
WC4 = 44 M&4 + W4 W4, (2.8b) 
MS4 = -VW M&4 + W) W41, (2.8c) 
W(4 = -[CC4 K(z) + D(z) M.d.41. (2.8d) 
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Now the solution of (2.1) satisfies the relationship 
where 
M2(4 Cl 
I( 1 
(2.9a) 
Md4 ~2 ’ (2.9b) 
Cl = u(0) = 0, c2 = q), (2.10) 
and where c, and c2 are consistent with the boundary conditions (2.2). 
At a = X, (2.9b) appears as 
v(x) = J&(x) cl + M&4 ~2 = M&) ~2 > (2.11) 
or rearranging, as 
v(0) = c2 = M&C-~ v(x) = M&-l jl. (2.12) 
Introducing (2.12) into (2.9), we have 
4.4 = M2(4 MM1 8, 
u(z) = M&) M&x)-l ,R 
(2.13) 
It is convenient o define the matrix U(z, x), m x n, and the matrix V(z, x), 
n X 71, as 
U(z, 4 = M,(z) M&-l, 
V(x, x) = M&z) M&)-l. 
Inserting (2.14) into (2.13) we may write (2.13) as 
+4 = U(z, 4 B, 
v(z) = V(x, x) p. 
(2.14) 
(2.15) 
Substituting of(2.15) into (2.1) yields the matrix-matrix system, 
(where u’(z, x) = dU(z, x)/da, V’(z, CC) = dV(z, LX)/&) with the two-point 
boundary-value conditions 
U(0, x) = 0, (2.17a) 
V(x, x) = I, (2.17b) 
which are obtained from (2.14) and (2.7) and are consistent with (2.2). 
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Now the Kagiwada-Kalaba method imbeds the original problem (2.1), (2.2) 
over the interval [0, x], where x is fixed, into a larger class of problems over the 
interval [0, ~~1, where x is a variable endpoint, z ,< x < x, , and X, is the final 
value of X. Their method converts the original boundary-value problem where z 
is the dependent variable into an initial-value problem where x is the dependent 
variable. We will now derive from (2.16) the differential equation showing the 
dependence of the solution on X, the variable endpoint. 
Let us differentiate (2.16) and (2.17) with respect to x 
(2.18) 
with the two-point boundary-value conditions 
UC@, x) = 0, (2.19a) 
v&Y, x) =: - V’(x, x), (2.19b) 
where the subscript x refers to differentiation with respect to x. 
Since the system matrix in (2.18) is the same as that in (2.16) and the boundary 
conditions (2.19) are proportional to the boundary conditions in (2.17) let us 
assume that 
U.&z, x) = U(z, x) K, (2.20a) 
v&G x) = V(? 4 K (2.20b) 
where K is an n x n matrix to be determined. If we substitute (2.20) into (2.18), 
we see that (2.18) reduces to (2.16). W e may evaluate the matrix K by substitu- 
tion of (2.20b) into (2.19b) and then employ (2.17b). 
At z = X, by (2.20b) we find 
V&) x) = V(x, x) K =-= K, (2.21) 
and therefore 
K = - rqx, x). (2.22) 
Equation (2.20) may now be written as 
u&z, x) = - U(z, cc) Jqx, x), 
(2.23) 
v&z, x) = -I+, x) V’(x, x). 
Evaluating V’(x, X) by (2.16) at z = X, and using (2.17b) we write (2.23) as 
u&5 x) = U(z, 4 [C(x) U(x, 4 f- W) w, ‘41 
= U(% x> [C(x) U(x, x) + W)l, 
v&L x) = V(z, x) [C(x) U(x, 4 + w4 w, x)1 
(2.24) 
= V(z, x) [C(x) U(x, x) + D(x)]. 
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If we return to (2.4) we can see by (2.7) for the initial condition at s = 0, 
I?&) = R,(O) = 0, (2.25) 
that (2.4) reduces to 
R,(z) = M,(z) M&)-l. 
On comparing (2.26) and (2.14) we note that at x = x 
R,(x) = U(x, x). 
(2.26) 
(2.27) 
Introduction of (2.27) into (2.24) gives 
u&G 4 = U(x, 4 [C(x) w4 + WI, 
v&z, x) = q& x) [C(x) W) + WI, 
x < x < x, . (2.28) 
The initial conditions at x = z are 
(2.29) 
In (2.28) and (2.29) we have the initial-value problem that expresses the depend- 
ence of U(z, x) and V(z, x) on x. In these equations the 2: is considered fixed and 
x is variable over the interval z < x < x, . 
The original two-point boundary-value problem has now been reduced to an 
initial-value problem. To summarize, the Kagiwada-Kalaba method proceeds as 
follows: 
1. Integrate once the Riccati equation (2.3) from x = z = 0 to x, with 
the initial condition R,(O) = 0 to obtain R,(x). 
2. For each value of x at which a solution is desired, integrate (2.28) with 
the initial conditions (2.29) over the interval z < x < x, to obtain the matrices 
U(x, 4 and v(z, x,). 
3. For the specified z, and x, , U(z, x~), and V(z, xf), compute u(z) and 
V(Z) from (2.15). 
4. Return to item 3 until the solution is generated for each desired value 
of z. 
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3. DISJOINT BOUNDARY CONDITIONS WITH NONZERO INITIAL CONDITIONS 
Consider now the boundary-value problem consisting of (2.1) and the bound- 
ary conditions 
u(0) = cc, 
%4 = B, 
where OL is an m-vector with at least one nonzero element. 
For this problem we may write (2.9) and (2.10) as 
ci:;, [ 
n/r,@4 IM,G4 Cl 
= J4(4 M&) I( 1 c2 ' 
where in this case 
Cl = u(0) = 01, c2 = w(0). 
At .a = x, (3.2b) appears as 
or as 
f-22 = w(0) = A&(x)-l [p - M,(x) a]. 
Substituting (3.5) and (3.3) into (3.2), we have 
u(z) = J&(z) a+ J42(4 %(x)-1 [B - M&x) 4, 
w(z) = J&(x) a + M&) %(x)-l [P - w&) 4. 
Let us define 
zi(z) = u(z) - M,(z) a, 
d(z) = W(Z) - M,(z) cd, 
/I = /3 - IM,(x) cd. 
(3.1) 
(3.2a) 
(3.2b) 
(3.3) 
(3.4) 
(3.5) 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
Equation (3.7) may be written in terms of G(s), s(z), U(z, x), and V((z, X) by 
means of (3.8)-(3.10) and (2.14): 
f+) = M,(4 G(x)-lp = w 4 8, 
6(z) = &l&i) M4(x)-lf!l = V(z, x) fl. 
(3.11) 
It is readily seen that d(z), s(z) satisfy 
(3.12) 
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with the boundary conditions 
22(O) = 0, 
6(x) = /!!I. 
(3.13) 
Thus our problem (2.1) with the disjoint nonzero initial conditions (3.1), 
reduces to the original problem (2.1), (2.2) with the disjoint zero boundary 
conditions where the u(x), o(x), /3 variables are replaced by d(z), G(Z), j% These 
vectors require the evaluation of MI(x), &Is(a), and Ms(x) which can be deter- 
mined from the relationships found in [4]. The relationships are given in the 
next section in (4.19) and require first the solution of the Riccati equation and 
its companion equations (4.20). F o 11 owing the prescription in Section 2, the 
solutions are generated for a(z), 6(z), and then by (3.8), (3.9) transformed into 
U(Z) and n(z). 
4. INHOMOGENEOUS DIFFERENTIAL EQUATIONS, DISJOINT BOUNDARY CONDITIONS 
WITH ZERO INITIAL CONDITIONS 
The boundary-value problem described in Section 2 is now expanded to deal 
with inhomogeneous differential equations. 
Consider the inhomogeneous system 
with the boundary conditions 
u(0) = 0, 
u(x) = B, 
(4.2) 
where the dimensions of all matrices and vectors are defined in Section 2, and 
e(x) is an m-vector andf(z) is an n-vector. 
The solution of (4.1) may be represented by 
where M(z) is the fundamental matrix and J&(z),..., M4(z) are its submatrices 
described in (2.5). As before 
Cl = u(0) = 0, c2 = w(0). (4.4) 
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Now (4.3) may be written as 
where 
Upon differentiating (4.6) we have 
with the initial conditions 
At z = X, (4.5b) appears as 
or as 
c2 = w(0) = M&q1 [w(x) - #(x)1 = M&p [P - $@)I. 
Substituting (4.10) into (4.5) yields 
+4 = J42(4 ~4W [P - Ywl + 464, 
+4 = &@) KW EB - ?wl + N4* 
(4.5a) 
(4.5b) 
(4.6) 
(4.7) 
(4.8) 
(4.9) 
(4.10) 
(4.11) 
Using the definitions for U(z, X) and V(x, x) in (2.14), we may express (4.11) 
Substitution of (4.12) into (4.1) recovers (4.7) and gives 
(i$: iI;1 = r-g; .:;;I g:: ;I ’ 
with the two-point boundary conditions 
qo, x) = 0, 
rqx, x) = 1. 
(4.13) 
(4.14) 
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Differentiating (4.13) and (4.14) with respect to x, we find 
with the two-point boundary conditions 
U,(O, x) = 0, 
V&c) x) = -V’(x, x). 
(4.15) 
(4.16) 
Since the system matrix in (4.13) is the same as that in (4.15) and since the 
respective boundary conditions are proporitional, we may follow the identical 
steps from (2.20) to (2.27) and obtain 
Uzh 4 = q% 4 [C(x) Rl(4 + WI, 
2 < x < Xf 3 (4.17) 
I/3c(% 4 = V-G 4 [Cc4 R,(x) + WI, 
with the initial conditions at x = z, 
V(2, 2) = I. 
In (4.17)-(4.18) we have an initial-value problem that expresses the depend- 
ence of U(z, x) and V((z, X) on x. As in (2.28)-(2.29), in these equations x is 
considered fixed and x is variable over the interval z < x < xf . The solution of 
(4.17)-(4.18) is employed in (4.12) to obtain the solution U(Z), V(Z) of (4.1)-(4.2). 
There remains, however, the problem of evaluating+(x) and 4(z). In order to do 
that, we introduce the following relations of Roberts and Shipman derived 
in [4]. 
q-4 = w&4 JJu4-1, (4.19a) 
K44 = J&M - Rl(4 Kc4 (4.19b) 
R&4 = 4c4 - R&4 cc49 (4.19c) 
Q&4 = JM4-1, (4.19d) 
Q&9 = -Q&4 J4(4, (4.19e) 
Q&4 = -Qk4 ~44, (4.19f) 
where R,(z), Ra(z), QJz), and Q&z) are m x n, m x m, n x n, and “n x m 
matrices, respectively, and Ra(z) is an m-vector and Qa(z) is an n-vector. 
The R and Q variables satisfy the initial-value problems: 
R:(z) = J+) + -44 R,(4 + R&) W) + U4 CC.4 R&4; R&J) = 0, 
(4.20a) 
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a4 = 44 &(4 + Rl(4 C(4 R&); 
Q&9 = Q&4 .W + Q&4 W WI; 
From (4.19f) we have the required relation for 4(z): 
VW = - QIW-~ Q&h 
while from (4.19~) we have the required relationship for $(a): 
C@> = %(4 + Rl(4 #(4* 
R,(O) = I, 
(4.20b) 
Rs(0) ==: 0, 
(4.20~) 
QdO> = I, 
(4.20d) 
Q&J) = 0, 
(4.20e) 
Q,(O) = 0, 
(4.20f) 
(4.21) 
(4.22) 
We want to point out that (4.20a) is the same Riccati initial-value problem 
which appeared in the previous sections. The remaining equations in (4.20) are 
linear differential equations. 
The reduction method proceeds as follows: 
1. Integrate once the initial-value problem equations (4.20) from x = 
z = 0 to x, to obtain the R, Q variable profiles. 
2. From (4.21) and (4.22), determine d(z) and 4(z) from x = z = 0 to x, . 
3. For each value of z at which a solution is desired, integrate (4.17) with 
the initial conditions (4.18) over the interval z < x < x, to obtain the matrices 
U(z, xj) and V(.z, xr). 
4. For the specified z and x, , and d(z), 4(z), t/(x,), U(z, x~), V(.z, x~) from 
items 2 and 3, compute u(z) and V(Z) from (4.12). 
5. Return to item 3 until the solution is generated for each desired value 
of z. 
5. INHOMOGENEOUS DIFFERENTIAL EQUATIONS, DISJOINT BOUNDARY CONDITIONS 
WITH NONZERO INITIAL CONDITIONS 
Consider the system of inhomogeneous differential equations (4.1) with the 
boundary conditions 
u(0) = a, 
2+x) = p. 
(5.1) 
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The treatment is identical to that of Section 4 except for the few differences 
we note here. 
If we define 
Cl = u(0) = (II, 
5 = v(O), 
(5.2) 
then at z = X, (4Sb) may be written as 
c2 = v(0) = &(x)-l [p - Jqx) A! - #@)I* (5.3) 
Inserting (5.3) into (4.5) gives 
J(z) = u(z) - M,(z) a + M,(z) J&(x)-l M,(x) 01, 
6(z) = v(z) - AI&) a + M,(x) M&)-1 11/3,(x) a,
(5.5) 
then (5.4) may be written as 
G> = 442(4 %(W [P - e41 + #JM 
w = M*(4 n/l,(V LP - VW1 + #+ 
(5.6) 
By (2.14), (5.6) can be expressed as 
Thus our problem (4.1) with the nonzero boundary conditions (5.1) reduces 
to the problem (4.1) with the zero boundary conditions (4.2), provided U(Z), V(Z) 
of Section 4 are replaced by e(z), C(Z). The solution procedure is identical to that 
of Section 4 with the exception that (5.5) is employed to recover the U(Z), v(z) 
from the G(Z), U(Z). 
6. INHOMOGENEOUS DIFFERENTIAL EQUATIONS 
WITH IMPLICIT BOUNDARY CONDITIONS 
We may generalize the results of the previous sections by considering the 
most general linear system and the most general boundary conditions. 
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Consider once again the inhomogeneous system 
with the implicit boundary conditions 
w(O) + Bl~(O) + Y&f) + %c4 V@f) = 71 3 
(6.2) 
where 01~ , aa , A > A 9 Yl > Yz > 61 9 and 6, are m x m, n x m, m x n, n x n, 
m x m, n x m, m x n, and n x n matrices, respectively; and qr is an m-vector 
and r], is an n-vector. 
By following the development from (4.3) through (4.8), we can evaluate (4.5b) 
at z = x: 
or 
Upon substituting (6.4) into (4.5), we obtain 
U(Z) = M,(z) u(0) + MS(Z) M&y [v(x) - MS(X) 40) - Ywl + #(4* 
W(X) = M,(x) u(0) + Jqz) n/r,(x)-l [v(x) - M&l u(O) - Yw1+ 4@)* 
We now define 
(6.5) 
C(z) = u(z) - M,(z) u(0) + J&2(z) M&F1 ~3@) u(O), 
(6.6) 
6(z) = w(z) - M,(z) u(0) + AI&) M&)-l M&x) u(0). 
When we substitute (6.6) into (6.5), we have 
fi(4 = Ju4 M&Y W) - #WI + Yw, 
v”(x) = MA4 %(W kw - Ywl + VW* 
From the definitions in (2.14), we may express (6.7) as 
C(x) = U(? 4 [4X> - WI + K4, 
E,(z) = V(% 4 W) - VW1 + VW* 
Since Z?(z) and U”(z) satisfy (6.1), it follows that 
(6.7) 
(6.8) 
(6.9) 
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with the boundary conditions 
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U(0, x) = 0, 
V(x, x) = I. 
(6.10) 
Taking the identical steps from (4.15) through (4.18) (or (2.18) through (2.29)), 
we arrive at 
with the initial conditions at x = x, 
UC6 4 = R,(z), 
qz, x) = I. 
(6.12) 
To proceed we must invoke the implicit boundary conditions (6.2), but first 
let us write (4.5) in terms of u(0) and o(O) at z = x,: 
4%) = J4(Xf) 40) + Kc4 m + Tw, 
44 = M&f) f40) + M&f) fm + VW. 
(6.13) 
Substituting (6.13) into (6.2) gives 
(6.14) 
As before, the matrices MI(x,),..., M4(xf) and the vectors 4(x,) and #(x,) are 
obtained by integrating (4.20) and then employing (4.19), (4.21), and (4.22). From 
(6.14) we can determine u(0) and o(O), and then find u(x,) and v(x,) from (6.13). 
With u(O), $4, u(xf), and ~(2,) determined, the problem is reduced to the 
previous boundary problems discussed in Sections 2-5. 
The reduction method proceeds as follows: 
1. Integrate once the initial-value problem equations (4.20) from 
x = z = 0 to X~ to obtain the R, Q profiles. 
2. From (4.21) and (4.22), determine 4(z) and $(z) from x = z = 0 to xj . 
3. From (4.19) determine M,(z) ,..., A&(z) at z = x, . 
4. Solve (6.14) for u(0) and w(O). 
5. Compute u(x,) and v(x,) from (6.13). 
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6. From items 4 and 5 replace the implicit boundary conditions with the 
equivalent explicit disjoint boundary conditions u(0) = ill, ~(3~) = /3. The pro- 
blem has been reduced to that of Section 5. 
As an alternative solution method we may execute items 1 though 6 and then: 
7. For each value of z at which a solution is desired, integrate (6.11) with 
the initial conditions (6.12) over the interval z < x < X, to obtain the matrices 
W, xp) ad v(x, 4. 
8. For the specified z and x, , and 4(4, #), 44d, u(z, 4, Vz, s> from 
items 2 and 3, compute a(z) and C(Z) from (6.8). 
9. Compute U(Z) and Z(Z) from (6.6). 
10. Return to item 7 until the solution is generated for each desired value 
of x. 
7. CONCLUSIONS 
Through the use of Levin’s theorem, the R, Q equations (4.20), and relations 
(4.19) and (4.21), we have shown that the reduction process can transform every 
boundary-value problem into an explicit one of the form u(0) = 0, V(X) = /3 to 
which the Kagiwada-Kalaba method may be applied. As a result all boundary- 
value problems are treated in a uniform manner. 
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