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A faithful description of the state of a complex dynamical network would require, in principle, the
measurement of all its d variables, an unfeasible task for systems with practical limited access and
composed of many nodes with high dimensional dynamics. However, even if the network dynamics
is observable from a reduced set of measured variables, how to reliably identifying such a minimum
set of variables providing full observability remains an unsolved problem. From the Jacobian matrix
of the governing equations of nonlinear systems, we construct a pruned fluence graph in which the
nodes are the state variables and the links represent only the linear dynamical interdependences
encoded in the Jacobian matrix after ignoring nonlinear relationships. From this graph, we identify
the largest connected sub-graphs where there is a path from every node to every other node and
there are not outcoming links. In each one of those sub-graphs, at least one node must be measured
to correctly monitor the state of the system in a d-dimensional reconstructed space. Our procedure
is here validated by investigating large-dimensional reaction networks for which the determinant of
the observability matrix can be rigorously computed.
When dealing with large complex systems, observabil-
ity becomes a key concept that addresses the ability of ex-
amining the system dynamics from a reduced set of mea-
surements collected in a finite time. Indeed, to properly
understand the functioning of many biological or techno-
logical networks, it is fundamental to be able to retrieve
the complex behavior emerging from the local interac-
tions of dynamical units when just a limited amount of
information is available.
The idea of observability was first introduced by
Kalman for linear systems [1] which was further extended
to nonlinear systems by several other researchers, e.g. [2].
That now classical way of investigating observability pro-
vides a yes-or-no answer, that is, the system is either fully
observable or not through a given set of measurements.
In order to bypass this binary classification of observabil-
ity, Friedland proposed the use of a conditioning number
between 0 (non-observable) and 1 (fully observable) to
quantify the observability of linear systems [3]. Later
on, Aguirre showed that observability depends on the
chosen coordinate set to describe the system dynamics
[4]. This work led to the introduction of the observabil-
ity coefficients to characterize the observability of many
low-dimensional chaotic systems [5–8].
Recently, an attempt to apply those coefficients to
small dynamical networks was reported [9] but, it was
pointed out that such an assesment is out of scope for
large dynamical systems due to the impossibility of calcu-
lating the determinant of the corresponding observability
matrix [10]. One way to tackle this drawback is by intro-
ducing symbolic observability coefficients [10, 11] that
allow treating larger dimensional systems although the
number of variable combinations to investigate increases
exponentially with the system dimension.
In order to avoid the use of a brute-force search for
a minimum sensor set, observability is addressed in [12]
by means of graph-theoretic methods. Mainly based on
performing a linearization of the system (all dynamical
interdependences between variables are considered con-
stant as in linear systems), such a technique reveals that
sparse networks with heterogeneous degree distributions
are less observable while the observability of denser and
homogeneous networks relies on just a few nodes [12].
However, these latter results may not hold for nonlinear
systems as the presence of nonlinearities are one of the
main causes of observability loss [7, 10]. Some variants
of this graphical approach were developed in [13, 14] by
considering the effect of connection types in the result-
ing topologies and in the change of the number of the
necessary sensors. However, none of them actually takes
into account the nonlinear nature of the dynamical in-
terdependence between the state variables. Moreover, it
was recently shown that Liu and coworkers’ graphical ap-
proach may not provide the right reduced set of variables
to measure (see the supplement material in Ref. [15] and
Ref. [16]).
Our goal is therefore to address the observability of
a complex system to identify a minimum set of vari-
ables providing access to the rest of state variables, fol-
lowing an analogous graph-theoretic approach as in Liu
and coworkers (and inspired in structured system the-
ory [17, 18]), but properly handling the effect of nonlin-
ear dynamical interdependences among variables in the
system’s observability. We show the correctness of this
approach by using benchmark reaction networks coming
from biology or physics and by comparing the obtained
results with rigorous algebraic computations of the deter-
minant of the observability matrix. Our results contra-
dict the conclusions drawn in [12] evidencing important
discrepancies mainly resulting from treating linear and
2nonlinear interdependences on an equal footing [15].
Let us start by considering a dynamical system whose
variables xi, i = 1, 2, . . . , d evolve according to
x˙i = fi(x), (1)
where x ∈ Rd is the state vector, and fi is the ith com-
ponent of the vector field f. The dynamical system (1)
is said to be state observable at time t if the initial state
x(0) can be uniquely determined from the knowledge of
a variable s = h(x) ∈ Rm, with m < d, measured in
the inverval [0; t] [18]. In practice, the observability of
(1) through s is assessed by computing the rank of the
observability matrix
Os(x) =


dh(x)
dLfh(x)
...
dLd−1
f
h(x)


, (2)
where d ≡ ∂
∂x and Lfh(x) is the Lie derivative of h along
the vector field f. This is thus the Jacobian matrix of
the Lie derivatives of s [2]. The system (1) is said to be
state observable if and only if the observability matrix
has full rank, that is, rank(Os) = d [26]. Notice that,
the full observability of a system is determined by the
space spanned not only by the measured variables but
also by their appropriate Lie derivatives [19].
A systematic check of all the possible combinations
turns out to be a daunting task for large d. Therefore, it
becomes crucial to furnish methods to unveil a tractable
set of variables providing full observability of a system.
A first attempt was reported in Liu et al. [12] using
a graphical representation of the functional relationship
among the system variables. We follow such an approach
by choosing as the network representation of the system
(1) its corresponding “fluence graph” where a directed
link xj → xi is drawn whenever xj appears in the dif-
ferential equation of xi, that is, if the element Jij of the
Jacobian matrix of the Eq. (1) is non-zero [27].
An illustrative example is provided in Fig. 1(a) for the
Ro¨ssler system (x ≡ (x, y, z) and f ≡ (−y− z, x+ ay, b+
z(x− c))). In this procedure, a link from xj to xi (with
i 6= j) is present whenever Jij 6= 0 independently on the
linear (solid lines) or nonlinear (thick dashed lines) na-
ture of the functional dependence. At this point is where
we deviate from Liu and coworkers approach as it ignores
the fact that a lack of observability most often originates
from the nonlinear relationship between variables [7]. In
order to correct this shortcoming, we propose to distin-
guish linear from nonlinear couplings [10, 11] by pruning
from the fluence graph all nonlinear links and keeping
only those associated with the constant elements in the
Jacobian matrix of the system. We call this reduced flu-
ence graph, the pruned fluence graph (Fig. 1(b)) that we
take as the minimum graph containing the information
y z
x
y z
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(a) Fluence graph (b) Pruned fluence graph
FIG. 1: Fluence graphs of the Ro¨ssler system. (a) Full fluence
graph where an edge is plotted between variables xi and xj
whenever Jij 6= 0. The thick dashed line indicates a nonlinear
term in the Jacobian matrix. (b) The same as in (a) but
edges nonlinearly relating two variables are removed from the
full fluence graph. A dashed circle surrounds a root strongly
connected component (SCC). In both graphs, edges xi → xi
are omitted since they do not contribute to the determination
of the SCC.
flow that will allow us to select the minimum set of sen-
sors to ensure observability of the whole system while
working in a d-dimensional reconstructed space.
1
2
3
5
4
(a) 5D rational system
1
2
38
9
6 5
47
2
3
8 7
6
5
9
10
11 4
12
1
13
(b) 9D RB system (c) 13D DNA system
FIG. 2: Pruned fluence graphs of (a) the 5D rational system
for the circadian oscillations in the Drosophila period protein,
(b) the 9D Rayleigh-Be´nard convection, and (c) the 13D re-
action network for the replication of fission yeast. Numbers
i label the variable xi of the models, continuous lines from i
to j represent that variable xj is linearly influencing variable
xi and variables surrounded by a dashed circle are part of an
SCC without outcoming edges.
In the following, the graph analysis described in [12] to
isolate the minimum set of sensors still holds. Namely, a
node in the pruned fluence graph is a sensor if it belongs
to a root strongly connected component (SCC) of the
graph (a subgraph in which there is a directed path from
each node to every node in the subgraph) and with no
outcoming links, that is, such an SCC is either an isolated
subgraph or a root (a sink) of information flowing from
any other subgraphs in the network [28]. By measuring
at least one of the nodes in each subgraph classified as
3a root SCC in the pruned fluence graph, we make the
conjecture that such a selection is not only minimal but
also provides a good observability.
In order to validate our hypothesis, we applied the
above procedure to several nonlinear dynamical systems
widely known in the physical and biological scientific
community. For each of them we confirm that a candi-
date set of variables to be measured actually provides full
observability by checking that the determinant Det Os
of the analytical observability matrix Os as defined in
Eq. (2), is always nonzero [6, 20]. Note that for dimen-
sions larger than 4, the determinant cannot always be
computed due to its complexity (Maple software fails to
compute some observability matrices for a 5D rational
system [10]). To deal with this difficulty, a symbolic for-
malism was introduced in [10, 11] that allows to quantify
the observability of a given measure by means of a sym-
bolic observability coefficient η = 1, if the observability
is full, η > 0.75 if good, and poor otherwise [21]. Briefly,
it is based on a symbolic Jacobian matrix J˜ij whose el-
ements can be either 1, 1¯ and 1¯ which encode, respec-
tively, constant, nonlinear and rational terms (whose de-
nominators contain variables xj) of the Jacobian matrix
Jij = ∂fi/∂xj [10].
It turns out that the symbolic observability coefficients
are inversely proportional to the complexity of the de-
terminant of the observability matrix [6]. Therefore, in
general, in those cases in which the sensor set is provid-
ing full observability, the determinant Det Os can thus
be analytically computed. We used this property as a
validation of our hypothesis, and check whether a non
vanishing determinant is obtained for a given set of vari-
ables potentially providing full observability.
The Ro¨ssler system. Let us now consider the Ro¨ssler
system whose Jacobian matrix
JRos =


0 −1 −1
1 a 0
z 0 x− c

 (3)
has two non-constant terms and whose symbolic form ac-
counting only for the linear dynamical interdependencies
is reduced to
J˜ linRos =


0 1 1
1 1 0
0 0 0

 . (4)
The two nonlinear terms, J31 and J33 are, therefore,
not considered for constructing the pruned fluence graph
shown in Fig. 1(b). On the other hand, when all terms in
the Jacobian matrix are considered equivalent indepen-
dently of their linear or nonlinear nature as in [12], the
resulting graph is the one shown in Fig. 1(a) except that
the thick dashed line will be drawn as a thin line. For this
latter case, the decomposition in SCC singles out a root
SCC composed by the three variables, suggesting that
any of the three variables can be measured to achieve ob-
servability. However, it is known that measuring variable
z alone provides poor observability (ηz,z˙,z¨ = 0.44) of the
Ro¨ssler dynamics [5, 10]. The picture changes completely
if only the linear dependencies are considered as depicted
in the pruned fluence graph (Fig. 1(b)). In this case, this
graph contains a single root SCC composed only of vari-
ables x and y for which ηx,x˙,x¨ = 0.84 and ηy,y˙,y¨ = 1,
respectively. Variable z is therefore no longer part of the
recommended set of measurements when taking into ac-
count the pruned fluence graph, in full agreement with
the symbolic observability coefficients [15].
Moreover, and not surprisingly confirming these re-
sults, when looking at the determinants of the corre-
sponding analytical observability matrices we find that
Det Oyy˙y¨ = 1, whose constant value means full observ-
ability, DetOxx˙x¨ = x−(a+c), meaning that observability
is good as long as the determinant is not vanishing and
it depends on variable x (order 1), and Det Ozz˙z¨ = z
2,
indicating that observability is very poor as it depends
on the square of z (order 2).
A 5D model for the circadian oscillations of the
Drosophila. Let us now consider a 5D rational model for
the circadian oscillations in the Drosophila period pro-
tein [22]. Dynamical equations and the corresponding
symbolic Jacobian matrix reduced to just the constant
elements are reported in the Supplemental Material for
all the systems considered in the subsequent part of this
letter. The pruned fluence graph (Fig. 2a) presents three
root SCC, thus suggesting that just measuring variables
x2 and x3 and either x4 or x5, is sufficient to fully and
efficiently account for the dynamics of the whole system.
This prediction about the appropriate set of variables to
monitor is confirmed by the symbolic observability coeffi-
cients of the reconstructed spaces {x22x3x
2
5} and {x
2
2x3x
2
4}
[29] whose values are both equal to 1, and by the con-
stant analytical determinants Det Ox2
2
x3x
2
5
= −ksk2 and
Det Ox2
2
x3x
2
4
= ksk1, where k1, k2,, and ks are parameters
of the model [15].
A 9D Rayleigh-Be´nard convection model. Let us now
consider a 9D system describing the Rayleigh-Be´nard
convection in a square platform [23]. Its pruned fluence
graph shown in Fig. 2b exhibits six root SCC, suggesting
that a good observability might be obtained by measur-
ing variables x2, x4, x5, and x6, and either one between
x3 or x8, and another between x1 or x7. Therefore, at
least 6 variables are needed in this 9D reaction network
to effectively ensure full observability. This selection of
variables is in agreement with the fact that most of the
combinations whose observability coefficient is equal to
1, do not involve variables x1, x3, x7, x8, and x9 [15]. For
instance, Det Ox2
1
x2
2
x2
3
x4x5x6 = −b
2
2σ
3/2 (where b2 and σ
are parameters of the model, confirming that a full ob-
servability can be indeed obtained with this reduced set
of measured variables.
A 13D model for the DNA replication in fission yeast.
A more challenging dynamical system, that is also anal-
ysed in [12], is the model for cell cycle control in fis-
sion yeast governing the concentrations of the state vari-
ables [24]. The corresponding pruned fluence graph
4TABLE I: Minimum set of variables that are needed to measure according to i) Liu and coworkers’ inference graph, and ii) the
proposed pruned fluence graph. The cardinality of both minimum sensor sets m1 and m2 is reported in the column next to
each case. Last column indicates the required number of variables to measure for getting full observability according to exact
analytical calculations [15]. ∨ ≡ or and ∧ ≡ and.
Model Inference graph m1 Pruned fluence graph m2 m (η = 1)
3D x ∨ y ∨ z 1 x ∨ y 1 1
5D x1 ∨ x2 ∨ x3 ∨ x4 ∨ x5 1 x2 ∧ x3 ∧ (x4 ∨ x5) 3 3
9D x6 ∧ (x1 ∨ x2 ∨ x3 ∨ x4 ∨ x5 ∨ x7 ∨ x8 ∨ x9) 2 (x1 ∨ x7) ∧ x2 ∧ x4 ∧ x5 ∧ x6 ∧ (x3 ∨ x8) 6 6
13D (x1 ∨ x2 ∨ x3 ∨ x4 ∨ x5 ∨ x8 ∨ x9 ∨ x10) 5 (x1 ∨ x8) ∧ x2 ∧ x3 ∧ x5 ∧ x6 ∧ x7 ∧ x11 ∧ x12 ∧ x13 9 10
∧x6 ∧ x7 ∧ x11 ∧ x12
(Fig. 2c) presents 9 root SCCs, meaning that, at least
9 variables — one from each SCC — must be mea-
sured. The detection of the SCCs of the pruned flu-
ence graph tells us immediately that variables x4, x9
and x10 can be discarded from the minimum sensor set
as well as that either variable x1 or x8, can be ex-
cluded but not simultaneously. Indeed, the combina-
tions providing good observability (η = 0.93) with 9 vari-
ables measured do not involve the sets {x4, x8, x9, x10} or
{x1, x4, x9, x10}. For instance, the reconstructed space
spanned by {x21x
2
2x
2
3x5x6x7x11x
2
12x13} yields a η = 0.93
and Det O = (k7r+k2+k2′ )(k8r+k4)(x12−1)(k7r+k4)
Kmc+1−x12
kcβ, that
is, constant over the whole state space but the plane
x12 = 1. This indicates that the developed framework
to determine the minimum sensor set is not guaranteeing
full observability in a d-dimensional reconstructed space
but its observation is mandatory to ensure good observ-
ability. In fact, as reported in [15], an extra variable
must be added for getting a full observability. For in-
stance, ηx2
1
x2x
2
3
x5x6x7x
2
8
x11x12x13 = 1 is associated with
Det Os = (k7r + k4)
2(k8r + k4) which never vanishes.
These results are in full disagreement with those reported
in [12] where the authors build a fluence graph treating
all dynamical interdependences as linear. Just for illus-
tration, their analysis gives rise to the existence of two
SCCs: {x13} and another one with the rest of the 12 vari-
ables which is a root SCC. Therefore, their conclusion is
that by just monitoring any variable in the root SCC,
the system is observable as verified by the Sedoglavic’s
algorithm [25], an algorithm that certifies the local (not
global) observation in a probabilistic way.
A more thorough comparison of the two approaches is
given in Table I, where the minimum sensor set is re-
ported in each case for the four nonlinear dynamical sys-
tems considered in this Letter. As observed in the last
column of the table, where the minimum number m of
variables needed to get full observability according to ex-
act analytical calculations, Liu and coworker’s approach
tends to underestimate the number of variables.
Complex networks are large dimensional systems for
which it is not possible to measure all the variables re-
quired for a full description of any of their states.
Considering that nonlinear links are generally respon-
sible for the lack of local observability, we proposed con-
structing a pruned fluence graph considering only linear
links – corresponding to the constant non zero terms of
the Jacobian matrix of the network. We showed that
identifying the root SCCs of the pruned fluence graph
allowed to correctly identify the reduced set of measure-
ments providing a good observability of the network dy-
namics. This technique was validated with the use of
symbolic observability coefficients and the analytical de-
terminants of observability matrices. We thus presented
an easy-to-implement technique for selecting the vari-
ables to be measured for reconstructing a d-dimensional
space of a reaction network. The extension to networks
of dynamical systems is straightforward as long as the
Jacobian matrix describes the node dynamics and their
connectivity.
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