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In a typical electron-beam physical vapor deposition system, there is limited control over how the
high-power electron beam heats the metal surface. This leads to thermal nonuniformities at the
melt. Three-dimensional direct simulation Monte Carlo simulations were performed with the aim
of quantifying the effect of such spatial variations of source temperature in thin film depositions
using an electron-beam physical vapor deposition system. The source temperature distribution
from a typical deposition process was used in the direct simulation Monte Carlo simulations
performed for various mass flow rates. The use of an area-averaged temperature is insufficient for
all mass flow rates due to the highly nonlinear relationship between temperature and saturation
number density, and hence, the mass flux. The mass flow rate equivalent temperature was
determined, and the simulations performed with this temperature were compared with those
corresponding to the actual nonuniform temperature distribution. For low mass flow rates, the
growth rates depend very weakly on the spatial variation of temperature as long as an equivalent
temperature corresponding to the same mass flow rate was used. However, as the mass flow rate
increases, the error associated with this approximation increases. For deposition processes with
source Knudsen numbers less than 0.05, it is not possible to account for the spatial nonuniformities
in temperature using the total mass flow rate without significant errors. For a given mass flow rate,
the errors associated with using an equivalent temperature decrease with increasing collector plane
distance since the flow is allowed to expand further, thereby decreasing the effects of slit
C 2011 American Vacuum Society. [DOI: 10.1116/1.3592890]
temperature nonuniformities. V

I. INTRODUCTION
Thin films find applications in various technologies ranging from nano- and microelectromechanical systems1 to
optics and coatings in aerospace systems. Thin films of conductors, insulators, and semiconductors used in the fabrication of microelectronic devices,2 high-precision mirrors, and
thermal barrier coatings used in gas turbine engines to
improve performance and reliability are some examples of
the applications of thin films. Among the various methods
that can be used to deposit thin films including chemical
vapor deposition,3 molecular beam epitaxy,4 sputtering of
particles by energetic ion bombardment,5 etc., the electronbeam physical vapor deposition (EBPVD) remains one of
the most widely used techniques.6 Some of the advantages7
of EBPVD include its wide range of deposition rates from
0.01 to 100 lm=min, favorable low stress levels in the deposited films, well-controlled grain structure, and efficient
energy utilization.8
The ability to simulate such deposition processes and predict the properties of thin films including the growth rate,
nonuniformity, and grain structure gain further importance
due to the cost involved in performing these deposition
experiments. Modeling such processes can also be useful in
a)
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the design of these vacuum deposition systems. In order to
make accurate predictions using numerical simulations, it is
imperative to ensure that the simulations mimic the real deposition processes as closely as possible. This requires some
effort dedicated to not just developing models but also to
assess the importance of various parameters that are inputs
to these models.
All vacuum deposition processes mentioned earlier,
including the EBPVD, produce supersonic jets that expand
into vacuum and impinge on a substrate creating the solid
film.9 Such supersonic jets often involve significant thermal nonequilibrium. In order to predict the jet properties
and the resultant thin film properties, a description of
vapor flow based on nonequilibrium kinetic theory of
gases is required. The direct simulation Monte Carlo
(DSMC) method10 is the most powerful and popular numerical approach for solution of gas kinetic problems for
supersonic flows. Also, it can be used to simulate vapor
flows expanding into vacuum from sources of complex
geometries frequently encountered in deposition systems.11
Accurate modeling of vapor flows using the DSMC
method can help in predicting the intricate details of the
thin films that are deposited using these vacuum processes.
The fidelity of such DSMC simulations is, however,
strongly dependent on the accuracy of input parameters
such as molecular interaction models, gas-surface interaction, and parameters used in the boundary conditions.

0734-2101/2011/29(4)/041509/10/$30.00

C 2011 American Vacuum Society
V

Downloaded 23 Jul 2013 to 128.46.221.64. Redistribution subject to AVS license or copyright; see http://avspublications.org/jvsta/about/rights_and_permissions

041509-1

041509-2 A. Venkattraman and A. A. Alexeenko: Direct simulation Monte Carlo study

In our previous work,12 we considered various molecular
models and by comparison of mass fluxes at the substrate
location obtained using the DSMC simulations with those
measured in experiments, a molecular model for copper
vapor was determined. However, in order to be able to best
represent experimental conditions in the DSMC simulations,
other parameters such as temperature distribution in the
source are likely to be equally important because the source
temperatures determine the mass flow rate, which in turn
affects the film properties in a number of ways. For instance,
in EBPVD, it is not possible for the electron beam to uniformly heat the metal surface. The main goal of this work is
to quantify the effects of source temperature nonuniformity
in the DSMC simulations performed to model thin films deposited using the EBPVD technique. In particular, we
address the question of how to best account for such spatial
variations of temperature in the source.
The remainder of the paper is organized as follows. Section II provides the background information on EBPVD and
the need to quantify the effects of spatial variations of the
source temperature. Section III describes the numerical simulation approach including the flow conditions and details of
the computational domain and the DSMC simulation parameters used. Section IV presents the results and discusses the
same with Sec. V reserved for conclusions.
II. EBPVD: OVERVIEW OF THE TECHNIQUE AND
PROCESS VARIABLES
The EBPVD technique uses an energetic electron beam to
initially melt and then vaporize the metal of interest after
which the metal vapors are expanded into vacuum to be deposited on a substrate at some distance from the source. The
electron beam is focused on a certain region and while part
of the energy of the beam is used to heat the metal,the remainder is used to provide the heat of vaporization to convert the molten metal to the vapor state. Though the electron
beam is concentrated in a certain region, the conduction
through the metal results in the beam heating up the surrounding regions as well. As a result, there is limited control
over how the energetic electron beam heats the metal and
leads to temperature gradients at the melt surface. Even if
the temperatures of the surrounding regions are not as high,
they do contribute to the total mass flow rate of the metal
vapor from the slit, thereby contributing to the mass flux at
the substrate.
Figure 4(b) of the paper by Thakur and Sahu13 shows a
digital photograph taken during their experiments, clearly
showing the spatial variation of the thermal radiation intensity and, hence, the slit temperature. In order to characterize
quantitatively the importance of specifying an accurate
source temperature distribution in the DSMC simulations,
we use representative intensity distributions from their work
and convert them into temperatures. Though the intensity
and, hence, temperature might vary from one experiment to
another and, potentially, from one mass flow rate to another,
it suffices to use one such realistic distribution to ascertain
the effect of spatial variation of temperature on mass flux at
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the substrate location. Hence, the normalized temperature
variation was obtained from the intensities reported by Thakur and Sahu,13 while the actual magnitudes of temperature
used in the DSMC simulations were scaled in order to obtain
various mass flow rates. The intensity of thermal radiation
was related to temperature as
I / T4;

(1)

which assumes that the background temperature is much
lower than that of the source.
In earlier works,13,14 which used a cosine power law to fit
the experimental data, the nonuniformity in source temperature was typically accounted for by using an area-averaged
temperature. However, it should be mentioned that the mass
flow rate obtained using the area-averaged temperature
would not be the same as the area-averaged mass flow rate
due to the highly nonlinear relationship between temperature
and corresponding mass flux. The results presented in this
work show significant differences in mass fluxes at the substrate location obtained using an area-averaged temperature
and the actual nonuniform slit temperature distribution.
III. DSMC SIMULATION PARAMETERS AND FLOW
CONDITIONS
The DSMC simulations performed in this work closely
mimic the experimental set-up used by Sahu and Thakur13,14
in earlier studies of electron-beam deposition of copper from
a slit source. Only the key aspects of the set-up are presented
here. The experimental set-up with details of the electron
gun can be found in Refs. 13 and 14. Figure 1 shows a schematic of the deposition set-up and the computational domain
used in our simulations. The temperature distribution along
the length of the slit is not exactly symmetric about the center of the slit and, hence, the flow field is not symmetric
about Y ¼ 0 plane. However, symmetry about Z ¼ 0 has
been exploited in our simulations. The computational
domain extends from Z ¼ 0.0 to Z ¼ 0.164 m in the
Z-direction and from Y ¼ 0.164 to Y ¼ 0.164 m in the
Y-direction. The collector plane is at a distance of 0.14 m

FIG. 1. (Color online) Schematic of experimental set-up and the computational domain used in the DSMC simulations.
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TABLE 1. Summary of the DSMC simulations.
Case I: Medium mass flow rate

(a) Nonuniform slit temperature
Tmin ¼ 1574 8 K
Tmax ¼ 1828.1 K
Tavg ¼ 1728.9 K
m_ ¼ 82:8 mg=s
Kn ¼ 0.0293
Case II: Low mass flow rate
(a) Nonuniform slit temperature
Tmin ¼ 1443.6 K
Tmax ¼ 1675.8 K
Tavg ¼ 1584.8 K
m_ ¼ 12:4 mg=s
Kn ¼ 0.1687
Case III: High mass flow rate
(a) Nonuniform slit temperature
Tmin ¼ 1749.8 K
Tmax ¼ 2031.3 K
Tavg ¼ 1921.0 K
m_ ¼ 669 mg=s
Kn ¼ 0.0043

(b) Uniform slit temperature with the
same mass flow rate as case I (a)

(c) Uniform slit temperature same
as Tavg for case I (a)

T ¼ 1744.3 K

T ¼ 1728.9 K

m_ ¼ 82:8 mg=s
Kn ¼ 0.0739

m_ ¼ 68:5 mg=s
Kn ¼ 0.0884

(b) Uniform slit temperature with the same mass flow rate as case II(a)
T ¼ 1600.2 K
m_ ¼ 12:4 mg=s
Kn ¼ 0.4569
(b) Uniform slit temperature with the same mass flow rate as case III(a)
T ¼ 1936.4 K
m_ ¼ 669 mg=s
Kn ¼ 0.0101

from the slit source, which is the same as the distance in the
experimental setup.13
The DSMC simulations give the average mass flux at a
specific surface element based on the number of molecules
striking it. In order to ensure that the simulations represent
the experimental set-up as accurately as possible, the area
of the square elements on which the mass fluxes are computed was taken to be the same as the area of the circular
disks that have been used to measure the mass of copper deposited on them. The diameter of these circular measurement disks is given14 as 16 mm corresponding to an area of
2.01 cm2 and, hence, the side of the square panels used in
the DSMC simulations is about 14 mm. The slit temperature distribution that was obtained using intensities from
Thakur and Sahu13 as described earlier was used along with
the corresponding saturation number density (n). The variation of saturation vapor pressure (P) with temperature is
given by



DH 1
1
;
(2)

P ¼ exp 
Ru T TP¼1
where DH is the enthalpy of vaporization, Ru is the universal
gas constant, P is the vapor pressure in Pa, T is the temperature at which the vapor pressure is required in units of K,
and TP ¼ 1 is the temperature at which the vapor pressure is
1 Pa. For copper, which is the metal used in our simulations,
the parameters15 used were DH = 313.2 kJ=mol and
TP ¼ 1 ¼ 1511.8 K. Once the saturation vapor pressure is
computed, the saturation number density is obtained using
the ideal gas law
P ¼ nkT;

(3)

where k is the Boltzmann’s constant. The mass flux from a
given location in the source is given by10
1
c;
mf ¼ Mn
4

(4)

where M is the atomic mass of copper (1.055  10-25 kg), n
is the saturation number density corresponding to the saturation vapor pressure given by Eq. (2), and c is the average velocity given by10
rﬃﬃﬃﬃﬃﬃﬃﬃ
8kT
:
(5)
c ¼
pM
Hence, the mass flux at a given location in the source
depends only on the local temperature (T) because both n
and c are determined using T. The total mass flow rate from
_ is calculated by integrating the mass fluxes
the slit ðmÞ
obtained using Eq. (4) over the slit area. Hence, for a nonuniform slit temperature profile, the mass flow rate is obtained
as
ð
1
n
cdA;
(6)
m_ ¼ M
4
Aslit
where Aslit is the slit area. In this work, since the temperature
is extracted only in discrete points, the integration was performed numerically. For a slit with uniform slit temperature
and, hence, uniform mass flux from all locations of the slit,
no integration is required, and the total mass flow rate from
the slit is given by
1
cAslit :
m_ ¼ Mn
4
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FIG. 2. (Color online) Slit temperature contours for case I(a).

It should be mentioned that Eq. (4) is the equilibrium flux
for a stationary gas. In this work, the metal vapor is considered to have a zero average velocity when it effuses from the
slit. In case an application with nonzero average velocity has
to be simulated, the corresponding expression for equilibrium flux (see, for example, Eq. (4.22) of Bird10)
While performing the DSMC simulations, the only flow
condition related input that is given to the DSMC solver is
the temperature distribution, which is then used to compute

041509-4

the saturation number density distribution and, hence, the
mass flux distribution. All DSMC simulations presented in
this work were performed using the 3D version of the SMILE
(Ref. 16) software system. The DSMC simulation parameters used in the simulation are summarized below. The ratio
of real to simulated molecules was varied between 1  109
and 5  1010 depending on the flow conditions and was chosen in such a way that there were at least 100 particles per
cubic mean free path (k3). The expression for mean free path
(k) at a given number density and temperature for a variable
hard sphere (VHS) model is given by10
1
k ¼ pﬃﬃﬃ
;
2
2pdref nðTref =TÞx1=2

(8)

where dref, Tref, and x are parameters of the VHS model. We
used a VHS model whose parameters12 can be summarized
as dref ¼ 0.45 nm at Tref ¼ 300 K and x ¼ 0.92. The time
step was varied from 1  107 to 1  106 s and was chosen
in such a way that it was less than the estimated mean

FIG. 3. Slit temperature and saturation number density distribution at Z ¼ 0 for cases I(a), II(a), and III(a).
J. Vac. Sci. Technol. A, Vol. 29, No. 4, Jul/Aug 2011
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residence time of a molecule in a collision cell and also less
than the mean collision time. The collision cell size was
ensured to be smaller than the mean free path to ensure good
spatial resolution. The slit source was simulated as an inflow
boundary with molecules introduced into the computational
domain using the given spatial temperature distribution and
the corresponding saturation number density distribution.
While cases I(a), II(a), and III(a) have a nonuniform distribution of temperature and, hence, saturation number density,
cases I(b), I(c), II(b), and III(b) have uniform temperatures.
The details of the simulation conditions for each case are
summarized in Table 1.
IV. RESULTS AND DISCUSSION
The 3D DSMC simulations of metal vapor flow from the
electron-beam source set-up shown in Fig. 1 were performed
for various mass flow rates from the slit source. In this work,
we consider three different mass flow rates as mentioned
before. For each mass flow rate, both uniform and

FIG. 4. (Color online) Number density and Knudsen number contours for
case I(a).

FIG. 5. (Color online) Comparison of number density and Knudsen number
contours at the Z ¼ 0 plane for cases I(a) (———-) and I(b) (– – –).

FIG. 6. (Color online) Comparison of number density and Knudsen number
contours at the Y ¼ 0 plane for cases I(a) (———) and I(b) (– – –).
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FIG. 7. (Color online) Comparison of mass flux at all collector plate locations for cases I(a) and I(b) for a collector plane distance of X ¼ 0.14 m. (Top-left)
Y ¼ 0.0; (top-right)Y ¼ 0.05; (bottom-left)Y ¼ 0.10; (bottom-right)Y ¼ 0.15 m.

nonuniform slit temperature distributions are considered. As
described earlier, the temperature variations for the latter
were taken from deposition experiments.13 The length and
width of the slit were chosen as 130.6 mm  27.4 mm.
Though intensity data are available13 for a larger slit length,
the low temperatures in these regions ensure that their contribution to the mass flow rate is negligible.
The details of all DSMC simulations performed in this
work are summarized in Table 1 and are described in detail
below. Case I(a) has a nonuniform slit temperature distribution (and hence mass flux distribution) with a maximum temperature of 1828.1 K and a minimum temperature of 1574.8
K, such that the total mass flow rate through the slit is 82.8
mg=s. Figure 2 shows the slit temperature contours for case
I(a) with the contours plotted in a two color format to enable
qualitative comparison with the digital photograph of experiments by Thakur and Sahu 13 shown in Fig. 4(b).13 Figures
3(a) and 3(b) show the temperature and saturation number
density variation as a function of Y in the Z ¼ 0 plane.
Case I(b) is a case with uniform slit temperature, which
was calculated in such a way that the mass flow rate obtained
was the same as case I(a), which was 82.8 mg=s. It should be
mentioned that even though the mass flow rates have been
matched for cases I(a) and I(b), the energies of the atoms
leaving the slit will be different due to the different temperatures. This is not an issue for the purpose of this work since
we concentrate on computing the growth rates at the substrate location as opposed to the actual grain structure
details, which would depend on the energies of the atoms
reaching the substrate. However, to compute the grain struc-

ture and growth rates accurately an equivalent uniform temperature will not be sufficient. Case I(c) is a case with
uniform slit temperature, which was equal to the area-averaged temperature of case I(a). Using the area-averaged slit
temperature results in a mass flow rate of 68.5 mg/s, which
is about 20% less than case I(a).
Case II(a) has a nonuniform slit temperature distribution
(and hence mass flux distribution), which is a scaled down
version of case I(a). The lower temperatures result in a lower
mass flow rate from the slit when compared to case I(a). The
maximum and minimum temperatures for this case are
1675.8 and 1443.6 K, respectively. Case II(b) corresponds to
a case with uniform slit temperature, which was calculated
in such a way that the mass flow rate obtained was the same
as case II(a) and equal to 12.4 mg/s. Case III(a) has a nonuniform slit temperature distribution (and hence mass flux
distribution), which is a scaled up version of case I(a). The
higher temperatures result in a higher mass flow rate from
the slit when compared to case I(a). The maximum and minimum temperatures for this case are 2031.3 and 1749.8 K,
respectively. Case III(b) corresponds to a case with uniform
slit temperature, which was calculated in such a way that the
mass flow rate obtained was the same as case III(a) and is
equal to 669 mg/s. Figure 3 also shows the temperature and
saturation number density variation as a function of Y in the
Z ¼ 0 plane for cases II(a) (low mass flow rate, nonuniform
case) and III(a) (high mass flow rate, nonuniform case).
The Knudsen numbers listed for each of the cases in Table
1 were defined as the ratio of mean free path (k) to the characteristic length, which in this case is the slit width and we get

J. Vac. Sci. Technol. A, Vol. 29, No. 4, Jul/Aug 2011
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FIG. 8. (Color online) Comparison of mass flux at all collector plate locations for cases I(a) and I(c) for a collector plane distance of X ¼ 0.14 m. (Top-left)
Y ¼ 0.0; (top-right)Y ¼ 0.05; (bottom-left)Y ¼ 0.10; (bottom-right)Y ¼ 0.15 m.

Kn ¼

k
;
W

(9)

where W is the slit width equal to 27.4 mm in our case. For
cases with nonuniform temperature distribution (cases I(a),
II(a), and III(a)), the maximum temperature was used to
compute the mean free path and, hence, to define the Kn.
Typical three-dimensional (3D) DSMC flow fields are
shown in Fig. 4 with contours of number density and the
Knudsen number shown for case I(a). In order to increase
the clarity of information, the number density contours are
shown only in two slices corresponding to Y ¼ 0 and Z ¼ 0
planes in the 3D flow field. The flow that is rapidly expanding into vacuum is characterized by strong density gradients.
The transition regime with Kn in the range of 0.1–1, where
collisions cannot be neglected, can clearly be seen. Figures 5
and 6 compare the contours of number density and the Knudsen number for cases I(a) and I(b) in the Z ¼ 0 and Y ¼ 0
planes, respectively. Figure 7 compares the mass fluxes
obtained at various locations at the collector plane for cases
I(a) (nonuniform temperature) and I(b) (uniform equivalent
temperature). The mass fluxes reported are based on square
collector plates of area 2.01 cm2. It should be mentioned that
even though the slit temperature distribution was not symmetrical about the Y ¼ 0 plane, the mass fluxes for a given
value of Y differed by less than 1% from the mass flux of the
collector plate at -Y. This is consistent with the findings of
the experiments by Thakur and Sahu.13 Therefore, the mass
fluxes reported for a given value of Y were obtained as the
average of mass fluxes of collector plates at Y and -Y. The
mass flux on collector plates at Y ¼ 0 m and Y ¼ 0.05 m is
higher for case I(a) than case I(b), while the mass flux on

collector plates at Y ¼ 0.10 m and Y ¼ 0.15 m is higher for
case I(b) than case I(a). This trend can be explained using
the number density contours obtained for the two cases. The
number density contours clearly show that case I(a) has
number densities higher than case I(b) in regions closer to
the center of the slit and has number densities lower than
case I(b) in regions away from the center of the slit. Hence,
the actual vapor flow from the slit has a preference to collector plates located close to the center of the slit, while the uniform source corresponding to the same mass flow rate does

FIG. 9. (Color online) Comparison of contours of Knudsen number contours
for cases II(a) (———-) and II(b) (– – –) in the Z ¼ 0 and Y ¼ 0 planes.
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FIG. 10. (Color online) Comparison of mass flux at all collector plate locations for cases II(a) and II(b) for a collector plane distance of X ¼ 0.14 m. (Topleft)Y ¼ 0.0; (top-right)Y ¼ 0.05; (bottom-left)Y ¼ 0.10; (bottom-right)Y = 0.15 m.

not reproduce this characteristic, leading to differences in
the collector plate mass fluxes. The maximum percentage
difference in collector plate mass flux for the two cases is
about 23% at the collector plate at Y ¼ 0.15 m and Z ¼ 0 m.

The average error for all collector plates is a reasonable
7.9%. The fact that case I(b) has higher collector plate mass
flux at some points and lower collector plate mass flux at the
other points, when compared to case I(a), shows that the

FIG. 11. (Color online) Comparison of mass flux at all collector plate locations for cases III(a) and III(b) for a collector plane distance of X ¼ 0.14 m. (Topleft)Y ¼ 0.0; (top-right)Y ¼ 0.05; (bottom-left)Y ¼ 0.10; (bottom-right)Y ¼ 0.15 m.
J. Vac. Sci. Technol. A, Vol. 29, No. 4, Jul/Aug 2011
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FIG. 12. (Color online) Comparison of contours of Knudsen number contours for cases III(a) (———-) and III(b) (– – –) in the Z ¼ 0 and Y ¼ 0
planes.

normalized collector plate mass flux distribution (normalized
using the respective maximum collector plate mass flux for
each case) is different for the two cases. This is a direct consequence of the Knudsen number being different for the two
cases.
Figure 8 compares the dimensional mass flux obtained
using the actual nonuniform temperature profile [case I(a)]
with that obtained using an area-averaged temperature [case

041509-9

I(c)]. It can be clearly seen that the area-averaged temperature profile underpredicts the mass fluxes at most of the collector plates (except a few collector plates farthest from the
center of the slit). The differences are largely due to the nonlinear variation of mass flow rate with temperature, as a
result of which an area-averaged temperature would not correspond to an area-averaged mass flow rate.
We then consider cases II(a) and II(b) that correspond to
a lower mass flow rate of about 12.4 mg/s and, hence, would
be closer to free-molecular flow. Similar to the previous
case, Fig. 9 compares contours of the Knudsen number in
the Y ¼ 0 and Z ¼ 0 planes for cases II(a) and II(b). Figure
10 compares the mass fluxes obtained for cases II(a) and
II(b), and although the trend is somewhat similar, the differences are smaller than those obtained for the medium mass
flow rate considered earlier. The maximum percentage difference in the collector plate mass flux is about 11% and
occurs at the same collector plate at Y ¼ 0.15 m and Z ¼
0.0. The average difference is also smaller when compared
to the medium mass flow rate case at 4.6%.
Finally, the results are presented for cases III(a) and III(b)
that correspond to the highest mass flow rate among the
cases considered in this work. Figure 11 shows a comparison
of the mass fluxes obtained for cases III(a) and III(b), and it
can be seen that the differences are much larger than both
the mass flow rates considered earlier. The maximum percentage difference in the collector plate mass flux is 47.9%
and the average difference is 9.2%. Figure 12 compares contours of the Knudsen number for cases III(a) and III(b), and
the flow is far from being completely expanded when it
reaches the collector plane, thereby leading to much larger

FIG. 13. (Color online) Comparison of mass flux at all collector plate locations for cases I(a) and I(b) for a collector plane distance of X ¼ 0.28 m. (Top-left)
Y ¼ 0.0; (top-right) Y ¼ 0.05; (bottom-left) Y ¼ 0.10; (bottom-right) Y ¼ 0.15 m.
JVST A - Vacuum, Surfaces, and Films

Downloaded 23 Jul 2013 to 128.46.221.64. Redistribution subject to AVS license or copyright; see http://avspublications.org/jvsta/about/rights_and_permissions

041509-10

A. Venkattraman and A. A. Alexeenko: Direct simulation Monte Carlo study

errors in the collector plate mass fluxes than the cases considered earlier.
Based on the results obtained for the three mass flow
rates, it is clear that using a constant slit temperature that
corresponds to the same mass flow rate as the actual nonuniform slit temperature (and hence slit mass flux) leads to
some errors in the collector plate mass flux. Though the
magnitude of these errors was reasonable for the low mass
flow rate case, it increased rapidly with increasing mass flow
rate or decreasing Knudsen number. However, the results
obtained are specific to the particular collector plane distance
of X ¼ 0.14 m from the slit source. In order to study the
influence of changing the collector plane distance, simulations corresponding to case I(a) and case I(b) were repeated
with the collector plane distance from the slit source doubled
to X ¼ 0.28 m. Figure 13 compares the collector plate mass
fluxes for cases I(a) and I(b) with the increased collector
plane distance of X ¼ 0.28 m. As can be easily observed,
the errors are significantly smaller than when the collector
plane was at X ¼ 0.14 m. The maximum and average errors
are 6.6% and 3.6%, respectively. A similar trend was
observed for cases III(a) and III(b) with the maximum and
average errors decreasing to 7.7% and 3.54%, respectively,
for the increased collector plane distance of X ¼ 0.28 m.
The reduction in error is due to the fact that the flow here is
allowed to expand further before it reaches the collector
plane, thereby decreasing the influence of slit temperature
nonuniformities on the final collector plate mass flux.

The reason for the trend was attributed to the fact that with
an increase in mass flow rate (or decrease in the Knudsen
number), the flow does not have a chance to completely
expand by the time it reaches the collector plane. This was
confirmed with the fact that for a given mass flow rate, the
errors between the actual profile and the equivalent uniform
temperature decreased as the collector plane was moved farther from the slit source, thereby allowing the flow to completely expand by the time it reaches the collector plates.
This complete expansion ensures that slit nonuniformity
effects become less important in predicting the mass flux
and, hence, growth rates at the collector plane. Therefore,
while it is shown that having the mass flow rate information
of a deposition process will be sufficient to make reasonably
accurate predictions of the growth rates at the substrate location, further research is required to improve the predictive
capabilities of thin film deposition processes by coming up
with nondimensional quantities that characterize the substrate distance required for a given flow to completely
expand.
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V. CONCLUSIONS
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process was used in the DSMC simulations performed for
three different mass flow rates. The use of an area-averaged
temperature was shown to underpredict the mass fluxes in all
collector plates and, hence, insufficient to accurately simulate these deposition processes. This is largely due to the
highly nonlinear relationship between the temperature and
saturation number density and, hence, the mass flux. Simulations performed using a uniform slit temperature were shown
to lead to better results as long as the equivalent slit temperature corresponding to the actual mass flow rate was used.
However, both maximum and average errors associated with
the equivalent temperature approximation were shown to
increase as the mass flow rate was increased. For a collector
plane distance of 0.14 m, the maximum error increased from
about 10% for a mass flow rate of 12.4 mg/s (Kn  0.4) to
about 47% for a mass flow rate of 669 mg/s (Kn  0.01).
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