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The day after Amazon reduced its free shipping threshold from orders of $99 to
$49 on June 18, 2002, Buy.com Inc. announced its own free shipping oﬀer. A
week later Buy.com Inc. started to undercut the mammoth online bookseller’s
book prices by 10%. At the same time, Amazon’s share price dropped 7.77%,
to $16.15 (Pruitt 2002). This is a good example of how a move that works
eﬃciently in the short-run may be undermined by subsequent moves of com-
petitors. A very destructive outcome is an escalation into an all-out war. For
example, after one firm sets the conflict by, for example, cutting its price, a se-
ries of retaliatory price reductions are launched by competitors as no one wants
to loose consumers, volume, or market share. And there is rarely a high enough
increase in the volume to oﬀset the impact on the margin of the decrease in the
average price level. Such mutually destructive behaviors have eroded profits in
airlines, computer software, automobile tires, and many other markets.
Managers are interested in assessing the comprehensive sales or share re-
sponse to their own and competitors’ price decisions. They need to know the
share and sales elasticities in response to price changes so that they can make
strategic decisions about, for example, the extent and frequency of price dis-
counts. Managers are also concerned whether or not, and to what extent, the
reaction from competitors will influence predictions of price response. Ignoring
competitive reactions may lead to biased estimates of market response to price
and other marketing variables (see, e.g., Leeflang and Wittink 1992, 1996). For
these reasons, it is clear that the eﬀect of a marketing action, on, for example,
own and competitors’ sales, market share, revenue, or profit, cannot be cap-
tured by immediate eﬀects alone. One must also take into account complex
dynamic relationships.
We focus on sales promotions (diverse collection of incentive tools, mostly
short term, designed to stimulate quicker and/or greater purchase of particular
products/services by consumers or trade, Kotler 1994, p. 664 ). Sales promo-
2tions take a substantial part of typical marketing budgets and aﬀect consumers
purchase decisions to a large extent. In addition there is a growth in the usage
of sales promotion. This can be attributed to the increased emphasis of compa-
nies on short-term returns, to the ability of sales promotion to tailor to almost
any marketing situation at diﬀerent stages of the product cycle and for diﬀer-
ent product market situations. Furthermore, sales promotions can complement
advertising, particularly the type of advertising that is aimed at image building
or establishing brand franchise, since the results are immediate (Bradley 1995).
Although essential, the comprehension of dynamic eﬀects of sales promotions
in a competitive environment is incomplete so far.
The aim of this study is to develop models that properly capture the imme-
diate and dynamic eﬀects of marketing actions in the presence of reactions of
the competitors. We mainly focus on assessing the eﬀects of price promotions
because price decisions are important to managers because of the significant
and immediate impact of price changes on, for example, sales or market shares
and because of the potential for strong reactions from consumers and competi-
tors (Srinivasan et al. 2000).
This chapter introduces the basic idea behind the research project that
resulted in this thesis. After having outlined the motivation of the dissertation,
we introduce the diﬀerent types of competitive reactions that we capture in our
model in Section 1.2. Section 1.3 provides a brief overview of the competitive
marketing literature and positions the thesis. Sections 1.4 and 1.5 outline the
strucure of the thesis. Section 1.4 deals with a short introduction of the basic
methodology that is used in this dissertation. Since Chapters 2 and 3 introduce
the main techniques of time series analysis, they are briefly discussed in this
section. Section 1.5 provides an overview of the empirical studies that are
included in the thesis.
1.2 Diﬀerent types of competitive reactions
In the marketing literature, competitive reactions tend to be defined as reactions
of an actor (e.g. a brand manager) to other actors’ (other brand managers)
moves (and Brodie et al. 1996, Hanssens 1980, Leeflang andWittink 1992, 1996,
2001). The competitive relationships in pricing are presented in Figure 1.1
where the ‘traditional’ competitive reactions are presented by the dashed lines
between the prices of the two competing business units. However, reactions
to own-brand and other-brand performance changes (own and cross feedback
eﬀects) may also represent aspects of competitive reactions. These are reactions
to the consequences of an action and not to the action itself. For example,
marketing managers often track own-brand market share, profit, or sales. In
Figure 1.1 these relationships are presented by the dotted arrows from the
performance measures (i.e. market shares and profits) of a competing business
unit to the price of the other actor. If marketing managers observe a drop in
either measure, they may respond with changes in marketing activities. They
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Figure 1.1: Competitive relationships in pricing
may also track other brands’ performances and identify an improvement in
these as a threat to which they need to react. This is especially likely for
decision makers who focus on market shares because any increase in another
brand’s share implies either a reduction in own-brand share or an opportunity
on which they have missed out. In Figure 1.1 these relationships are presented
by the dotted arrows from the performance measures of an actor to his own
price. The various types of competitive reactions are captured by the so-called
competitive reaction functions. Reaction functions may also pertain to relations
between variables of the same brand. These functions reflect internal decisions
also known as inertia in decision making and intrafirm eﬀects (Hanssens 1980).
The demand functions capture the eﬀects of (own and competitors’) mar-
keting actions on the performance of the actors on the market. Current ex-
penditures on marketing instruments usually do not have their full impact on
sales or market shares in the same period, but their impact may extend into
the future. The influence of current marketing expenditures on sales in future
periods is called the carry-over eﬀect. This lagged eﬀect of marketing actions
on brand performance can also be captured by the demand functions. The
system of demand and competitive reaction functions incorporates the com-
plex dynamic relationships and enables us to measure the eﬀect of marketing
actions in a competitive dynamic marketing environment.
In such a complex system marketing expenditures can aﬀect performances
4of brands in several ways. We distinguish direct and indirect eﬀects. Direct
eﬀects are the straight eﬀects of marketing actions on a performance measure
(sales, market share). Indirect eﬀects capture the eﬀects of marketing actions
on performance through mediator variables such as competitive reactions, feed-
back eﬀects, intrafirm eﬀects, internal decisions, or any combination of these.
To see how marketing actions work out over time via direct and indirect
ways we distinguish short-run, net, and gross eﬀects. The short-run eﬀects
of marketing actions on sales are called immediate eﬀects. The sum of direct
eﬀects over a time horizon is called gross eﬀects. The net eﬀects are the sum
of the direct and indirect eﬀects measured over the dust-settling period, i.e.
until the eﬀects of the marketing action die out and the system returns to its
equilibrium. Hence, net eﬀects account for eﬀects resulting from competitive
reaction and feedback eﬀects, while gross eﬀects do not.
1.3 A short overview of literature on the field
of competition
Competition and competitive analysis has a long tradition in micro-economics
starting, with the works of Bertrand (1883) and Cournot (1838). Many mar-
keting applications apply concepts from micro-economics. Examples of the
Cournot equilibrium in the marketing literature include Karnani (1983), and
Rao and Bass (1985). For an example of the Bertrand equilibrium in the
marketing literature see, McGuire and Staelin (1983). In addition, the devel-
opment of game theory as a tool to analyze competitive strategies has provided
significant stimulus for marketing research on the field of competition.
In this section we give a brief survey of the marketing literature on compe-
tition and competitive analysis and we position the research that is discussed
in this thesis. The studies on competitive analysis can be classified according
to diﬀerent criteria, such as1:
a. Area of application
b. Type of competition
c. Competitive strategies
d. Horizontal versus vertical competition
e. Number of competitors on the market
f. Competition versus cooperation
g. Type of analysis
1The classifications are not exclusive but overlapping. So, one study can belong to diﬀerent
classifications.
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The area of competition is very broad and it can be approached and ana-
lyzed in numerous ways. Hence, our list is far from complete, but we try to
cover the most important subjects and developments on the field.
a. Area of application
Most empirical research analyzes a Frequently Purchased Consumer Good (FPCG)
market due to the easy access of data on such market. Lancaster (1984), for
example, examines relationships among competitors’ advertising expenditures
using data on 121 brands in seven mature consumer non-durable product cat-
egories. He finds that, in the sample of industries characterized by relatively
high retail market concentration ratios and low rates of real retail sales growth,
annual brand advertising expenditures, on average, appear to be largely inter-
dependent, but do not tend to escalate. Further examples of such studies are
Fruchter and Kalish (1997) and Gasmi et al. (1992) who analyze competition
on the cola market, and the study of Leeflang and Wittink (1992), which in-
vestigates competition on a detergent market.
There are several studies that analyze competition on a market of durable
goods. Koo Kim (1996) provides an empirical examination of the asymmetric
lead and lag eﬀects of short-run price decisions on market shares across diﬀerent
quality brands in the US car market. He finds some asymmetric switching or
share eﬀects and concludes that high-quality brands are able to have cross-
lead and lag eﬀects on the sales of low-quality brands while the reverse is
not true. This may be the case because in non-frequently purchased product
categories such as furniture, expensive video and audio systems, consumers
wait for the high-quality product to be on sale in the near future. When
faced with these anticipations, some of the customers switch to the higher-
quality brand, which produces asymmetric dynamic eﬀects between low-quality
and high-quality brands. Other studies about competition on durable product
markets are Dockner et al. (1996) and Thépot (1996).
The market of services, by nature, diﬀers considerably from other markets.
Because services are usually higher in expense and in credence qualities2 than
goods, consumers feel more risk when making a purchase (a good example is
the choice of a good dentist). This has several consequences. First, service
consumers usually rely more on information by word of mouth than on adver-
tising. Second, price, personnel, and physical cues aﬀect their judgement of
the quality of the service heavily. Third, if satisfied, they are extremely loyal
to the service provider (Kotler 1994, p. 471). These special characteristics
encouraged research on competition in the service industry (see, for example,
Jain and Muller 1999 for an analysis of pricing patterns of cellular phones and
phonecalls).
The rapid and overwhelming developments in the Information Technology
(IT ) sector, the dispersion of Internet and its future prospects have enhanced
2Goods and services that are high in credence qualities have characteristics that are nor-
mally hard to evaluate for the consumer, even after consumption.
6the focus on competition in these related sectors. The Internet has signifi-
cantly reduced the marginal cost of producing and distributing digital infor-
mation goods. It also coincides with the emergence of new competitive strate-
gies such as large-scale bundling3. Bakos and Brynjolfsson (2000) examine the
bundling and competition on the Internet. They show that bundling can create
“economies of aggregation” for information goods if their marginal costs are
very low, even in the absence of network externalities or economies of scale
or scope. Many researches have addressed the question of price competition
on the Internet, see, for example, Clay et al. (2001), Goolsbee and Chevalier
(2002), and Sorensen (2000).
There is also growing literature on retail competition (Chintagunta 2002,
Gripsrud 1986, and Kumar et al. 2001), and on business-to-business competi-
tion (Jap and Mohr 2002).
b. Type of competition
The main interest of competition literature is on price and advertising compe-
tition (e.g. Chintagunta and Rao 1996, Dockner and Jorgensen 1988, Fruchter
and Kalish 1997, Gasmi et al. 1992, Rao and Bass 1995, Vilcassim et al. 1999).
There is a growing literature on quality competition (e.g. Aoki and Prusa 1997,
Berndt et al. 1995 , Dutta et al. 1995 , Lehmann-Grube 1997, and Lilien and
Yoon 1990). Another type of competition that has received attention is strate-
gic product competition4 (e.g. d’Aspermont et al. 1979, Hauser 1988, Hotelling
1929 , and Shaked and Sutton 1982).
c. Competitive strategies
Competitive strategies can be distinguished according to several attributes.
We diﬀerentiate between (1) open-loop and closed loop strategies, (2) dynamic
and static strategies, (3) oﬀensive and defensive strategies. We also distinguish
competitive strategies based on competitive orientation.
Closed-loop5 strategies have been investigated and have been compared with
open-loop strategies; see, for example, Erickson (1993) and Fruchter and Kalish
(1997). Fruchter and Kalish (1997) use the Lanchester model to describe the
dynamics of a market where two firms compete for customers by advertising
and define optimal strategies for maximum discounted profits. They develop
both open- and closed-loop strategies and find that the closed-loop advertising
3Sellers often bundle their products at a set price. For example, car manufacturers often
oﬀer option packages at less than the cost of buying the options seperately (Kotler 1994, p.
495).
4 Strategic product competition tries to explain firms’ product choices in a competitive
context, i.e. it tries to answer questions like why sometimes firms diﬀerentiate their products
and sometimes they do not. The pioneering study on this field is Hotelling (1929).
5Closed loop strategies use information about the current and past state of the system,
e.g. market shares and sales, while the open loop strategies do not.
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expenditures are proportional to the open-loop expenditures and to the square
of the competitor’s actual market share.
The rising number of applications of dynamic strategies has enriched mar-
keting theory and made it more applicable to the modeling of real-word com-
petitive strategies. Rao et al. (1995), for example, analyze how competition
aﬀects dynamic pricing of new products. They formulate a model of dynamic
pricing in an oligopoly which captures dynamic eﬀects of firms, e.g. experience
curve eﬀects, learning on the cost and on the demand side. Chintagunta and
Rao (1996) investigate the pricing policies of firms whose demand functions
are given by a dynamic logit model. They compare myopic and dynamic price
policies and find that managers of firms that behave myopically charge higher
prices and obtain lower profits than those which consider dynamic eﬀects in
their pricing. Vilcassim et al. (1999) formulate a game-theoretic model of firms
interaction to analyze the dynamic price and advertising competition among
firms on the personal care product market. They find that while firms seem
to compete on advertising they price cooperatively, thereby enhancing their
price-cost margins. Other examples of empirical studies on dynamic strategies
are Dockner and Jorgensen (1988), Fruchter and Kalish (1997), Hoppe and
Lehmann-Grube (2001).
Firms that occupy second, third, or lower ranks in a market can be called
runner-up firms. Some of them are quite large in size, like Colgate, Ford, Avis,
and Pepsi-Cola. These runner-up firms act according to two main strategies.
They can attack the leader and other competitors in aggressive oﬀers for further
market share, or they can behave as market followers. There are many cases
where the runner-up firms gained ground on the market leader or even overtook
the market leader. Canon, that was only one tenth of the size of Xerox in
the mid-1970s, today produces more copy machines than the previous market
leader, while Toyota produces more cars than General Motors (Kotler 1994, p.
394). The literature on competition has a long history of interest in eﬀective
oﬀensive strategies, see for example, Pearson and Gessner (1999).
The threat of runner-up firms sets challenges for the market leader and for
other competitor firms. Therefore, there has been a growing interest in defen-
sive strategies in the marketing literature. Papers with an interest in defensive
marketing strategy are, for example, Hauser and Gaskin (1984), Hauser and
Shugan (1983), Fornell and Wernerfelt (1987, 1988). Erickson (1993) uses a
modified Lanchester game to develop closed-loop strategies for oﬀensive and
defensive marketing expenditures of duopolistic competition. He finds that the
steady state of the market is a balance of oﬀensive and defensive expenditures
and he shows that defensive marketing is more critical than oﬀensive marketing
due to greater risk of loss under deviation from closed-loop strategies.
More and more research addresses the eﬀect of competitive orientation on
firm or brand performance. Thomas and Soldow (1988) analyze competitive
interaction in terms of underlying rules. They find that “even if marketing man-
agers view their primary orientation as directed toward costumers, managers’
marketing decisions involve them in the negotiation of rules with competitors.
8This rule is seen as occurring implicitly in everyday competitive activity regard-
less of the explicit awareness of participants.” Armstrong and Collopy (1996)
examine the eﬀect of the degree of competitive orientation on the performance
of firms and conclude that firms with competitor oriented objectives are less
profitable and are less likely to survive than those whose objectives are directly
oriented towards profits.
d. Horizontal versus vertical competition
Another criteria for classification is the orientation of competition. Accord-
ingly, we distinguish between horizontal and vertical competition. We define
horizontal competition as competition between market actors that are at the
same supply chain level and that compete for higher share of the market. Ex-
amples of studies on horizontal competition are Chintagunta and Rao (1996),
Gasmi et al. (1992), and Rao et al. (1995).
A retailer typically sells a range of products from diﬀerent manufacturers.
Each manufacturer would like to see its own products promoted to ensure that
shopper attitude remains positive and sales are increased. However, it is im-
possible, or at least not desirable, for the retailer to promote every product
in an assortment because thus, stores would become increasingly confusing for
the customers and the retailer’s own retail tactics would be aﬀected (Sullivan
and Adcock 2002, p. 211). Retailers rather select only a small number of
manufacturer-led promotions. This induces competition among the manufac-
turers to win over the retailer. And this in turn induces competition that has
a vertical (or downstream) orientation. Shepard (1990) suggests that the opti-
mal contract between a manufacturer and a retailer is sensitive to the nature
of downstream competition and the available control technology. She also finds
that imperfect competition downstream can lead to double marginalization.
e. Number of competitors on the market
The identification of market boundaries and competing firms is arbitrary. Com-
petition among firms and brands is mainly a matter of degree. At one extreme,
all firms and products compete indirectly against each other for the limited
resources of customers. At the other extreme, Coke and Pepsi compete against
each other using similar production and marketing technology to satisfy al-
most identical customer needs (Weitz 1983). We face studies on competition in
oligopolies (e.g. Chintagunta and Rao 1996, Rao and Bass 1995, Vilcassim et
al. 1999 ) while duopolistic situations have also been investigated (e.g. Chin-
tagunta and Vilcassim 1992, Erickson 1993, Fruchter and Kalish 1997, Gasmi
et al. 1992, and Roy et al. 1994).
f. Competition or cooperation
Another interesting field of research is the analysis of collusive or cooperative
behavior. Gasmi et al. (1992) provide an empirical methodology for studying
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various (implicit and explicit) collusive behaviors on two strategic variables:
price and advertising. Their empirical study on the Pepsi and Coca-Cola mar-
ket suggests that some (tacit)6 collusive behavior between the Coca-Cola Com-
pany and Peprico, Inc. has prevailed in the market for cola drinks. Vilcassim
et al. (1999) formulate a game-theoretic model of firms’ interaction to analyze
the dynamic price and advertising competition among firms on the personal
care product market. They find that while firms, on the analyzed cola market,
seem to compete in advertising they price cooperatively, thereby enhancing
their price-cost margins.
g. Type of analysis
Literature on competition can be classified according to the type of analysis
that is applied in the study. We distinguish (1) consumer focused approaches,
(2) competitor centered approaches, (3) studies that apply time series analysis,
(4) experimental analyses, and (5) studies that use game theory as an analytical
tool.
If a new marketing activity initiated by one firm is believed to influence
consumer behavior positively, other firms are likely to react. Such reactions are
often based on beliefs about the harm that would be inflicted on these other
firms brands in the absence of a reaction. Traditionally, brand managers focus
on market share, which encourages them to think of business as a zero-sum
game. Their thinking is: “unless I react to a marketing initiative for another
brand, my brand loses market share”. In general, the nature and intensity of
reactions to other firms’ activities reflect the respective managers’ perceptions
of the competitive environment. If these perceptions are valid (e.g. if managers
understand consumer response to each brand’s actions), the consumer response
will predict competitive reaction. This argument is based on the notion that
competitive reactions should be demand based, i.e. consumer focused (Leeflang
and Wittink 1996). It requires that managers understand consumer response
to own- and cross-brand marketing activities.
A special field of application that rises from the consumer focused approach
is reference price theory. This theory provides a behavioral explanation of dy-
namic eﬀects of brand choice and derived aggregate market response measures
caused by prices in the past. It assumes that consumers store price information
gathered through previous purchase occasions and use this internal price as a
standard comparison to evaluate observed prices (Greenleaf 1995, and Hruschka
and Natter 1996).
Although there is a growing amount of literature on consumer response to
promotions, far less attention has been paid to the empirical determination
and explanation of competitive reactions. The investigation of such questions
requires competitor centered approach (see, for example, Hanssens 1980, Lam-
bin et al. 1975 , Leeflang and Wittink 1992, 2001 among others). And there
6We talk about tacit collusion when firms attain a collusive payoﬀ without the need of an
explicit (contractual) agreement.
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is an even shorter list (see below) of quite recent literature that combines con-
sumer response and competitive reactions. Were such reactions anticipated
and included in the analysis of expected benefits from contemplated increases
in promotions, it is conceivable that the escalation in the promotional expen-
ditures in the US during the last few decades had not occurred (Blattberg and
Neslin 1990).
A relatively new and very important field of marketing research is the ef-
fect of marketing expenditures on firm or brand performance in the long run.
Lal and Padmanabhan (1995) investigate the long-term relationship between
market share and promotional expenditures. Their analysis shows (in line with
the findings of Bass et al. 1984, and Bass and Pilon 1980) that though promo-
tions have a significant short-run eﬀect, markets are in equilibrium, i.e. market
shares and sales return to the state before the occurrence of the marketing
actions. They argue that this is partly due to the fact that the promotional
activity of competitors is neutralized in the long run. The increased interest on
the long-run eﬀects of marketing actions and the need to combine the competi-
tor centered and the consumer focused approach (Hanssens 1980) requires the
collection of competitive reaction functions and market response functions into
one dynamic system of equations. This pursuit has resulted in a wide range of
empirical studies that use multiple equation time series models (e.g. Dekimpe
and Hanssens 1999, Horváth et al. 2002, Nijs et al. 2001, Srinivasan et al.
2000, and Srinivasan and Bass 2001, Takada and Bass 1998)7.
Competitive behavior of people as actors on the market have also been
studied by experimental studies. Clark and Montgomery (1996) explore the
relationship between firm performance and accuracy in perception through a
simulation game in experimental settings. They find that teams are in general
inaccurate in identifying competitive reactions and may benefit from being
paranoid about their competitors.
The analytical tools of game theory have been widely applied in marketing
research. Game theoretical concepts are used to analyze collusive (Vilcassim
et al. 1999) and competitive (Berndt et al. 1995) behavior, duopolistic (Roy
et al. 1994) and oligopolistic (Chintagunta and Rao 1996) competition, closed-
(Erickson 1993) and open-loop (Fruchter and Kalish 1997) strategies, among
other fields of competitive analysis. Moorthy (1985, 1992) and Fudenberg and
Tirole (1990) provide extensive expositions of the basic concepts of coopera-
tive and non-cooperative game theory and their applications to advertising,
product, and price competition.
The positioning of the studies in this thesis is outlined in Table 1.1. This
dissertation concentrates on the dynamic analysis of oligopolistic competitive
markets of frequently purchased consumer goods. It focuses on horizontal (sup-
ported and non-supported) price competition and considers feedback relations.
It makes use of multiple time series modeling techniques and combines com-
petitor centered and consumer focused approaches.
7We elaborate more on this area of the competitive marketing literature in Section 3.1.
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Table 1.1: Positioning the thesis in the competitive literature
Criteria Position of the thesis
a. area of application
frequently purchased
consumer goods















g. type of analysis
competitor centered and
consumer focused
multiple time series modeling
1.4 Outline of the basic methodology
The estimation of the eﬀect of a promotional action requires the development
and application of models that take into account the dynamic competitive en-
vironment and the possible retaliatory moves of competitors. A model that
contains all relevant dynamic and interactive eﬀects and that is appropriate
for the analysis of competitive markets in which the detection of causality be-
tween variables, the accommodation of feedback eﬀects, and the identification
of dynamic structural relationships between variables are crucial is the V ector
AutoRegressive model with eXogenous variables (VARX model). It can cap-
ture the complex interplay of the diﬀerent contributing factors and it translates
the underlying short-term dynamics into long-run consequences (Dekimpe and
Hanssens 1999, p. 402). VARX modeling is therefore the main tool of analysis
in this thesis.
A dynamic competitive market can by analysed by means of a two-stage
analysis. First, one has to an gain insights into the competitive dynamic en-
vironment of a market. Second, given the behavior of the market (that can
be captured by a proper econometric model in a condensed way) and assum-
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ing unchanged behavior of the actors, one can apply simulation, e.g. Impulse
Response Analysis (IRA) or Forecast E rror V ariance Decomposition (FEVD).
These approaches provide an insight into the consequences of certain actions
given possible counter actions in a competitive environment. Using IRA and
FEVD one can incorporate direct eﬀects and also indirect eﬀects of a price
promotion on sales. More precisely, IRA traces out the eﬀect of an unexpected
shock in an endogenous variable on all endogenous variables in the system over
time. Hence, in IRA, promotions are operationalized as one-time deviations
from the expected price level. FEVD separates the variation in an endogenous
variable into component shocks to the system.
To gain an insight into the eﬀects of marketing actions in dynamic and
competitive markets, we apply VARX models that include some form of the
sales and price variables of the competing brands endogenously to capture the
fundamental interactions on a competitive market. Impulse response analysis
and forecast error variance decomposition are then used for simulation studies
to analyze the eﬀects of a marketing action over time in the presence of com-
petitors. In these simulation studies a price cut is operationalized as a shock
to the error term of one of the price variables.
1.4.1 Univariate and multivariate time series applications
in marketing
VAR modeling utilizes several uni- and multivariate techniques of time series
analysis. Without some knowledge about these methodological concepts, it is
impossible to understand and properly apply the VAR methodology. There-
fore, we introduce the basic time series methodology and explain the concepts
through marketing examples and applications in Chapters 2 and 3. In these
chapters we discuss a variety of time series models. We classify these models
in the sets (i) univariate T ime Series Analysis (TSA), (ii) multivariate TSA,
and (iii) multiple TSA. In Chapter 2 we introduce the basic concepts of TSA,
and discuss TSA models with only one series of observations, such as sales (i.e.
the case of univariate TSA). These models consider sales as a function of its
own past, random shocks, seasonal dummies, and time. The AutoRegressive
Integrated M oving Average (ARIMA) model is the most general model in this
set. We pay special attention to the issue of stationarity, as it is a fundamen-
tal concept in distinguishing long- and short-term eﬀects of actions. Then we
consider models where the dependent variable is also explained by another vari-
able or variables, e.g. sales explained by advertising (i.e. multivariate TSA).
Transfer functions and intervention analysis belong to this set of models.
1.4.2 Multiple time series applications in marketing
In Chapter 3, we consider models in which more endogenous variables are
considered simultaneously (i.e. multiple TSA). V ector AutoRegressive models
with eXogenous variables (VARX models), Structural VAR (SVAR) models,
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and V ector E rror Correction (VEC ) models are also discussed in Chapter 3.
Finally, the methodology of IRA and FEVD is explained.
1.5 Studies using VAR models
A drawback of VAR models is that they usually include a large number of
parameters. This leads to degrees-of-freedom problems. For example, if k
endogenous variables are included in a VAR model of order p, the number of
parameters to be estimated is k2 · p, so the number of endogenous variables
that can be included in the model is rather limited. The problem has been
addressed in several articles and the usual solution is to simplify the model.
This can be accomplished by (a) estimating separate models for each competing
brand (Dekimpe and Hanssens 1999, Srinivasan et al. 2000, and Srinivasan and
Bass 2001), (b) treating some variables as exogenous (Horváth et al. 2002, Nijs
et al. 2001, Srinivasan et al. 2000, and Srinivasan and Bass 2001), and (c)
imposing restrictions on the model based on marketing/economic theory.
In this thesis VAR models are applied to investigate dynamic marketing sys-
tems accounting for competition. The diﬀerent chapters overcome the degrees-
of-freedom problem in diﬀerent ways.
1.5.1 Empirical study 1: Dynamic analysis of a competi-
tive marketing system based on market-level data
In Chapter 4, we solve the degrees-of-freedom problem by applying the bottom-
up strategy of Hsiao (1981, 1982), based on Akaike’s F inal Prediction Error
(FPE ) criterion, to decide the optimal lag structure for each variable in each
equation. We build a VARX model on aggregate (market-level) data, that
contains competitive response functions and market response functions of the
competing brands. We apply IRA and FEVD to gain an insight into the dy-
namic behavior of the competitive market. Later, in Chapter 7, we compare
these results with those obtained from pooled (store level) data. The innova-
tions in this chapter are that we (1) build a VARX model in which all brands
are considered simultaneously, (2) apply Structural VAR (SVAR) models that
are capable of supplementing sample based information with managerial judge-
ment and/or marketing theory (Dekimpe and Hanssens 2000), (3) apply IRA
and FEVD to investigate the dynamic eﬀects of marketing actions, and (4)
obtain 5% confidence intervals around our IRF s and the immediate price elas-
ticities using bootstrap methods.
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1.5.2 Canonical correlation analysis and Wiener-Granger
causality tests: Useful tools for the specification of
VAR models - illustrated by an empirical study (2)
In Chapter 5 we introduce and use canonical correlation analysis and W iener-
Granger (WG) causality testing for preliminary analysis of the competitive
system before setting up the final VAR model. Canonical correlation analysis
and its associatedWG causality testing based on the canonical correlation coef-
ficients are useful tools to test the existence of structural relationships between
(lagged) consumer response and (lagged) marketing instruments. These tools
are applied in this chapter on data of market shares and marketing instruments
in a market of a frequently purchased consumer good. The main achievements
in this chapter are that we provide a preliminary analysis of a dynamic system
that provides support in deciding about (1) the dimension of the system, (2) the
most influential instruments, (3) feedback relationships, and (4) the variables
that can be treated exogenously in the VARX model.
1.5.3 Combining time series cross sectional data for the
analysis of dynamic competitive marketing systems
Chapter 6 discusses another way to overcome the degrees-of-freedom problem.
This solution, contrary to the solution proposed by the application of canonical
correlation analysis, does not reduce the parameters that are to be estimated
in the VAR model, but increases the number of available observations through
combining time series data for multiple cross sections. Given the double di-
mension of such data, asymptotic behavior can be applied in three diﬀerent
ways (Mátyás and Sevestre 1992): (a) N is fixed and T → ∞, (b) T is fixed
and N → ∞, and (c) N,T → ∞. The first case corresponds to the approach
of T ime Series C ross Sectional (TSCS) data, while the second corresponds
to the method of Panel data. In Chapter 6 we point out the main diﬀerences
concerning these two approaches. We discuss several potential models, com-
pare them and show their estimation procedure. Pesaran and Smith (1995)
found that in the case of dynamic models (i.e. models with lagged endoge-
nous variable) assuming homogeneity among heterogeneous cross sections (i.e.
pooling or building a model on aggregated data) may lead to substantial bias
of estimates. To investigate this issue we compare the four most widely used
approaches: (1) using a Random Coeﬃcient M odel (RCM), (2) using a F ixed
Eﬀect M odel (FEM ), (3) estimating VAR models from aggregate data, and
(4) averaging disaggregate estimates and examining their behavior under het-
erogeneity in a simulation study.
Pesaran and Smith (1995) and Robertson and Symons (1992) demonstrate
that parameter heterogeneity becomes a very important issue in dynamic mod-
els because incorrectly ignoring heterogeneity may lead to highly biased esti-
mates. In the view of these findings, it is essential to use the approach that
adequately captures heterogeneity in order to obtain unbiased estimates of the
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mean parameters. On the other hand, a model that allows for unnecessary high
heterogeneity requires the estimation of extra parameters and hence reduces
eﬃciency, compared to the model with homogenous parameters. To encourage
this, we enumerate and provide a brief discussion of several pooling tests and ap-
proaches for investigating cross-sectional heterogeneity. The main innovations
in Chapter 6 are that we (1) introduce and compare models that combine time
series data for multiple units for the solution of the degrees-of-freedom problem
in VARX models through increasing the number of available observations, (2)
compare four approaches that provide mean VAR parameters: RCM , FEM ,
estimating VAR models aggregated data, and averaging disaggregate estimates,
(3) compare the small sample behavior of the approaches through Monte Carlo
simulation in the case of heterogeneous slope coeﬃcients, (4) emphasize the
importance of using the model that adequately captures heterogeneity, and (5)
list several tests and approaches for the investigation parameter heterogeneity
across stores. An empirical application of the approaches introduced in this
chapter is discussed in Chapter 7.
1.5.4 Empirical study 3: Dynamic analysis of a competi-
tive marketing system based on TSCS data
We provide empirical applications of the TSCS-VARX methodology in Chapter
7 for two data sets: tuna fish and shampoo. We show how the results on the
tuna data compare with those obtained from the VARX model built on market-
level data (aggregated store-level data) in Chapter 4. We use a pooled VARX
model to estimate immediate and cumulative eﬀects of supported and non-
supported price discounts. The temporary price cuts aﬀect the demand for
three brands in each of the two product categories. The models accommodate
not only classical competitive reaction eﬀects but also own- and cross-brand
sales feedback eﬀects and internal decision rules (such as those involving the
two discount variables). The results provide substantially useful insights into
the dynamics of demand and reaction functions.
The literature includes variousVARX models applied to aggregate or market-
level data. Our study is the first in marketing to apply this approach to pooled
store-level data in order to obtain more eﬃcient parameter estimates and to
account for some heterogeneity between the stores. We also provide new in-
sights regarding the role of competitive reaction versus sales feedback eﬀects
by comparing net dynamic eﬀects under diﬀerent scenarios.
The innovations in this chapter are that we (1) apply time series modeling
to pooled store-level data, (2) compare these results with the aggregate-level
outcomes, (3) use impulse response functions on unit sales instead of log-sales
to overcome diﬃculties inherent in the use of elasticities for the calculation of
cumulative eﬀects, (4) show that cumulative eﬀects can be larger or smaller
than immediate eﬀects, (5) estimate the importance of sales feedback and com-
petitive reaction eﬀects separately, and (6) find that the role of dynamics diﬀers






Marketing data often include measures on, for example, sales or marketing
mix variables at equally spaced intervals over time1. Time series models are
uniquely suited to capture the time dependence in these variables. Early
marketing applications focused on the forecasting capabilities of T ime Series
Analysis (TSA) (Geurts and Ibrahim 1975 and Kapoor et al. 1981 among
others). In more recent studies, TSA is used to separate short-term from long-
term marketing eﬀects (when marketing variables are included) (Leeflang et al.
2000, p. 458).
TSA techniques have been used for (i) forecasting, (ii) the determination
of the temporal ordering among some variables through Granger causality
tests, and (iii) the determination of the over-time impact of marketing vari-
ables or specific discrete events. Notwithstanding these applications, Dekimpe
and Hanssens (2000) conclude that marketing scholars have been reluctant to
use TSA for marketing purposes in the past. The authors identify key factors
for this limited acceptance, viz. the scarcity of (i) adequate data sources, (ii)
user-friendly software, and (iii) doctoral level training. Other factors are (iv)
the reluctance of using data-driven approaches to model specification, and (v)
the absence of a substantive marketing area where TSA was adopted as primary
research tool. In recent years, however, (i) new data sources and longer time
spans have become available, especially with the appearance of scanner data,
and (ii) several software packages have been developed for TSA applications.
Examples are EViews 4.0 (2000), Jmulti (2001), RATS (Enders 1996), or Mi-
crofit (Pesaran and Pesaran 1997). ‘General’ packages such as Gauss (2000),
6. Matlab (2000), and Ox (Doornik et al. 1998) have developed extensive TSA
1Chapters 2 and 3 are adapted versions of Horváth et al. (2002).
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toolboxes. Moreover, (iii) more marketing scholars are trained in TSA and ap-
ply these packages. The application of (iv) Structural V ector AutoRegressive
eXogenous variables (SVARX ) models and cointegration analysis oﬀer more of
a confirmatory potential, which gives the data-driven character of TSA more
credibility (Dekimpe and Hanssens 2000). Finally, (v) the development of TSA
techniques gives a natural match between TSA and one of marketing’s long-
lasting interest fields: quantifying the long-run impact of marketing’s tactical
and strategic decisions. Dekimpe and Hanssens (2000) predict that the most
productive use of TSA is still ahead due to (i) the recent growth of marketing
data bases, (ii) the fact that models of evolution become critical to shape our
understanding of market performance as business cycles shorten and market-
ing environments change more rapidly, and (iii) the expectation that more TSA
will be used at the micro-level.
In this review, we discuss a variety of time series models. We classify these
models in the sets (i) univariate TSA, (ii) multivariate TSA, and (iii) multiple
TSA2. We provide relevant marketing applications of each type of TS models in
Tables 2.1, 2.2, and 3.1, respectively. In the first section, we introduce the basic
concepts of TSA, and discuss TSA models with only one series of observations,
such as sales (we call it univariate TSA in this review). These models consider
sales as a function of its own past, random shocks, seasonal dummies, and
time. The AutoRegressive Integrated M oving Average (ARIMA) model is
the most general model in this set. We pay special attention to the issue of
stationarity, as it is a fundamental concept in distinguishing long- and short-
term eﬀects of actions. We then consider models where the dependent variable
is explained by another variable, e.g. sales explained by advertising (which
we call multivariate TSA in this review). Transfer functions and intervention
analysis belong to this set of models. Finally, in the next chapter, we consider
models in which more endogenous variables are considered simultaneously (we
refer to it as multiple TSA in this review). Vector AutoRegressive models
with eXogenous variables (VARX models), Structural VAR (SVAR)models,
and V ector Error Correction (VEC ) models are discussed in Chapter 3.
We illustrate the diﬀerent models by applications of TSA on the Lydia
Pinkham’s vegetable compound data. The Lydia Pinkham vegetable compound
was introduced in 1873 as a remedy against menstrual pain and menopausal dis-
comfort . A large court case made the company database public (Palda 1964).
The database consists of sales data and data on advertising expenditures. The
dataset has been attractive to researchers for a long time because (i) adver-
tising was almost the exclusive marketing instrument, (ii) there was no strong
competition, and (iii) the dataset covers a fairly long time span (see, for ex-
ample, also Hanssens 1980, or Zanias 1994 ). Figures 2.1A and 2.1B present
the available annual (1907− 1960) and monthly (1954 : 01− 1960 : 06) data of
Lydia Pinkham’s vegetable compound.
2The usage of the appellations multivariate time series analysis and multiple time se-
ries analysis may be confusing to the reader. Still, we prefer to use these terms aiming at
consistency with the labelling of time series literature.
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Table 2.1: Relevant univariate time series applications in marketing
Study Country Entity aggregation Focus
Univariate time series model: yt = f(yt−j)
Geurts and Ibrahim (1975) USA Industry sales Forecasting
Kapoor et al. (1981) USA Firm sales; Industry sales Forecasting
Lawrence (1975) USA Household Forecasting
Moriarty (1990) USA Sales Forecasting
Moriarty and Adams (1979) USA Firm sales Forecasting
Moriarty and Adams (1984) USA Sales Forecasting
2.2 Univariate time series analysis
In this section, we introduce the basic concepts of TSA and discuss some tech-
niques that are useful in identifying the dynamic structure of the series. We
focus on discrete time series models, and consider equidistant time points, as
most marketing data is collected for discrete time periods. In our discussion on
univariate time series, we start with AutoRegressive (AR) processes (Section
2.2.1) in which, say, sales are aﬀected by sales levels in previous periods. In
Section 2.2.2, we introduce M oving Average (MA) processes. We discuss the
ARMA processes that are the combination of the first two processes in Section
2.2.3. Section 2.2.4 introduces the concept of stationarity, which is a basic con-
cept in distinguishing long- and short term eﬀects of marketing actions. Section
2.2.5 deals with the concepts of trend and diﬀerence stationarities. In Section
2.2.6, we introduce the most general univariate TS model, the ARIMA model,
that captures the behavior of a non-stationary variable. Section 2.2.7 describes
tests for unit root. Section 2.2.8 introduces univariate persistence developed
by Dekimpe and Hanssens (1995a) , which provides a strong link between TSA
and marketing applications. Seasonality is discussed in Section 2.2.8. Table 2.1
provides a brief overview of the relevant univariate time series applications in
marketing. We see that the univariate time series techniques are only applied
for forecasting, using data from the USA.
2.2.1 Autoregressive processes
Let yt be the sales of a brand in period t3. A common and fairly simple way
to describe fluctuations in sales over time is with a first-order autoregressive
process. In this process, it is assumed that sales at t− 1 aﬀect sales at period,
e.g.:
yt = µ+ ϕyt−1 + εt, t = 1, ..., T, (2.1)
3We partly base our review on Section 17.3 of Leeflang et al. (2000, p. 458 - 473).
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where µ is a constant, εt is the noise term, ϕ is a parameter, the starting
condition is y0 = 0, and T is the sample length. Often, it is assumed that the
noise term is ‘white noise’, which means that it has a mean of zero, a constant
variance, and is serially uncorrelated (Enders 1995, p. 65). This model is
indicated as AR(1), which means ‘autoregressive process of order 1’. It can be
identified from the data using the AutoCorrelation Function (ACF ) and the
Partial AutoCorrelation Function (PACF ) calculated from sample data (see
Box and Jenkins 1976 and Hanssens et al. 2001 for details).





where γk is the kth order autocovariance of yt, that is:
γk = E [(yt−m) (yt−k −m)] , k = ...,−2,−1, 0, 1, 2, ..., (2.3)
wherem = E (yt) andE(.) refers to expected value. The partial autocorrelation
at lag i, for an AR model, is the regression coeﬃcient on yt−i when yt is
regressed on a constant and on yt−1,...,yt−i. This is a partial correlation since it
measures the correlation of the y values that are i periods apart after removing
the correlation from the intervening lags4.
The ACF and PACF of an AR(1) process are shown in Figures 2.2 and 2.3.
Specifically, the ACF decays exponentially and the PACF shows a positive
‘spike’ at lag 1 and equals zero thereafter, if ϕ is positive (and smaller than 1)
in Equation (2.1). The ACF shows a damped wavelike pattern and the PACF
a negative spike at lag 1, if ϕ is negative (and higher than −1).
It is possible that there is a correlation with higher order lags as well. For
instance, in monthly data we may not only observe a correlation between two
successive months, but also between the same months of diﬀerent years. In
that case, the ACF shows a damped pattern and the PACF indicates multiple
spikes at lag 1 and lag 12. So, we cannot only identify dependence on the
immediate past (one lag ago), but also on lags several periods ago.
The order p of an AR(p) process is the highest lag of yt that appears in the
model. The general p-order AR process is written as:
ϕp(L)yt = µ+ εt, t = 1, ..., T, (2.4)
where ϕp(L) = (1−ϕ1L−ϕ2L2− ...−ϕpLp) and L is the lag operator defined
by Lkyt = yt−k. In this general case, the ACF damps down and the PACF
cuts oﬀ after p lags. Besides the ACF and PACF criteria, the order of a
4EViews estimates the partial autocorrelation at lag i recursively based on a consistent
approximation of the partial autocorrelation. The algorithm is described in Box and Jenkins
(1976, Part V, Description of computer programs).
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time series model, is often selected on the basis of information criteria, such
as Akaike’s Information C riterion (AIC ) and Schwarz’ Bayesian C riterion
(SBC ) (for non-nested models), or Likelihood Ratio tests (for nested models).
The information criteria can lead to diﬀerent conclusions about the lag length,
because these tests diﬀer in the penalty for additional regressors in the model.
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2.2.2 Moving Average processes
A first-order moving average process assumes that a random shock at t − 1
aﬀects sales levels at time t, e.g.:
yt = µ+ εt − θεt−1, t = 1, ..., T. (2.5)
This model is indicated as MA(1). Note that, for such a model, the past shock
does not come from the past sales (past values of yt) as in the AR(1) model,
but it stems from the random component of εt−1. The ACF and PACF for
the MA(1) model are depicted in Figures 2.4 and 2.5. Here, the ACF shows a
spike at lag 1, which is positive if θ < 0 and negative if θ > 0, while the PACF
shows exponential decay in the former case, or a damped wavelike pattern in
the latter.
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The order q of an MA(q) process is the highest lag of εt that appears in the
model. The general q-order MA process is written as:
yt = µ+ θq(L)εt, t = 1, ..., T, (2.6)
where θq(L) = (1− θ1L − θ2L2 − ... − θqLq). In this general case, the PACF
damps down and the ACF cuts oﬀ after q lags.
2.2.3 ARMA processes
AR and MA processes can be combined into a single model to reflect the
idea that both past sales and past random shocks aﬀect yt. For example,
the ARMA(1, 1) process is:
yt = µ+ ϕyt−1 + εt + θεt−1, t = 1, ..., T. (2.7)
The attractiveness of the ARMA model is that it is a parsimonious represen-
tation of a stationary stochastic process (Harvey 1990, p.30). We will discuss
the term ‘stationary’ in Section 2.2.4.
The ACF and PACF for anARMA(1, 1)model with ϕ = −0.7 and θ = −0.7
are depicted in Figure 2.6. Here, the ACF shows a damped wavelike pattern
and the PACF shows an exponential decay5.
The orders (p, q) of an ARMA(p, q) process are the highest lags of yt and
εt respectively. The general ARMA(p, q) process is formulated as follows:
5The selection of the number of lags in ARMA models from the ACF and PACF functions
is not always straightforward. In these cases an Extended ACF (EACF, details can be found
in Tsay and Tiao, 1984) or information criteria as AIC and SBC are useful alternatives in
identifying the orders of ARMA models.
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ϕp(L)yt = µ+ θq(L)εt, t = 1, ..., T, (2.8)
with ϕp(L) and θq(L) defined above.
2.2.4 Stationary and nonstationary processes
In order to use statistical tests for an ARMA model selection, we need to esti-
mate the underlying stochastic process. We can do this by deriving the mean,
variance, and covariance of the sample data. However, these quantities are only
meaningful (for obtaining the probability distribution and the statistical tests
based on it) if they are independent of time6. This is the case if the series is
stationary. There are diﬀerent forms of stationarity. The most commonly con-
sidered is covariance stationarity. A series yt is said to be covariance stationary
if the following conditions hold:





= γ0 <∞, for all t = 1, ..., T, (2.10)
E [(yt −m) (yt−i −m)] = γi, (2.11)
for all t = 1, ..., T and i = ...,−2,−1, 0, 1, 2, ...,
where m, γ0, and γi are all finite-valued numbers (see also Lütkepohl 1993, p.
19). In practice, we often use the requirement that the roots of what are called
the characteristic equations, ϕp(.) = 0, “lie outside the unit circle”
7. For an
AR(1) process of Equation (2.1) this requirement implies that the root is larger
than one in absolute value. The characteristic equation is (1− ϕB) = 0. The
root equals 1ϕ , which is greater than one in absolute sense if |ϕ| < 1. The root 1ϕ
is called a unit root if |ϕ| = 1. Thus, the AR(1) process is stationary if |ϕ| < 1
and non-stationary if it has a unit root8 . Similar to the stationarity conditions
for AR processes, MA processes need to satisfy conditions for invertibility. An
MA(1) process is invertible if |θ| < 1 in Equation (2.5). The ARMA processes
need to satisfy both stationarity and invertibility conditions.
6Besides, in the case of TS models the assumption that the expected value of the dis-
turbances given the observed information is equal to zero does not hold. This means that
unbiasedness of least squares estimator does not necessarily hold. In this case the Gauss-
Markov theorem does not apply and we are left only with asymtotic results. The assumption
of stationarity ensures consistency of least squares estimator. In sum, the assumption of
stationarity is used to preserve the property of consistency of least squares estimator.
7 It can be shown that condition (2.10) no longer can be satisfied if the roots are on the
unit circle.
8The case where |ϕ| > 1 is not considered in marketing studies, because it implies that
past values of the dependent variable become and more important, which is highly unrealistic
(Dekimpe and Hanssens 1995a).
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2.2.5 Deterministic and stochastic trends
The requirement that the mean level is independent of time implies that, for
example, the average sales level at the beginning of the sample period is equal
to the average sales level at the end of the sample. If this is the case, the
process is called Level Stationary (LS). The LS condition is not always realistic
in a marketing context. Often, we observe some kind of trending behavior,
e.g. the sales in the end of the sample are higher (lower) than the initial
sales. Lal and Padmanabhan (1995), for instance, find that a minority of
the market shares that they investigated, shows a trend. Moreover, based
on data from 400 published models, Dekimpe and Hanssens (1995a) conclude
that evolution is the dominant characteristic in marketing series of market
performance measures. Hence, we often have to cope with trends when we
apply TSA techniques on marketing data. Trends in time series can be (i)
deterministic or (ii) stochastic (Maddala and Kim 1998, p. 29). A deterministic
trend imposes that the level is not constant, but can be perfectly predicted
if the underlying deterministic function is known. One can approximate the
deterministic growth path by a function of time. The linear time trend is the
most commonly used function:
yt = µ+ βt+ εt, t = 1, ..., T. (2.12)
In Equation (2.12), the long-run behavior of yt is determined by the series’
individual (perfectly determined) growth path (βt). Every deviation from this
growth path is temporal; in the long run the series always returns to its individ-
ual growth path (βt). Therefore, such a series is often called T rend Stationary
(TS), because it is stationary around a trend.
If the data exhibit a stochastic trend, it implies that the variation is sys-
tematic but hardly predictable, because every temporary deviation may change
the long-run performance of the series. This phenomenon is called shock per-
sistence (see Section 2.2.8). A simple example of such a series is the Random
W alk (RW ) process:
yt = β + yt−1 + εt, t = 1, ..., T. (2.13)
Repeated substitution reveals the nature of the stochastic trend and the corre-
spondence with Equation (2.12):
yt = µ+ βt+
t[
i=1
εt−i + εt (2.14)
assuming that y0 = µ. In Equation (2.14) µ + βt is the deterministic trend,
tS
i=1
εt−i is the stochastic trend, and εt is the noise term. We see that in the case
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of a stochastic trend, the inclusion of a time function into the model does not
remove the evolution. Rather, the series can be formulated as a (stationary)
ARMA processes in diﬀerences. Therefore, a time series with a stochastic trend,
which becomes stationary after diﬀerencing, is called Diﬀerence Stationary
(DS). Figures 2.7A, 2.7B, and 2.7C show example of a level stationary, trend
stationary, and a diﬀerence stationary process respectively. The choice between
deterministic or stochastic trends depends on the researcher’s beliefs or on the
outcome of statistical tests (see Section 2.2.7).













                                                                            Time
2.2.6 ARIMA processes
An ARMAmodel for the diﬀerences of yt is called an ARIMA (Auto Regressive
Integrated M oving Average) model (see Geurts and Ibrahim (1975) for some
applications). As an example, we consider an ARIMA(1, 1, 1) model:
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∆yt = µ+ ϕ∆yt−1 + εt − θεt−1, t = 1, ..., T. (2.15)
In Equation (2.15), the nonstationary series yt is diﬀerenced once to obtain
stationary series ∆yt (= yt − yt−1). Sometimes, it is necessary to diﬀerentiate
the data more than once to obtain a stationary series. An ARIMA(p, q) model
that is diﬀerenced d times is denoted by ARIMA(p, d, q), where d is the order
of the diﬀerencing operator ∆d = (1−L)d. For example, if d = 1 this amounts
to taking ∆1yt = (1−L)1yt = yt− yt−1. The ARIMA(p, d, q) process can now
be defined as:
ϕp(L)∆
dyt = µ+ θq(L)εt, t = 1, ..., T. (2.16)
ARMA and ARIMA models are primarily associated with the work of Box and
Jenkins (1976). In their methodology, they determine the order of integration
through analyzing the ACF and PACF functions for various orders of integra-
tion. If these damp down suﬃciently rapidly, the integrated series is consistent
with the theoretical behavior of the ACF and PACF functions (Harvey 1990,
p. 119) for stationary series. More recent studies prefer to determine the order
of integration (and the choice between TS and DS models) statistically on the
basis of unit root tests. Section 2.2.7 discusses such a statistical procedure.
Application
Helmer and Johansson (1977) estimate an ARIMA model on the annual ad-
vertising expenditures of the Lydia Pinkham vegetable compound for the years
1907− 1946. The resulting model is an ARIMA(2, 1, 0) model:
∆xt = 0.074∆xt−1 − 0.407∆xt−2 + εt, t = 1, ..., T (2.17)
where xt denotes the annual advertising expenditures9. Helmer and Johansson
use these estimates as a step in their transfer function analysis (see Section
2.3.2 for a discussion of the transfer function analysis). We deduce from Equa-
tion (2.17) that xt is evolving. This means that a shock in a time series may
have a long-run eﬀect on its own future evolution. The current changes in
advertising expenditures are positively correlated with the changes in expendi-
tures of one year before and negatively correlated with the changes two years
before, indicating a fluctuating pattern.
9Helmer and Johansson (1977) do not report the standard errors of the parameter esti-
mates.
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2.2.7 Testing for a unit root
The most widely used test for non-stationarity is the Augmented D ickey-Fuller
(ADF ) unit root test developed by Dickey and Fuller (1979 and 1981) . They
consider three diﬀerent regression equations that can be used to test for the
presence of a unit root in yt:
∆yt = ayt−1 +
J[
j=1
ϕj∆yt−j + µ+ βt+ εt, t = 1, ..., T (2.18)
∆yt = ayt−1 +
J[
j=1
ϕj∆yt−j + µ+ εt, t = 1, ..., T (2.19)
∆yt = ayt−1 +
J[
j=1
ϕj∆yt−j + εt, t = 1, ..., T, (2.20)
where ∆y0 is fixed (In Section 2.2.4, we introduced the concept of a unit root).
In Equations (2.18)-(2.20), the dependent variable is ∆yt. This implies that
yt has a unit root if a = 0. Hence, the null hypothesis of the test Equations
(2.18)-(2.20) states non-stationarity of yt: H0 : a = 0 (yt has a unit root).
The three equations diﬀer in the deterministic regressors. The choice be-
tween the three equations is an important issue in unit root testing. One prob-
lem is that the additional estimated parameters reduce the degrees of freedom
and the power of the test. Reduced power means that the researcher may con-
clude that the process contains a unit root where it is not the case. The second
problem is that an appropriate statistic for testing a = 0 depends on which
regressors are included in the equation. For example, if the data-generating
process includes a deterministic trend, omitting the term βt gives an upward
bias in the estimated value of a. Additional regressors, however, increase the
absolute value of the critical values so that the researcher may fail to reject the
null of a unit root.
The test is implemented through the usual t- statistic of aˆ. The t-statistics
of the three models are denoted tτ , tµ, and t respectively. Alternatively, Dickey
and Fuller (1981) suggest F -statistics to test the joint hypotheses a = β =
µ = 0 (Φ2) and a = β = 0 (Φ3) in Equation (2.18) and the joint hypothesis
a = µ = 0 in Equation (2.19), denoted as Φ1. Under the null hypothesis of
non-stationarity the t-statistics and tτ and tµand the F -statistic Φ2 and Φ3 do
not have the standard t- and F -distributions, but are functions of Brownian
motions. Critical values of the asymptotic distributions of these t-statistics
are provided by Fuller (1976) and have recently been improved by MacKinnon
(1991) through larger sets of replications. Dickey and Fuller (1981) list critical
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values for the F -statistics of Φ1, Φ2, and Φ3. Dolado et al. (1990) develop
a systematic testing strategy between the alternative equations as outlined in
Figure 2.8.
The unit-root testing procedure consists of the following steps:
Step 1. In the most unrestricted Equation (2.18) the null hypothesis of station-
arity is tested with tτ . If the null hypothesis is rejected, variable yt is
trend stationary and there is no need to proceed any further.
Step 2. If the null hypothesis is not rejected, we test for the significance of the
deterministic trend under the null hypothesis a = β = 0 using the F -
statistic Φ3. If it is significant, the presence of the unit root can be tested
again, noting that the t-statistic follows now a standard t-distribution.
Step 3. If a and β are jointly insignificant in Equation (2.18), we estimate the
equation without the deterministic trend (Equation (2.19)) and test for
the unit root using tµ and its critical values. If the null hypothesis is
rejected, we may stop again and conclude that variable yt is stationary.
Step 4. If the null hypothesis is not rejected, we test for the significance of the
constant term under the null a = µ = 0 using Φ1. If the constant term is
significant, we test for the unit root using the standard normal distribu-
tion.
Step 5. If a and β are jointly insignificant in Equation (2.19), we estimate Equa-
tion (2.20) and test for the presence of a unit root. The process ends
either with the result that variable yt is stationary or that yt contains a
unit root.
If we cannot reject the null hypothesis in any of the steps of the strategy,
we conclude that yt is non-stationary and needs to be diﬀerenced at least
once to become stationary. To detect the order of integration, d, of the series
yt we proceed by testing the diﬀerenced series until the unit root hypothesis
is rejected. So, if yt is found to be non-stationary and ∆yt is found to be
stationary than yt is called ‘integrated of order 1’ (denoted as yt ∼ I(1)). If we
can only reject the null of a unit root after diﬀerencing d times, we conclude
that the series is integrated of order d. Stochastic trends in marketing are often
linear and sometimes quadratic, so d rarely exceeds than 2 (Leeflang et al. 2000,
p. 465). The number of lags (J) in Equations (2.18)-(2.20) is often determined
by the AIC, SBC, or by a selection procedure advocated by (Perron 1989).
The ADF test assumes that the variable under consideration is continu-
ous and can take any real values. Although, some marketing data has unique
characteristics which are likely to have an impact on the statistical distinction
between stationarity and evolution. Market shares, for example are bounded
between 0 and 1 and they sum to unity. Franses et al. (2001) propose a new
Univariate and Multivariate Time Series Analysis 31
Figure 2.8: The unit root testing framework
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Sources: Dolado et al. (1990) and Enders (1995, p. 254-258)
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unit root methodology for individual market shares, that takes the special char-
acteristics of market shares into account, within the market share attraction
model framework10 and provide empirical applications.
2.2.8 Persistence of shocks
In Section 2.2.5, we introduced the term persistence in relation to a stochastic
trend. If a time series exhibits a stochastic trend, shocks may have a long-run
impact11. Dekimpe and Hanssens (1995b) introduced persistence modeling into
a marketing context, in which they estimate the long-run impacts of shocks.
They distinguish (i) univariate persistence that measures what proportion of
any unspecified shock will aﬀect sales permanently and (ii) multivariate per-
sistence that derives the long-run impact of an unexpected change in a con-
trol variable. The multivariate persistence is usually considered in a multiple
TS framework (see Chapter 3). Campbell and Mankiw (1987) developed the
A(1) measure for univariate persistence which is the ratio of the sum of the
moving average coeﬃcients to the sum of the autoregressive coeﬃcients of an
ARIMA(p, 1, q). Thus, the univariate persistence of a shock to yt in






1− θ1 − θ2 − ...− θq
1− ϕ1 − ϕ2 − ...− ϕp
.
In stationary time series, the persistence is zero by definition: after a shock,
the series returns to its pre-determined level; the shock dies out. The sta-
tistical distinction between stationary (stable) and non-stationary (evolving)
sales or demand behavior has important implications for marketers (Dekimpe
et al. 1999). If the sales are stationary, marketing actions produce at most
temporary deviations from the brand’s average performance level or around
its predetermined deterministic trend, although their eﬀect may die out over
a reasonably long (dust-settling) period. If sales are evolving, there is a po-
tential for long-term marketing eﬀectiveness. For example, the advertising
expenditures in Equation (2.17) are evolving. In this example, the long-run
eﬀectiveness of any (i.e. uspecified) shock in the advertising expenditures is
given by A(1) = θq(1)ϕp(1) =
1
1−0.074+0.407 = 0.75. So, a portion of 0.75 of each
one unit shock in advertising expenditures persists over time and a portion of
(1− 0.75 =) 0.25 dies out.
10For the introduction and discussion of market share attraction models, see Cooper and
Nakanishi (1988), Franses and Paap (1999) or Franses and Paap (2001).
11Early marketing applications focused on the forecasting capabilities of TSA (Geurts and
Ibrahim 1975 and Kapoor et al. 1981 among others). In more recent studies, TSA is used to
separate short-term from long-term marketing eﬀects (when marketing variables are included)
(Leeflang et al. 2000, p. 458).
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Seasonal processes
As we can see in Figure 2.1B, both advertising expenditures and sales figures
are much higher in Spring than in Summer. Palda (1964, p.35) reports that the
Lydia Pinkham management has the policy of low advertising in late Spring
and during two or three months around Christmas, resulting in a highly fluc-
tuating advertising pattern. Many series in marketing display such seasonal
patterns caused by managerial decisions, weather conditions, events, holidays,
etc. There are a variety of possible approaches to account for seasonal fluc-
tuations in data. Three classes of time series models are commonly used to
model seasonality, viz. (i) purely deterministic seasonal processes, (ii) station-
ary seasonal processes, and (iii) integrated seasonal processes (Maddala and
Kim 1998, p. 363). Purely deterministic seasonal processes exhibit a fixed sea-
sonal pattern resulting in systematic fluctuations around the mean level, i.e.
some observations are expected to have values above and other observations
below the grand mean. A straightforward way to deal with such processes is




bsdst + εt, t = 1, ..., T, (2.22)
where S is the maximum number of seasons (12 for monthly data, 4 for quar-
terly data, etc.), dst is a dummy variable taking the value one in season s and
zero otherwise, and bs is a parameter.
The seasonal eﬀects can also be of the (ii) ARMA type if seasonal fluctua-
tions in sales levels or random shocks die out over time in a seasonal way, or (iii)
integrated, when nonstationary seasonal patterns exist. A seasonal model may
apply, with orders P,D, and Q respectively for the AR, I, andMA components,
denoted by ARIMA(P,D,Q)s , where s is the seasonal lag. To illustrate, sup-
pose there exists a seasonal pattern in monthly data, such that any month’s
value contains a component that resembles the previous year’s value in the
same month. Then a purely seasonal ARIMA(1, 0, 1)12 model is written as:
yt = µ+ ϕyt−12 + εt − θεt−12, t = 1, ..., T. (2.23)
Seasonal processes can be identified from the ACF and PACF functions,
similarly to the nonseasonal ARIMA processes discussed above, except that the
patterns occur at lags s, 2s, 3s, etc., instead of at lags 1, 2, 3, etc. Just as in
the case of the determining the nonseasonal order of integration, seasonal unit
root tests have been developed to detect the order of seasonal integration (see,
for example, Franses 1998 and Hylleberg 1992).
In practice, seasonal and nonseasonal processes usually occur together. The
examination of ACF and PACF may suggest patterns in these functions at
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D∆dyt = µ+ θQ(Ls)θq(L)εt, t = 1, ..., T. (2.24)
In practice, the orders p, d, q, and P,D,Q, are small, ranging from 0 to 2 in
most cases (Leeflang et al. 2000, p. 466).
Application
Hanssens (1980) finds an ARIMA(0, 0, 3)(0, 1, 1)12 model for the monthly sales
yt (see, Equation (2.25)) and an ARIMA(0, 0, 0)(0, 1, 1)12 for the monthly ad-
vertising expenditures xt (see, Equation (2.26)) of the Lydia Pinkham’s veg-
etable compound for the period 1954:01-1960:06 (Figure 2.1B):
∆12yt = −44.98 + (1− 0.257B12 − 0.621B15)εy,t, (2.25)
RSS = 2199000, χ2(21) = 10890, t = 1, ..., T
∆12xt = (1− 0.477B12)εx,t, (2.26)
RSS = 1083800, χ2(23) = 9.407, t = 1, ..., T,
where RSS is the residual sum of squares and χ2(k)is the Box-Pierce Chi-
square statistic for white noise. We deduce from Equations (2.25) and (2.26)
that both variables are evolving, because the dependent variable is in annual
diﬀerences. It is interesting to compare Equation (2.26) with Equation (2.17).
Both models indicate a fluctuating pattern, since there is a negative relationship
between two successive years.
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2.3 Multivariate TSA
So far, we have introduced the basic concepts of TSA and discussed some
techniques that are useful in identifying the dynamic structure of the series.
Univariate time series models can be very useful for out-of-sample forecasting
and for descriptive analyses. However, it may be the case that the empirical
specification of such univariate models is hampered by fluctuations that can be
attributed to one or more variables other than yt. In marketing, one of the main
fields of interest is the determination of the eﬀect of marketing actions on sales.
In multivariate TSA, the dependent variable is explained by past values, ran-
dom shocks, and explicitly formulated eXogenous variables. Such models are
abbreviated ARMAX models (Section 2.3.1). We introduce transfer function
models in Section 2.3.2. The identification of transfer functions is discussed in
Section 2.3.3. The concept of Granger causality is introduced in Section 2.3.4
with references to the diﬀerent causality tests and their applications. Section
2.3.5 deals with intervention analysis. In this section we discuss (i) pure- and
partial change models, (ii) diﬀerent types of interventions, (iii) possible re-
sponses to interventions, (iv) impulses of noises, (v) endogenous change dates,
(vi) multiple break dates, and (vii) the eﬀect of interventions on unit root tests.
In Section 2.3.6 we introduce the basic concept of cointegration. In all sections,
we provide applications. Table 2.2 gives a survey of relevant multivariate TSA
papers in marketing. These articles are in general more recent that those in Ta-
ble 2.1 and not use data only from the USA but also from Europe and Canada.
Multivariate TSA is applied for the investigation of several research issues, such




Up till now, we have restricted the discussion to models of one criterion variable
such as sales, as a function of past sales, random shocks and time. If we are
interested in estimating the eﬀects of marketing variables such as price, adver-
tising, and competitive behavior on sales when the latter variable is also subject
to other complex patterns, we can include these variables in an ARMA model,
and obtain an ARMA model with eXogenous variables (ARMAX ). Time series
models with exogenous variables are also known as transfer function models12.
Aaker et al. (1982), and Helmer and Johansson (1977) provide marketing ap-
plications of transfer function models. Assume that sales (yt) is explained by
one explanatory variable, advertising (xt). Often, the transfer function takes
the form of a linear Distributed Lag Function (DLF )13 . Thus, these models
postulate that sales (yt) may respond to current (xt) and previous values of
advertising (xt, xt−1, ...):
yt = µ+ ν0xt + ν1xt−1 + εt, t = 1, ..., T. (2.27)
The general DLF model formulation for one endogenous variable is:
yt = µ+ νk(L)xt + εt, t = 1, ..., T, (2.28)
where νk(L) = ν0 + ν1L+ ν2L2 + ...+ νkLk.
Application
Franses (1991) uses an ARMAX model to analyze the primary demand for
beer in the Netherlands. Based on an inspection of 42 bimonthly observations
from 1978 to 1984, using ACF s and model tests, Franses obtains the following
model:
ln yt = 0.17 ln yt−6 − 0.06δ1 + 2.30δ2 + 2.34δ3 + 2.51δ4 + 2.30δ5 +
(3.38) (−7.14) (17.80) (16.02) (16.11) (16.35)
+2.37δ6 − 3.98∆pt + 2.27∆pt+1 + εt − 0.54εt−1
(16.19) (−12.31) (9.96) (−3.90) (2.29)
In this model, ln is the natural logarithm, yt is the sales variable, δ1 to δ6
are bimonthly seasonal dummies, pt is the price, pt+1 is a price expectation
variable that assumes perfect foresight, and t = 1, ..., T . The t-values are
given in parentheses. The model contains a lagged endogenous variable, a
12For extensive discussion and numerous examples of transfer functions and ARMAX mod-
els, see Harvey (1990).
13We discuss more general transfer functions in Section 2.3.2.
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moving average component, seasonal eﬀects ( captured through deterministic
dummies rather than through diﬀerencing), and accounts for current price and
future price eﬀects. Advertising expenditures does not significantly influence
the primary demand for beer, so this variable is not introduced in the model.
Subsequently, Franses concludes that there are strong price eﬀects in the beer
market. Because of this, tax changes may be an eﬀective instrument to change
the primary demand for beer. The positive eﬀect of future prices suggests
forward buying by consumers.
2.3.2 Transfer function models
The transfer function, introduced for the linear DLF, is also called the Impulse
Response Function (IRF ), and the ν-coeﬃcients are called the impulse re-
sponse weights14. If sales do not react to advertising in period t, but only to
lagged advertising, ν0 = 0. In that case, the model is said to have a ‘dead time’
of one. In general, the dead time is the number of ν’s equal to zero, starting
with ν0. High order transfer functions can be approximated by a ratio of two
polynomials of lower order (Helmer and Johansson 1977). Hence, the general







εt, t = 1, ..., T, (2.30)
where ωk(L) = ω0+ω1L+ω2L2+ ...+ωkLk, which contain the direct eﬀects of
changes in x on y over time, αl(L) = α0+α1L+α2L2+ ...+αlLl, which shows
the gradual adjustment of y to x over time, Ld is the dead time , Θq(L) =
Θ0 + Θ1L +Θ2L
2 + ... +ΘqL
q, and Φp(L) = Φ0 + Φ1L + Φ2L2 + ...+ ΦpLp.
A dead time of d = 0 corresponds to an immediate eﬀect. The order of the
transfer function is said to be (l, k, d) and the noise model is of order (p.q). The
transfer function model is straightforward extension of the ARMA model; for
ωk(L) = 0 it is equal to a univariate time series (ARMA) process. The impulse






As an example, we consider a well-known special case: the Koyck model (see,




αjxt−j + ut, (2.31)
14Note, that the definition of Impulse Responses adopted here, for multivariate TSA, may
be conflicting for a researcher who is well versed in VAR methodology. In VAR models (as
we will see later) impulse responses refer to the responses of endogenous variables to impulses
in equation residuals.
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where 0 ≤ α1 < 1. In this model the impulse response weights are defined by
νi = α1νi−1, for i = 1, ...,∞. Thus, the response is a constant fraction of the
response in the previous time period and decays exponentially. Multiplying
both sizes of Equation (2.31) at t − 1 with α, stubstracting it from Equation
(2.31) and rearranging gives:
yt =
ω0
(1− αL)xt + u
∗
t , t = 1, ..., T. (2.32)
This shows that Koyck’s model is equivalent to a transfer model with ωk(L) =
ω0, αl(L) = 1−αB, and d = 0 (Harvey 1990, p. 225-228). This formulation is
called the (rational) polynomial form of the Koyck model (Leeflang et al. 2000,
p. 468). Palda (1964, p. 37) estimates a Koyck type model for the monthly
Lydia Pinkham dataset (Figure 2.1B):
yt = 396 + 0.39yt−1 + 0.27xt + 0.21xt−1 + 0.16xt−2 + εt, t = 1, ..., T,
(2.33)
where yt (sales) and xt (advertising expenditures) are both seasonally adjusted.




0.27 + 0.21B + 0.16L2
1− 0.39L (2.34)
We conclude from Equation (2.34) that advertising has a positive eﬀect on
sales. The numerator represents the direct eﬀect on sales. It is the largest
within the same month and has a decreasing eﬀect on sales in the next two
months. The denominator in Equation (2.34) represents the indirect eﬀects
on sales. It indicates that there is a positive repurchasing mechanism in the
Lydia Pinkham sales, so advertising not only directly stimulates sales, but also
indirectly, because customers tend to repurchase the product.
2.3.3 Identification of transfer functions
Before the explanatory variable enters the model, it is often ‘filtered’ (through
an ARIMAmodel, for example) to remove all its systematic predictable compo-
nents so that it is independent of the error term in the model for the endogenous
variable. To insure that the advertising-sales relationship is not destroyed, the
same filter is also applied to the sales variable. Procedures that have been
proposed for filtering are the Linear T ransfer Function (LTF ) method and
the Double PreW hitening (DPW ) method15. Marketing applications can be
found in Bass and Pilon (1980), Doyle and Saunders (1985), and Leone (1983),
15We refer to Box et al. (1994), Hanssens et al. (2001), and Pankratz (1991), for a descrip-
tion of these methods.
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among others. The core of these methods involves fitting univariate time se-
ries to the individual series, after which the estimated white noise residuals
are used for multivariate analysis. An important tool in the identification of
transfer functions is the C ross-Correlation Function (CCF ), which is the cor-
relation between x and y at lag k: ρ(yt, xt−k). The CCF extends the ACF for
the situation of two series (those of x and of y), with similar interpretation:
spikes denote MA parameters (in the numerator in Equation (2.30), and decay-
ing patterns indicate AR parameters, ending in the denominator in Equation
(2.30)).
Application
Box and Jenkins (1976) develops a transfer function model selection procedure,
which Helmer and Johansson (1977) uses to estimate two alternative transfer
functions for the advertising-sales relationship of the Lydia Pinkham vegetable
compound for the years 1907− 1946 (Figure 2.1). One of their final models is:
∆yt = 0.4827∆xt + 0.1881∆xt−1 +
1
1− 0.2755B εt, t = 1, ..., T,
(3.27) (1.39) (1.47) (2.35)
where t-values are given in parentheses. We deduce from Equation (2.35) that
both variables are evolving and that the change in advertising positively aﬀects
the change in sales.
2.3.4 Granger Causality
It is diﬃcult to establish a feasible definition of causality in a non-experimental
setting. Tests based on the stochastic view of time series behavior are based
on the assumption that temporal ordering of events can be used to make an
empirical distinction between leading and lagging variables. This distinction is
the basis of a well-known concept of causality that was introduced by Granger
(1969).
A variable xt is said to ‘Granger cause’ another variable yt with respect
to a given information set containing xt and yt, if future values of yt can be
predicted better using past values of xt and yt than using the past of yt alone
(Leeflang et al. 2000, p. 495). In marketing, causality tests are usually applied
(i) to distinguish between causal and noncausal relationships or associations,
(ii) to establish direction of causality when variables are related, and (iii) to
reduce the large set of potential predictor variables.
Marketing literature uses several types of causality concepts. Leeflang and
Wittink (1992 and 1996) use the Haugh-Pierce test to investigate competitive
reactions between marketing instruments of competing brands. Despite the
existence of many alternative bivariate causality tests, this is the test that has
been used in marketing applications almost exclusively (Bult et al. 1997). Bult
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et al. (1997) compare the performance of five diﬀerent Granger causality tests,
and find that the conclusions about causality may depend strongly on the test
used. They recommend the Granger-Sargent test for marketing applications,
because it is a simple test with substantial amount of power and has a low
probability of type-I error.
2.3.5 Intervention Analysis
Apart from marketing variables such as price and advertising, we may want
to accommodate discrete events in models of sales. Examples include a new
government regulation, the introduction of a competitive brand, a one period
price discount, and so on. Intervention analysis extends the transfer function
approach described above to the estimation of the impact of such events.
Pure and partial change models
The eﬀect of an intervention is represented by changes in the parameters of
the model. A pure change model is estimated on two (or more) subsamples: the
first subsample contains the observations unaﬀected by the intervention, the
second subsample contains the data potentially aﬀected by the intervention.







, t = 1, ..., T, (2.36)
where εr,t are residuals of the restricted model that does not allow for an
intervention, εu,t are the residuals of the unrestricted model that allows for an
intervention, T is the number of observations, k is the number of variables,
and the residuals are assumed to behave as in any other single equation model
(uncorrelated with common variance) (Stewart 1991, p. 102). See Lambin
(1969) for a marketing application of this test.
In practice, however, we are often interested in specific changes in the indi-
vidual parameters. If we want to know which incumbents’ sales levels are more
influenced, for example, by the introduction of a new brand, partial change
models (developed by Box and Tiao (1975)), in which only the parameters of
interest are allowed to change are more applicable. Equation (2.37) is an ex-
ample of a partial change model in which the level (µ) and the repurchasing
parameter (ϕ) are allowed to change (with the parameters ξ1 and ξ2, respec-
tively), while the advertising parameter (ν) remains unaﬀected:
yt = µ+ ϕyt−1 + νxt + ξ1δt + ξ2δtyt−1 + εt, t = 1, ..., T, (2.37)
where δt is a dummy variable that has the value 1 in the time periods of
the intervention, and has the value 0 elsewhere (see below for more details).
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Marketing applications can be found in Leone (1987) and Wichern and Jones
(1977) among others.
Types of interventions
The intervention dummy variable may take an infinite variety of forms,
but usually two main types are considered: (i) a pulse dummy variable, which
represents a temporary event, such as a price discount or a strike, and (ii) a step
dummy variable that characterizes a permanent change, e.g. the introduction
of a successful brand or a change in legislation (Pankratz 1991, p. 263).
We can represent a pulse intervention with a dummy variable for which
δp,t = 1 in the time periods of the intervention (t = Tb), and δp,t = 0 in all
other periods (t 9= Tb), where Tb denotes the timing of the intervention. A
step intervention can be represented with a dummy variable defined as δs,t = 1
in the time periods in which the event occurs and all subsequent time periods
(t ≥ Tb), and δs,t = 0 at all time periods before the event (t < Tb).
Responses to an intervention
The transfer function models defined in Equations (2.28) and (2.30) can be
extended to intervention analysis with the δ-variable as defined above. The
response of the dependent variable to such an intervention will depend on
the dynamics in the model. To illustrate this, we consider three simple sales
models in which the intervention (δt) aﬀects sales (yt) through a change in the
µ-parameter:
Level Stationary (LS) sales (2.38)
yt = µ+ ϕyt−1 + ξδt + εt, |ϕ| < 1, t = 1, ..., T
T rend Stationary (TS) sales (2.39)
yt = µ+ ϕyt−1 + βt+ ξδt + εt, |ϕ| < 1, t = 1, ..., T
Diﬀerence Stationary (DS) sales (2.40)
∆yt = µ+ ξδt + εt, t = 1, ..., T
Figures 2.9A to 2.9C show the corresponding graphical examples of responses
to pulse interventions in the three cases, assuming δt is to be positive pulse
dummy variable and ϕ a positive number. In Figures 2.9A and 2.9B, the eﬀect
of the intervention lasts for some periods and dies out in the end. Figure 2.9C,
on the other hand, shows that the long-run behavior of yt is aﬀected by the
temporary event. Hence, the impulse persists over time (see Section 2.2.8).
Figures 2.9D to 2.9F give graphical examples of responses when δt is a positive
step dummy variable and ϕ has a positive sign. In 2.9D and 2.9E, the sales
44 Chapter 2
level is permanently changed by the intervention. In 2.9F, the growth path of
yt is changed due to the intervention16 .
It is important to note that εt can have a pulse eﬀect on yt as well. The
diﬀerence between a series of pulse dummies {δp,t} and the residuals {εt} stems
from the fact we can distinguish {δp,t} from {εt} by using a priori information
about events in the market. In other words, {δp,t} are known pulses at irregular
points in time, while {εt} are unknown pulses at regular points in time (see
also the discussions in Balke and Fomby 1991, and Perron 1994 ).
Application
Wichern and Jones (1977) preforms an intervention analysis to examine the
eﬀects of an advertising campaign for Crest toothpaste based on an endorse-
ment on the market shares of Crest and Colgate in the years 1958 − 1963.
The endorsement of Crest toothpaste as an “important aid in any program
of dental hygiene” by the Council on Dental Therapeutics of the American
Dental Association led to a permanent change in Crest’s market share, and
a permanent decrease in Colgate’s market share. Wichern and Jones (1977)
uses weekly data of dentifrice purchasing by members of the Market Research
Corporation of America consumer panel during the years 1958 − 1963. Their
final intervention models are:
∆ms1,t = −0.052δp1,t − 0.061δp2,t + εm1,t − 0.809εm1,t,
(0.047) (0.048) (0.037)
t = 1, ..., T
(2.41)
and
∆ms2,t = 0.065δp1,t + 0.112δp2,t + εm2,t − 0.779εm2,t,
(0.045) (0.045) (0.039)
t = 1, ..., T,
(2.42)
where ms1,t is the market share of Colgate, ms2,t is the market share of Crest,
and δp1,tand δp2,t are pulse dummies associated with the advertising campaign
of Crest17 . The figures in parentheses present the approximate standard errors.
Because the models are in diﬀerences, the permanent eﬀects on the market
shares are the sum of the pulses, (−0.052 − 0.061 =) − 0.11 and (0.112 +
16Notice that, although both Figures 2.9C and 2.9D depict a permanent change in the
average sales level, the underlying data generating processes are diﬀerent. In the former, any
impulse may have a long-run impact on yt, while in the latter, only the step dummy variable
has a persistent eﬀect.
17Wichern and Jones (1977) decided to include two dummy variables, because their initial
examination of the diﬀerenced data indicated that the market share adjustment to the inter-
vention was accomplished over two consecutative weeks and that there was no relationships
between the two single week adjustments.
Univariate and Multivariate Time Series Analysis 45
Figure 2.9: Examples of responses to pulse and step interventions
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The solid line reflects discrete observations and
the dot indicates the first observation that is subject to a change.
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0.065 =) 0.18, respectively. Taking the pre-shock market levels into account,
the campaign induced a 25% persistent damage for Colgate, while the shares
of Crest roughly doubled in size. This example illustrates the possibility for
temporal marketing activities, e.g. Crest’s advertising campaign, to have a
long-run (or persistent) eﬀect on a performance measure, e.g. market share.
Endogenous change date
The assumption that the structural break coincides exactly with the timing
of, for example, the entry of a new player, may be too restrictive. It may take
some time before a new entrant aﬀects the behavior of customers/incumbents
in the market due to e.g. contract periods. Consumers may also anticipate on
the introduction of a new product or an expected sales promotion, and change
their strategies in advance (Van Heerde et al. 2000). Doyle and Saunders
(1985) discuss an example of this phenomenon in an industrial market. Not
only consumers may adjust their behavior, also incumbents may anticipate the
entry of a new player and change their behavior accordingly (Shankar 1999).
Hence, the entry timing of, for example, a new player does not necessarily
coincide with the date of the shake-up.
In addition to conceptual considerations, an a priori determination of the
change date has been criticized from a statistical point of view as well (see
Christiano 1992, Zivot and Andrews 1992, among others). They suggest to
treat the location of the change date as unknown. Diﬀerent models have been
developed to deal with unknown change dates. Quandt (1960) discusses a
general likelihood ratio test for intervention models where the intervention takes
place at some unknown point in time and the error variance is also allowed
to change. Brown et al. (1975) suggest the CUSUM test for this purpose18.
A change date is called endogenous if it is not known a priori. Marketing
applications that make use of the endogenous change date assumption include
Nijs et al. (2001) and Pauwels et al. (2002).
Multiple change dates
Longer time spans of marketing data enable more profound insights in the
underlying data generating processes, which helps to build better marketing
models. However, the number of interventions that change the market charac-
teristics increases as the time span enlarges, which makes model building more
complicated. Dufour (1982), among others, considers tests for multiple regimes
in a time series. Kornelis (2002) considers the possibility of two interventions
in a marketing context.
Interventions and the unit root test
18Andrews (1993) derives asymptotic critical values for the Quandt test as well as the
analogous Wald and Langrange M ultiplier (LM ) tests. He shows that his supF test has
better properties than the CUSUM test (see also Maddala and Kim 1998, p. 391).
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Interventions may have an important eﬀect on the outcomes of unit root
tests (see Section 2.2.7. for a discussion of unit root tests). Perron (1989)
demonstrates that if there is a permanent change in the deterministic trend
function, then unit root tests will lead to the misleading conclusion that there
is a stochastic trend (a unit root), when in fact there is a deterministic trend
with a structural break. Perron provides extensions of the ADF test that allow
for one structural break at a known date in the trend function. His most general
case is the extension of Equation (2.18) with intervention dummies:




+ξ1DUt(λ) + ξ2DTt(λ) + ξ3DTBt(λ) + εt,
t = 1, ..., T, (2.43)
where λ = TbT , Tb is the date of the structural break, DUt(λ) is the structural
change in the intercept at date λT , it has the value 1 if t > λT and 0 otherwise,
DTt(λ) is the structural change in the trend function at date λT , it has the
value t − λT if t > λT and 0 otherwise, and DTBt(λ) =1 if t = Tb + 1 and
0 otherwise. The focus of this test is on the unit root hypothesis and not on
the intervention itself. Zivot and Andrews (1992) among others, generalize
the models of Perron (1989) by endogenizing the change date location. The
unit root hypothesis under the allowance of interventions has received much
attention in both the economics and statistics literature. We refer to Maddala
and Kim (1998) for a more detailed discussion. See Bronnenberg et al. (2000)
and Kornelis (2002) for marketing applications of a unit root test under the
allowance of a structural break.
2.3.6 Two evolving variables: the case of cointegration
In Section 2.2.5, we discussed (i) the deterministic trend concept and (ii) the
stochastic trend concept. In a multivariate context, we also have (iii) cointe-
gration as a possible long-run relationship between variables with a stochastic
trend. We introduce this concept in this section.
If a variable, say sales, only has a deterministic trend, it is not possible to
aﬀect sales in the long run through another variable, advertising for instance.
Indeed, advertising can only have a temporal eﬀect, since in the end sales will
return to their pre-determined growth path. If sales has a stochastic trend,
shocks in advertising may aﬀect the future values of sales, but these future
values are diﬃcult to control. However, a very interesting situation occurs
when two variables under consideration, say sales and advertising, both have
a stochastic trend. In that case, it is possible that the variables share this
stochastic (common) trend so that the growth path of one variable (say sales)
can be explained by the growth path of the other (advertising) variable. Such
a relationship is called cointegration. Cointegration refers to the existence of
a stationary linear combination of two or more nonstationary series (Engle
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and Granger 1987). An example is the linear combination of sales (yt) and
advertising (xt):
ey,t = µ+ yt − rxt, t = 1, ..., T, (2.44)
where ey,t are the residuals obtained from a regression of yt on xt. The coin-
tegrating relationship in Equation (2.44) implies that if ey,t is stationary, i.e.,
the diﬀerence between sales (yt) and a portion of advertising (xt) is stable over
a long period of time. Hence yt and xt move together in the long run; there is
a long-run equilibrium relationship between them (Maddala and Kim 1998, p.
26). Because one is unlikely to observe a perfect equilibrium, a more realistic
assumption is that the deviations of Equation (2.44) are mean reverting around
zero (Powers et al. 1991). The cointegrating relationship may also follow a de-
terministic trend and contain seasonality. To model this, we can include a
deterministic trend (t) (Franses et al. 1999), and seasonal dummies (ds,t) (For
the treatment of the seasonal dummies, see Lee and Siklós 1997 , p. 386, Table
2, Note 2) in to Equation (2.44) and obtain:
yt = µ+ βt+
S−1[
s=1
γsds,t + γSxt + ey,t, t = 1, ..., T. (2.45)
Engle and Granger (1987) developed a two step procedure (EG approach)
to test for cointegration (Baghestani 1991). In the first step, the cointegrating
relation (Equation (2.45)) is estimated. In the second step, the ADF test is
performed on the residuals, ey,t, but, with other critical values than in the ADF
test. The EG critical values depend on the inclusion of trend and intercept and
on the number of regressors in Equation (2.44)19.
If cointegration exists between two or more variables, these long-run con-
nections should be accounted for in the models that capture short-run rela-
tionships between them. If the model contains, say N evolving variables, there
may exist N − 1 cointegrating relationship between those variables. We return
to this issue in Chapter 3, where we discuss the cointegration test developed
by Johansen (1988).
Application
Baghestani (1991) applies the EG methodology to the Lydia Pinkham an-
nual data set. He finds that the vegetable compound sales share a common
trend with advertising expenditures, indicating a long-run equilibrium for the
advertising-sales relationship. The long-run sales are related to the long-run
advertising expenditures the following way:
19These critical values can be found in Engle and Yoo (1987, p. 157-158) and in Philips
and Ouliaris (1990, p. 189-190).
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yt = 488.83 + 1.43xt + ey,t
(3.84) (11)
, t = 1, ..., T (2.46)
where the t-ratios are in parentheses. We can consider the present sales as a
deviation from the long-run equilibrium of Equation (2.46). To model the ad-
justment of present sales towards this long-run equilibrium, we can incorporate
the lagged (stationary) residuals of Equation (2.46), ey,t−1, into a ARIMAX
model and obtain
ϕy,p(L)∆yt = µ+ ρey,t−1 + νx,q(L)∆xt + εt, t = 1, ..., T (2.47)
Because, we can consider a deviation as an ‘error’, Equation (2.47) is called
an Error Correction (EC ) model and it links short run instability to long-run
stability. The variables yt and xt are in diﬀerences (∆) as they both have a
stochastic trend. Baghestani’s (1991) final EC model for the Lydia Pinkham
vegetable compound sales is:
∆yt = 8.298− 0.226ey,t−1 + 0.228∆yt−1 + 0.221∆yt−2+
(0.30) (−2.05) (1.58) (1.41)
+0.832∆xt − 0.183∆xt−5 + εt,
(4.46) (−1.49)
t = 1, ..., T,
(2.48)
where the t-ratios are in parentheses. We deduce from Equation (2.48) that the
current change in sales are explained by the intercept, the adjustment towards
the long-run relation with advertising, the change in sales of two years ago,
the change in advertising expenditures of the same year, and the change in
advertising expenditures of five years ago. To assure that the variable returns
to the long-run cointegrating relationship, the sign of the adjustment parameter
(−0.226) should be negative.
Regressing sales on advertising refers to the same cointegrating relation as
regressing advertising on sales. Theoretically, the residuals of both operations
are perfect linear transformations of each other. In practice, however, these are
approximations (Baghestani 1991). Therefore, if we consider the EC model
of sales, we usually normalize on sales, e.g. regress sales on advertising to
obtain the cointegrating relationship. Baghestani (1991) gives the following
cointegrating relation and EC model for the annual advertising expenditures
of Lydia Pinkham’s vegetable compound:
xt = 27.93 + 0.49yt + ex,t,
(0.33) (11)
t = 1, ..., T (2.49)
and
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∆xt = −2.787− 0.382ex,t−1 + 0.239∆xt−4 + 0.356∆yt+
(−0.13) (−3.18) (2.31) (3.27)
+0.186∆yt−1 − 0.295yt−2,
(1.66) (−2.92)
t = 1, ..., T,
(2.50)
where ex,t is the cointegrating relation normalized on advertising (xt). In his
study, Baghestani (1991) finally concludes that less than two fifths of the ad-
justment towards the long-run equilibrium condition occurres within a year
through changes in the company’s advertising expenditures. Other marketing
applications that consider cointegrated relationships include, among others,





In marketing practice, it is not always known a priori whether the time path
of the “dependent” variable has aﬀected the “independent” variable. An ex-
ample is performance feedback. Bass (1969) warned that advertising may be
influenced by current and past sales, and should not automatically be treated
as exogenous. This means that not only marketing activities may influence
sales, but (changes in) sales may also induce marketing activities. Marketing
managers may track, for example, own-brand market share or sales, and if they
observe a drop in either performance measure, they may tend to compensate
it with changes in marketing activities. In its most basic form, multiple TSA
treats all variables symmetrically without making reference to the issue of de-
pendence versus independence and permits causality testing of all variables
simultaneously. This is a major advantage of Multiple TSA (MTSA) models
compared to the multivariate time series models (Enders 1995, Franses 1998,
and Hanssens 1980).
Several studies that compare MTSA models to univariate or multiple TSA
models conclude the superiority of MTSA models. Moriarty and Salamon
(1980) conclude that their multiple TSA model provides substantial improve-
ment in parameter estimation eﬃciency and forecasting performance in compar-
ison with multivariate models. Takada and Bass (1998) find that their multiple
TSA models outperform multivariate TS models in goodness-of-fit measures as
well as in forecasting performance.
Another advantage of MTSA models results from the fundamental philos-
ophy of TSA in general, i.e. to let the data rather than the researcher specify
the model. The multiple TSA methodology applies iterative processes that
identify basic models, the lag structure, and relationships between variables,
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estimate the parameters, and check the estimated model. Because of this,
MTSA modeling has been labeled a-theoretical (Jacobs 1998, p. 31). In our
view, this is an exaggeration. Economic/marketing theory is essential in the
selection of sets of variables, in the identification, in the interpretation of e.g.,
impulse responses and Forecast E rror V ariance Decomposition (FEVD) re-
sults (see Section 3.11), as well as in Co-Integration (CI ) analysis (Section
3.12). Dekimpe and Hanssens (2000) make a similar claim, especially with
the CI analysis, namely, that MTSA also has confirmatory rather than only
explanatory value. They also emphasize the importance of Structural VAR
models to supplement sample-based information with marketing theory. All
in all, multiple TSA models have been shown (i) to be extremely flexible in
capturing the dynamic inter-relationships between a set of variables, (ii) to
be able to treat several variables endogenously, (iii) not to require firm prior
knowledge on the nature of the diﬀerent relationships, (iv) to be able to capture
both short- and long-run inter-relationships, and (v) to outperform multivari-
ate TSA models in parameter eﬃciency, goodness-of-fit measures as well as in
forecasting performance. We summarize the marketing applications of MTSA
models in Table 3.1.
The remainder of this section is organized as follows. First, in Section 3.2
we introduce V ector AutoRegressive M oving Average (VARMA) models. In
Section 3.3, we shortly discuss the issue of exogeneity. We consider the system
with exogenous variables (VARMAX model) in Section 3.4. Next, the estima-
tion of such models is discussed in Section 3.5. Section 3.6 introduces Impulse
Response Analysis (IRA), which involves some identification issues that are
discussed in Section 3.7. Section 3.8 discusses Structural VAR (SVAR) mod-
els. We discuss multivariate persistence in Section 3.9. Dynamic multipliers
are introduced in Section 3.10 that measure marginal the impact of changes
in the exogenous variables. Forecast Error V ariance Decomposition (FEVD),
a useful tool in detecting the interrelationships between the endogenous vari-
ables of the model, is introduced in Section 3.11. We discuss cointegration in
Section 3.12. Finally, we provide a A framework for building and testing time
series models in Section 3.13. This chapter does not incorporate so extensive
marketing examples and applications as Chapter 2. Rather, Chapters 4 and 7
can be considered as a good empirical example for the application of the VARX
methodology.
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3.2 VARMA processes
Multiple time series models are natural extensions of the univariate ARMA
models in the sense that a vector of dependent variables replaces the dependent
variable yt. Such models are called V ector AutoRegressive M oving Average
(VARMA) processes. Takada and Bass (1998) build VARMAmodels to analyze
competitive marketing behavior and detect causality of marketing mix vari-
ables and sales. In marketing, the most commonly applied multiple time series
model is the V ector AutoRegressive (VAR) model1 (Dekimpe and Hanssens
1999, Srinivasan et al. 2000, Nijs et al. 2001 , Horváth et al. 2001, among
others). VAR models have mainly become popular in marketing in the anal-
ysis of competitive marketing systems, where the identification of competitive
structures combined with the need to capture various dynamic relationships
between marketing variables is a rather complex and diﬃcult task (Aaker et
al. 1982, Bass and Pilon 1980, Hanssens 1980 , and Takada and Bass 1998). A




Ajyt−j + εt, t = 1, ..., T, (3.1)
where yt−j are k-dimensional vectors of endogenous variables at time t − j,
A0, Aj are the k × k parameter matrices, εt is a vector of disturbances with
εt ∼ N(0,σ2I), and J is the order of the model.
Because multiplication of Equation (3.1) with any nonsingular k×k matrix
results in an equivalent representation of the process generating yt, we can
estimate the so-called reduced form of the model (Lütkepohl 1993, p. 325).
The reduced form of the system is obtained by pre-multiplying Equation (3.1)
with A−10 , which gives:
B(L)yt = ut, t = 1, ..., T, (3.2)
where B(L) is a matrix polynomial with lag operator L:
B(L) = I −B1L−B2L2 − ...−BPLP , t = 1, ..., T (3.3)
and BP = A−10 AP , j = 1, ..., P , ut = A
−1
0 εt, and ut ∼ N(0,Ω).
Since only lagged values of the endogenous variables appear on the right-
hand side of each equation, simultaneous eﬀects are no longer directly visible.
Their presence can be obtained from Ω through an identification procedure (we
elaborate below in Section 3.7 on the directional issues involved). The optimal
lag length (P ) selection is usually based on some kind of information criterion,
1Sims (1980) states that a general VARMA model can be approximated by low order VAR
models.
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such as, the Akaike Information Criterion, the Schwartz’ criterion, the Hannan-
Quinn criterion, or the Final Prediction Error criterion. Alternative method is
to use the likelihood-ratio test. (Lütkepohl 1993, p. 128-135) provides extensive
description of the lag selection procedure.
For a two-variable model, that captures the relation between the evolving





























, t = 1, ..., T
(3.4)
This model includes brand- or firm- specific decision rules, performance
feedback eﬀects, lagged eﬀect of advertising activity, repurchase eﬀect, and
internal decision j = 1, ..., P .
The VAR model can be extended with a M oving Average (MA) part simi-
larly to Section 2.2.3:
B(L)yt = µ+D(L)εt, t = 1, ..., T.
This model is called the V ector AutoregRessiveM oving Average (VARMA)
model.
3.3 Exogeneity and causality
So far, we have assumed (in Section 3.2) that all variables of a system are de-
termined within the system. In other words, the VAR model describes a joint
generation process of all the observable variables of interest. These variables
that are called endogenous. In practice, however, the generation process of a
variable may be aﬀected by other observable variables which are determined
outside the system of interest (exogenous variables). Valid exogeneity assump-
tions permit simpler modeling strategies, reduce computational expense, and
help to isolate invariants of economic mechanism. However, invalid exogene-
ity assumptions may lead to ineﬃcient or inconsistent inferences and result in
misleading forecasts and policy simulations (Ericsson et al. 1998). Threfore,
the distinction between “exogenous” and “endogenous” variables in a model is
subtle and is a subject of a long debate in the literature2. As a result, several
exogeneity concepts, such as predeterminedness, strict, weak, strong, predic-
tive, and super exogeneity, have been distinguished, which extends the catego-
rization of variables of Hanssens et al. (2001) and Leeflang et al. (2000)3. The
2See, for example, Engle et al. (1983), Osiewalski and Steel (1996). Gourieroux, et al.
(1997, Chapter 10) who provide a clear distinction between the diﬀerent exogeneity concepts.
3We do not discuss the diﬀerent exogeneity concepts in detail here since they have not
yet been applied in marketing, but refer the reader to the references listed in the previous
footnote.
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relevant concept of exogeneity in marketing is so far strong exogeneity since the
main interest of marketing applications is in conditional forecasting involving
no changes in the conditional distribution of the data. This concept involves
Granger causality that has been introduced in Section 2.3.4.
3.4 VARMAX processes
Ideally all considered variables are treated as endogenous and exogeneity should
be tested during the model-building process4. However, this requires a start
from the most general VAR setting, which is often not feasible. The common
practice in marketing is to allow the most relevant variables to be endogenous
and to control for the eﬀects of other variables by considering them exogenously
(Dekimpe and Hanssens 1999, Dekimpe et al. 1999 and 2001, Horváth et al.
2003, Nijs et al. 2001, Srinivasan and Bass 2001 , and Srinivasan et al. 2000).
This, i.e. the imposition of exogeneity, can imply a reduction of the number
of parameters and also an improved precision of forecasting. These models are
called VAR models with eXogenous variables (VARX models) and they can
be expressed in the following way:
B(L)yt = C(L)xt + ut, t = 1, ..., T, (3.5)
where xt is an h-dimensional vector of exogenous variables and C(L) is a matrix
polynomial with lag operator L: C(L) = C0 − C1L − C2L2 − ... − CSLS and
Ci are h× k coeﬃcient matrices, i = 0, .., S.
The model is referred to as a VARX (P, S) process. If ut is an MA(Q)
process the model becomes a VARMAX (P, S,Q) process.
3.5 Estimation of VAR models
If the equations have identical right-hand-side variables (unrestricted VAR
model), and the order P is known, each equation in the system can be esti-
mated by Ordinary Least Squares (OLS)5. In that case, the OLS estimates are
consistent and asymptotically eﬃcient even if the errors are correlated across
equations (Srivastava and Giles 1987, Chapter 2). However, restrictions on
parameters (based on, for example, economic theory, or some parameter reduc-
tion strategy) allow for more eﬃcient estimation because the disturbances of
the reduced VAR system are, in general, contemporaneously correlated. Hence,
a system estimator is applicable if the right-hand-side variables diﬀer across the
4Gourieroux et al. (1997, p. 391) provide nested hypothesis tests involving the diﬀerent
exogeneity concepts.
5Henceforth in this session we devote our attention to VAR models. The issues we dis-
cuss can easily be extended and implemented for VARX models, too: see Lütkepohl (1993,
Chapter 10).
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equations. Zellner’s (1962) Seemingly Unrelated Regressions (SUR) estima-
tor can be used to gain eﬃciency from the cross-equation correlations of the
disturbances.
3.6 Impulse Response Analysis
Traditionally, VAR studies do not report estimated parameters or standard
test statistics. Coeﬃcients of estimated VAR systems are considered of little
use in themselves and also the high (i.e. P ×(k × k) autoregressive coeﬃcients)
number of them does not invite for individual reporting. Instead, the approach
of Sims (1980) is often used to summarize the estimated VAR systems by
IRA. IRA traces out the eﬀect of an exogenous shock or an innovation in an
endogenous variable on all the endogenous variables in the system over time,
to provide an answer to the following question: “What is the eﬀect of a shock
of size δ in the system at time t on the state of the system at time t + τ , in
the absence of other shocks?” In marketing IRF s are often used to estimate
the eﬀects of a marketing action on brand performance over time when indirect
eﬀects (through for example feedbacks, competitive reactions, and firm-specific
decisions) are considered (Dekimpe and Hanssens 1999, Dekimpe et al. 1999 ,
Horváth et al. 2001 , Srinivasan and Bass 2000, and Takada and Bass 1998 ).
Promotions are operationalized as one-time, hence temporary, deviations from
the expected price level.
Assuming stationarity, Equation (3.2) can be transformed into a V ector
M oving Average (VMA) representation (Lütkepohl 1993, p. 13):
yt = Π(L)ut =
∞[
j=0
Πjut−j , t = 1, ..., T, (3.6)
where Π(L) = B(L)−1 and Π0 = I. For this transformation, the model needs
to be stable6 . A suﬃcient condition is that the variables in the system are
stationary (Lütkepohl 1993, p. 12). From this representation, the response of
yi,t+τ to a one-time impulse in yj,t can easily be obtained:
∂yi,t+τ
∂uj,t
= πij,τ , t = 1, ..., T, (3.7)
where πij,τ is the row i, column j element of the k×k matrix of coeﬃcients Πτ ,
the coeﬃcient matrix of the τ -th lag of the VMA representation, τ = 0, ...,∞.
A plot of these values as a function of τ is called the graphical representation
of the impulse response function.
6For explanation about stability of a VAR system we refer to Lütkepohl (1993, p. 9-13).
Multiple Time Series Analysis 59
3.6.1 Long-run (overall) eﬀects
Sometimes interest centers on the accumulated eﬀect over several or more pe-
riods of a shock in one variable (for example, one might want to know the
overall eﬀect of a price cut of one brand on the sales of another brand over
the dust-settling period). This eﬀect may be determined by summing up the
MA coeﬃcient matrices (Lütkepohl 1993, p. 338). For instance, the kth col-
umn of Υn =
nS
j=0
Πj contains the accumulated responses over n periods to a
unit shock to the kth variable in the system. The total accumulated eﬀects





7 . This expression is sometimes called the matrix of long-run
eﬀects or total multipliers. See Chapter 7 for an application. In this chapter
total multiplier analysis is used for the estimation of overall eﬀect of price cuts
on the sales of the competing brands on the tuna and shampoo markets.
3.7 Identification
The innovations of the reduced VAR model (Equation (3.2)) may be contempo-
raneously correlated, i.e. ut ∼ N(0,Ω), where Ω 9= σ2I. As a result, shocks may
aﬀect multiple variables in the current period, which makes it impossible to the
causal relationship within the current period from the data. The usual treat-
ment of this identification problem is to impose some structure on the system
of equations, based on a priori information. The most widely used approach
suggested by Sims (1980) is assuming a causal ordering based on Cholesky
decomposition of the covariance matrix, which was adopted by Dekimpe and
Hanssens (1995b). This approach requires the ranking of variables from the
most pervasive (a shock to this variable aﬀects all other variables in the cur-
rent period) to the least pervasive (a shock to this variable does not aﬀect
any other variable in the current period). We note that it is extremely rare
for managers to appropriately order variables in a competitive marketing envi-
ronment. Especially in instances in which leader-follower roles are not obvious
(Dekimpe and Hanssens 1999), this ranking is almost impossible. Furthermore,
Cholesky decomposition a rather arbitrary method of attributing common ef-
fects, because a change in the order of the equations can dramatically change
the impulse responses. Generalized Impulse Response (GIR) analysis, pro-
posed by Pesaran and Smith (1998) and Pesaran and Shin (1998), overcomes
the problem of ordering. This approach, unlike the traditional IRF analysis,
does not require a priori information or orthogonalization of shocks, and is in-
variant to the ordering of variables in the model. It measures the eﬀect on the
endogenous variables of a typical shock to the system, based on the estimated
7 In case of a stable system this equals to the sum of MA components over the dust-settling
period, since the MA coeﬃcients are (approaching) zero afterwards.
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covariances between the reduced form shocks in the estimation period. The
generalized impulse response function, denoted ψj(m), to one unit standard





where ej is a k×1 vector with unity in its jth element and zeros elsewhere, σjj
the variance of the disturbances in equation j, Πm is a k× k coeﬃcient matrix
of the VMA representation in Equation (3.6), and Ω is the variance-covariance
matrix of the disturbances.
This method overcomes the problem of ordering, although it is not based
on economic or marketing theory. (Marketing applications in the spirit of the
GIR approach are in Dekimpe and Hanssens 1999, and Nijs et al. 2001). The
approach that allows for direct use of economic/marketing theory is the SVAR
approach.
3.8 Structural VAR processes
Dekimpe and Hanssens (2000) recognize the importance of combining the data-
driven VAR technique with marketing theory, and they suggest the applica-
tion of Structural VAR (SVAR) models. The SVAR approach, proposed by
Bernanke (1986), and Sims (1986), involves employing additional information
based on economic theory or “conventional wisdom”.
The idea behind SVAR modeling is the following. The residuals, ut, ob-
tained from the reduced form, are related to the structural disturbances, εt,
according to ut = A−10 εt. The identification of A
−1
0 requires the imposition of
restrictions on A−10 . So, if k equations are included in the model, full identifi-
cation of this matrix requires k
2−k
2 restrictions
8 (Hamilton 1994, p. 332). As
long as the parameters in A−10 are not identified, it is impossible to identify
structural shocks (εt) from reduced-form estimation. The eﬀects of the jth
structural disturbance on subsequent values of the variables of the system are








= Πτaj, t = 1, ..., T, (3.9)
where Πτ is the k × k matrix of coeﬃcients for the τ -th lag of the VMA rep-
resentation (Equation (3.6) and aj is the jth column of A−10 . Cholesky de-
composition is a special case of SVAR modeling, as it sets the parameters of










0). Given that the diagonal elements of
A0 are all unity, it contains k2 − k unknown variables. Therefore, in order to identify the




on the model. We demonstrate this in the empirical part of this paper.
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A−10 above the diagonal equal to zero, which imposes a triangular pattern on
A−10 . It is also possible that SVAR models contain eXogenous variables. These
models are referred to as SVARX models and have been applied in a marketing
context by, for instance, Horváth et al. (2001) and Chapters 4 and 7.
The parameters of A−10 can be estimated using Full InformationM aximum
Likelihood (FIML) estimation. As the likelihood function is quadratic in
A−10 , numerical methods are applied such as the method of Broyen, F lechter,
Goldfarb, and Scanno (usually referred to as the BFGS method), the simplex
method and the generic algorithm9.
3.9 Multivariate persistence
Dekimpe and Hanssens (1995b) introduce multivariate persistence modeling
into a marketing context. Multivariate persistence derives the total long-run
impact in a dependent variable (say, sales) of an unexpected change in an con-
trol variable (say advertising). Their approach strongly relies on the tools of
VAR modeling, especially on IRF analysis. In multivariate persistence mod-
eling, the (non)stationarity property of the performance and/or marketing in-
strument variables have important implications for marketers. The combina-
tion of stationary (nonstationary) sales responses to stationary (nonstation-
ary) marketing eﬀorts leads to four possible situations. Dekimpe and Hanssens
(1999) label and discuss these four situations that may benefit strategic market-
ing decision making. Figure 3.2 displays the four strategic scenarios. According
to Figure 3.2, we classify the Crest advertising case as market hysteresis, i.e.,
for Crest temporary advertising actions cause sustained sales change.
Dekimpe and Hanssens (1999) and Hanssens and Ouyang (2001) discuss the
four situations extensively, provide illustrations from practice for each scenario,
and describe their positive and negative consequences for long-term profitabil-
ity.
Hanssens et al. (2001) investigate the case when temporary changes in the
marketing mix are associated with permanent movements in sales performance,
namely the case of hysteresis. They make distinction between full and partial
hysteresis and list couple of cases when hysteresis occurs and might occur.
They also derive and illustrate optimal long-run spending rules for firms whose
marketing eﬀorts exhibit hysteresis.
3.10 Dynamic Multipliers
In a VARMAX model the marginal impact of changes in the exogenous vari-
ables can be investigated with the help of dynamic multiplier analysis. For
example, if the exogenous variables are marketing instruments, such as display
or feature variables, the consequences (of changes) in these instruments can be
9These methods are described in detail in Press et al. (1988)
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Table 3.2: Strategic scenarios resulting from temporary versus permanent eﬀects
Change in variable I
Response of
variable II Temporal Sustained
























































where: · · · = variable I, — = variable II
Source: Dekimpe and Hanssens (1999)
analyzed (if they are endogenous we apply impulse response analysis). Dynamic
multiplier analysis can be used for policy simulation; a brand manager may,
for instance, desire to know about the expected consequences of an increase in
advertising expenditures of its brand over time. In other cases the eﬀects of
changes in exogenous variables that are not under control of any decision maker
may be of interest. It may be, for example, desirable to study the future conse-
quences of (changes in) present weather conditions on the production (supply)
of an agricultural product. The dynamic eﬀects of exogenous variables on the
endogenous variables is captured by the dynamic multipliers (Lütkepohl 1993,
p. 338):





i = B(L)−1C(L), (3.10)
where B(L) and C(L) are defined in Equation (3.5). From this representation,
the response of yi,t+τ to a unit change in xjt can easily be obtained:
∂yi,t+τ
∂xj,t
= dij,τ , t = 1, ..., T, (3.11)
where dij,τ is the row ith, column jth element of the h×k matrix of coeﬃcients
Dτ , the coeﬃcient matrix of the τ -th lag Equation (3.10), τ = 0, ...,∞.
3.11 Forecast Error Variance Decomposition
Another way of characterizing the dynamic behavior of a system is through
FEVD (see, e.g., Hamilton 1994, Franses 1998 , Chapter 9, and Lütkepohl
1993). While IRF s trace the eﬀects of a shock in one variable on other vari-
ables in the VAR-system, the FEVD separates the variation in an endogenous
variable into component shocks to the system. If, for example, shocks to one
variable fail to explain the forecast error variances of another variable (at all
horizons), the second variable is said to be exogenous with respect to the first
one. The other extreme case is if the shocks to one variable explain all forecast
variances of the second variable at all horizons, so that the second variable is
entirely endogenous with respect to the first.
The FEVD can be derived from the VMA representation of the model
described in Equation (3.6) (Lütkepohl 1993, p. 56). The τ -period forecast




Πiεt+τ−i, t = 1, ..., T, (3.12)
where Πi are the k × k parameter matrices of the VMA representation in
Equation (3.6), and Et denotes expectations formulated at time t, based on
the estimated VAR model. Focusing, for example, on y1,t, the first element of






π1r,iεr,t+τ−i, t = 1, ..., T, (3.13)
where π1r,t˙ is the element of the Πt˙ matrix in the 1st row and rth column and
εr,t+τ−t˙ is the rth element of the εt+τ−t˙ vector. Since the variances of the
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disturbance terms are all equal to one, the τ-step ahead forecast error variance






π21r,i, t = 1, ..., T, (3.14)
where σ2y1(τ) denotes the forecast error variance of variable y1 at step τ . We
note that this expression is a summation of nonnegative terms, so that the fore-
cast error variance is nondecreasing with the forecast horizon τ . The forecast
error variance can be decomposed into contributions of each of the variables in
the system. The proportions of σ2y1(τ) that can be attributed to shocks in each





, t = 1, ..., T. (3.15)
The variance decomposition is subject to the same identification problem
inherent to the impulse response analysis. To overcome the identification prob-
lem the same approaches can be applied as in the case of IRA, such as Cholesky
decomposition, the method of GIR analysis, and SVAR modeling.
3.12 Cointegration between more than two vari-
ables
In Section 2.3.6, we introduced and discussed the concept of cointegration.
The number of possible cointegration relations increases with the number of
time series considered in the model, which implies an increasing ambiguity
in determining the empirical validity of Equation (2.44). The Johansen (1988)
FIML estimator is often applied in marketing to test for the presence of multiple
cointegrating vectors (Dekimpe and Hanssens 1999, Nijs et al. 2001). Consider
the VAR model in levels Equation (3.2) where yt is assumed to be a k × 1
vector of stochastic I(1) variables. This equation can be reformulated in a
V ector Error-Correction (VEC ) form (Lütkepohl 1993, p. 355):
∆yt = G1∆yt−1 + ...+GJ−1∆yt−J+1 +Hyt−P + et, t = 1, ..., T,
(3.16)
with parameter matrices G1, ..., GP−1 and H, where Gi = −(Ik − B1 − ... −
Bi), i = 1, ..., P−1, H = −(Ik−B1−...−BP ), and∆y0 is fixed. MatrixH is the
Error Correction term and contains information about long-run relationships
between the variables in the data vector. The Johansen procedure relies heavily
Multiple Time Series Analysis 65
on the relationship between the rank ofH and its characteristic roots. The rank
of H, denoted r, is called the cointegration rank. Johansen and Juselius (1990)
distinguish three cases:
1. Rank(H) = k, i.e., the matrix H has a full rank, indicating that the
vector process yt is stationary and that the VAR can be estimated in
levels;
2. Rank(H) = 0, Equation (3.16) reduces to a VAR model in first diﬀer-
ences;
3. 0 < Rank(H) = r < k, implying that there are r cointegrating vectors.
In this case, H can be written as αβ3 with α and β k × r full rank
matrices. The columns of β give an estimate of the CI relations, while
the α parameters describe the speed of adjustment towards the long-run
equilibrium.
The third case is the most interesting one. Accordingly, the hypothesis
of cointegration can be formulated as H(r) : H = αβ3 for a positive rank
(0 < r < k). The term β3yt is a vector of r cointegrating residuals, which can be
given a long-run equilibrium interpretation. The elements in α called the factor
loadings, are interpreted as the average speed of adjustment of each variable in
the direction of each of the long-run equilibrium relationships (Johansen 1991).
Estimates of Equation (3.16) can be found by maximum likelihood. The Jo-
hansen FIML cointegration testing method aims to test the rank of matrix H
using reduced rank regression technique based on canonical correlations10. The
interpretation in terms of long-run equilibribria is not straightforward as any
linear combination of the cointegration relationships will reserve the stationar-
ity property11. Hence, the long-run relationships must be identified. This can
easily be seen, since if H = αβ3, then H = (αK)K−1β3 also holds for any K.
In order to ensure the uniqueness of α and β, conditions based on marketing
theory need to be imposed. Marketing researchers are just beginning to use
cointegration to study marketing interactions. Some, quite recent, applications
of cointegration in marketing are Baghestani (1991), Dekimpe et al. (1999),
Dekimpe and Hanssens (1999) Grewal et al. (2001), Kornelis (2002), Nijs et al.
(2001), and Zanias (1994).
10For details about the determination of the co-integrating rank, r, we refer the interested
reader to Lütkepohl (1993, p. 384-387), Enders (1995 p. 385-386), Franses (1998, p. 218-
233). Marketing aplications are Bronnenberg et al. (2000), Dekimpe and Hanssens (1999),
and Srinivasan et al. (2000).
11The software packages EViews and RATS (Holden 1995) have implemented the Johansen-
procedure for analysing multivariate cointegration models. RATS oﬀers a procedure of five
basic steps: (i) model checking, (ii) determination of the cointegration rank, (iii) estimation
of the cointegration space, (iv) graphical analysis, and (v) tests of structural hypotheses in
the parameter space.
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3.13 A framework for building and testing time
series models
In previous sections, we discussed the development in TSA from univariate
to multiple models. The problem empirical researchers face is the choice and
development of the suitable model and the usage of the proper tests. VAR or
VEC models can capture all previously mentioned concepts and are general
representations of dynamic markets. Hence, VAR/VEC models constitute the
central part in many recent studies (see for instance, Dekimpe and Hanssens
1999, Grewal et al. 2001 , Horváth et al. 2001, Horváth et al. 2002, Kornelis
2002, and Nijs et al. 2001, Pauwels et al. 2002, and Srinivasan et al. 2000 ).
Therefore, we focus on the model-building procedure of these general models.
Figure 3.1 displays a testing and model-selection scheme that is commonly used
in marketing (See, for example, Dekimpe and Hanssens 1999, Horváth et al.
2001, Kornelis 2002, or Nijs et al. 2001). We indicate the sections in which the
diﬀerent approaches in the testing scheme are discussed.
The model building usually starts the selection of endogenous and exogenous
variables, based on theoretical considerations. and the possible transformation
of these variables (we, for example specify a log-log model in Chapters 4 and
7)12. Even though the basic philosophy of VAR modeling suggested by Sims
(1980) is to include first all variables endogenously into the model and to test
for exogeneity using this model, this is often not plausible due to, for example,
lack of suﬃcient number of observations, or due to special nature of the data.
The usual approach in empirical research is to treat some of the variables
exogenously in the model.
After the choice of endogenous and exogenous variables we must know
whether they are level stationary, trend stationary, or evolving. The most
frequently applied unit-root test in marketing is the ADF -test. See, for exam-
ple, Dekimpe and Hanssens (1995b), Dekimpe and Hanssens (1999), Franses
et al. (1999), Nijs et al. (2001), Srinivasan and Bass (2000), and Srinivasan
et al. (2000) for marketing applications. Omitting a potential market shake-up
may aﬀect the outcomes of unit-root and cointegration tests. Therefore, we
should also apply tests that incorporate structural breaks. For more details
on a testing framework that allows for structural breaks see Kornelis (2002,
Chapter 3).
If a series contains a unit-root, we have to consider persistence. Whereas if
not, shocks in the system can only induce temporary changes in the variable.
In case of stationary (level or trend) for all variables, a VAR model should be
built in levels.
Are more than one variable found with a unit-root, we have to test for
the existence of long-run equilibrium relationship(s) among the non-stationary
variables. Engle and Granger (1987) developed a two step approach to test
12We do not present this step in Figure 3.1 but assume that the endogenous and exogenous
variables and their form had been chosen.
Multiple Time Series Analysis 67
Figure 3.1: Model building framework for MTSA models
VAR VAR model VECM model
in levels  in differences
(Sections 3.2, 3.2, and 3.5)   (Section 3.2)  (Sections 2.3.6, 3.2, and 3.12)
Are the variables evolving?
Test: ADF (Section 2.2.7)
Are the variables still evolving when a structural
break is allowed?
Test: Perron and Zivot and Andrews  (Section 2.3.5)
Are the variables co-integrated?
Test: Johansen's test and Engle and Granger's two step
approach (Sections 2.3.6 and 3.12)
Further steps in calibrating a VAR/
VECM model:
1. Optimal lag selection
e.g., LR test (Section 4.1)
2. Estimation of the model
(Section 3.5)
3. Identification
e.g., Cholesky dec., SVAR
 (Sections 3.6 and 3.7 and 3.8)
4. Diagnostic checking
VAR/VECM tools for dynamic analysis
based on the estimated model:
1. Impulse response analysis
(Sections 3.6)
2. Measuring persistence
(Sections 2.8 and  3.9)
2. Dynamic multipliers  (Section 3.10)
3. Forecast error variance
decomposition  (Section 3.11)








for cointegration. However, this approach only considers one cointegrating
relationship. A method that is capable of considering several cointegrating
variables and that also determines the number of cointegrating relationships is
Johansen’s (1988) approach. This methodology has been applied in marketing
by, for example, Chowdhury (1994) and Nijs et al. (2001), among others.
In case the series contain unit-root but are not cointegrated, we need to
build a VAR model in diﬀerences. If we find cointegrating series, we build a
VEC model. If stationary as well as non-stationary variables are considered
in the system, a mixed model should be considered. In this case, the Bayesian
approach to estimating VAR models is still valid (Holden 1995). This approach
does not require special account of non-stationarity.
After having found the appropriate model-type, we have to choose the opti-
mal lag structure of the model, we have to consider identification of the model
and finally, we have to apply some diagnostic checking to test whether the
assumptions of the model apply. Several criteria (e.g. Final Prediction cri-
terion, Akaike’s Information criterion, Hannan-Quinn criterion, and Schwartz’
criterion), tests (e.g. likelihood-ratio test) and strategies (e.g. top-down and
bottom-up) can be applied for the lag selection. For identification Cholesky
decomposition, GIR, or SVAR models can be applied. Examples of the appli-
cation of temporal ordering are Dekimpe and Hanssens (1995b), Pauwels et al.
(2002), and Srinivasan et al. (2000) while Dekimpe and Hanssens (1999) and
Nijs et al. (2001) use the GIR method. In this thesis the SVAR approach is
employed.
Diagnostic tests of model adequacy need to be performed (including, for ex-
ample, tests of the residuals, and tests for aggregation bias) before the ultimate
choice of the applied model.
3.14 Concluding remarks
In Chapters 2 and 3, we gave a brief overview of the most important time series
methods and provide illustrations from marketing applications. Our aim was to
introduce the basic concepts of TSA and their interpretations to marketing re-
searchers and to provide a reference from which they can further develop their
TSA skills. We pointed out references from marketing applications, econo-
metrics, and methodological sources, which may serve as a bibliography for
the interested reader. We believe that such a chapter can be very useful for
marketing researchers who plan to apply time series models.
As we have pointed out, time series modeling requires combining data-
driven techniques and marketing knowledge. With the growing availability of
data that consists of repeated observations over a(n) (increasing) time-span
(e.g., scanner data), development of user-friendly softwares, and with the in-
creasing interest in dynamic mechanisms of markets, time series modeling is
becoming more important for scholars and practitioners. We hope that the
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increasing tendency towards TSA will further develop the relationship between
dynamic marketing concepts and time series econometrics.

Chapter 4
Dynamic Analysis of a
Competitive Marketing
System Based on Market
Level Data
4.1 Introduction
After having introduced the main methodological techniques in TSA, we pro-
vide an application of these techniques1. In this chapter, we build a VARX
model on aggregate (market level) data to analyze the dynamic response of a
competitive market to price promotions of the competing brands.
If a new marketing activity initiated by one firm is believed to influence
consumer behavior in its favor, other firms are likely to react. Such reactions
are often based on beliefs about the harm that would be inflicted on these other
firms brands in the absence of reaction. Traditionally, brand managers focus
on market share which encourages them to think of business as a zero-sum
game. The thinking is: “unless I react to a marketing initiative for another
brand, my brand loses market share”. In general, the nature and intensity of
reactions to other firms’ activities reflect the respective managers’ perceptions
of the competitive environment. If these perceptions are valid (e.g. if managers
understand consumer response to each brand’s actions), consumer response
will predict competitive reaction. This argument is based on the notion that
competitive reactions should be demand based (Leeflang and Wittink 1996). It
requires that managers understand consumer response to own- and cross-brand
marketing activities. In practice, especially prior to the advent of models based
on scanner data, demand estimation occurs infrequently.
1This chapter is partly based on Horváth et al. (2001).
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Although there is a growing literature on consumer response to promotions,
much less attention has been paid to the empirical determination and explana-
tion of competitive reactions. And there is an even shorter list of quite recent
literature that combine consumer response and competitive reactions. Were
such reactions anticipated and included in the analysis of expected benefits
from contemplated increases in promotions, it is conceivable that the escala-
tion in the promotional expenditures in the US during the last few decades
would not have occurred (Blattberg and Neslin 1990). We discuss some of the
methods that have been developed for the diagnosis and analysis of competition
below.
Modeling competition
In the marketing literature on competition we distinguish approaches that
study the interaction between existing competitors from studies that focus
on the reaction to new entries. The competition between existing brands is
studied with methods that take a supply perspective (these are also referred
to as competitor-centered approaches) and with demand or customer-oriented
approaches (Day et al. 1979). A supply perspective might lead to definitions of
products and markets based on similarity of manufacturing processes, raw ma-
terials, physical appearance, or other such criteria. Other competitor-centered
approaches (Day and Wensley 1988) determine the relative strengths and weak-
nesses of brands/firms or study the extent to which marketing activities ini-
tiated by one firm are matched by competitive reactions. Customer-oriented
approaches are classified according to the use of behavioral data (purchase
behavior) or judgmental data (surveys).
Behavioral data may consist of (i) cross-brand elasticities, (ii) brand switch-
ing, or (iii) consideration sets. Approaches that study competition on the basis
of cross-brand elasticities are considered standard by most economists (see,
e.g., Leeflang and Wittink 1996). Transition probabilities may be used to de-
fine the degree of brand switching (e.g. Novak 1993). The analysis of choice
sets (Chiang et al. 1999, Siddarth et al. 1995) oﬀers opportunities to study
brand competition at the individual consumer demand level. Analyses based
upon customer judgments are complementary to the approaches based on pur-
chase behavior. Examples of these approaches are decision sequence analysis,
perceptual mapping, customer judgements of substitutability, etc.2
Combining sales responses and competitive reactions
Competition is the process by which independent sellers vie with each other for
consumers on the market. Because substitutes exist for most products and ser-
vices, firms and brands typically encounter competitors when marketing their
oﬀerings. Consequently, the eﬀectiveness of marketing programs usually de-
pends on the reaction of both customers and competitors (Weitz 1983). In this
2 See, e.g., Leeflang et al. (2000, Ch. 14).
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study we simultaneously use demand functions and competitive reaction func-
tions to diagnose competition. The demand functions are adaptations of the
SCAN*PRO model (Christen et al. 1997, van Heerde et al. 2002b). We allow
for purchase reinforcement and dynamic price promotion eﬀects to capture the
dynamic evolution of the market place (Dekimpe and Hanssens 1995b).
We specify and calibrate demand- and competitive reaction functions that
account for the dynamic eﬀects of marketing instruments on the sales of indi-
vidual brands in a market. We develop a VARX model (see, Chapter 3) that
contains all relevant dynamic and interactive eﬀects (see also Dekimpe and
Hanssens 1995, 1999, Dekimpe et al. 1999, and Nijs et al. 2001).
Time series studies in marketing traditionally use aggregated data as is the
case in the models of Dekimpe et al. (1999 ), Dekimpe and Hanssens (1995),
and Nijs et al. (2001). In this chapter we follow the traditional approach and
later, in Chapter 7 we extend this framework and build a VARX model for
pooled store-level data.
The objectives and contributions of this chapter are:
• we develop a simultaneous dynamic system of demand equations and com-
petitive reaction functions to estimate the dynamic eﬀects of marketing
actions (viz: supported and non-supported price discounts) on sales;
• we specify and calibrate this model at the (aggregate) market level;
• We analyze the dynamic system by IRA and FEVD;
• we apply SVAR models. These models are capable of supplementing
sample based information with managerial judgement and/or marketing
theory (Dekimpe and Hanssens 2000);
• we obtain 95% confidence intervals around our IRF s and the immediate
price elasticities using bootstrap methods;
• the IRF, FEVD, and immediate price elasticity outcomes of this chap-
ter provide basis for the comparison of the aggregate and disaggregate
approaches in Chapter 7.
This chapter is organized as follows. In Section 4.2 we specify our model
on market level data. Section 4.3 describes the calibration of the model. In
Section 4.4 we provide an empirical application on market level data pertaining
to the tuna fish product category. We summarize our findings in Section 4.5.
4.2 Specification of the aggregated VAR model
The VAR model at the market (aggregate) level includes aggregate sales re-
lations and competitive reaction functions for supported and non-supported
prices.
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VAR modeling starts with the selection of variables, potentially based on
theoretical considerations. This involves decisions about endogeneity and ex-
ogeneity of variables and possible transformations. Ideally, all variables are
endogenous. However, this is not feasible. The common practise in marketing
is to have the variables of primary interest be endogenous and to control for
other variables by including them as exogenous ones (Dekimpe and Hanssens
1999, Dekimpe et al. 1999 , Nijs et al. 2001) in a VARX model.
Our primary focus is on competition involving prices (temporary price cuts).
So that we specify the sales and price variables as endogenous variables and
assume the non-price instruments to be exogenous. We note that VAR mod-
els for competition are usually estimated separately for each brand’s selective
demand (Dekimpe and Hanssens 1999, Dekimpe et al. 1999, and Nijs et al.
2001). Instead, we build models with all brands considered simultaneously.
4.2.1 Market Response Functions
Our market response function is an adaptation of AC Nielsen’s SCAN*PRO
model (see e.g. Christen et al. 1997, van Heerde et al. 2002b). The variables of
interest are the logarithms of unit sales and logarithms of price indices (ratio
of actual to regular price) of brands at the aggregate (market) level. The
SCAN*PRO model includes the following own- and cross-brand promotional
variables: price index, feature only, display only, and feature and display. We
add lagged price variables to accommodate dynamic price promotion eﬀects
(delayed responses) and we add lagged sales variables to accommodate purchase
reinforcement eﬀects. We do not include lagged non-price instruments but we
allow for additional dynamic eﬀects through the inclusion of lagged endogenous
variables.
We define two types of price promotion variables: (1) own- and other-brand
temporary discounts without support and (2) own- and other-brand temporary
discounts with feature only, display only, or feature and display support. Van
Heerde et al. (2000, 2001) use this approach to allow for interaction eﬀects
between discounts and support. Also, the promotion variables are minimally
correlated by definition3.
3Van Heerde et al. (2000, 2001) use four diﬀerent price promotion variables. We use only
two variables to avoid degrees-of-freedom problems.
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All parameters are brand-specific and all lagged variables are allowed to
have unique parameters. Thus, the market response function is specified as:
























(i = 1, · · · , n and t = 1, · · · , T )
where: lnSi,t is the natural logarithm of unit sales of brand i in week t; lnPIik,t
is the log price index of brand i in week t (k = 1 denotes prices that are
supported and k = 2 denotes prices that are not supported); Fj,t is the feature
variable; Dj,t is the display variable; FDj,t is combined use of feature and
display (each of the latter three variables captures the proportion of stores
engaged in the activity); αi is a constant term; βPIijk,t∗ is the elasticity of
brand i’s sales with respect to t∗ periods lagged price index of brand j; ϕij,t∗
is the elasticity of brand i’s sales with respect to t∗ periods lagged sales of
brand j; βFij , βDij , and βFDij are the current-week own- and cross-brand
eﬀects resulting from brand j’s use of feature (F ), display (D), and feature
and display (FD). The variables F , D and FD only deviate from zero if there
is a feature/display and no price discount; n is the number of brands in the
product category; εi,t are the disturbances.
This specification captures: purchase reinforcement (ϕii,t∗), immediate sales
response (βPIijk,t∗ for t
∗ = 0), and delayed response (βPIijk,t∗ for t
∗ > 0 and
k = 1, 2).
4.2.2 Competitive Reaction functions
The marketing literature on competitive reactions tends to model the reactions
of brand managers to the marketing activity of other brands as competitive
reactions (Hanssens 1980, Leeflang and Wittink 1992, 1996). Although brand
managers often react to actions of other brands, this is not the only strategy
(nor necessarily the most eﬃcient one) to do well in a competitive environment.
Managers also track the own-brand market share or sales, and a drop in either
measure may cause them to react with a marketing instrument. They also
track other brands’ performances and they may interpret an increase in the
performance of other brands as a threat to which they need to react. The
reaction functions below account for competitive reactions as well as own- and
cross-brand feedback. In addition, they incorporate inertia in decision making
and coordination between instruments:
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ηij,t∗ lnSj,t−t∗ + υi,t,
(i = 1, · · · , n, l = 1, 2, and t = 1, ..., T )
where the variables are defined as in Equation (4.1).
This specification captures: internal decisions (inertia in decision making:
γil,t∗ and intrafirm eﬀects: γik,t∗ , k 9= l), competitive reactions (γiljk,t∗ , j 9= i),
and own-brand (ηii,t∗), and cross-brand feedback eﬀects (ηij,t∗ , j 9= i). In con-
trast to Equation (4.1) where the price variables have immediate eﬀects on the
performance variables, we assume that prices are not immediately influenced
by sales in Equation (4.2), since feedback eﬀects require time. Competitive
reactions also cannot occur in the same period.
For each brand, the VAR model includes a sales response function (Equa-
tion (4.1)), and two competitive reaction functions (Equation (4.2)), one for
supported price and one for non-supported price.
4.3 Calibration
4.3.1 Tuna data
We study the Chicago market of three national brands in the U.S. in the 6.5.
oz. tuna fish product category. We have 104 weeks of market-level data (ag-
gregated across 28 stores of one supermarket chain) covering unit sales, actual
and regular prices, features, and displays. To minimize aggregation bias in a
multiplicative model, we aggregate the sales and price variables geometrically.
Feature and display variables of each brand are aggregated arithmetically.
4.3.2 Calibration
We start with the calibration of the VARX model by testing. We first test
the assumption of non-stationarity using the Augmented Dickey Fuller (ADF )
test suggested by Dolado et al. (1990)4 . For the tuna data that we discuss
in more detail in the next section, we reject the null hypothesis of unit-root
4For the selection of the maximum lag in the stationarity tests we employ the process of
Blanchard and Fischer (1991)
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in all cases. Thus, the tuna market can be categorized as “business as usual”
(Dekimpe and Hanssens 1999), implying that temporary marketing activities
can only create temporary eﬀects on sales.
In accordance with the model building framework that has been outlined
in Chapter 3 we build a VARX model in levels.
We compare VARX models of diﬀerent orders, based on diﬀerent statistical
criteria and the Likelihood Ratio (LR) test. In this way, we can determine the
appropriate lag specification of the model. We show the results in Table 4.1.
Table 4.1: Optimal number of lags for the VARX model with common lag-structure,
under five criteria
Lag LogL LR FPE AIC SC HQ
0 933.30 NA 1.91E-19 -17.57 -15.16 -16.60
1 1128.04 312.40 1.86E-20 -19.94 -15.37* -18.09
2 1226.91 140.06 1.43E-20 -20.31 -13.58 -17.59
3 1331.72 128.83* 1.09E-20* -20.81 -11.91 -17.21
4 1414.10 85.82 1.56E-20 -20.84 -9.78 -16.36
5 1501.54 74.69 2.62E-20 -20.97 -7.75 -15.62
6 1639.12 91.71 2.33E-20 -22.15 -6.76 -15.93
7 1812.52 83.09 2.01E-20 -24.07 -6.52 -16.98
8 2078.67 77.63 1.09E-20 -27.93* -8.22 -19.96*
A ∗ indicates the optimal number of lags indicated by the distinct criteria.
LogL: Value of the natural logarithm of the likelihood
LR: Likelihood Ratio test statistic (each test at the 5% level)
FPE: Final prediction error criterion
AIC: Akaike information criterion
SC: Schwarz information criterion
HQ: Hannan-Quinn information criterion
Table 4.1 shows that the optimal number of lags depends on the choice of
the criterion. While Schwartz’ C riterion (SC ) suggests a VARX (1) model,
the Likelihood Ratio (LR) test as well as the F inal Prediction Error criterion
(FPE ) support a model with three lags and Akaike’s Information C riterion
(AIC ) and the Hannan-Quinn (HQ) criterion reach their minimum for a model
of eight lags. This discrepancy between the five criteria is due to a diﬀerence in
the penalty for extra regressors in the model. The discrepancy in the suggested
lag-structure may result from the invalid assumption of a common lag-structure
for each variables and each equations in the model. In fact, it is rather restric-
tive and unrealistic to assume a common lag-structure for the diﬀerent types
of equations of the competing brands. Hence, instead of selecting a single
number of lags for the model, we let the optimal number of lags vary for each
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endogenous variable in in each equation. To achieve this, we apply the bottom-
up strategy by Hsiao (1981, 1982), based on Akaike’s F inal Prediction Error
(FPE)5. We only include variables with significant coeﬃcients into the final
model.
For the identification of the immediate eﬀects we apply the SVAR ap-
proach6. This approach requires to put some restrictions on the instantaneous
reactions in the model. We allow the price variables to have immediate eﬀects
on the sales of the brands but do not allow for an immediate eﬀect from sales
on the prices, since feedback requires time. In addition, we assume that the
competitive reactions do not take place instantaneously, so that we do not allow
prices to be aﬀected immediately by other brand’s prices.
We apply iterative Feasible Generalized Least Squares (FGLS) to obtain
consistent and eﬃcient estimates. Thereafter we perform diagnostic tests of
model accuracy. To test for serial correlation in the residuals we apply the
Ljung-Box Q statistic.
4.4 Empirical Application
In Table 4.2 we report the exogenous variables and the number of lags included
for each endogenous variable for each equation. Typically, only own-brand
and a few cross-brand (non-price promotional) variables remain among the
exogenous variables. In almost all cases feature and/or display are used in
combination with a price discount. We find that the selected number of lags
varies from zero to ten. To test the assumption that there is no serial correlation
in the residuals we apply the Ljung-Box Q statistic for which we show results
in the last two rows of Table 4.2. We conclude that there is no evidence of
serial correlation.
We show the immediate eﬀects in terms of elasticities in Table 4.3. We use
the percentile confidence interval bootstrap method (for details see, Benkwitz
et al. 1999 or Efron and Tibshirani 1993) with 1000 replications to determine
the 95% confidence interval of the immediate price elasticities7 . We apply the
same procedure to provide 95% confidence intervals for the IRF s in Section
4.4.1. From Table 4.3 we conclude that:
5For a description of the VAR/FPE framework, see Erenburg and Wohar (1995) and
Hsiao (1982).
6 See discussion on SVAR models in Chapter 3.
7The error bounds are obtained as follows. First, the model is estimated and the residuals
are stored. Second, 1000 artificial datasets are generated with the estimated VARX model,
taking the first P (P is the highest lag in our model) observation as starting values to calculate
the next observations, each time adding a residual (drawn randomly, with replacement) from
the estimated set. Third, IRF s are calculated for each generated dataset and the error bounds
are constructed in such a way that they include 95% of these functions over the simulated
number of periods. The procedure, based on the work of Benkwitz et al. (1999), is fully
outlined in Appendix A.
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Table 4.2: Structure of the VARX model using Hsiao’s procedure
Predictor Criterion variables
variables PIabws,1 PIws,2 PIws,3 PIns,1 PIns,2 PIns,3 S1 S2 S3
PIws,1 4 9 0 4 0 5 0 0 6
PIws,2 1 0 0 0 5 6 0 0 0
PIws,3 6 9 0 0 10 1 0 0 0
PIns,1 0 0 0 7 0 0 9 0 3
PIns,2 0 0 0 0 4 6 0 0 0
PIns,3 3 0 6 5 0 6 0 0 2
S1 0 2 2 5 3 0 2 0 0
S2 6 5 6 0 7 6 0 2 0
S3 0 0 0 2 3 8 0 0 2




7.84 9.91 9.4 13.86 10.4 14.12 13.52 13.99 9.53
a PIws,i: supported price index of brand i; PIns,i: non-supported price index of brand i,
b variables defined in natural logarithm
c c: constant term, Di: display only of brand i, Fi: feature only of brand i,
FDi: feature and display of brand i.
1. The immediate own-brand eﬀects of price changes are quite substantial
and most of them (except for the non-supported price of brand 2) are
significant. Foekens (1995, p. 206-207) finds similar sizes of the own-
brand elasticities for these brands with the same data set.
2. The immediate own-brand eﬀects are, as expected, higher for supported
prices than for non-supported prices. This corresponds with the findings
of Van Heerde et al. (2000, 2001).
3. Two cross-elasticities do not have the expected sign and are relatively
large, however, these are not significant parameters at the 5% significance
level.
4. Also, the cross elasticities of the non-supported prices are often higher
than the corresponding cross elasticities of supported prices. The unex-
pected ratio and values of the cross elasticities may be due to diﬃculties
inferring complexities in competitive interactions based on a single series
of market- level data.
5. The own-brand price elasticities are much greater (in absolute value) than
the cross-brand price elasticities. This is because the own-brand eﬀects
also reflect stockpiling and category expansion eﬀects. Those primary
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Table 4.3: Aggregate model: Immediate own-brand and cross-brand price elasticities
Price elasticities
Eﬀects on: Brand 1 Brand 2 Brand 3
Supported price of brand 1 -7.68∗ 0.14 1.15∗
Non- supported price of brand 1 -4.91∗ -0.51 1.19∗
Supported price of brand 2 0.85∗ -3.59∗ 0.65∗
Non- supported price of brand 2 1.25 -1.61 0.87∗
Supported price of brand 3 0.46∗ 0.25 -7.19∗
Non- supported price of brand 3 -0.93 0.70 -3.19∗
A ∗ indicates a significant parameter estimate (α = 0.05)
demand eﬀects together tend to account for 50 to 70 percent of the own-
brand sales increase due to a temporary price cut for tuna (Van Heerde
et al. 2002a).
4.4.1 Impulse Response Analysis
With the help of IRA, introduced in Chapter 3, we simulate how 1% shocks
(price cuts) aﬀect the dynamic behavior of the VARX system. Figure 4.1 shows
the eﬀects of 1% reductions in supported and non-supported prices of the three
brands on their own log-sales over time8. The eﬀects of temporary price cuts
die out over time due to the stationarity of the variables. The supported and
the non-supported price cuts induce a high and significant increase in the own
sales (except for the non-supported price cut of brand 2) and we observe a post-
promotional dip around the third and/or the fourth week after the promotion.
This decline may occur due to stockpiling (Van Heerde et al. 2000) since the
storage of tuna cans is rather simple; they take little space and last long.
The decline in sales few weeks after the promotion might also be the eﬀect
of competitive reactions. For brands 1 and 3, the dust-settling period9 lasts
quite long, for about 12 and 8 weeks, respectively. For brand 2 it lasts shorter,
approximately 3 weeks.
4.4.2 Forecast Error Variance Decomposition
We apply FEVD to ascertain how the variation in the endogenous variables can
be attributed to component shocks in the system. We present the FEVD of the
log-sales of brand 3 in Table 4.4 and the FEVD of the non-supported log-price
variable of brand 2 in Table 4.5 as typical examples. We see, similarly to the
IRA results, that the FEVD outcomes do not change much (stabilize) after
8 In the plots, the continuous lines present the IRF s, while the dashed lines (above and
below the continuous lines) the upper and lower 95% confidence intervals around the IRF s,
respectively.
9The time that is needed for the eﬀects to stabilize (see also Nijs et al. 2001).
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Figure 4.1: Aggregate model: Own sales responses to 1% price cuts
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Si: sales of brand i; PIws,i: supported price index of brand i;
PIns,i: non-supported price index of brand i, i=1,2,3.
period 10. Table 4.4 reveals that the log-sales of a brand is mainly aﬀected by
shocks to the own supported and non-supported log-price variables (for the log-
sales of brand 3 altogether they aﬀect the variance of lnS3 with 91.96−92.63%).
The highest percentage is attributed to the shocks to the own supported log-
price variable (72.81−77.40%). These outcomes are mainly the result of the fact
that the immediate own-brand price elasticities are much greater (in absolute
value) than the corresponding cross-brand price elasticities (point 5 in the
discussion of Table 4.3).
Table 4.4 shows that the eﬀect of the own supported price decreases over
time, while the eﬀect of own non-supported price cut increases. Competitors’
price variables also have an eﬀect on the log-sales of brand 3, especially those
of brand 1. The eﬀects of a shock to own past values of lnS3 are relatively low
indicating that sales reinforcement is minor, compared to other relationships.
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Table 4.4: Aggregate model: FEVD of lnS3
Contribution Time
of 1 2 3 4 5 10 15 20
lnSa1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
lnPIws,1 1.98 1.66 1.97 1.96 1.95 2.11 2.12 2.12
lnPIns,1 2.13 2.12 2.03 2.23 2.59 2.65 2.65 2.66
lnS2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
lnPIws,2 0.64 0.63 0.61 0.63 0.63 0.67 0.67 0.67
lnPIns,2 1.12 1.12 1.07 1.08 1.08 1.14 1.15 1.15
lnS3 1.50 1.49 1.43 1.45 1.45 1.44 1.44 1.44
lnPIws,3 77.40 77.03 73.88 73.57 73.18 72.82 72.81 72.81
lnPIns,3 15.23 15.95 19.00 19.08 19.12 19.18 19.16 19.16
aSi: sales of brand i; PIws,i : supported price index of brand i;
PIns,i : non-supported price index of brand i
We see in Table 4.5 that in the first period (the period when shocks are
induced to the endogenous variables) the variance of lnPIns,2 is only aﬀected
by own shock (100%), which is due to our identification scheme. The shocks
to other variables develop their impact starting from period 2. Still, most of
the variance of lnPIns,2 is aﬀected by the own shock (87.08− 100%). The own
supported price-cuts also have relatively high eﬀect on the evolution of the log
non-supported price of brand 2 (up to 10.42%). These FEVD results are in line
with our observation in the raw data, where we see that price reductions last
usually more than one period and that supported price cuts are often followed
by non-supported price reductions. The shocks to own- and competitors’ sales
variables aﬀect the variance of lnPIns,2 only slightly and so do competitors’s
price cuts.
The FEVD of lnPIws,2 (not presented here) demonstrates that the sup-
ported price reductions are primarily influenced by own past shocks (98.31 −
100%) and hence, actions of competitor brands have only little influence on
the supported price decisions of brand 2. This shows that the (non-supported)
price promotions of brand 2 are mainly determined by internal decisions and
only to a limited extent by competitive reactions.
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Table 4.5: Aggregate model: FEVD of lnPIns,2
Contribution Time
of 1 2 3 4 5 10 15 20
lnS1 0.00 0.02 0.02 0.02 0.02 0.02 0.02 0.02
lnPIws,1 0.00 1.15 1.29 1.36 1.30 1.29 1.30 1.30
lnPIns,1 0.00 0.34 0.39 0.40 0.39 0.46 0.47 0.47
lnS2 0.00 0.03 0.03 0.11 0.10 0.11 0.11 0.11
lnPIws,2 0.00 9.20 9.13 9.75 9.32 10.43 10.42 10.42
lnPIns,2 100.00 89.14 89.01 88.18 88.36 87.17 87.08 87.08
lnS3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
lnPIws,3 0.00 0.06 0.06 0.06 0.39 0.40 0.49 0.49
lnPIns,3 0.00 0.06 0.06 0.12 0.11 0.11 0.11 0.11
4.5 Conclusions and Discussion
In this chapter we analyzed the dynamic behavior of a competitive marketing
system with the help of modern econometric techniques. We built a VARX
model on aggregate (market-level) data, that contained competitive response
functions and market response functions of the three main competing brands
on the tuna market. Then, we applied IRA and FEVD to gain insights about
the dynamic behavior of the market.
Using the SVAR approach we obtained immediate price elasticity estimates.
We acquired confidence intervals around these elasticities and the IRA results.
We found that the immediate own-brand eﬀects of price changes were quite sub-
stantial and most of them were significant. The immediate own-brand eﬀects
were, as expected, higher for supported prices than for non-supported prices.
However, two cross-elasticities did not have the expected sign and were rela-
tively large. These were not significant parameters at the 5% significance level.
Also, the cross elasticities of the non-supported prices were often higher than
the corresponding cross elasticities of supported prices, which is against mar-
keting intuition. The unexpected signs and values of the cross elasticities may
be due to the small number of degrees of freedom that arises from estimating
the rather parameter-demanding VARX model from aggregate data.
The eﬀects of price cuts on (own and cross-brand) sales died out over time
on the examined tuna fish market. For brand 1 and 3 the dust-settling period
lasted quite long, for about 12 and 8 weeks respectively. For brand 2 it lasted
shorter, approximately 3 weeks. The IRA results showed evidence of post-
promotion dip around the third and/or the fourth week after the promotion.
The FEVD outcomes revealed that both the log-sales and the (supported
and non-supported) log-price variables were mainly aﬀected by shocks to own-
brand variables. The evolution of log-sales was influenced by own price cuts
to a great extent, especially, by those of the own supported price. However,
competitor’ price actions also had an (although quite smaller) eﬀect on the
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variance of the log-sales of the brands. The variation of the non-supported
price variables depended mainly on the own past shock and partly on the
shock to the own supported price variable. We found that these results were
in accordance with our observation in the raw data, where we see that price
reductions last usually more than one period and that supported price cuts are
often followed by non-supported price reductions.
We observed that the face validity of our results was not very good. This is
very probably due to the low number of observations compared to the number
of parameters and due to the aggregation of the data. Later, in Chapter 7,
we increase the number of observations by pooling the data over the stores of
the supermarket chain. In that chapter we compare the aggregate results with









The increased availability of accurate and detailed marketing data has been an
important factor in the development and implementation of marketing models1.
This encourages researchers to propose more complex models with a large(r)
number of variables because these models potentially oﬀer better explanations
of market phenomena as well as better solutions to economic problems (Leeflang
et al. 2000, Leeflang and Wittink 2000). However, as the models grow in com-
plexity, the number of potential predictor variables increases considerably. This
occurs especially when multiple time series models, VAR models are developed
to analyze the behavior of competitive marketing systems.
VARmodels have been widely adopted by economists since the seminal work
of Sims (1980). Recently, with an increasing interest in identifying competi-
tive structures and measuring relationships between marketing variables, VAR
models have become recognized as an eﬀective modeling technique in market-
ing. Takada and Bass (1998) propose the use of multiple time series analysis
1This chapter is based on Horváth, Leeflang and Otter (2002).
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(MTSA) to model competitive marketing behavior. They demonstrate that
V ector Autoregressive M oving Average (VARMA) models are capable of cap-
turing the dynamic competitive structure of the market and find that VARMA
models outperform univariate time series models in goodness-of-fit measures as
well as in forecasting performance. Dekimpe and Hanssens (1995, 1999 , 2000),
Dekimpe et al. (1999), Horváth et al. (2003), Srinivasan et al. (2000), Srini-
vasan and Bass (2001), and Takada and Bass (1998) demonstrate the value of
VAR models because these models incorporate all structural relationships in a
competitive marketing environment.
The drawback of VAR models is that they usually include a large number
of parameters. This leads to degrees of freedom problems. If, for example, k
endogenous variables are included in a VAR model of order p, the number of
parameters to be estimated is k2 · p, so the number of endogenous variables
that can be included in the model is rather limited. The problem has been
addressed in several articles and the usual solution is to simplify the model.
This can be accomplished by (a) estimating separate models for each competing
brand (Dekimpe and Hanssens 1999, Srinivasan et al. 2000, and Srinivasan
and Bass 2001), (b) treating some variables as exogenous (Horváth et al. 2001,
Nijs et al. 2001, Srinivasan et al. 2000, and Srinivasan and Bass 2001), and
(c) imposing restrictions on the model based on marketing/economic theory.
These solutions impose restrictions that need to be investigated by preliminary
analysis. We propose to use canonical correlation analysis and WG causality
testing for this purpose.
The concept of canonical correlation was introduced by Hotelling (1936).
A number of authors consider canonical correlation as a logical extension of
simple and multiple regression. Multiple regression analysis is a more specific
case in which one of the sets of data contains only one variable, while product
moment correlation is the most specific in that both sets of data contain only
one variable. The objective of canonical correlation analysis is to correlate
simultaneously two sets of variables and to find a linear combination of one set
of variables and a (diﬀerent) linear composite of another set of variables that
will produce a maximal correlation (Green et al. 1988, p. 553). Thompson
(1984, p. 9) states that
“Given that canonical correlation analysis can be as complex
as reality in which most causes have multiple eﬀects and
most eﬀects are multiply caused, an “advanced organizer”
regarding some of the research questions that can be
addressed using canonical analysis may be helpful.”
We apply canonical correlation analysis and WG causality testing to ana-
lyze the interrelationships among a set of multiple criterion variables (market
shares) and a set of multiple predictors (marketing instruments) and to test
the existence of the most important structural relations on markets.
The chapter is organized as follows. We first introduce some theory in
Section 5.2. In Section 5.3 we describe the data and our application. In Section
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5.4 we show the outcomes of canonical correlation analysis. In Section 5.5 we
perform WG causality tests and Section 5.6 summarizes our conclusions.
5.2 Canonical correlation and Wiener- Granger
causality
In this section we give a brief explanation of canonical correlation and WG
causality testing. For an in-depth discussion we refer to Geweke (1982), Geweke
et al. (1983), and Otter (1990 and 1991).
5.2.1 Canonical correlation analysis
Consider two zero-mean Gaussian stationary processes {yt} and {xt} with
dim{yt} = m1 and dim{xt} = m2 where m1 ≤ m2. Denote the (co)-variances
by E{ytyt´} = Σ11; E{xtxt´} = Σ22 and E{ytxt´} = Σ12 where E{·} is the ex-
pectation operator. As well known, the conditional distribution of yt, given
a realization xt, is Gaussian with mean E{yt|xt} = Σ12 · Σ−122 · xt and vari-
ance Σ(yt|xt) = Σ11 − Σ12Σ−122 Σ21 where Σ21 = Σ312. Whenever Σ12 9= 0 the
conditional variance Σ(yt|xt) < Σ11.
In the canonical correlation (cc)-procedure we have linear transformations
ηt = L1yt and ζt = L2xt such that E{ηtηt´} = Im1 and E{ζtζ t´} = Im2 and
E{ηtζ1,t´} = Λ = diag (σ1, ...,σm1), with canonical coeﬃcients (singular values)
σ1 ≥ σ2... ≥ σm1 ≥ 0, where the vector ζ1,t consists of the first m1-components
of ζt. The canonical correlation coeﬃcients (singular values) can be obtained
through the singular value decomposition Σ−1/211 · Σ12 · Σ−1/222 = H 3 · Λ ·Q and
the transformation (loading) matrices are2:
L1 = H ·Σ−1/211
L2 = Q · Σ−1/222 (5.1)
Λ = (Λ : 0) ,
with Λ ∈ ?m1×m2 .












with L2,1 ∈ ?m1×m2 , the conditional distribution of ηt given ζt is Gaussian
with conditional mean E{ηt|ζ1,t} = Λ·ζ1,t and conditional variance Σ(ηt|ζ1,t) =
Im1−Λ·Λ3 = Im1−Λ2, from which it can be seen that there is a relation between
ηt and ζt and hence between yt and xt if one or more canonical correlation
2For details see, e.g., Otter (1990, 1991).
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coeﬃcients diﬀer from zero. For large samples the significance of these relations















where N is the number of observations in the series and k = 0, ...,m1 − 1.
Under the null hypothesis: H0 : σk+1 = σk+2 = ... = σm1 = 0 the test-
statistic is asymptotically χ2-distributed with (m1 − k) · (m2 − k) degrees of
freedom. The estimated canonical coeﬃcients (eσi, i = 1, ...,m1) are based on
consistent estimates of Σ11,Σ12 and Σ21.
5.2.2 Wiener-Granger causality
The canonical correlation procedure can easily be generalized to include possi-
ble delayed eﬀects of xt and yt variables, leading to the so-called (instantaneous)
WG causality concept. Define Yt−1 = (y3t−1...y
3
t−p)










. Apply the canonical correlation procedure between the two
sets of variables yt and Yt−1 (model I) and between the sets yt and Zt (model














where ln denotes the natural logarithm and Σ(yt|Yt−1) and Σ(yt|Zt) denote the
conditional covariance matrices. As shown by Otter (1991), F can be expressed

























are the canonical correlation coeﬃcients between yt and Zt
with σ21,j ≥ σ22,j ≥ ... ≥ σ2m1,j , j = I, II. Under the null-hypothesis of no WG
causality from the set xt to the set yt (F = 0) the large sample test statistic
N · eF follows a χ2 -distribution with the number of degrees of freedom equal
to the number of prior restrictions in model II, that are necessary to obtain
the specification of model I. It is also possible to study the bi-directional
(feedback) relations between yt and xt. To this end, we have to replace yt by
xt and xt by yt in the canonical correlation procedure4.
3Model I is nested in model II.
4 See Geweke (1982) for further discussion.
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5.3 Empirical application
In this study we provide tools for preliminary investigation between the consid-
ered variables for a researcher who ultimately wants to calibrate a VAR model
that includes market shares (purchases) and marketing instruments (manage-
rial decisions) as endogenous variables. In this study we consider a competitive
market of seven large brands of a frequently purchased, nondurable, nonfood,
consumer product (detergent) sold in the Netherlands. The seven brands to-
gether account for approximately 70 percent of the market. The following
kinds of marketing instruments are distinguished: price, feature, sampling,
bonus, and refund. Prices are measured as total revenue divided by total unit
sales. Samples are oﬀers of a free amount or trial of a product for customers.
Refunds represent the redemption of some money after the purchase. Usually
this money is paid to the bank account of the customers. Feature represents
retailers’ advertising activity and by bonus we mean a percentage of the regular
size added to the package. The market research company, A.C. Nielsen (The
Netherlands) B. V. provided the (aggregated) data, which consists of weekly
series of 76 data points of market shares and the five marketing instruments
over 7 competing detergent brands.
Following the approach of Leeflang and Wittink (1992, 1996 ) we define our
variables in relative changes. For prices the natural logarithm of the ratio of
prices in two successive periods are used. This is based on the idea that the
price changes for brands with diﬀerent regular price levels are more comparable
on a percentage than on an absolute basis. We define the seven market shares
similarly to measure the change in the performance in the two successive periods
that is induced by changes in marketing activities. Other promotional variables
are specified in terms of simple diﬀerences, due to the occurrence of zero values.
We use the ADF test to check for stationarity. All the series turn out to
be stationary at the 5 percent significance level.
To include all the performance and marketing mix variables into a VAR
model we would have 36 endogenous variables, seven market shares and 29
marketing variables of the diﬀerent brands5. The inclusion of all brand’s per-
formance measures and marketing variables in the system leads to degrees of
freedom problems. Therefore, we apply canonical correlation analysis between
the set of performance and marketing mix variables to arrive at quantitative re-
lations between the two groups of variables that take into account all available
information of these variables.
5.4 Canonical Correlation Analysis
The canonical correlation procedure is applied between the set of market shares,
5Not all the brands use all marketing instruments. Brand one, for example, uses only
price, feature, and sampling.
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Mst = (Ms1,t, ...,Ms7,t) with dim(Mst) = 7 and the set of marketing
instruments, Instt = (Pr1,t, ..Re7,t) with dim(Instt) = 29. The vector yt is the
vector Mst, the vector of market shares of seven brands, and xt is the vector
Instt, a vector of marketing instruments; prices (Prt), feature (Fet), sampling
(Sat), bonus (Bot), and refund (Ret) for the seven brands. Hence, we consider
immediate relations between the set of variables because all variables relate to
time t. The loadings of instruments and market shares are given in Table 5.1
and Table 5.2. Table 5.3 presents the seven canonical coeﬃcients.
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Table 5.1: Canonical loadings of the instruments (L32,1matrix)
ζ1 ζ2 ζ3 ζ4 ζ5 ζ6 ζ7
Pr1 -8.11 3.87 0.28 -0.77 3.44 -3.39 0.69
Pr2 2.43 -12.99 -2.57 15.66 24.08 -18.38 -10.14
Pr3 -6.84 24.07 3.82 39.05 -37.56 -0.69 3.58
Pr4 -3.11 -8.92 -12.87 2.49 -9.56 -5.41 3.97
Pr5 -5.87 11.77 -12.83 5.28 15.74 10.86 -5.52
Pr6 -0.38 -20.07 12.30 -11.77 -9.54 -0.88 -3.60
Pr7 5.76 3.90 21.29 -29.77 -9.18 0.16 5.74
Fe1 0.17 0.02 0.00 -0.20 0.04 0.06 0.23
Fe2 -0.03 0.07 -0.06 -0.17 -0.06 -0.01 -0.12
Fe3 -0.04 -0.11 0.06 -0.03 0.05 -0.04 0.04
Fe4 0.06 0.19 0.18 -0.02 0.24 -0.02 0.04
Fe5 -0.01 0.00 0.05 0.05 -0.15 -0.11 0.01
Fe6 0.04 -0.03 -0.05 -0.11 0.04 -0.05 0.03
Fe7 -0.11 -0.07 0.00 0.12 -0.01 -0.01 0.29
Sa1 0.02 0.06 0.05 -0.01 0.01 0.04 -0.10
Sa2 0.01 0.00 -0.02 0.12 0.07 -0.14 -0.15
Sa3 -0.03 0.06 -0.05 0.01 -0.02 0.23 -0.16
Sa4 0.17 0.05 0.50 -0.01 -0.02 0.93 0.07
Sa5 0.00 0.00 0.02 -0.04 -0.02 0.07 0.03
Sa6 0.34 1.13 -1.44 -0.54 0.67 -1.39 0.72
Sa7 0.07 -0.18 -0.33 -0.06 -0.33 -0.29 -0.02
Bo2 -0.05 -0.44 -0.15 0.00 -0.15 0.23 -0.85
Bo4 0.21 -0.28 1.31 -0.42 0.59 0.68 2.57
Bo6 -0.07 0.31 0.15 0.18 0.18 -0.09 0.09
Bo7 -0.47 -0.05 -0.60 0.22 -1.17 0.90 -0.77
Re4 0.14 0.53 0.64 -0.03 0.31 0.33 1.78
Re5 -0.08 -0.06 0.00 0.20 -0.19 -0.19 0.33
Re6 0.07 -0.12 0.06 -0.18 0.04 -0.13 -0.01
Re7 0.01 0.06 0.05 0.00 0.15 -0.37 -0.09
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Table 5.2: Canonical loadings of market shares (L1matrix)
η1 η2 η3 η4 η5 η6 η7
Ms1 2.52 0.98 -0.94 -0.79 0.09 2.99 -6.45
Ms2 -1.35 -1.45 -1.07 0.68 -0.27 3.10 -7.89
Ms3 -0.53 2.61 0.41 1.42 2.89 1.10 -6.92
Ms4 0.69 -2.43 1.54 -0.63 4.28 0.93 -7.07
Ms5 -0.24 1.71 1.16 -1.12 -2.16 -3.50 -6.04
Ms6 1.12 -0.63 -3.09 0.40 1.46 -2.49 -6.71
Ms7 -2.17 0.85 -1.73 -4.65 1.74 1.53 -1.50
Table 5.3: Canonical coeﬃcients
σˆ1 σˆ2 σˆ3 σˆ4 σˆ5 σˆ6 σˆ7
0.9516 0.8977 0.8607 0.8131 0.7391 0.7195 0.6539
From Table 5.1 it can be seen that prices have the highest simultaneous im-
pact on market shares because they have the highest canonical loadings. In
order to test whether the loadings of the L2,1 matrix are significantly diﬀer-
ent from zero, a standard regression model based on the canonical correlation
model is calibrated. This model is specified in the Appendix together with a
conventional Wald test-statistic.
We apply the Wald test to investigate whether the sets of diﬀerent types
of marketing instruments (e.g. feature of the seven brands) have an eﬀect on
the market shares. First, we assume (as null-hypothesis) that prices cause no
simultaneous eﬀects on the market shares. To this end, we first test whether
the first seven elements in the first column of Table 5.1 are zero. We repeat
this test for all the seven canonical relationships, i.e., we also test whether the
first seven elements in columns 2, ..., 7 of Table 5.1 are zero. Then we follow the
same testing procedure for the simultaneous eﬀects from the set of seven feature
variables on the market shares and continue with the set of sampling, bonus,
and refund variables, respectively. The Wald test outcomes are presented in
Table 5.4.
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Table 5.4: Wald test outcomes
Canonical relationship Marketing instrument
price feature sampling bonus refund
first 248.16a 51.15a 8.67 4.05 5.82
second 117.38a 30.37a 36.96a 14.73a 14.42a
third 56.15a 15.23a 46.67a 11.29a 5.31
fourth 74.23a 29.42a 7.41 1.74 7.97
fifth 50.05a 15.40a 5.79 3.40 4.15
sixth 17.70a 3.24 23.63a 3.11 19.52a
seventh 3.79 22.85 7.82 10.72a 13.52a
a significant at the 5% significance level
Table 5.4 shows that prices are the most significant instruments, with the high-
est Wald test statistic, as the canonical loadings in Table 5.1 already suggest.
Only the prices and feature variables have significant relations with the first,
most prominent, canonical vector of market shares. The second and third
canonical vectors are linear combinations of the marketing instruments with
significant loadings for each type of instrument. In the case of the fourth and
fifth canonical vector prices and feature variables are significant while for the
last two dimensions other instruments are significant.
5.4.1 Bartlett test
In the cc-procedure we have the linear transformations η1,t = l1Mst and
ζ11,t = l2instt where l1 is the first row of L1 and l2 is the first row of L2
and ζ11,t the first element of ζ1,t
6. Given ζ11,t the conditional expectation
E{η1,t|ζ11,t} = σ1ζ11,t from which it can be seen that, if σ1 9= 0, a linear combi-
nation of all marketing instruments produces simultaneous eﬀects on all market
shares, measured by the linear combination of market shares η1,t = l1Mst. We
calculate the Bartlett’s χ2-test statistic, based on Equation (5.3) and on the
canonical coeﬃcients represented in Table 5.3 to investigate the significance of
the canonical relationships. The Bartlett values are presented in Table 5.5.
Table 5.5: Bartlett χ2-values
k = 0 k = 1 k = 2 k = 3 k = 4 k = 5 k = 6
480.69a 347.38a 254.77a 178.50a 117.35a 72.71a 31.52
a significant at the 5% significance level
6Defined in equation (5.2)
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From this table we deduce that only H0 : σ7 = 0 (case k = 6) cannot be
rejected. This implies that the first six canonical correlation coeﬃcients contain
significant information indicating that the dimensionality of the system is six.
This means that there are six significant independent relations between the set
of market shares and the set of marketing variables. This result may be due to
the fact that the sum of market shares is approximately equal to a constant,
therefore one of the market shares is a linear combination of the other six. In
this case one should consider to exclude one of the market shares from the VAR
model to avoid multicollinearity.
5.5 Wiener-Granger Causality
In this section we test whether there is (1) WG causality of market shares on
marketing variables (feedback eﬀect) and (2) WG causality from marketing
variables on market shares (market response eﬀect and carry-over eﬀect).
5.5.1 Wiener- Granger Causality of Market Shares on
Marketing Decisions
An important argument for using a VAR model to represent competitive mar-
keting systems is that it incorporates feedback eﬀects. We examine the ne-
cessity of incorporating feedback eﬀects by WG causality. According to the
definition of Geweke’s measure of WG causality (in Equations (5.4) and (5.5))
we define the following two models for our application:
Model I










yt = Instt ∈ ?29
Zt = (Yt−1,Ms3t−1, ...,Ms
3
t−s) ∈ ?58+s·7
The estimated Geweke’s F measure (which follows under the null hypothesis
a χ2-distribution with 7 · 29 = 203 degrees of freedom) is N · Fˆms→inst = 881.8
which indicates that the null-hypothesis of noWG causality is rejected. Hence,
we conclude that there is significant WG causality from the market shares
towards the marketing instruments. It means that the inclusion of (changes
of) market shares of own and competing brands improves the prediction of
(changes of) marketing instruments significantly. This finding supports the
application of VAR models which are able to capture (lagged) feedback eﬀects.
Notice that we do not consider instantaneous feedback eﬀects because feedback
requires time.
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Significant feedback eﬀects on the set of all marketing instruments may be
due to significant feedback on a subset of instruments. We apply the same
procedure to test for performance feedback in subsets of the instruments where
we consider a number of diﬀerent lags. Our test results are presented in Table
5.6. We see that with one lag only prices have significant feedback eﬀect (at
the 10% significance level), while for higher lags we find significant feedback
eﬀect for the prices, features, and refunds. Our results suggest that bonuses
are not used to compensate for undesirable changes in the market shares.
We also test whether the inclusion of an extra lag of market shares im-
proves the prediction of use of marketing activities significantly. If s = 1 this









in Model I and Zt = (Yt−1,Ms3t−s) in
Model II. The results of these tests are presented in Table 5.7. Our results
are similar to those of Table 5.6. We find that the inclusion of extra lags of
market shares improves the prediction of price, feature, and refund activities
(from lag 2) while for sampling and bonus the evidence for feedback is rather
weak. These findings can be fruitfully used to construct a (more) restricted
VAR model in which feedback eﬀects are only considered for prices, features
and refunds.
Table 5.6: WG- test results for feedback eﬀects
Price Feature Sampling Bonus Refund
WG measure; one week lag 63.57b 50.84 61.94 33.07 24.49
WG measure; two week lags 133.57a 130.49a 125.05a 66.71 89.05a
WG measure; three week lags 236.58a 224.35a 170.44 110.01 167.07a
a significant at the 5% significance level
b significant at the 10% significance level
Table 5.7: Testing whether the inclusion of extra lags of market shares improves the
prediction of marketing activities
Price Feature Sampling Bonus Refund
WG measure; one week lag 63.57b 50.84 61.94 33.07 24.49
WG measure; two weeks lag 70.06a 84.55a 65.3b 26.29 64.3a
WG measure; three weeks lag 108.28a 100.03a 54.31 39.27b 77.14a
a significant at the 5% significance level
b significant at the 10% significance level
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5.5.2 WG Causality of Marketing Decisions on Market
Shares
We also investigate whether marketing instruments have significant eﬀects on
the purchase behavior of consumers instantaneously (immediate market re-
sponse eﬀect) and with some time lag (carry-over eﬀect). We define the follow-
ing models:
Model I










yt =Mst ∈ ?7
Zt−1 = (Yt−1, Inst3t−1,...,Inst
3
t−s) ∈ ?14+s·29,
where s is the maximum number of lags considered for the set of instru-
ments. Geweke’s measure for instantaneousWG causality (in this case Zt−1 =
(Yt−1, Instt)) (which follows under the null hypothesis a χ2-distribution with
7 ·29 = 203 degrees of freedom) is N · Fˆinst→ms = 678.83. This indicates signif-
icant immediate eﬀects from the whole set of marketing instruments towards
the market shares. Similarly, we apply the WG procedure to test whether or
not to consider carry-over aﬀects. The Geweke’s measure is 366 when s = 1,
i.e., when we consider lagged eﬀects of marketing instruments on market shares.
This value is also significant, which indicates that the inclusion of past values
of instuments significantly improves the prediction of market shares.
We also test for immediate market response- and for carry-over eﬀects for
subsets of instruments. Results are shown in Table 5.8. We find significant
immediate market response eﬀects for prices, features, sampling and the re-
funds. Prices, features, and refunds have significant carry-over eﬀects. We
then test whether the inclusion of an extra lag of marketing activities im-
proves the prediction of use of market shares significantly. If s = 1 this









in Model I and Zt = (Yt−1, Inst3t−s) in
Model II. The results of these tests are similar to those of Table 5.8 and are
presented in Table 5.9. These findings suggest to consider carry-over eﬀects for
prices, features, and refunds. They also suggest to account (only) for immediate
eﬀects of sampling and to neglect bonuses.
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Table 5.8: WG- test results for market response eﬀects and carry-over eﬀects
Price Feature Sampling Bonus Refund
WG measure; immediate 288.79a 155.32a 88.07a 36.94 46.54a
WG measure; one week lag 74.68a 71.89a 47.81 16.08 40.10b
WG measure; two week lags 153.51a 141.64a 115.82 55.60 87.56a
WG measure; three week lags 233.94a 251.30a 150.17 103.76 113.64a
a significant at the 5% significance level
b significant at the 10% significance level
Table 5.9: Testing whether the inclusion of extra lags of marketing activities improves
the prediction of market shares
Price Feature Sampling Bonus Refund
WG measure; immediate 288.79a 155.32a 88.07a 36.94 46.54a
WG measure; one week lag 74.68a 71.89a 47.81 16.08 40.10b
WG measure; two weeks lag 67.00b 62.68 53.72 37.29 48.11a
WG measure; three weeks lag 89.32a 90.67a 53.65 38.78 33.04
a significant at the 5% significance level
b significant at the 10% significance level
5.6 Conclusions and discussion
Dynamic multivariate models have become popular in analyzing the behavior of
competitive marketing systems because they incorporate the relevant relations
in a competitive marketing environment, such as market response functions and
competitive reaction functions. However, a model where all the (marketing mix
and marketing performance) variables are included endogenously would have
a very high dimension and hence, would require a large number of parame-
ters to be estimated. The dimension of the system can be reduced and some
parameters can be set equal to zero by means of preliminary investigation.
In case suﬃcient data are available in relation to the number of parameters
a full model can be calibrated with the “traditional” VAR methodology. It
is also possible that suﬃcient a priori knowledge is available which oﬀers the
opportunity to restrict the number of variables (parameters) of the model. If
these two options do not hold we need preliminary analysis of the relations in
the competitive marketing system.
We oﬀer canonical correlation procedure, the associated Wald test, andWG
causality testing based on the canonical correlation coeﬃcients for this purpose.
Besides parameter reduction, our analysis provides (i) insights about the num-
ber of significant relations between the performance measures and marketing
instruments, (ii) insights about the eﬀective (types) of marketing instruments,
and (iii) a tool for testing the existence of structural relations of a market.
In the empirical application, prices appear to be the most eﬀective instru-
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ments with the highest canonical loadings and most significant immediate ef-
fects on market shares. Other marketing activities have lower canonical load-
ings but the Wald tests exhibit some significant immediate eﬀect on market
shares to them, too. The results of the Wald tests suggest that price and
feature are the most eﬀective marketing instruments. We find causality from
the set of market shares to the set of marketing instruments (feedback eﬀect)
and significant causality from (current and lagged) marketing activities to the
market shares (immediate market response eﬀect and carry-over eﬀect).
We also find that the most important marketing variables on this market are
price and feature. They have significant immediate and lagged market response
eﬀects and feedback eﬀects. Refunds also have essential dynamic eﬀects while
sampling only has significant immediate market response eﬀect and bonuses do
not seem to have any significant eﬀect on the market shares.
These findings oﬀer opportunities to build more restricted VAR models.
They suggest to build a VAR model that treats market shares, prices, features,
and refunds as endogenous variables. They also suggest to account (only) for
immediate eﬀects of sampling on market shares and to neglect bonuses.Such
restrictions in a VAR model of order P would reduce the number of parameters
that need to be estimated substantially, particularly if we take the order (P )
of the model into account. Most of VAR models in marketing include only
one marketing variables, such as advertising (Dekimpe and Hanssens 1995)
or prices (Dekimpe et al. 1999, Horváth et al. 2001, Srinivasan and Bass
2001, Srinivasan et al. 2000) as endogenous marketing instruments. Our study
shows that researchers should consider preliminary analysis to decide about the
variables that should be included as endogenous in the model and encourages to
build dynamic multivariate models which contain more than one endogenous
marketing instrument. The outcomes of this analysis indicate what are the
most important endogenous variables in the model. The number of available
observations and the outcomes of the tests determine the ultimate choice of the
“optimal” number of endogenous variables in the VAR model.
Chapter 6
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As we have seen in previous chapters, VAR models are nowadays widely used
in marketing research1. A problem most of the applications encounter is the
high number of parameters required that leads to degrees-of-freedom problems.
In Chapter 4 we overcame this problem by applying Hsiao’s procedure based
on Akaike’s F inal Prediction Error (FPE) criterion, a procedure that does
not impose common lag-structure on the model but allows the lag-lengths to
diﬀer for each variable in each equation. Furthermore, we assumed that some
of the variables were exogenous in the model. In Chapter 5 we introduced
canonical correlation analysis and the related Wiener-Gragner causality testing
for preliminary analysis of the interrelationships among the variables considered
and for testing whether or not to include of certain structural interrelationships
in the model.
The approaches in previous chapters reflect that the practice in marketing
literature up till now has been to use a single time series and to apply restric-
tions that reduce the number of parameters. In this chapter we consider an
alternative approach. We develop models that combine time series data for mul-
1This chapter is based on Horváth and Wieringa (2003).
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tiple units (e.g. stores, store chains, households, or countries). This solves the
degrees-of-freedom problem by increasing the number of available observations.
We apply four diﬀerent levels of pooling: we consider the Constant Coeﬃcient
M odel (CCM ), the F ixed Eﬀects M odel (FEM ), the Random Coeﬃcients
M odel (RCM ), and the unit-by-unit approach2.
The idea of combining the time series and the cross-sectional dimensions
of the data to arrive at better estimates of a VAR model is not new. In the
first Panel VAR (PVAR) model by Holtz-Eakin et al. (1988) the authors for-
mulate a coherent set of procedures for estimating and testing VAR models for
panel data. The model is applied to study the dynamic relationships between
wages and hours worked in a sample of American males. Another application
of this method is a study by Holtz-Eakin et al. (1989) that considers the dy-
namic relationships between local government revenues and expenditures. Lehr
(1999) applies the Holtz-Eakin approach to show that financial intermediation
can influence fertility and labor decisions by raising market wages. Binder
et al. (2002) suggest a latent variable framework for the analysis of fixed ef-
fects PVARs. Several applications build a VAR model from single-equation
dynamic panel models. Rousseau and Wachtel (2000) for example, apply the
approach of Arellano and Bond (1991) to study dynamic interactions between
stock markets and economic performance in individual countries. Canova and
Ciccarelli (2000) provide Bayesian methods for forecasting variables and pre-
dicting turning points in panel Bayesian VARs.
The references listed above apply models that are developed for panel data,
i.e. for data with finite T (time span) and large N (number of cross-sections).
However, many available data sets in marketing have diﬀerent characteristics,
and should be considered in a diﬀerent setting (Beck 2001). In scanner data,
for example, the number of cross-sectional units, i.e. stores or products in a
category, is usually finite and rather limited while the time span is often quite
large (e.g. several weeks). In addition, scanner data is usually only available
for specific cross sections (e.g. for a particular store-chain), that cannot be
considered as a representative sample of the total population. Hence, one
should be reluctant to generalize results of a VAR model that is calibrated on
some subset of cross-sectional units to the entire population of all cross-sectional
units (e.g. all stores in the Netherlands) but rather interpret the parameter
estimates conditional on the observed units. For these reasons, estimation
methods that are consistent for large T may be more suitable than PVAR
models for marketing applications. Papers that discuss this diﬀerent setting
for estimating pooled univariate time series models are Beck and Katz (1995),
Beck (2001), Beck et al. (2001), and Beck and Katz (2001). We extend their
approach to the case of multiple time series models (i.e. VAR models). In
line with the terminology of the above mentioned papers we refer to these
estimation procedures as T ime Series C ross Sectional (TSCS) methods.
2Despite the fact that the unit-by-unit approach estimates separate models for each cross-
sectional units, we regard it as a pooling approach: the unit-by-unit models may be considered
as one extreme of the pooling-spectrum.
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An additional advantage of estimating VAR models using TSCS procedures
is that they do not face the incidental parameter problem that is associated with
PVAR models (Neyman and Scott 1948). Moreover, the estimation procedures
in a TSCS setting are simlper than the estimation procedures in a PVAR
setting.
It may be questionable whether the parameters of economic relationships
are stable across cross-sectional units, i.e. there may be heterogeneity in the
slope parameters. Hsiao (1986) and Hsiao and Sun (2000) point out that ne-
glecting parameter heterogeneity can be quite serious: “it could lead to incon-
sistent or meaningless estimates of interesting parameters”. (Hsiao 1986, p. 5).
Haque et al. (2000), Pesaran and Smith (1995), and Robertson and Symons
(1992) find that the negligence of slope heterogeneity is yet more serious in
dynamic panel data models. The problem arises because in these models the
regressors contain lagged endogenous variables. These variables are serially
correlated. Therefore, incorrectly ignoring coeﬃcient heterogeneity induces se-
rial correlation in the disturbance term. This generates inconsistent estimates
even if T → ∞. In view of these findings, it is essential to use a model that
accommodates heterogeneity to a suﬃcient extent so that unbiased estimates
of the pooled parameters can be obtained. On the other hand, a model that
allows for an excessively high degree of heterogeneity requires the estimation of
extra parameters and hence, reduces eﬃciency compared to a model with ho-
mogenous parameters. We list and provide a brief discussion of several pooling
tests that facilitate the determination of the appropriate level of cross-sectional
heterogeneity. In view of the discussion above it is essential (especially in esti-
mating VAR models from TSCS data) to use a model that adequately captures
heterogeneity in order to obtain eﬃcient and unbiased estimates of the mean
parameters.
In summary, the contributions of this chapter are:
• we extend the TSCS approach of Beck and Katz (1995 and 2001) and
Beck and Katz (2001) to a system of equations setting;
• we introduce and compare models that combine time series data for mul-
tiple units;
• we propose several pooled VAR models that accommodate diﬀerent levels
of cross-sectional heterogeneity;
• we compare the four major approaches that provide estimates of the mean
parameters based on theoretical considerations;
• we compare the small sample behavior of the approaches through Monte
Carlo simulations in the case of heterogeneous slope coeﬃcients;
• we emphasize the importance of using the model that adequately captures
heterogeneity and;
102 Chapter 6
• we list several tests and approaches for the investigation of parameter
heterogeneity across stores.
This chapter is organized as follows. In Section 6.2 we specify VAR mod-
els for the analysis of cross-sectional-level data. We introduce and discuss the
main approaches of pooling in Section 6.3. In Section 6.4 we compare the four
most widely applied approaches that provide mean VAR parameters: RCM ,
FEM/CCM , estimating VAR models from aggregate data, and averaging dis-
aggregate estimates. We examine their small sample behavior under parameter
heterogeneity through a small simulation study in Section 6.5. Several poola-
bility tests are discussed in Section 6.6. Finally, we conclude the chapter and
point out areas that require further exploration in Section 6.7. An application
of the TSCS approach can be found in Chapter 7.
6.2 VAR models for multiple units
All of the VAR applications in marketing up till now use a market-level model
specification. In previous chapters we also followed this approach. In this chap-
ter, however, we assume that the available data allow for a model specification
on a more disaggregate cross-sectional level. For example, the model that we
will discuss in Chapter 7 is specified at the store-level. Furthermore, we assume
that T (the time-span) is fairly large.
A general VAR model of order P for cross-section i has the following struc-
ture:
Ai,0Yi,t = αi +
P[
t∗=1
Ai,t∗Yi,t−t∗ + ui,t, (6.1)
where Yi,t is a k-dimensional vector of endogenous variables of cross-section i at
time t, Ai,t∗ is a k×k matrix that contains the immediate reaction parameters
for t∗ = 0, and the delayed reaction parameters for t∗ ∈ {1, 2, · · · , P} for cross-
sectional unit i. The vector αi is a cross-section-specific intercept, and ui,t is a
disturbance term, ui,t ∼ N (0,Σi) where Σi is usually assumed to be diagonal.
This is the structural representation of the VAR model for cross-section i.
As we know from Chapter 3, multiplication of Equation (6.1) with any
nonsingular k×k matrix results in an equivalent representation of the process.
The reduced form of the model is obtained by pre-multiplying Equation (6.1)
with A−1i,0 , which gives:
Yi,t = βi +
P[
t∗=1
Ci,t∗Yi,t−t∗ + εi,t, (6.2)
where βi = A
−1
i,0αi, Ci,t∗ = A
−1
i,0Ai,t∗ for t
∗ = 1, · · · , P , and εi,t = A−1i,0ui,t, with
εi,t ∼ N (0,Ωi), where Ωi = A−1i,0ΣiA−1i,0
3
.
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6.3 Four modeling approaches
In this section, we discuss four modeling approaches that provide mean esti-
mates of the VARX parameters based on disaggregate data. The four modeling
approaches are:
1. unit-by-unit modeling;
2. constant coeﬃcients modeling;
3. fixed eﬀects modeling;
4. random coeﬃcients modeling.
Ad 1.) The first modeling approach is the collection of models that were
discussed in Chapter 3. Equation (6.2) specifies a separate VAR model for
each cross-sectional unit. These models are useful to consider in the ideal
situation where the time span of the data is long enough to ensure eﬃcient
and reliable estimation of all cross-sectional models, so that there is no need
to combine the information across cross sections. We refer to the models in
Equation (6.2) as the unit-by-unit models. This modeling approach assumes
that the cross-sections are not related at all and fully accommodates cross-
sectional heterogeneity. The unit-by-unit models are not pooled at all, and
may be considered as one extreme of the pooling-spectrum.
Ad 2.) The second modeling approach is at the other extreme, viz. it assumes
complete homogeneity across cross-sections (i.e. governed by the same specifi-
cation). We refer to such a model as the Constant Coeﬃcients M odel (CCM ).
A CCM version of Equation (6.2) is:
Yi,t = β +
P[
t∗=1
Ct∗Yi,t−t∗ + εi,t, (6.3)
with εi,t
i . i . d .∼ N(0,Ωi). The unit-by-unit model and the CCM can be esti-
mated using Feasible Generalized Least Squares (FGLS). Details concerning
the estimation of these models can be found in Appendix C. Relative to the
unit-by-unit models, the CCM has more degrees of freedom available for esti-
mation. However, at the cost of the often untenable assumption of complete
cross-sectional homogeneity.
The third and the fourth modeling approaches can be used to achieve a
trade-oﬀ between the eﬃciency of the estimates and the level of heterogeneity
that is accommodated by the model.
Ad 3.) For the third modeling approach we assume that the cross-sectional
heterogeneity can be captured by cross-section specific intercepts. Specifically,
we consider F ixed EﬀectM odels (FEM s)3, where the intercept is cross-section
3One might also contemplate to consider Random Eﬀect M odels (REM s). However, as
T grows large, the REM converge to the FEM (see, for example, Beck 2001 or Pesaran and
Smith 1995). Consequently, here we focus on the FEM and expect similar results for the
REM s. In addition, the REM can be considered as a special case of RCM.
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specific, but the other parameters are fully pooled. We specify the FEM analog
of the unit-by-unit models in Equation (6.2) as:
Yi,t = βi +
P[
t∗=1
Ct∗Yi,t−t∗ + εi,t, (6.4)
with εi,t
i . i .d .∼ N(0,Ωi). In Chapter 7 we present a VAR model that contains
sales response functions, specified in log-log form. For these equations, a store-
specific intercept may accommodate sales diﬀerences that are due to e.g. store
size. If it is reasonable to assume that the customers of the diﬀerent stores
react with the same elasticity to promotional activities, the FEM may cap-
ture enough cross-sectional heterogeneity, while preserving a high number of
degrees-of-freedom.
Estimation of the parameters of a FEM with FGLS with Dummy V ariables
(FGLSDV ) provides a consistent estimator that are asymptotically eﬃcient
when T →∞ under standard regularity conditions (Bun 2001). This estimation
procedure for FEM s is outlined in Appendix D.
Ad 4.) The fourth modeling approach allows for cross-sectional hetero-
geneity in all parameters. However, the restriction is that the parameters vary
jointly in a random manner, specified by a certain multivariate distribution.
Thus, the parameters of a cross-sectional model are considered as drawings
from some multivariate distribution. These models are referred to as Random
Coeﬃcient M odels (RCM s)4.
We specify the RCM -analog of Equation (6.2) as follows5:




where Hi = (βi, Ci,1, · · · , Ci,P ), the matrix containing the parameters of the
model satisfies the following restrictions:
vec(Hi) ∼ N(vec(H),Γ)
E(Hi −H|Yi,t−1, Yi,t−2, · · · , Yi,t−P ) = 0 (6.5)
E(εi,t|Yi,t−1, Yi,t−2, · · · , Yi,t−P ) = 0
E(εi,tε3j,t) =

Ωi if i = j
0 if i 9= j .
To get some intuitive understanding of the RCM, it is useful to think of it as
a shrinkage estimator. If the individualHis are completely shrunk back to their
4These models are also often referred to as Random Coeﬃcient Regression Models. The
terminology we use is also used by Beck and Katz (2001) and Beck et al. (2001).
5The methodology described here can be considered as a multiple equation extension of
the work of Beck and Katz (2001) and Swamy (1971).
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mean H, then RCM hardly captures more heterogeneity than the CCM does.
On the other hand, if there is almost no shrinkage, then using RCM provides
no eﬃciency gain relative to the GLS estimates of the unit-by-unit models.
The degree of shrinkage is a function of the heterogeneity in the unit-by-unit
estimates and the information that is contained in these estimates. The RCM
can be estimated by a modified Swamy estimator. The estimation of RCM,
based on the works by Beck and Katz (2001) and Swamy (1971), is explained
in detail in Appendix E.
6.4 Comparison of approaches for obtaining mean
parameter estimates
There are many alternative approaches to obtain estimates of VAR models
that capture the average behavior of the cross-sectional units. We compare the
four most widely used approaches; (1) estimating a VAR model from aggregate
data, (2) averaging disaggregate estimates (unit-by-unit model), (3) FEM 6,
and (4) RCM . Table 6.1 provides a short overview of the diﬀerences among the
approaches.
(1) estimating a VAR model from aggregate data
The most widely used approach in marketing is to build a VAR model on
aggregate data (e.g., Dekimpe and Hanssens 1995, 1999, 2000, Dekimpe et al.
1999, Nijs et al. 2001, Srinivasan et al. 2000, Srinivasan and Bass 2001, and
Takada and Bass 1998 ). This method requires a relatively small, manageable,
and usually not so expensive data set, however, it may easily lead to degrees
of freedom problems. It is also subject to potential aggregation bias7 and to
potential bias due to heterogeneity among the cross-sections. In addition, “the
aggregation process destroys the variability between brands or districts which
often represent important sources of information with respect to brand, or sales
district uniqueness” (Moriarty 1975).
Christen et al. (1997) focus on the bias that arises from linear aggregation
when using a non-linear model8. They conclude that “the magnitude of bias
is substantial and should not be ignored”. They show that especially in the
case of models with many variables (such as the basic SCAN*PROmodel or the
VARX model) the biases in estimated eﬀects from the aggregate (market-level)
data can be very large. As market response functions are usually nonlinear
(Christen et al. 1997 and Leeflang et al. 2000) and as there is a tendency for
VARX models to be defined in a log-log specification in marketing (Horváth
et al. 2001, Nijs et al. 2001, and Steenkamp et al. 2001) aggregation bias is a
serious potential problem for VARX applications.
6We do not discuss the CCM here since it can be considered as a special case of the FEM
and the main arguments that hold for the FEM are also valid for the CCM.
7Problems caused by improper aggregation are generally referred to as aggregation bias.




Another method is to estimate unit-by-unit models and average these esti-
mates. This approach requires a large data set and does not utilize relation-
ships between cross-sectional units (i.e. “does not borrow strength”). Hence,
it arrives at the degrees-of-freedom problem very easily. In fact, faster than
the aggregate approach because the variation can be quite low (for example,
if one wants to estimate the price elasticity of a brand from a series of 104
data points but the analyzed brand is only promoted four times in this period,
the parameter estimates are not reliable due to the low variation in the data).
This approach does neither suﬀer from aggregation bias nor from bias due to
uncaptured heterogeneity.
pooling: (3) FEM and (4) RCM
The approaches that actually combine time series data over multiple units
are the FEM and the RCM. Both of these methods increase the number of
available observations for the estimation of the parameters by utilizing the
relationships between the cross-sectional units. They both do not suﬀer from
aggregation bias but FEM is incapable of capturing heterogeneity in the slope
coeﬃcients.
Besides solving the degrees-of-freedom problem, FEM and RCM oﬀers some
further advantages, viz. they avoid aggregation bias and they oﬀers the oppor-
tunity to exploit both cross-sectional and time-series variation for parameter
estimation. In addition the RCM avoids bias that arises in the case of dynamic
models when parameter heterogeneity between units is incorrectly ignored (Pe-
saran and Smith 1998) and using RCM the homogeneity assumptions can be
tested and heterogeneity can be accommodated in several ways.
6.5 Simulation studies
We run Monte Carlo simulations to address the small-sample properties of the
diﬀerent approaches. We draw 1000 data-sets from VAR(1) models with two
endogenous variables and constant terms for 10 cross-sectional units over 100
time periods. We draw the error terms from a multivariate normal distribu-
tion with zero expected value. To induce heterogeneity between the cross-
sections we split them into two homogenous groups of 5. We induce diﬀerent
data-generating processes (i.e. diﬀerent VAR parameters) for the groups. The
original parameter values of the two models are presented in Table 6.2 together
with other details concerning the setup of the simulation study9. We apply
9 In Table 6.2 the parameter matrices of the VAR system are vectorized and trasposed.
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the four approaches to estimate the mean parameters of the VAR model that
were discussed in the previous section: (1) we aggregate the data over the 10
cross-sections and estimate a VAR model from the aggregated data (aggregate
approach), (2) we build separateVAR models for each cross-section and average
the estimated parameters afterwards (disaggregate approach), (3) we estimate
mean parameters from a FEM , and (4) we estimate mean parameters using a
RCM . To get an idea about the distribution of VAR parameter estimates, we
present box plots of the simulation results for each of the diﬀerent estimation
techniques in (Figure 6.1)10 . The dashed line indicates the original (mean)
parameters. Each subplot in the figure shows the boxplots of the simulated
parameter estimates for the four approaches of one of the four parameters.
The upper-left subplot shows, for example, the boxplots of the simulation re-
sults for the first parameter in Table 6.2. The upper-right box corresponds
to the second, the lower left to the third, and the lower right to the fourth
parameter. The boxplots clearly indicate that (for the setup of the simulation
study) aggregation and the FEM approach (i.e. the approaches that do not
allow for heterogeneity in the slope coeﬃcients) lead to biased estimates of the
mean parameters. The RCM performs quite well (its mean and median are
the closest to the original mean and it has relatively low standard deviation of
the parameter estimates) despite the fact that the distribution of the parame-
ters over the cross-sections is far from normal. The disaggregate approach also
10We only provide box-plots of the slope parameters because IRA and FEVD utilize these
parameters.
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Table 6.2: Summary statistics of the simulation study
Number of draws 1000
Number of data points (T ) 100
Number of cross-sections (N) 10
Slope Parameters Constants
Original 1 (5 units) −0.3 0.1 0.1 −0.4 2 3
Original 2 (5 units) 0.7 0.3 −0.5 0.5 2 3
Original mean values 0.2 0.2 -0.2 0.05 2 3
Var-cov matrix of the residuals (vectorised) 1 0.3 0.3 0.7
performs well, its results are comparable to the RCM . To gain further insight
into the small sample behavior of the diﬀerent approaches we compute the
Average Squared Prediction Error (ASPE), also known as the M ean Squared
Error (MSE), for each approach. The ASPE captures bias and variance of
the parameter estimates. We decompose it according to Leeflang et al. (2000,
p. 507) into the Average Prediction Error (APE ) that captures bias and into
a variance component to capture unreliability (variance), see Table 6.3. We
Table 6.3: Monte Carlo experiment results - experiment 1
Slope Parameters Constants
ASPE (MSE)
Aggregate 0.0462 0.0132 0.0542 0.1091 0.2805 0.5379
FEM 0.0233 0.0050 0.0371 0.0654 1.4581 0.5835
Disaggregate 0.0008 0.0010 0.0006 0.0007 0.0178 0.0108
RCM 0.0008 0.0006 0.0010 0.0007 0.0163 0.0102
APE
Aggregate 0.1943 -0.0811 -0.2244 0.3229 0.3246 -0.6798
FEM 0.1471 -0.0606 -0.1910 0.2534 -1.2006 -0.7564
Disaggregate -0.0076 0.0017 -0.0061 -0.0019 0.0577 0.0296
RCM -0.0041 -0.0066 -0.0006 -0.0002 0.0449 0.0220
Variance
Aggregate 0.0085 0.0066 0.0039 0.0048 0.1751 0.0758
FEM 0.0017 0.0013 0.0006 0.0012 0.0166 0.0113
Disaggregate 0.0008 0.0010 0.0005 0.0007 0.0145 0.0099
RCM 0.0008 0.0005 0.0010 0.0007 0.0143 0.0097
see that the RCM and the disaggregate approach outperform the aggregate
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The dashed lines indicate the original (mean) parameters.
approach and the FEM both in terms of variability and unbiasedness. RCM
performs slightly better than the disaggregate approach especially with respect
to variance. This lower variance is due to the eﬃciency gain from combining
cross-sectional units. For the slope parameters, the aggregate approach is the
worst according to all measures. For the constants, the disaggregate approach
and the RCM approach perform better than the aggregate approach and the
FEM approach. The poor performance of the aggregate approach is due to
both larger bias and larger variability, whereas the poor performance of FEM
is due to larger bias only.
To examine the relative performance of the approaches when the number
of observations is smaller, we run new Monte Carlo experiments with a smaller
number of time points (T = 10). We decompose the ASPE analogously to
Table 6.3. The results are presented in Table 6.4. We see that all methods
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Table 6.4: Monte Carlo experiment results - experiment 2
Slope Parameters Constants
ASPE (MSE)
Aggregate 0.1545 0.0482 0.1081 0.1689 1.2335 0.8694
FEM 0.0388 0.0217 0.1024 0.1014 1.5770 0.6120
Disaggregate 0.0136 0.0182 0.0132 0.0108 0.3259 0.2105
RCM 0.0108 0.0163 0.0115 0.0095 0.2753 0.1801
APE
Aggregate 0.3337 -0.0635 -0.2893 0.3780 -0.2041 -0.4514
FEM 0.1679 -0.0932 -0.3123 0.3058 -1.1796 -0.6944
Disaggregate -0.0598 -0.0290 -0.0578 -0.0411 0.3916 0.3218
RCM -0.0359 -0.0333 -0.0560 -0.0293 0.3303 0.2735
Variance
Aggregate 0.0432 0.0442 0.0244 0.0261 1.1918 0.6656
FEM 0.0106 0.0130 0.0049 0.0079 0.1857 0.1298
Disaggregate 0.0101 0.0174 0.0099 0.0091 0.1725 0.1070
RCM 0.0095 0.0152 0.0084 0.0086 0.1662 0.1053
perform worse than in the previous case due to the small sample bias that
gets more serious for short time series and due to the reduced number of de-
grees of freedom. Again, the approaches that allow for heterogeneity in the
slope parameters outperform the other two. The aggregate method has the
highest ASPE values and the highest variance. The variances of the parame-
ters using the other three estimators increase as the sample size gets smaller
but they all stay relatively small. The FEM estimates have in general the
smallest variance. This is probably due to the fact that this model applies the
strongest assumption about cross-sectional heterogeneity and hence, has the
largest number of degrees of freedom. This becomes essential when the num-
ber of available longitudinal observations is small. However, the estimates are
significantly more biased than those of the unit-by-unit model or the RCM. The
last two approaches perform very similarly with respect to bias but the RCM
parameters have smaller variation due to the eﬃciency gain from combining
the cross sections. This results in lower ASPE values, too.
Our findings are in line with those of Pesaran and Smith (1995) who examine
the consistency of several approaches to estimate the average coeﬃcients in dy-
namic models. They find that “when the coeﬃcients diﬀer across groups (cross
sections), pooling and aggregating give inconsistent and potentially highly mis-
leading estimates of the coeﬃcients ... in dynamic models, even for large N
and T”
Bartels (1996) argues that “we are always in the position of deciding how
much we should pool some observations with others, and we always have a
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choice ranging from complete pooling to assuming that the data have nothing
to do with each other”. He proposes that one should estimate a model allowing
for varying degrees of pooling and then take a scientific decision after examining
the locus of all such estimates. In the nect section we discuss several test that
facilitate such a decision.
6.6 Testing poolability
Despite the widespread application of panel and TSCS data models in prac-
tise testing of the so-called poolability hypothesis of constant slope coeﬃcient
vectors is often neglected in empirical analysis. However, when estimating a re-
gression relationship poor inference may be drawn if the true slope coeﬃcients
vary across units and we do not accommodate for this heterogeneity, especially
when dynamics are present (Bun 2001, Pesaran and Smith 1995, and Robert-
son and Symons 1992 ). So, a thorough investigation of heterogeneity should
precede the choice of the final TSCS model. To facilitate this investigation, we
briefly discuss several pooling tests in this section.
The most popular test for the poolability of TSCS is the Chow (1960) F
test. This test can be applied to investigate the null-hypothesis of parameter ho-
mogeneity: Hi = Hj for all i 9= j11 . The statistic that follows an F -distribution





whereRRSS is the sum of squared residuals from the restricted (pooled) model,
URSS is the sum of squared residuals from the unrestricted (unit-by-unit)
model, r is the number of linearly independent restrictions, and d is the number
of degrees of freedom for the unrestricted model. This statistic has a logical
extension for the system of equation context, that is, instead of using RSS, we
use the trace of the variance-covariance matrix of residuals.
Swamy (1971), p. 123−124, suggested that a test of the random coeﬃcient
model can be based on the diﬀerences between the unit-by-unit estimates and



















eV −1i hOLSi ,
11The Chow test can also be applied on a subset of the model parameters. It can, for
example be used to evaluate the null hypothesis of equal slope coeﬃcients for the cross-
sections, but diﬀerent intercepts.
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where hOLSi and eVi are defined as in Appendix E. This statistic follows a χ2-
distribution with Q(N − 1) degrees of freedom where Q is the number of pa-
rameters for one cross section in the VAR model, and N is the number of cross
sections.
Bun (2001b) examines the small sample performance of these classical asymp-
totic tests for regression models with both lagged dependent variables and
nonspherical disturbances. His conclusion is that these test procedures per-
form rather poorly when using critical values from either the F - or the χ2-
distribution. He suggests to use the original Chow F test statistics with boot-
strapped critical values to increase accuracy.
Baltagi et al. (1996) derive a nonparametric poolability test for panel data.
They find that the advantage of this approach over conventional parametric
tests is its robustness to regression functional form misspecification.
Another way of exploring heterogeneity is cross-validation. Beck (2001)
suggests this approach for TSCS data. This procedure involves estimating
the model several times, leaving one cross-sectional unit out at a time. The
estimation results are then compared to find out whether some cross sections
are predicted less well than others.
In the empirical application that we discuss in the next chapter, we will
apply the Chow-test to test the poolability of the parameters. To this end,
we start by estimating the unit-by-unit models. Subsequently, we estimate the
three remaining models and test whether pooling is allowed.
6.7 Conclusions, limitations, future research
In this chapter we proposed a modeling strategy that overcomes one of the
main drawbacks of VAR modeling, viz. the degrees-of-freedom problem. This
problem occurs frequently in practical VAR applications due the fact that the
number of parameters of a VAR model increases quadratically with the dimen-
sion of the system of equations. This requires a large number of data points.
In addition, unbiasedness of the estimates depends on asymptotics: this puts
additional demands on the number of observations. Obviously, the potential
danger of this problem lies in obtaining unreliable estimation results due to a
shortage of degrees of freedom.
All applications of VAR modeling in marketing to date use specifications
on a high aggregation (market-) level. The usual approach for gaining degrees
of freedom is to reduce the number of parameters by restricting the model.
However, in many cases, the data is also available at a lower aggregation level
(e.g. store-level). We proposed to gain degrees of freedom not by reducing the
number of parameters, but by increasing the number of observations through
pooling of the data of multiple cross-sectional units.
We discussed four diﬀerent pooling approaches. We started with the two
extremes of ‘the pooling spectrum’. First we discussed the unit-by-unit ap-
proach. In this approach the cross-sectional units are not pooled at all; a
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separate model is estimated for each cross-sectional unit. Secondly, we consid-
ered the Constant Coeﬃcient M odel (CCM ). This model oﬀers the highest
possible degree of pooling, since all parameters in the model are assumed to
be constant for all cross-sectional units. The third and the fourth pooling ap-
proaches were the F ixed Eﬀects M odel (FEM ) and the Random Coeﬃcients
M odel (RCM ), respectively. These models can be used to strike a balance
between the level of pooling and the amount of parameter heterogeneity that
is allowed for. For each of the four pooling approaches, we provided details on
estimation methods.
Subsequently, we compared the FEM s, the RCM s and two other methods
(estimating VAR model from aggregate data and averaging disaggregate esti-
mates) based on theoretical and practical issues. We discussed the alternative
models, with special interest in the RCM, and addressed their small-sample be-
havior (when heterogeneity is present between cross-sections) by small Monte
Carlo studies.
We found (in accordance with Pesaran and Smith 1995) that in the presence
of heterogeneity in the slope coeﬃcients between the cross sections the usage
of FEM s or models on aggregated data (i.e.if we apply approaches that do
not allow for heterogeneity in the slope coeﬃcients) may lead to biased mean
estimates in case of dynamic models. In our Monte Carlo studies the RCM
outperformed all other considered approaches (i.e. the aggregate approach,
the disaggregate approach, and the FEM ) even when the distribution of the
parameters over the cross-sections was far from normal.
The finding that FEM s and models based on aggregate data may lead to
biased estimates in case of heterogeneity between cross-sectional units draws
attention to the heterogeneity issue and the possible bias that may arise from
ignoring heterogeneity. In the light of these results we recommend to investigate
heterogeneity using statistical tests before selecting the final, “optimal ” model
and to apply approaches that suﬃciently allow for heterogeneity between cross-
sectional units.
We leave several areas for further investigation.
First, in this chapter we investigated how to implement the ‘classical’ pool-
ing approaches in a VAR setting. It might be interesting to study alternative
approaches. We list several possibilities.
• It might be interesting to discover segments in the cross-sectional units
and to estimate a pooled model per segment (using e.g. “fuzzy pooling”,
see Ramaswamy et al. 1993);
• Another possibility is the Bayesian hierarchical model developed by West-
ern (1998) that allows the time-series coeﬃcients to vary across cross-
sections;
• Bemmaor et al. (1999) suggest to pool the data for some subset of the
variables (“partial pooling”). A similar idea can be implemented in a
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VAR setting through restriction of elements of the Γ matrix of the RCM
(Equation (6.5));
• Bartels (1996) suggests to obtain so-called “fractional pooled” regression
estimators by properly weighting the unit-by-unit estimates based on the-
ory prior beliefs about the theoretical relevance of disparate observations.
He proposes that one should estimate a model allowing for varying de-
grees of pooling and then take a scientific decision after examining the
locus of all such estimates.
Second, we assumed a spherical covariance structure for the disturbance
term of the VAR models. Hence, we do not allow for spatial interactions of
the cross-sectional units. It might be interesting to study how to relax this
restriction.
Third, we only focused on stationary variables. Our approach can be ex-
tended to systems with evolving and cointegrated variables.
Fourth, pooling provides opportunities to extend the VAR model to a higher
system and model competition for non-price instruments, as well. We have
already mentioned in Chapters 3, 4, and 5 that most of the marketing literature
that use VARX models to analyze competitive behavior only consider sales
and prices as endogenous variables and keep other marketing mix variables
exogenous. This choice is often justified by the degrees-of-freedom problem
that (high dimensional) VAR models face. The approach of pooling provides
opportunities to consider a more general model because degrees of freedom are
gained from combining cross-sectional units. Although, a problem may arise
when other marketing instruments than price are endogeneously included in
the model. This may require the application of a diﬀerent type of models,
due to the fact that some of these variables are indicator variables (such as
feature, display, refund). Estimation of the competitive reaction functions of
binary variables in the system of equations could use the approach of Beck
et al. (1998) and Beck et al. (2001).
Fifth, complications may occur in the interpretation of RCM s of higher
order autoregressive processes if we assume normal distribution of the param-
eters over the cross-sections. Take an AR(2) process for simplicity. Suppose
the RC parameter for the AR(1) parameter is 1.2 with standard deviation 0.2,
and for the AR(2) parameter it is −0.4 with standard error 0.2. These two
RC s capture AR(2) models with parameters 1.0 and 0.0 (the unit roots case),
0.8 and −0.6, (very short cycles), and 1.2 with −0.1 (explosive data) and 1.2
−0.22 (very long cycles). Hence, these RCM s may summarize data that one
would not want to summarize in the first place. An approach to overcome this
problem would be to use a truncated distribution. This approach may require
some Bayesian method (Western 1998). Another solution may be to apply par-
tial pooling (Bemmaor et al. 1999) over the AR parameters. Although, when
applying this approach we have to investigate the heterogeneity (and hence,
the poolability) of the AR parameters in order to avoid the heterogeneity bias.
Combining Time Series Cross Sectional Data 115
Sixth, concerning the bias arising from ignoring heterogeneity in dynamic
models, there are several issues that still need to be addressed. The small
sample properties of the alternative approaches should be studied more com-
prehensively through further Monte Carlo studies. This concerns, for example,
the behavior of the approaches for (i) data sets with diﬀerent dimensions, (ii)
data with diﬀerent sources of heterogeneity, and (iii) diﬀerent VAR models.




Dynamic analysis of a
competitive marketing
system based on TSCS data
7.1 Introduction
As we pointed out in Chapter 6, multiple time series studies traditionally use
aggregate data1. See, for example, Dekimpe et al. (1999, 2001), Dekimpe and
Hanssens (1995), and Nijs et al. (2001). The application of aggregate data
may lead to biased estimates, especially in nonlinear models, for example due
to heterogeneity in demand and/or marketing mix activity across disaggregate
units (Gupta et al. 1996, Christen et al. 1997 , and Leeflang et al. 2000, p.
277). Store heterogeneity in demand and in reaction functions may result from
diﬀerences in store profiles (e.g., size of store, shelf space allocated to brands),
in consumer profiles (e.g., income, family life cycle), and in competitive profiles
(e.g., distance to other stores, number, size, and type of competitive stores).
In contrast with the existing approaches in marketing research, in this chap-
ter we apply the methodology that was introduced in Chapter 6 for the esti-
mation of a VARX model from store-level data. Namely, we calibrate F ixed
Eﬀects M odels (FEM s) that accommodate some heterogeneity among stores,
provide eﬃciency gains, and are largely free of aggregation biases. We com-
pare the results with those obtained using the traditional aggregate approach
of Chapter 4.
The focus of this chapter is on models that accommodate dynamic phe-
nomena and include demand functions and competitive reaction functions. Al-
though the extant literature tends to restrict the reaction functions to market-
ing decision variables, we also allow for feedback eﬀects that model competitive
1This chapter is an adapted version of Horváth et al. (2003).
118 Chapter 7
reactions to consequences of actions. These consequences may show both in
own brand and in other brands’ performance variables. Specifically, we deter-
mine how much a firm’s competitive behavior can be attributed to competitive
reactions, reactions to the consequences of one’s own and competitive behavior,
and to internal decisions (inertia and intrafirm eﬀects).
We distinguish direct and indirect eﬀects of promotional activities. Re-
member that direct eﬀects are the straight eﬀects of marketing actions on a
performance measure (sales, market share). Indirect eﬀects capture the eﬀects
of marketing actions on performance through mediator variables such as com-
petitive reactions, feedback eﬀects, and intrafirm eﬀects (internal decisions).
The short-run eﬀects of marketing actions on sales are called immediate ef-
fects. The sum of direct eﬀects over a time horizon are called gross eﬀects.
The net eﬀects are the sum of the direct and indirect eﬀects measured over
the same time horizon. Hence, net eﬀects account for eﬀects resulting from
competitive reaction and feedback eﬀects while gross eﬀects do not.
The objectives and contributions of this chapter are:
• we develop a simultaneous dynamic system of demand equations and com-
petitive reaction functions to estimate immediate, gross and net eﬀects
of marketing actions on sales using IRA;
• we combine time series and cross sectional data to estimate the mean
parameters of VARX models;
• we provide an empirical illustration of the TSCS approaches outlined in
Chapter 6 and a thorough investigation of heterogeneity before appointing
the final model;
• we choose a model that accounts for some heterogeneity in the demand
and reaction functions between stores;
• we compare our results with the aggregate model outcomes of Chapter 4;
• we analyze the dynamic system by FEVD analysis to validate model
outcomes;
• we determine how much a firm’s competitive behavior can be attributed
to competitive reactions, reactions to the consequences of one’s own and
competitive behavior, and to internal decisions;
• we modify the procedure developed by Ariño and Franses (2000) to com-
pute IRA results for unit sales instead of log sales. This way the resulting
net eﬀect can be interpreted as additional unit sales;
• we apply Structural VAR (SVAR) models in line with Chapter 4;
• we apply a pooled model on two data sets. In one market there is a high
degree of competitive interaction. The other market is characterized by
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brands with unique market positions. Thus, the diﬀerence between gross
and net eﬀects should be large in the first and small in the second market.
We study the diﬀerences between the two data sets and;
• we obtain 95% confidence intervals around our IRF s and the immediate
price elasticities using bootstrap methods.
This chapter is organized as follows. In section 7.2 we specify our model for
TSCS data. Section 7.3 describes the calibration of the model. We present the
results using the TSCS approach for the tuna fish product category in Section
7.4 and compare them with the results on aggregate data. In Section 7.5 we
calculate the gross- and net-eﬀectsof price reductions under diﬀerent scenarios.
We summarize our findings in section 7.6.
7.2 Model specification
An important consideration in the specification of models that combine cross
sectional and time series data involves assumptions about parameter hetero-
geneity. We find that, see the poolability testing later, FEM is the most ap-
propriate model the tuna data. Analogously to Equation (1) in Chapter 4, we
specify the sales response functions for the fixed eﬀects VAR model as follows:
























(q = 1, · · · , Q, i = 1, · · · , n, and t = 1, · · · , T )
where
lnSqi,t is the natural logarithm of sales of brand i in store q in week t;
lnPIqik,t is the log price index (actual to regular price) of brand i in store
q in week t (k = 1 denotes prices that are supported and k = 2 denotes
prices that are not supported);
Fqj,t is the feature-only dummy variable for non-price promotion of brand j
in store q at time t;
Dqj,t is the display-only dummy variable for non-price promotion of brand j
in store q at time t;
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FDqj,t is the feature-and-display dummy variable for non-price promotion of
brand j in store q at time t;
αqi is a store specific intercept for the equation corresponding to brand i and
store q;
βPIijk,t∗ is the pooled elasticity of brand i’s sales with respect to brand j’s
price index;
ϕij,t∗ is the pooled elasticity of brand i’s sales with respect to its own sales
in week t− t∗;
βFij , βDij , and βFDij are the pooled current-week eﬀects on brand i’s log
sales resulting from brand j’s use of feature-only (F ), display-only (D),
and feature and display (FD);
n is the number of brands in the product category;
Q is the number of stores;
εqi,t are the disturbances.
Note that Equation (7.1) does not contain cross sectional unit eﬀects: i.e.
we do not assume that promotions in other stores q3 9= q, q3 = 1, · · · , Q, have
an eﬀect on Sqi,t.
Using the same notation, the competitive reaction functions for the FEM
are specified as follows:






















ηij,t∗ lnSqj,t−t∗ + υqit
(q = 1, · · · , Q, i = 1, · · · , n l = 1, 2 and t = 1, ..., T ).
where all variables are defined in Equation (7.1).
7.3 Calibration of the TSCS model
We use two data sets to determine the immediate, gross, and net eﬀects of
supported and non-supported price changes on own- and other brand sales
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using IRA. The first data set is the same data set that is used for the market-
level analysis discussed in Chapter 4. The diﬀerence is that we now use the
data pooled for 26 stores2 .
7.3.1 Shampoo data
The second data set consists of three shampoo brands sold in the Netherlands.
These three brands account for 84 percent of total category sales. The scanner
data represent 27 stores from a large retailer, cover 109 weeks, and include
information about promotional activities and sales. The three brands are posi-
tioned in three diﬀerent price segments. One brand has an average price of 2.50
euro per Stock K eeping Unit (SKU ), the average price of the second brand is
1.80 euro per SKU, and the third brand has an average price of 1.30 euro per
SKU. The price diﬀerences imply that the brands are perceived to present at
least partially non-overlapping benefits. Thus, we expect substantially reduced
competitive interaction activities in this category, meaning that the gross- and
net eﬀects should not diﬀer dramatically.
7.3.2 Calibration
We first consider the FEM calibrated for tuna data. Based on the Schwartz
C riterion (SC ) we set the order of the VARX model equal to two3. We test
heterogeneity/homogeneity of the coeﬃcients across cross-sectional units twice.
Firstly, we preform a series of Chow tests. To test for overall parameter
homogeneity we compare the sum of squared residuals (SSR) of the unit-by-
unit model to that of the CCM . To test for slope homogeneity we perform
Chow test for the unit-by-unit model and the FEM. Finally, we want to test for
homogeneous intercepts conditional on the acceptance of homogeneous slopes,
we compare the SSR od the FEM to that of the CCM . We present the test
statistics of these three Chow tests in Table 7.14.
In all cases we accept the null hypothesis of homogeneity for the slope co-
eﬃcients at the 5% significance level while we have to reject it for the constant
terms, even at the 1% level. It is interesting to notice that the equations for
which the slope-homogeneity cannot be accepted at the 10% level are those
2 In two stores the brands are not promoted. We exclude these stores from the analysis.
3We compute the SC ’s for FEMs with order 1 to 12 to determine the optimal order of
the model for the tuna data. We find that SC decreases with the inclusion of extra lags.
This is probably due to the fact that with many cross-sections additional lags are easy to
accommodate. Specifically, we find that the part that captures the model fit in SC gets
substantially higher weight than the part that penalizes for loss in degrees of freedom. In
addition, we find that the model of order 12, for example, suﬀers from a high amount of
multicollinearity. To overcome this problem, we compute the SC’s on randomly selected sets
of 10 stores, and find the order is between 2 and 4. Importantly, the eﬀects are robust across
models with orders varying from 2 to 6.
4We could only apply the pooling tests on 24 stores since for 2 stores there was not enough
variation in the data to estimate the unit-by-unit model. In addition, we could not include
the exogenous variables either for the same reason.
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in which non-supported prices are the dependant variables. This result may
arise form the relatively low variation in these variables that makes statistical
inference less reliable. To be more confident about our choice of the pooling
Table 7.1: Chow test results









lnS∗1 0.70 0.57 3.30
c




lnS2 0.91 0.69 5.30
c
lnPIws,2 0.62 0.62 0.68
lnPIns,2 1.37
c 1.12a 3.19c
lnS3 0.69 0.61 2.37c
lnPIws,3 0.62 0.61 0.98
lnPIns,3 1.10 1.12
a 0.61
aSignificant at the 10% level
bSignificant at the 5% level
cSignificant at the 1% level
∗PIws,i:supported price index of brand i,
PIns,i: non-supported price index of brand i,
and Si: sales of brand i, i = 1, 2, 3.
approach, we estimate RCM s for our applications and compare their IRA re-
sults with those of FEM. We find that the RCM-IRA results are very similar
to those of the FEM s. Thus, based on these and the F− test results we feel
confident that FEM -based pooling is meaningful for our application. The ho-
mogeneity in the slope coeﬃcient is probably due to the fact that our stores are
from the same supermarket chain. The stores attract the same types of people
and use marketing instruments in a similar pattern. Hence, the heterogeneity
(due to, for example, store or neighborhood size) can be captured by diﬀerent
constants. We use iterative FGLSDV for parameter estimation in line with the
previous chapter. We apply the same identification assumptions as in the case
of the market-level study in Chapter 4.
7.4 Comparing market-level and store-level re-
sults
In this section we compare the results obtained from the model calibrated on
store-level data with the market-level results. To accomplish this we compute
the immediate price elasticities, the IRF s that show the eﬀects of supported
and non-supported price reductions of the three brands on their own log-sales
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over time, and the FEVDs of lnS3, lnPIns,2, and lnPIws,2 in accordance with
Chapter 4. We show the immediate eﬀects (short-term price elasticities) in
Table 7.2. Similarly to Chapter 4, we use the percentile confidence interval
bootstrap method with 1000 replications to determine the 95% confidence in-
terval of the immediate price elasticities. From this table we conclude that:
Table 7.2: FEM: Immediate price elasticities
Price elasticities
Eﬀects on: Brand 1 Brand 2 Brand 3
Supported price brand 1 -6.10∗ 0.49∗ 1.04∗
Non- supported price brand 1 -3.90∗ -0.03 0.94∗
Supported price brand 2 0.46∗ -3.27∗ 0.78∗
Non- supported price brand 2 0.03 -1.97∗ 0.69∗
Supported price brand 3 0.85∗ 0.33∗ -6.89∗
Non- supported price brand 3 0.49∗ 0.35 -4.39∗
A ∗ indicates a significant parameter estimate (α = 0.05)
1. All immediate own-brand supported price elasticities are somewhat smaller
than the corresponding eﬀects in the aggregate model (Table 4.4 in Chap-
ter 4). For the non-supported price elasticities the diﬀerence depends on
the brand.
2. We find more significant immediate price elasticities than in the case of
the aggregate results. Namely, although the non-supported price elas-
ticity of brand 2 was not significant for the aggregate model, now it is
significant.
3. All own-brand price elasticities have the right expected sign and are sig-
nificant.
4. The own-brand price elasticities are much greater (in absolute value) than
the corresponding cross-brand price elasticities.
5. All but one of the cross-brand elasticities have the expected sign. The
single cross-brand elasticity with a negative sign is close to zero and is
not significant at the 5% significance level. We found two cross-brand
elasticities, which had the wrong sign based on aggregate data. Their
size was considerable relative to other cross-brand elasticities, however,
they were both insignificant at the 5% singnificance level.
6. All but one of the supported own- and cross-brand elasticities are larger
(in absolute value) than the corresponding non-supported elasticities.
This relation was often the opposite (conflicting with marketing theory)
in Table 4.4.
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7. Brands with higher own-brand eﬀects usually have higher cross-brand
elasticities. Brands that have high own-brand elasticities are generally
more sensitive to the eﬀects of prices of competitive brands than brands
with lower own-brand elasticities. Brand 3 is the most and brand 2 is the
least sensitive in this respect. We could not find similar results for the
aggregate model.
7.4.1 Impulse response analysis
Similarly to Chapter 4, we use IRA to learn about the dynamic behavior of the
analyzed tuna market. Figure 7.1 shows the eﬀect of 1% supported and non-
Figure 7.1: FEM: Own sales responses to 1% price cuts
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Response of ln(S3) to ln(PIws3)






Response of ln(S3) to ln(PIns3)
Si: sales of brand i; PIws,i: supported price index of brand i;
PIns,i: non-supported price index of brand i
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supported price reductions of the three brands on their own log-sales over time5.
The eﬀects of temporary price cuts die out over time due to the stationarity of
the variables. The dust-settling period lasts somewhat shorter than in the case
of the aggregated model for brands 1 and 3. This might be a consequence of the
shorter lag-structure. The supported and the non-supported price cuts induce
a high and significant contemporaneous increase in the own sales. Similarly to
Figure 4.1, Figure 7.1 also reveals some evidence of post-promotion dip around
the third-fourth weeks, however, the sales drops are in general smaller than for
the IRF s computed on aggregate data. The confidence intervals around the
IRF s that show the own-sales responses to supported price cuts (left column of
Figure 7.1) are narrower than those for the non-supported prices (right column
of Figure 7.1). The row data shows that price was more often used in combi-
nation with feature and/or display. Therefore, the data contains less variation
for non-supported prices than supported prices that makes statistical inference
less reliable on the eﬀects of non-supported price cuts than on supported price
reductions.
7.4.2 Forecast error variance decomposition
The FEVD results of the log-sales of brand 3 based on the FEM are presented
in Table 7.3. We find (in line with the aggregate results) that the sales of
Table 7.3: FEM: FEVD of lnS3
Contribution Time
of 1 2 3 4 5 10 15 20
lnSa1 0.00 0.00 0.06 0.13 0.13 0.13 0.13 0.13
lnPIws,1 1.52 1.34 2.51 2.52 2.62 2.66 2.66 2.66
lnPIns,1 1.26 1.02 1.19 1.16 1.28 1.31 1.31 1.31
lnS2 0.00 0.01 0.02 0.06 0.08 0.08 0.08 0.08
lnPIws,2 0.87 1.13 1.67 3.03 3.11 3.25 3.25 3.25
lnPIns,2 0.68 0.57 1.28 1.98 2.16 2.18 2.18 2.18
lnS3 1.41 1.36 1.32 1.28 1.27 1.26 1.26 1.26
lnPIws,3 66.99 67.76 66.18 64.78 64.42 64.22 64.22 64.22
lnPIns,2 27.28 26.80 25.78 25.07 24.94 24.90 24.89 24.89
aSi: sales of brand i; PIws,i : supported price index of brand i
PIns,i : non-supported price index of brand i
brand 3 are mainly influenced by own-brand supported and non-supported
price reductions (together 89.11−94.27%). However, the FEM results indicate
that the non-supported price cut is more eﬀective, relative to the supported
price reduction, than results on aggregate data suggested. In addition, the FEM
5Similarly to Chapter 4, the solid lines present the IRF s, while the dashed lines (above
and below the solid lines) the upper and lower 95% confidence intervals around the IRF s,
respectively.
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results establish more dynamics of the tuna market; the relative importance of
the own-brand price instruments declines over time and the eﬀect of competitive
brands’ price activity increases (altogether they aﬀect 9.4% of the variance of
lnS3 in period 20).
The FEVD results of lnPIns,2 based on the FEM (Table 7.4) also show
some diﬀerence from those obtained on aggregate (market-level) data. The
Table 7.4: FEM: FEVD of lnPIns,2
Contribution Time
of 1 2 3 4 5 10 15 20
lnS1 0.00 0.00 0.00 0.01 0.01 0.01 0.01 0.01
lnPIws,1 0.00 0.32 0.39 0.57 0.92 0.95 0.95 0.95
lnPIns,1 0.00 0.10 0.13 0.35 0.59 0.62 0.62 0.62
lnS2 0.00 0.02 0.02 0.05 0.06 0.06 0.06 0.06
lnPIws,2 0.00 9.29 8.86 8.62 8.52 8.74 8.74 8.74
lnPIns,2 100.00 89.46 85.99 84.86 84.28 83.68 83.66 83.66
lnS3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
lnPIws,3 0.00 0.10 1.98 2.18 2.15 2.23 2.23 2.23
lnPIns,3 0.00 0.71 2.62 3.37 3.47 3.71 3.72 3.72
own-brand price decisions have lower influence of the variance of lnPIns,2 (they
take 93.18% instead of 97.50%) and the ‘remaining’ 5% goes to the price cuts of
brand 3. This suggests that brand 2 partly (up to about 6%) bases its decision
about non-supported price cuts on the past price activity of brand 3. The own-
brand and cross-brand sales hardly aﬀect the non-supported price decisions of
brand 2.
In Chapter 4 we found that the supported price reductions were primarily
influenced by own past shocks (98.31 − 100% for brand 2), which suggests
that actions of competitor brands have only little influence on the supported
price decisions of brand 2. The FEVD of lnPIws,2 based on the disaggregate
data (Table 7.5) shows more competitive price eﬀects. According to the FEM
results, in period 20 approximately 11.47% of the forecast error variance of
the supported log-price variable of brand 2 can be attributed to past shocks to
competitors’ price variables. Interestingly, we see some eﬀect of past own-brand
non-supported price decisions on the evolution of the supported price of brand
2. We do not observe similar pattern for the supported price of the other two
brands.
7.5 Estimating gross and net eﬀects
Given the improved face validity of the estimated elasticities, relative to the
aggregate results, we now explore gross and net eﬀects of supported and non-
supported price discounts of the brands. A standard IRA traces the forecasted
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Table 7.5: FEM: FEVD of lnPIns,2
Contribution Time
of 1 2 3 4 5 10 15 20
lnSα1 0.00 0.06 0.07 0.07 0.07 0.07 0.07 0.07
lnPIws,1 0.00 0.37 2.27 3.90 3.92 4.13 4.13 4.13
lnPIns,1 0.00 2.92 3.99 4.78 4.74 4.78 4.78 4.78
lnS2 0.00 0.11 0.18 0.21 0.21 0.21 0.21 0.21
lnPIws,2 100.00 88.56 84.76 81.91 81.83 80.74 80.72 80.72
lnPIns,2 0.00 7.00 7.56 7.53 7.49 7.50 7.50 7.50
lnS3 0.00 0.01 0.01 0.02 0.02 0.02 0.02 0.02
lnPIws,3 0.00 0.96 1.14 1.49 1.58 2.11 2.12 2.12
lnPIns,3 0.00 0.01 0.02 0.11 0.13 0.44 0.44 0.44
eﬀects of an exogenous shock in an endogenous variable on the set of endogenous
variables over time. The determination of gross and net sales eﬀects requires
the summation of the forecasted sales eﬀects over the dust-settling period. Nijs
et al. (2001) argue that, when working with log-log model specifications, the
resulting net eﬀect (which they obtain by summing up the individual IRA
coeﬃcients of the log-transformed variables over the dust-settling period) can
be interpreted as an elasticity6. In contrast to their approach, we transform
the forecasts of log sales into unit sales, so that the resulting net eﬀect can
be interpreted as additional unit sales. To do this, we extend the approach
of Ariño and Franses (2000) to obtain unbiased sales forecasts from a VARX
model in which the endogenous variables are specified in natural logarithms.
For each store we obtain the sales eﬀect of a reduction in a price index
variable as follows7. We forecast unit sales of each brand in period t for a
temporary price cut of 20 percent8. From this we subtract the predicted sales
of the corresponding brand if no price cut is applied. The net eﬀects represent
the sum of the sales eﬀects (including immediate eﬀects) over the dust-settling
period. We compute the IRA-results over a period of 40 weeks, which turns
out to be much longer than the empirically observed dust-settling period.
7.5.1 Estimating gross and net eﬀects under diﬀerent sce-
narios
To determine the relevance of each type of reaction, we simulate the net sales
eﬀects under diﬀerent scenarios (Table 7.6) by selectively excluding:
• competitive reactions;
6We do not agree with this interpretation.
7The procedure is described in detail in Appendix F.





by setting the corresponding parameter values to zero9. If all three types of
reactions are eliminated, we obtain gross eﬀects. We do this for models with
and without internal decisions. The internal decisions represent intrafirm eﬀects
(relations between diﬀerent variables for the same brand) and inertia (lagged
endogenous eﬀects).
For these scenarios, the sales eﬀects are again summed over the dust-settling
period. We compute average store results for both tuna fish and shampoo.
Table 7.6: Simulation scenarios.
Diﬀerent Scenarios Internal decisions No internal decisions
Immediate eﬀects (1) (2)
Gross eﬀects (3) (4)
Net eﬀects (5) (6)
Without competitive reactions (7) (8)
Without own feedbacks (9) (10)
Without cross feedbacks (11) (12)
The system of equations presents a very complex set of relations between the
variables. As a result, it is impossible to specify appropriate expectations with
respect to the eﬀects of a temporary price discount on own- and cross-brand
sales for the various simulation scenarios: excluding a certain type of reaction
from the system eﬀectively removes a complex chain of sub-eﬀects.
We illustrate these complexities in Figure 7.2, where we show the possible
chain of eﬀects that follows the competitive reaction of brand 2 to a discount
for brand 1, for a simplified model based on the following assumptions:
• a two-brand market;
• competitive reactions, own and cross feedback eﬀects occur in each period;
• there are no internal decisions, there is no distinction between supported
and non-supported price cuts, there is no repeat purchase behavior, there
are no carry-over eﬀects and there is no allowance for the consequences
of a sales increase of brand 1 in period t (caused by a price cut of brand
1 in t).
In Figure 7.2, we show the price cut for brand 1 as an action in period t.
This is followed in period t + 1 by possible causal eﬀects on brand 2’s price
9Note that the VARX models are estimated in reduced forms so that the parameters of
this representation do not have behavioral interpretation. It is the structural form that has
behavioral content, so the restrictions are imposed on the SVAR model.
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Figure 7.2: Chain of eﬀects that follows the competitive reaction of brand 2 to a
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which possibly results in sales eﬀects for both brands. In period t + 2, the
change in brand 1’s price depends on a possible competitive reaction to brand
2’s price change in t + 1, and a feedback eﬀect related to brand 1’s and/or
brand 2’s sales change. In period t+ 3 we face a drop in sales for brand 1 and
a sales increase for brand 2, etc.
The diﬀerence between the net eﬀect and the scenario eﬀect is the sum-
mation of the sub-eﬀects that are indicated at the bottom of Figure 7.2 and
each sub-eﬀect is a multiplication of several parameters. Hence, the diﬀerence
between the net eﬀect and the scenario eﬀect depends on the relative sizes of
products of elasticities, and cannot be determined a priori.
7.5.2 Tuna fish results
We show the immediate, gross, and net sales eﬀects under diﬀerent scenarios
for cases with and without internal decisions in Tables 7.7 and 7.8 for the tuna
data. The figures in these tables represent the (average) additional sales in
brand units per store over the dust-settling period caused by a price discount
of 20 percent.
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From Table 7.7 we conclude that for a model that explicitly accounts for
internal decisions:
• net eﬀects (scenario 5) are generally larger than gross eﬀects (scenario 3);
and gross eﬀects are generally larger than immediate eﬀects (scenario 1);
• competitive reactions lead to higher net sales eﬀects (compare scenarios
5 and 7);
• own feedbacks lead to lower net sales eﬀects (compare scenarios 5 and
9);
• cross-brand sales feedback leads to higher net sales eﬀects (compare sce-
narios 5 and 11).
Table 7.7: IRA results: own eﬀects with internal decisions — tuna fish data
Shocked variable
lnPIaws,1 lnPIns,1 lnPIws,2 lnPIns,2 lnPIws,3 lnPIns,3
(1) Immediate
eﬀects
821 393 273 140 651 297
(3) Gross
eﬀects
859 387 323 215 702 330
(5) Net
eﬀects




905 400 307 173 798 391
(9) Without
own feedback
963 450 322 257 799 419
(11) Without
cross feedback
867 393 297 232 706 332
a PIws,i: supported price index of brand i;
PIns,i: non-supported price index of brand i
The insights from a VARX model that does not include internal decisions
(Table 7.8) are less apparent. For example, the diﬀerence in additional sales
between the scenarios in Table 7.8 are very small compared with the diﬀer-
ences in Table 7.7. Also, by comparing Tables 7.7 and 7.8 we see that the
inclusion of internal decisions increases the overall own-brand sales eﬀect of
a price cut i.e.: a comparison of scenarios shows (3)>(4), (5)>(6), (7)>(8),
(9)>(10), (11)>(12).
To understand this phenomenon, we use FEVD to decompose the change
in a price index into contributions of innovations in the diﬀerent endogenous
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Table 7.8: IRA results: own eﬀects without internal decisions — tuna fish data
Shocked variable
lnPIaws,1 lnPIns,1 lnPIws,2 lnPIns,2 lnPIws,3 lnPIns,3
(2) Immediate
eﬀects
821 393 273 140 651 297
(4) Gross
eﬀects
820 368 271 10 662 294
(6) Net
eﬀects




799 330 269 61 678 280
(10) Without
own feedback
821 330 254 39 681 285
(12) Without
cross feedback
824 372 254 52 660 295
a For variable definitions, see Table 7.7.
variables of the system. As an illustration, we present these FEVD results for
the non-supported price index of brand 3 in Table 7.9 for three selected time
periods. The results for time period 2, in the beginning of the dust-settling
period, show that the short-term decomposition diﬀers somewhat from the
decomposition after 10 or 20 periods. Most of the FEVD results converge after
10 periods (i.e. they do not change more than one percent from the previous
period: compare the columns for periods 10 and 20), suggesting that the dust-
settling period is at most 10 periods10. Using the results after 10 periods, we
find that the variance of lnPIns,3 is aﬀected for 77 percent by changes in itself
(inertia), and for 20 percent by own-brand supported price (intrafirm eﬀects)11.
These FEVD results appear to be in line with our observations in the raw
data. The raw price data show that price reductions often last more than one
period, and that supported price cuts are often followed by non-supported price
reductions. Thus, the inclusion of such internal decisions leads to higher overall
sales eﬀects. The results in Table 7.9 also suggest that competitive reactions
do not occur immediately: the largest part of the competitive reactions occur
after time period 2. For example, the contribution of lnPIws,1 = 0.02 percent
after two periods but 0.91 percent after 10 periods.
The FEVD results for non-supported prices of brand 1 (not shown) are
similar to those for brand 3; about 75 percent of the variance is aﬀected by
10Nijs et al. (2001) and Srinivasan et al. (2002) find similar lengths for the dust-settling
period.
11This importance of inertia in price setting agrees with the results of experiments con-
ducted by Krishna et al. (2000).
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changes in itself, and 20 percent by own-brand supported price cuts. The
variance of non-supported prices of brand 2 is influenced for 84 percent by
inertia, and for 9 percent by own-brand supported price.
The FEVD results for the supported prices (not shown) indicate that for
all brands, about 85 percent of its variance is caused by changes in itself.
For brands 1 and 3, the remaining portion of the variance is due to changes in
other brands’ supported and non-supported prices (and not by own-brand non-
supported prices). The remaining portion of the variance of the supported price
of brand 2 is aﬀected by changes in own-brand non-supported price (about 7
percent) and by changes in other brands’ supported and non-supported prices.
Table 7.9: FEVD for log of PIns,3 — tuna fish data
Contribution of Time
2 10 20
lnSa1 0.00% 0.02% 0.02%
lnPIws,1 0.02% 0.91% 0.92%
lnPIns,1 0.05% 0.39% 0.39%
lnS2 0.00% 0.02% 0.02%
lnPIws,2 0.03% 0.74% 0.74%
lnPIns,2 0.10% 0.76% 0.76%
lnS3 0.00% 0.01% 0.01%
lnPIws,3 21.01% 20.52% 20.52%
lnPIns,3 78.77% 76.61% 76.61%
a Si: sales of brand i;
PIws,i: supported price index of brand i;
PIns,i: non-supported price index of brand i.
7.5.3 Shampoo results
In the estimation of the Fixed Eﬀects Model for shampoo, we find that the
order of the VARX model is 2 based on the Schwartz Criterion. As with
tuna, the increase in sales is higher for supported than for non-supported price
discounts (Tables 7.10 and 7.11). Also, the immediate eﬀect is at least twice
as large for supported as for non-supported discounts. However, unlike tuna,
the cumulative eﬀects are often smaller than the immediate eﬀects.
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Table 7.10: IRA results: own eﬀects with internal decisions — shampoo data
Shocked variable
lnPIaws,1 lnPIns,1 lnPIws,2 lnPIns,2 lnPIws,3 lnPIns,3
(1) Immediate
eﬀects
26.7 12.1 74.7 19.9 22.7 11.7
(3) Gross
eﬀects
26.7 23.0 68.8 35.7 18.3 8.2
(5) Net
eﬀects




26.2 20.9 68.5 35.9 19.0 8.7
(9) Without
own feedback
27.4 23.2 69.4 36.9 19.0 8.1
(11) Without
cross feedback
26.5 21.1 69.0 34.8 18.7 8.0
a For variable definitions, see Table 7.7.
This diﬀerence from tuna is presumably due to the fact that the three shampoo
brands have distinct positions. The shampoo brands diﬀer, for example, in
benefits, packaging and price. Thus, even though the brands are placed close
together in the outlets of this retailer, the intensity of competition is modest.
For modest competition, we expect that the simulation scenario results are
insensitive to the omission of competitive reaction or feedback elements.
If competitive reaction and feedback eﬀects are small, then the dynamics
may be dominated by lagged price discount eﬀects on demand such as stock-
piling. Such eﬀects are likely to be stronger for supported price cuts than for
non-supported price cuts (Van Heerde et al. 2002a). Thus, we expect that the
cumulative eﬀects are weaker than the immediate eﬀects for both supported
and non-supported discounts but not as much for the latter. Indeed, this is
almost universally true for the various scenarios of cumulative eﬀects for sup-
ported discounts, for example (1)>(5) in Table 7.10 and (2)>(6) in Table 7.11.
For the non-supported discounts, it depends on the brand and on the inclusion
c.q. exclusion of internal decisions. That is, (5)>(1) for brands 1 and 2, and
(6)>(2) for brand 1. The inclusion of internal decisions, such as extended price
cuts, partly compensates for negative dynamic eﬀects (due to stockpiling). The
results for brand 3 are relatively insensitive to the internal decisions. Indeed,
the raw data show that all discounts for brand 3 last just one week in each of
the stores.
To explore the finding that (5)>(1) but (6)<(2) for non-supported price of
brand 2, we turn to the FEVD result for its supported price discount variable.
We show in Table 7.12 that the variance in this variable is aﬀected for almost
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Table 7.11: IRA results: own eﬀects without internal decisions — shampoo data
Shocked variable
lnPIaws,1 lnPIns,1 lnPIws,2 lnPIns,2 lnPIws,3 lnPIns,3
(2) Immediate
eﬀects
26.7 12.1 74.7 19.9 22.7 11.7
(4) Gross
eﬀects
20.6 15.4 66.2 17.8 19.4 8.8
(6) Net
eﬀects




21.5 15.0 66.0 17.8 19.8 9.1
(10) Without
own feedback
21.1 15.6 66.5 17.9 20.0 8.9
(12) Without
cross feedback
21.6 15.0 66.5 17.8 19.7 8.8
a For variable definitions, see Table 7.7.
12 percent by the non-supported discount variable for the same brand. This
implies that a non-supported discount is sometimes followed by a supported
discount12 . In addition, we find that the supported discount for brand 2 is not
aﬀected by any of the sales variables nor by other brands’ prices. Hence, the
eﬀect of a non-supported price cut may be followed by a much larger eﬀect of
supported prices. This increases the net eﬀect for non-supported prices relative
to the immediate eﬀect. A similar reasoning explains why the net eﬀects of
non-supported price cuts of brands 1 and 2 decrease considerably if we do not
account for internal decisions ((6)<(5) in Table 7.11).
7.5.4 Discussion of dynamics
Earlier VARX applications in marketing show mixed results concerning the
diﬀerence between immediate and net eﬀects. Nijs et al. (2001) find that
the immediate promotion eﬀect is amplified over time, whereas Srinivasan et
al. (2002) find that the net (revenue) eﬀects are smaller than the immediate
eﬀects. Our results show that in some cases the net eﬀects are higher than
the immediate eﬀects, while in other cases they are lower. We argue that the
nature of the diﬀerence depends on the degree of competition and other eﬀects
that can be captured in a fully dynamic system.
In our applications, for all but one of the brands considered, the inclusion
of internal decisions leads to higher net eﬀects. For these brands, the eﬀect of
a prolonged price cut is always positive, and can be quite large. The one brand
12All the FEVD results are consistent with identifiable patterns in the raw data.
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Table 7.12: FEVD for log of PIws,2 — shampoo data.
Contribution of Time
2 10 20
lnSa1 0.00% 0.00% 0.00%
lnPIws,1 0.02% 0.08% 0.08%
lnPIns,1 0.01% 0.04% 0.04%
lnS2 0.00% 0.00% 0.00%
lnPIws,2 88.35% 87.96% 87.96%
lnPIns,2 11.58% 11.79% 11.79%
lnS3 0.00% 0.00% 0.00%
lnPIws,3 0.02% 0.04% 0.04%
lnPIns,3 0.03% 0.08% 0.08%
a For variable definitions, see Table 7.9.
for which this result does not hold (shampoo brand 3) shows no prolonged price
cuts in the data.
To obtain additional insight into the results for the diﬀerent scenarios for
the two categories we provide an approximate multiplicative decomposition of
the net eﬀect into scenario eﬀects and the gross eﬀect. We show in Table
7.13 the sales increases in Tables 7.7, 7.8, 7.10, and 7.11 as percentages of the
corresponding net eﬀects (in each column). The last row in each of the four sub-
tables (boldfaced) shows the multiplication of the scenario percentages (rows 4,
5, and 6 in each sub-table). The second row in each sub-table (also boldfaced)
shows the gross eﬀects as a percentage of the corresponding net eﬀects. For
all but three cases, the two boldfaced percentages in a column of a sub-table
are quite similar, consistent with the idea that the approximate decomposition
captures the net eﬀects as a multiplication of the scenario-eﬀects and the gross
eﬀects. The percentages clarify that for shampoo the gross eﬀects are similar
to the net eﬀects and that the incremental sales are insensitive to the scenarios,
for both supported and non-supported discounts for all brands. For tuna, we
see that the exclusion of competitive reaction eﬀects (row 4 in each sub-table)
tends to reduce the cumulative eﬀect from the net eﬀect. The actual percentage
change is from −17% to +2%. Excluding own-brand sales feedback changes
the net eﬀect from −43% to +23% (row 5). And excluding cross-brand sales
feedback changes it from −25% to +11% (row 6). Thus, the feedback eﬀects
matter more than the competitive reaction eﬀects. The tuna results suggest
that sales changes matter more than changes in other brands’ price promotion
activities.
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Table 7.13: Sales eﬀects in Tables 7.7, 7.8, 7.10, and 7.11 expressed as percent-
ages of corresponding net eﬀects.
Tuna
Table 7.7 86% 91% 88% 67% 81% 73%
90% 90% 105% 103% 87% 81%
100% 100% 100% 100% 100% 100%
95% 93% 99% 83% 99% 97%
101% 104% 104% 123% 100% 103%
91% 91% 96% 111% 88% 82%
88% 88% 100% 113% 87% 82%
Table 7.8 100% 116% 104% 203% 96% 105%
100% 109% 103% 14% 98% 104%
100% 100% 100% 100% 100% 100%
97% 97% 102% 88% 100% 99%
100% 97% 97% 57% 100% 101%
100% 110% 97% 75% 97% 105%
97% 104% 95% 38% 98% 105%
Shampoo
Table 7.10 100% 58% 108% 55% 118% 139%
100% 110% 100% 99% 95% 98%
100% 100% 100% 100% 100% 100%
98% 100% 99% 100% 99% 104%
103% 111% 101% 103% 99% 96%
100% 100% 100% 97% 97% 95%
101% 112% 100% 100% 95% 95%
Table 7.11 123% 81% 113% 111% 114% 130%
95% 103% 100% 99% 97% 98%
100% 100% 100% 100% 100% 100%
99% 100% 100% 99% 99% 101%
97% 104% 100% 100% 100% 99%
100% 100% 100% 99% 99% 98%
96% 104% 100% 99% 98% 98%
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7.6 Conclusions and discussion
We have developed and estimated a simultaneous dynamic system of demand
equations and competitive reaction functions. The SVAR models we employ are
specifically designed to supplement sample based information with managerial
judgment and/or marketing theory. We use these models to estimate immediate
and cumulative eﬀects of supported and non-supported price discounts. The
temporary price cuts aﬀect the demand for three brands in each of two product
categories. The models accommodate not only traditional competitive reaction
eﬀects but also own- and cross-brand sales feedback eﬀects and internal decision
rules. The results provide substantively useful insights into the dynamics of
demand and reaction functions.
The marketing literature includes VARX models applied to aggregate or
market-level data. This chapter is the first in marketing to apply VARX to
pooled store-level data so as to obtain more eﬃcient parameter estimates and
to account for some heterogeneity between the stores. We also provide new
insights regarding the roles of competitive reaction and sales feedback eﬀects
by comparing net dynamic eﬀects under diﬀerent scenarios.
We find for both tuna and shampoo that the sales eﬀect is greater for sup-
ported than for non-supported price cuts. However, for tuna the cumulative
eﬀects are greater than the immediate eﬀects while the reverse is true for sham-
poo. Also, for shampoo there is very little diﬀerence between the net eﬀects
across the scenarios. That is, the impact of setting either the competitive reac-
tion eﬀects or sales feedback eﬀects to zero is very small, consistent with what
one would expect for brands with unique market positions. By contrast, the
net eﬀects for the tuna brands diﬀer strongly between the scenarios, and it is
noteworthy that the role of cross-brand sales feedback eﬀects is greater than
the role of traditional competitive reaction eﬀects.
It is also noteworthy that the immediate sales eﬀect for supported discounts
is typically twice the sales increase for non-supported discounts (the ratio is
closer to 4 : 1 for shampoo brand 2). For scenarios with internal decision
rules (Tables 7.7 and 7.10), we find that this ratio on average is reduced for
both gross and net eﬀects. The average diﬀerence in incremental sales between
supported and non-supported discounts is greatest for tuna in the net eﬀects
but greatest for shampoo in the immediate eﬀects.
The innovations in this chapter are that we: (1) apply time series model-
ing to pooled store-level data; (2) compare these results with those based on
aggregate (market-level) data, (3) use impulse response functions on levels to
overcome diﬃculties inherent in the use of elasticities; (4) show that cumulative
eﬀects can be larger or smaller than immediate eﬀects; (5) show the relevance
of sales feedback and competitive reaction eﬀects; and (6) find that the role of
dynamics diﬀers greatly between the two product categories.
We leave for further research several important issues. One is the determi-
nation of statistical uncertainty associated with the cumulative sales increases
estimated for alternative scenarios. Not surprisingly, the variation in estimated
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eﬀects between brands tends to be greater for cumulative than for immediate
eﬀects but it is unclear how much of this variation is due to statistical uncer-
tainty. It will also be useful to explore the benefit of accommodating additional
heterogeneity between the stores. One possibility is to apply a model that ac-
counts for both observed and unobserved heterogeneity.
Another point is that although we argue that the approach of pooling and
the RCM s provide opportunities to consider a general model where (strong)
exogeneity is tested and not imposed a priori we do not consider feature, dis-
play, and feature and display variables as endogenous in our model. This is
because they are indicator variables and hence, these variables require diﬀer-
ent modeling. The competitive reaction equations of these variables should be




The main focus of this thesis is on the eﬀects of marketing actions in competi-
tive markets. Such a study requires the estimation of a system of equations that
contains two types of functions: (1) demand functions that capture the eﬀects
of marketing actions on the performance of brands, and (2) competitive reac-
tion functions that incorporate the various types of competitive reactions. We
also have the objective to capture the dynamics of the market in an appropri-
ate model. We use V ector AutoRegressive models with eXogeneous variables
(VARX ) to estimate dynamic relationships in the market, and we apply simu-
lations to study the evolution of the eﬀects of marketing actions over time in
the competitive system. VARX models are advantageous because they contain
all relevant dynamic and interactive eﬀects and are appropriate for the analysis
of competitive markets in which the detection of causality between variables,
the accommodation of feedback eﬀects, and the identification of dynamic struc-
tural relationships between variables are crucial. Furthermore, they can capture
the complex interplay of the diﬀerent contributing factors, and they translate
the underlying short-term dynamics into long-run consequences (Dekimpe and
Hanssens 1999, p. 402). Our models accommodate not only classical compet-
itive reaction eﬀects but also own- and cross-brand sales feedback eﬀects and
internal decision rules (such as coordinating own-brand promotional activities)
and provide substantively useful insights into the dynamics of demand and
reaction functions.
Given the growing attention for time series techniques in marketing, we start
the thesis with an overview of several univariate and multivariate time series
analysis techniques (Chapter 2). In Chapter 3 we discuss important issues in
the field of multiple time series analysis; the main focus is on VARX modeling.
We discuss existing applications of VARX modeling in marketing and note that
the greatest part of these models is calibrated on aggregate or market-level
data. Following this approach, we apply the modeling process to market-level
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data (aggregated store level data) in Chapter 4. In Chapter 5 we introduce
statistical tools for the investigation of VARX systems. These techniques oﬀer
support for the selection of the appropriate VAR or VARX model. In Chapter
6 we turn to models and approaches that combine multiple units of time series
data to estimate VARX models. In Chapter 7 we apply the methodology in
Chapter 6 to the estimation of immediate and cumulative eﬀects of supported
and non-supported price discounts. In addition, we compare the results of
Chapter 7 with those obtained from models that use aggregate data.
In this chapter we provide a brief overview of the thesis and discuss prospects
for future research. In Section 8.2 we briefly summarize the chapters that con-
tain empirical and econometric contributions to the marketing literature. We
describe the main findings of the dissertation in Section 8.3. Chapter 8.4 spec-
ifies limitations of the thesis and lists some topics for future research.
8.2 Summary
We briefly summarize the most important empirical and econometric findings
of the thesis in this section.
Dynamic analysis of a competitive marketing system based on market-level data
(Chapter 4)
We analyze the dynamic behavior of a competitive marketing system with
modern econometric techniques in Chapter 4. We build a VARX model on ag-
gregate (market-level) data that contains competitive response functions and
market response functions of multiple brands. We apply IRA and FEVD to
gain insights about the dynamic behavior of the competitive market. We ex-
tend the approach of Dekimpe and Hanssens (1999) in several ways. Dekimpe
and Hanssens specify distinct models for each brand arguing that the inclusion
of all brands’ unit sales and marketing variables in the system causes degrees-
of-freedom problems. Hence, in their approach, the competitive interactions
between individual brands do not receive explicit attention. We build a model
that simultaneously includes all relevant individual brands. To overcome the
degrees-of-freedom problem we apply Akaike’s F inal Prediction Error (FPE)
criterion. For the identification of the immediate eﬀects Dekimpe and Hanssens
oﬀer an approach that overcomes the limitations of the Cholesky decomposi-
tion. Their method uses information in the residual variance-covariance matrix
to derive a vector of expected shock values and to simulate this vector’s impact
over time. Although this method does not require the, in practise, often un-
tenable assumption of causal ordering, it lacks economic and marketing theory.
We apply the Structural VAR (SVAR) approach to obtain immediate price
elasticity estimates. This method is capable of supplementing sample based
information with managerial judgement and/or marketing theory (Dekimpe
and Hanssens 2000). We obtain confidence intervals around the immediate
elasticities and the IRA results using bootstrap methods.
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We find that the immediate own-brand eﬀects of price changes are quite
substantial and most are statistically significant. The immediate own-brand
eﬀects are, as expected, higher for supported prices than for non-supported
prices. However, two cross elasticities do not have the expected sign and are
relatively large although not significant at the 5% level. The cross elastici-
ties of the non-supported prices are often higher than the corresponding cross
elasticities of supported prices, which contradicts marketing intuition. Such un-
expected results may be due to diﬃculties inferring complexities in competitive
interactions based on a single series of market-level data.
The IRA results show evidence of post promotion dip in the tuna market
around the third and/or the fourth week after the promotion. According to
the FEVD results the log-sales of the brands are mostly aﬀected by shocks
to own-brand supported and non-supported log-price variables. As expected,
the highest percentage is attributable to the shock to the own-brand supported
log-price variable. We also observe that the variance of the non-supported price
of a brand is mainly influenced by the own shock and partly by the shock to
the own-brand supported price variable. These results are in line with our
observation in the raw data, where we see that price reductions usually last
for more than one period and that supported price cuts are often followed by
non-supported price reductions.
Canonical Correlation Analysis and Wiener-Granger Causality Tests: Useful
Tools for the Specification of VAR Models (Chapter 5)
Often the calibration of a VAR or VARX model requires preliminary analysis.
In Chapter 5, we introduce canonical correlation analysis andW iener-Granger
(WG) causality testing for this purpose. These approaches prove to be suitable
tools to test the existence of structural relationships between (lagged) consumer
response and (lagged) marketing instruments. They are applied in Chapter 5
on data of market shares and marketing instruments in a market of a frequently
purchased consumer good. The brands use bonus, feature, price, refund, and
sampling as marketing instruments.
In the empirical application, prices appear to be eﬀective instruments with
the highest canonical loadings and with the most significant immediate eﬀects
on market shares. Based on Wald tests and WG causality tests, feature also
turns out to be an important marketing instrument in this market. Refund also
has essential dynamic eﬀects while sampling only has a significant immediate
market response eﬀect. Bonus does not seem to have any significant eﬀect on
the market shares. We find causal eﬀects from the set of market shares to the
set of marketing instruments (feedback eﬀect) and from (current and lagged)
marketing activities to the market shares (immediate market response eﬀect
and carry-over eﬀect).
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Combining Time Series Cross Sectional Data for the analysis of dynamic com-
petitive marketing systems (Chapter 6)
In Chapter 6we discuss issues relevant to obtaining (mean) parameter estimates
for VAR models from pooled data. We develop models that combine time series
data for multiple units. We consider the Constant Coeﬃcient M odel (CCM ),
the F ixed Eﬀect M odel (FEM ), the Random Coeﬃcient M odel (RCM ), and
the unit-by-unit approach. We introduce these models, explain estimation
procedures, and highlight the diﬀerences. We compare the FEM , the RCM and
two other methods (estimating VAR model from aggregate data and averaging
disaggregate estimates) on theoretical and practical issues. We discuss the
alternative models and analyze small-sample behavior (when heterogeneity is
present among cross-sections) through Monte Carlo studies.
We find (in accordance with Pesaran and Smith 1995) that if there is het-
erogeneity in the slope coeﬃcients between the cross sections and we use the
F ixed Eﬀect M odel (FEM) or build the model on aggregate data (i.e. if we
apply approaches that do not allow for heterogeneity in the slope coeﬃcients)
we may have severely biased mean parameter estimates of the VAR models.
In our simulation studies RCM outperforms all other approaches (i.e. the ag-
gregate model, the disaggregate approach, and the FEM ) in terms of Average
Squared Prediction Error (ASPE), even when the distribution of the param-
eters over the cross-sections is far from normal. The superiority of RCM over
the unit-by-unit approach becomes more notable in the case of scarce degrees
of freedom.
These findings suggest that unbiased estimation of the mean parameters of
dynamic models requires allowing for a suﬃciently high degree of cross-sectional
heterogeneity. At the same time, a model that needlessly allows for heterogene-
ity requires the estimation of extra parameters and hence, reduces eﬃciency of
the parameter estimates. So, a thorough investigation of heterogeneity should
precede the choice of the final TSCS model. To facilitate this investigation, we
briefly discuss some pooling tests.
Summing up, although panel data and T ime Series C ross Sectional (TSCS)
data, by combining inter-individual diﬀerences with intra-individual dynamics,
oﬀer many advantages over purely cross-sectional or time series data (Hsiao
and Sun 2000), the availability to exploit the information contained in panel
or TSCS data depends critically on the plausibility of poolability. If individual
observations are more appropriately viewed as generated from heterogeneous
populations, there is no justification to pool the data. In that case, we cannot
capture the advantages associated with the use of panel and TSCS data. RCM
is a TSCS model that accounts for heterogeneity.
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Dynamic analysis of a competitive marketing system based on TSCS data (Chap-
ter 7)
In Chapter 7 we investigate the dynamic behavior of two markets (tuna fish
and shampoo) using the TSCS-VARX methodology. We show how the results
for the tuna data compare with those obtained from the VARX model built on
market-level (aggregated store-level) data in Chapter 4.
Based on the results of Chapter 6 we investigate parameter heterogeneity for
the choice of the TSCS model. Based on these results and based on theoretical
considerations, we conclude that FEM -based pooling is meaningful for this
application.
When comparing the immediate price elasticities estimated from pooled
data with the elasticities obtained from aggregate data we find that the pooled
results provide more eﬃcient parameter estimates than the aggregate results.
More immediate (own- as well as cross-brand) price elasticities are significant
at the 5% level using the FEM, and the immediate elasticities have higher
face-validity. The improvements are probably due to the much larger number
of observations used for estimation.
The IRF s reveal some evidence of post-promotion dip. However, the mag-
nitudes of the dips are in general smaller than for the IRF s computed on aggre-
gate data. The confidence intervals around the IRF s that show the own-sales
responses to supported price cuts are narrower than those for the non-supported
prices. This is in accordance with the raw data that show that price is more
often used in combination with feature and/or display than without. There-
fore, the data contain less variation for non-supported prices than for supported
prices. This makes statistical inference about the eﬀects of non-supported price
cuts less reliable than on supported price reductions. The main message of the
FEVD results on the disaggregate data is similar to that of aggregate-level
outcomes, although the disaggregate analysis shows more dynamics.
We apply a pooled VARX model to estimate immediate and cumulative
eﬀects of supported and non-supported price discounts on two data sets in
Chapter 7. In one market there is a high degree of competitive interaction
(tuna-fish data). The other market is characterized by brands with unique
market positions (shampoo data).
To determine the relevance of each type of reaction, we simulate the sales





by setting the corresponding parameter values to zero. If all three types of
reactions are eliminated, we obtain gross eﬀects. We do this for models with
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and without internal decisions. The internal decisions represent intrafirm eﬀects
(relations between diﬀerent variables for the same brand) and inertia (lagged
endogenous eﬀects).
We compute average store results for both tuna fish and shampoo. We study
the diﬀerences between the two data sets. We find that the sales eﬀects are in
general greater for supported than for non-supported price cuts. However, for
tuna the cumulative eﬀects are greater than the immediate eﬀects while the
reverse is true for shampoo. Also, for shampoo there is very little diﬀerence
between the net eﬀects across alternative scenarios. For shampoo, the impact
of setting either the competitive reaction eﬀects or sales feedback eﬀects to zero
is very small, consistent with what one would expect for brands with unique
market positions. By contrast, the net eﬀects for the tuna brands diﬀer strongly
between the scenarios, and the role of cross-brand sales feedback eﬀects is found
to be greater than the role of traditional competitive reaction eﬀects.
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8.3 Important findings
The main conclusions of the thesis are summarized below. We order the results
with “increasing” emphasis on technical aspects; we present the substantive
results of the thesis first and we then list findings with more technical emphasis.
Substantive conclusions
1. For both tuna and shampoo data the sales eﬀect is greater for supported
than for non-supported price cuts, in particular, the immediate sales ef-
fect for supported discounts is typically twice the sales increase for non-
supported discounts (Chapters 4 and 7).
2. For scenarios with internal decision rules, we find that this ratio on aver-
age is reduced for both gross and net eﬀects (Chapter 7).
3. The average diﬀerence in incremental sales between supported and non-
supported discounts is greatest for tuna in the net eﬀects but greatest for
shampoo in the immediate eﬀects (Chapter 7).
4. For shampoo there is very little diﬀerence between the net eﬀects across
alternative scenarios. That is, the impact of setting either the competitive
reaction eﬀects or sales feedback eﬀects to zero is very small, consistent
with what one would expect for brands with unique market positions. By
contrast, the net eﬀects for the tuna brands (that have more competitive
positioning) diﬀer strongly between alternative scenarios, and the role of
cross-brand sales feedback eﬀects is greater than the role of traditional
competitive reaction eﬀects (Chapter 7).
5. In the detergent market examined in Chapter 5, price and feature are the
most eﬀective marketing instruments. They have the highest canonical
loadings, the most significant immediate eﬀects on market shares, and
they have significant lagged market response eﬀects and feedback eﬀects.
Refund also has essential dynamic eﬀects while sampling only has a sig-
nificant immediate market response eﬀect. Bonus does not seem to have
any significant eﬀect on the market shares (Chapter 5).
6. The sales and the marketing mix variables are predominantly stationary
(Chapters 4, 5, and 7). These findings are in accordance with the mar-
keting literature on the long-term eﬀects of promotions (e.g. Bass and
Pilon 1980, Dekimpe and Hanssens 1995a, and Dekimpe et al. 1999).
There are several theories about the reason for the stationary property
of markets. Ehrenberg (1988) finds that most markets are stationary
and he attributes the stationarity to consumer inertia. Bass (1974) also
presents evidence of stationarity and represents this through a stochastic
choice process. From the stochastic choice perspective the market con-
sists of switchers with diﬀerent probabilities of switching among brands
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in a category and stationarity is the steady state outcome of the stochas-
tic process. Lal and Padmanabhan (1995) find that while promotions
have an impact on market shares in the short run, shares are unaﬀected
by promotional expenditures in the long-run as promotional activities of
competitors neutralize each other.
7. In the frequently purchased consumer good market we find causality from
the set of market shares to the set of marketing instruments (feedback
eﬀect) and from (current and lagged) marketing activities to the market
shares (immediate market response eﬀect and carry-over eﬀect). These
findings support the application of VARX models for the estimation of
the eﬀects of marketing actions (Chapter 5).
Technical conclusions
1. The pooled model provides more eﬃcient parameter estimates than the
model on aggregate data. More immediate (own- as well as cross-brand)
price elasticities were significant at the 5% level using the FEM, and the
immediate elasticities had higher face-validity (Chapters 4 and 7).
2. VARX models calibrated on pooled data provide better parameter esti-
mates than the VARX models obtained on aggregate data in the sense
of eﬃciency and face validity. They are also favored because they do not
face the aggregation bias problem (Chapters 4, 6, and 7).
3. In the frequently purchased consumer good market analyzed, besides the
performance and the price variables, other marketing mix variables (fea-
tures, and refunds) should also be considered endogenously. This sug-
gests to extend the applied VARX models to higher dimensional systems
(Chapter 5).
4. Although Panel data and TSCS data, by combining interindividual diﬀer-
ences with intra-individual dynamics, oﬀer many advantages over purely
cross-sectional or time series data (Hsiao and Sun 2000), the opportu-
nity to exploit the information contained in panel or TSCS data depends
critically on the plausibility of poolability. If individual observations are
more appropriately viewed as generated from heterogeneous populations,
there is no justification to pool the data. In that case, we cannot capture
the advantages associated with the use of panel and TSCS data (Chapter
6).
5. There exist several methods between the completely pooled and the com-
pletely heterogeneous (unit-by-unit) approaches that are capable of in-
corporating diﬀerent degrees of heterogeneity. These methods and the
selection procedure between diﬀerent pooling models require more atten-
tion in empirical research (Chapter 6).
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6. Ignoring heterogeneity among cross-sectional units may lead to severe bias
in the case of VAR models. The investigation of parameter heterogeneity
should get more attention in empirical research (Chapter 6).
7. Canonical correlation analysis and the associated Wiener-Granger causal-
ity tests are suitable tools for preliminary analysis before building a VAR
or VARX model. They provide: (i) insights about the number of signifi-
cant relations between the performance measures and marketing instru-
ments, (ii) insights about the eﬀective (types of) marketing instruments,
(iii) tools for testing the existence of structural relations in a market, and
(iv) support for the ultimate choice of the “optimal” number of endoge-
nous (and exogenous) variables in the VARX model (Chapter 5).
8.4 Limitations and topics for future research
The research project that resulted in this thesis covers several issues in estimat-
ing the eﬀects of price promotions in dynamic and competitive markets. Some
aspects of the dissertation require further study. Some possible directions for
future research are listed below.
1. Optimal competitive strategies - Game theoretic analysis
2. Price elasticity dependencies
3. More detailed modeling of competition and consumer response
4. Endogeneity of the non-price instruments
5. Interpretation of the RCM mean parameter estimates
6. Bayesian approach
7. Spherical covariance structure
8. Stationary variables and stable systems
9. Monte Carlo studies about the heterogeneity bias
10. Further study of poolability
Below we elaborate on these issues.
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1. Optimal competitive strategies
There is tremendous growth in promotion expenditures all around the world.
According to Progressive Grocer (1995) 70% of manufacturers have increased
their promotion expenditures between 1990 and 1995 in the U.S. In the Nether-
lands, total expenditures on sales promotion increased from 3225 million Dutch
guilders to 9810million guilders in the period of 1985 to 1998 and reached 12300
million by 2000. Advertising expenditures grew from 3740 million guilders to
over ten thousand million in the period of 1985 and 20001 . These trends are,
to a considerable extent, due to intensified competition. Bass and Pilon (1980)
found evidence that if one firm starts to increase promotion activity, then
the competitor also does so, eventually arriving at higher promotion activity.
Moreover, extant research (Leeflang and Wittink 1996 and Brodie et al. 1996)
indicates overreaction of marketing managers to each other’s promotional activ-
ities. There is also evidence that a large proportion of marketing expenditures
does not reach its aim due to intensified competition. Metwally (1978) finds
that a substantial fraction of brands’ advertising expenditures is self-cancelling.
Abraham and Lodish (1990) report that 85% of all promotions are unprofitable
and that only half of the advertising expenditures generate economic benefits
to the advertisers. This suggests that some promotional spending is avoidable.
Procter & Gamble, for example, increased profits through reduced promotional
activity, primarily because of cost savings as opposed to better competitive
pricing (Ailawadi et al. 2001)2.
A design of optimal reaction strategies in a competitive marketing environ-
ment would provide substantial support for the reduction of needlessly high
marketing spendings and for the assessment of optimal competitive behavior.
The natural framework for this problem is game theory and the problem can
be addressed by adding a decision model to the econometric (VARX ) model
and by analyzing the market with the help of diﬀerence- or diﬀerential game
theory. This analysis could expand the works of Gasmi et al. (1992) and Zeeuw
(1984). Given the estimated econometric model and the objective functions of
brand managers the following questions can be studied:
a. Given the reactions of both consumers and competitors what would be
the optimal policy of a brand manager given her objective function?
b. How does it compare with the actual behavior of the brand managers?
c. How does this optimal policy depend on the characteristics of the ob-
jective function, such as he length of the time horizon, the discount fac-
tor, and other parameter values. Does the optimal strategy of a profit
maximizing brand manager diﬀer from the optimal strategy of a brand
manager who aims to increase market share?
1 Incentive Magazine December 1997, p. 6-9, Incentive Magazine 1998, p. 54-57, and
Jaarboek Mediabestedingen 2001, p. 34.
2Advertising Age (1995)
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d. What would be the optimal policy of the manufacturer who tries to co-
ordinate the marketing actions of the brands at the category level?
e. As marketing managers do not have perfect information about the mar-
ket, their beliefs about consumers and competitors may diﬀer from reality.
How are their actions aﬀected by distortions in the perceived system?
2. Price elasticity dependencies
Due to dynamic consumer behavior (quantity acceleration and timing acceler-
ation) the eﬀect of a price cut that follows a price reduction of a competitor
may be lower than the eﬀect of an initial price promotion.
Part of the sales increase in the period of a price cut arises from the stock-
piling and purchase accelerating behavior of customers (Blattberg and Neslin
1990, p. 192 and Neslin et al. 1985). This means that customers reallocate
their purchases over time. For example, they may shift the purchase of the
product from future periods to the time of the promotion. In a competitive
environment brand managers may observe a substantial increase in the sales
of competitors, and may react to a price cut of another brand in the following
periods. However, as consumers already stockpiled and possess considerable
inventory, the eﬀect of competitors’ subsequent reactions might be less suc-
cessful. This suggests that the price elasticity of a brand diﬀers depending on
whether the price reduction is an initial move or a competitive reaction. The
diﬀerence might depend on the substitutability and storability of the product
and on consumer anticipation of competitive moves.
The analysis of such a phenomenon could oﬀer useful insights for marketing
scholars, could provide support for the planning of promotions for retailers,
and could improve the timing of competitive moves for manufacturers. At the
same time, if such a phenomenon exists, the immediate and overall eﬀects of
promotions are underestimated and hence, the diﬀerence between the price
elasticity of an initial move and a competitive reaction should be incorporated
for better calculation of the immediate, gross, and net eﬀects of promotions.
This can be implemented, for example, by using a varying parameter model.
3. More detailed modeling of competition and consumer response
Although VARX models are proper tools for the estimation and forecasting
of the eﬀects of promotions over time, they cannot provide answers about the
substance of the behavior of consumers and competitors. In fact, without ad-
ditional knowledge, competitive reactions cannot be distinguished from moves
of followers or from retailer-dominated patterns of price promotions. In ad-
dition, VARX models built on store-level data cannot provide insights about
heterogeneity in the nature of consumer responses. As more detailed scan-
ner data are available and the usage of bonus and discount cards that require
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personal information increases, we can learn more about the dynamics of con-
sumer decision-making and about the choices of consumers in a competitive
environment.
4. Endogeneity of the non-price instruments
Although ideally all variables should be treated endogenously and exogeneity
should be tested based on this general model (Sims 1980), in Chapters 4 and
7 only the sales and the price variables are specified as endogenous. The non-
price instruments are treated exogenously in part because the primary focus of
the studies is on measuring the eﬀects of temporary price cuts. However, the
results of canonical correlation analysis and Wiener-Granger causality testing
suggest that other marketing instrument variables, such as features and re-
funds, should also be included endogenously into the model. This suggests to
extend the applied VARX models to a higher order system. Such a model
would not only allow for considering and modeling performance feedback and
competitive reactions for non-price variables but it would also include multiple
reactions (Leeflang and Wittink 1996). Due to the increased number of avail-
able observations, the approach of pooling provides opportunities to consider
a more general model where exogeneity is tested and not imposed a priori.
However, the inclusion of, for example, feature only, display only, and feature
and display variables, in the empirical studies of Chapter 4 and Chapter 7,
requires special attention since they are binary variables at the store level. The
competitive reaction equations for these variables could be estimated using the
approach of Beck et al. (1998) and Beck et al. (2001).
5. Interpretation of the RCM mean parameter estimates
In Chapter 6 we introduce an RCM approach for estimating mean parameters
of cross-sectional units. The advantage of this model is its flexibility in captur-
ing parameter heterogeneity and reducing heterogeneity bias while combining
information among cross-sectional units. However, complications may occur
in the interpretation of higher order autoregressive processes if we assume a
normal distribution for the parameters over the cross-sections (i.e. if we apply
RCM ). Take a single equation AR(2) process for simplicity as an example.
Suppose the RC parameter for the AR(1) parameter is 1.2 with standard de-
viation 0.2, and for the AR(2) parameter it is −0.4 with standard error 0.2.
These two RC s capture AR(2) models with parameters 1.0 and 0.0 (the unit
roots case), 0.8 and −0.6, (very short cycles), and 1.2 with −0.1 (explosive
data) and 1.2 −0.22 (very long cycles). Hence, these RCM s may summarize
data that one would not want to summarize in the first place. An approach
to overcome this problem would be to use a truncated distribution or to use
partial pooling.
6. Bayesian VARX models
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In this thesis we apply traditional econometric modeling techniques. The es-
timates can be improved if the analyst has some information about the pa-
rameters beyond the information that is contained in the sample. Bayesian
estimation provides a convenient framework for incorporating prior informa-
tion with as much weight as the researcher feels it merits. In addition, the
Bayesian VARX modeling approach provides an elegant solution to the degrees-
of-freedom problem. For this purpose, Litterman (1986) suggested, for exam-
ple, to use a Bayesian strategy to estimate the VAR model where a priori
the lags have decreasing importance (known as Litterman prior or Minnesota
prior).
7. Spherical covariance structure
In Chapters 6 and 7 a spherical covariance structure is assumed for the RCM .
This is a strong assumption. The model could be extended, for example, to
consider contemporaneously correlated errors between units (i.e., to allow for
relationships between-stores) and serially correlated errors.
8. Stationary variables and stable system
In Chapter 6 the focus is mainly on stationary variables and stable systems for
the development of pooled VARX models. The approaches could be extended
to systems with evolving and cointegrated variables. There is growing literature
on this field from which future research could develop. Binder et al. (2002), for
example, consider estimation and inference in cointegrated panel VAR models.
They obtain generalized method of moments, quasi maximum likelihood, and
minimum distance estimators, and they show how the quasi maximum likeli-
hood estimator can be used for unit root and cointegration tests in short panels.
Larsson and Lyhagen (1999) present a general likelihood-based framework for
inference in panel VAR models with cointegration restrictions.
9. Monte Carlo studies about the heterogeneity bias
So far, there is only little literature on the bias arising from ignoring het-
erogeneity in dynamic models while there are several issues that still need
to be addressed. The small sample properties of the alternative approaches
should be studied more comprehensively through Monte Carlo studies. This
concerns, for example, the behavior of the approaches for (i) data sets with
diﬀerent dimensions (i.e., smaller/bigger T , smaller/bigger N) (ii) data with
diﬀerent sources of heterogeneity, and (iii) diﬀerent VAR models (e.g., VAR
models with smaller/bigger dimension, or with shorter/longer lag-structure).
The small sample behavior of heterogeneity tests requires further examination,
too.
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10. Further study of poolability
One of the main messages of Chapter 6 is that researchers must be cautious in
applying pooled models for empirical research. We emphasize the importance
of and the need for thorough investigation of parameter heterogeneity for the
choice of the proper TSCS model. This message presents a challenge both
for theoretical and empirical researchers. It encourages further development of





The bootstrap steps to obtain confidence intervals around the IRF s ,based on
Benkwitz et al. (1999), are as follows:
1. Estimate the parameters of the (reduced form of the) VAR model (in
Chapter 3) by a suitable procedure.
2. Generate bootstrap residuals u∗p+1, ..., u
∗
T by randomly drawing with re-
placement from the set of estimated and recentered residuals,









= (y1, ..., yp) and construct bootstrap time series recur-
sively:
y∗t = (I − eB(L))y∗t + u∗t , t = p+ 1, ..., T.
4. Reestimate the parameters B1, ..., BP from the generated data.
5. Calculate the bootstrap version of the statistic of interest (IRF estimates,
πij,τ or A0), based on the parameter estimates obtained in Stage 4.

Appendix B
Testing the significance of
loadings
According to the canonical correlation model, given a realization ζ1,t = L2,1instt,
we have the following conditional regression model:
ηt = Λζ1,t + εt
= ΛL2,1instt + εt
= Πinstt + εt, t = 1, ..., N (B.1)
with ηt = L1mst and where L1 and L2,1 are given by the canonical correlation
procedure. The variance of εt is D = I − ΛΛ3 = diag(1 − σ21, ..., 1 − σ27) from
which it follows that the elements of εt are uncorrelated.
For the i-th element of ηt, i = 1, .., 7, we have the regression equation:
ηi,t = inst
3
tπi + εi,t, t = 1, ..., N (N = 75)
i = 1, ..., 7
(B.2)
where π3i is the i-th row ofΠ and εi,t the i-th element of εt. AssumeE{εi,tεi,s} =
0 for all s 9= t. The observed value ηi,t = limst, where li is the i-th row of L1
and mst the vector of market shares in period t.
The OLS estimate of πi is:
eπi = (X3X)−1X3ηi












with X ∈ RN×29.
If, for example, we want to test the significant impact of prices, we have as





with πi,1 ∈ R7.
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The Wald test-statistic is:
W = eπ3iC3 [gvar{Ceπi}]−1Ceπi = eπ3i,1[gvar{eπi,1}]−1eπi,1 (B.3)
which follows under the null-hypothesis a χ2-distribution with 7 degrees of






, where X11 ∈ R7×7 and eσ2i is the square of the
i-th canonical correlation coeﬃcient, see Table 5.3.
Appendix C
Estimation of the CCM
In Appendices C, D, and E we provide details on the procedures for the esti-
mation of the CCM , the FEM , and the RCM . The unit-by-unit models can be
estimated using Feasible Generalized Least Squares (FGLS). FGLS is well-
documented in the literature on multiple time series analysis, so that we do
not provide details on the estimation of these models here but refer the reader
to Hamilton (1994) or Lütkepohl (1993).
The relationships in Equation (6.3) can be rewritten as follows:
Yt = ΦXt +Π1Yt−1 +Π2Yt−2 + · · ·+ΠPYt−P + εt, (C.1)
where Yt is an Nk-dimensional vector that results from stacking the Yit vectors





2t, · · · , Y 3Nt)3 .
Furthermore, Φ = IN ⊗ B, where B = diag(β)1, Xt = ιNk, with ιNk an Nk-
dimensional vector of ones2, Πj = IN⊗Cj is a block diagonal Nk×Nk-matrix,
and εt is an Nk-dimensional disturbance vector:
εt = (ε31t, ε
3
2t, · · · , ε3Nt)3 ,

















where β(j) denotes the jth element of β.
2The estimation procedures that are outlined in this section are easily extended to the
case of VARX modelling by including exogenous variables in the Xt vector.
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Let us rewrite Equation (C.1) in the following way3:
Yt = vec(Yt)
= vec [(IN ⊗B)Xt + (IN ⊗C1)Yt−1 + · · ·+ (IN ⊗CP )Yt−P + εt]
































vec (L) + εt, (C.2)
where
Y ∗t = (Y1t, Y2t, · · · , YNt),
X∗t = (X1t,X2t, · · · ,XNt), and
L = (B,C1, · · · , CP ).
From Equation (C.2), it follows that we can estimate the CCM-VAR model by
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p+2, · · · , ε3T
3
.
3We use the following property of the vec-operator several times: vec(ABC) = (C ⊗
A)vec(B), which holds for matrices A,B and C that are of such dimensions that the matrix
product ABC is defined (see Magnus and Neudecker (1988) page 31, Equation 7).














= (ιN ⊗ Ik)β.
Hence, in Equation (C.2), X∗
3
t can be replaced by ιN , and the first k2 elements of vec(L) by
β. We opt for this notation because the formulas above are also valid for estimating a VARX
model. In that case, observations of the eXogenous variables are added to the Xi,t vector, so
that its length increases, and the number of columns of B increases accordingly. Note that
in the VARX case, the simplification in this footnote also holds, but then only for that part
of the X∗
3
t -matrix that deals with the intercepts.
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In this notation, the model is
Y =Wvec(L) + ε. (C.4)
The OLS estimate for the parameter vector vec(L) is obtained by
_vec(L) = (W 3W )−1W 3Y. (C.5)
The disturbances of the reduced VAR system are, in general, contemporane-
ously correlated. Hence, a system estimator is applicable. Zellner’s (1962)
E stimated Generalized Least Squares (EGLS) estimator can be used to gain
eﬃciency from the cross-equation correlations of the OLS disturbances4:
avec(L) = (W 3eΨ−1W )−1W 3eΨ−1Y , (C.6)
where








4 In case of panel homoscedasticity the GLS estimator reduces to the OLS estimator. This
can be proven as follows. Rewrite Equation C.3 as follows:




































The GLS estimator of vec(L) is
_vec(L)GLS =

(A⊗ Ik)(IN(T−p) ⊗ Ω)−1(A⊗ Ik)
−1







































Estimation of the FEM
For estimating the FEM , we use FGLS with Dummy V ariables (FGLSDV ).
The estimation procedure proceeds analogously to that of the CCM 1. The









where Bi = diag(βi). After applying the simplification of footnote 9, we
have in Equation C.2 that X∗t = IN and the first kN elements of vec(L) are
β31,β
3
2, · · · ,β3N
3
.
1Analogous to the proof for the CCM it is possible to show that, in case of panel ho-




Let us rewrite the VAR model in a compact form:
Yi = HiZi + εi, (E.1)
where Yi = (Yi,1, ..., Yi,T ) andHi were defined in Chapter 6. Furthermore, Zi =






i,t−2, · · · , Y 3i,t−P
3
, where Xi,t =
11. Finally, εi = (εi,1, ..., εi,T ) where εi,t
i . i .d .∼ N(0,Ωi).
Next, we define:
Gi = Hi −H , (E.2)
so that vec(Gi) ∼ N(0,Γ). Using this in Equation (E.1) results in:
Yi = HZi + (εi +GiZi)
Yi = HZi + ωi, (E.3)
where ωi is the new composite error term. The first part of this error term
(εi) is the standard stochastic part of the regression model. The second part
(GiZi) is the error associated with the deviation of the Hi of a particular cross-
sectional unit i from the overall mean H. Vectorizing Equation (E.3) gives:
vec(Yi) = (Z3i ⊗ Ik)vec(H) + vec(ωi).




(vec(εi) + (Z3i ⊗ Ik)vec(Gi)) (vec(εi) + (Z3i ⊗ Ik)vec(Gi))
3
= IT ⊗Ωi + (Z3i ⊗ Ik)Γ(Zi ⊗ Ik) = Υi.
1This specification is extended to a VARX model in a straightforward manner by redefin-
ing Xi,t as a vector whose first element equals one, and the remaining elements are the values
of the eXogenous variables at time t.
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Furthermore, we assume that the errors are not correlated across cross sections,
so that Λ, the covariance matrix of ω = (ω1,ω2, · · · ,ωN), has the following
structure:
E [vec(ω)vec(ω)3] = Λ =


Υ1 0 · · · 0





0 0 · · · ΥN

 .
We employ GLS to obtain consistent estimates of H and Hi. In Appendix F
we show that h, the GLS estimator of vec(H), is a weighted average of hOLSi ,






























i ⊗ Ik)−1 [(Zi ⊗ Ik) (IT ⊗Ωi) (Z3i ⊗ Ik)] (ZiZ3i ⊗ Ik)−1
+(ZiZ
3
i ⊗ Ik)−1(ZiZ3i ⊗ Ik)Γ(ZiZ3i ⊗ Ik)(ZiZ3i ⊗ Ik)−1
= Vi + Γ.
Let us denote the Best Linear Unbiased Predictor (BLUP) of vec(Hi) that
comes from the GLS framework by hi. For hi we have the following2:
hi = (Γ
−1 + V −1i )
−1(Γ−1h+ V −1i h
OLS
i ) (E.5)
= Tih+ (IQ − Ti)hOLSi , (E.6)
2An important assumption for the calculations of His of Swamy (1971) is that N > Q,
i.e. that the number of cross sections is higher than the number of parameters of the model.
This is important because otherwise Γ will not be of full rank. It will be singular and hence,
one cannot take its inverse and His cannot be calculated. In the case of a VARX model
Q may be quite large. Therefore, the assumption may not hold with the TSCS data where
one assumes finite (few) N and large T . In this case one could save significant number of
parameters, and hence regain non-singularity of Γ, by imposing some structure on it, for
example, by restricting it to be diagonal.
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whereQ is the number of regressors in theVARmodel and Ti =

Γ−1 + V −1i
−1
Γ−1.
So hi is the weighted average of the estimates of the most and least pooled















where ei are the standard OLS residuals.
For estimating Γ, one would like to observe the individual vec(Hi)s. In-
stead, we only have noisy estimates in the form of hOLSi available. The Swamy
estimator (Swamy 1971) corrects for this extra sampling variability. The prob-
lem with this estimator is that in finite samples it may not provide a positive
definite eΓ. In order to solve this problem we apply the approach of the so-called






















where hOLSi is the mean of the h
OLS
i s. The resulting estimate for Γ is equal
to the Swamy estimator (right expression in the square brackets) if this is a
positive definite matrix, whereas eΓ = 0 if the Swamy estimator is not positive
definite. In that case, the RCM estimates of vec(Hi) are equal to the CCM
estimate.
E.1 The proof that Equation (E.4) is equivalent
with the GLS estimator
Define
Y = [vec(Y1)3, vec(Y2)3, · · · , vec(YN)3]3
and
Z = [(Z31 ⊗ Ik) , (Z32 ⊗ Ik) , ..., (Z3N ⊗ Ik)]
3
.










(Zi ⊗ Ik)Υ−1i (Z3i ⊗ Ik)
&−1 N[
i=1
(Zi ⊗ Ik)Υ−1i vec(Yi).
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Next, we write vec(Yi) = (Zi ⊗ Ik)hOLSi +vec(νi), where νi denotes the matrix





(Zi ⊗ Ik)Υ−1i (Z3i ⊗ Ik)
&−1 N[
i=1





(Zi ⊗ Ik)Υ−1i (Z3i ⊗ Ik)
&−1 N[
i=1
(Zi ⊗ Ik)Υ−1i vec(νi).(E.7)
Subsequently, we recall that Υi = IT ⊗Ωi+(Z3i ⊗ Ik)Γ (Zi ⊗ Ik) and we apply
the property: (A ± BCB3)−1 = A−1 ∓ A−1B C−1 ±B3A−1B−1B3A−1 to






































and because νiZ3i = 0, where s (= Q/k) is the number of regressors in one





(Zi ⊗ Ik)Υ−1i (Z3i ⊗ Ik)
&−1 N[
i=1












(Zi ⊗ Ik)Υ−1i (Z3i ⊗ Ik)
&−1
(Zi ⊗ Ik)Υ−1i (Z3i ⊗ Ik) .
Finally, we use the above result about Υ−1i and use the same property
3 once




(Z3i ⊗ Ik) , B =
3Note that we could only use this property in the system of equations context because
of the special structure of an (unrestricted) VARX model, the panel homoskedasticity and
because of the block-diagonality of the Λ matrix.
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I and C = Γ. The desired result is then obtained by noting that



























(ZiZ3i ⊗Ω−1i )−1 + Γ
−1










In empirical time series analysis it is common to transform the variables of
interest using natural logarithm prior to the construction of econometric models
that are used to analyze and/or forecast a dynamic system (Ariño and Franses
2000). For examples, see, Nijs et al. 2001, Van Heerde et al. 2000. Motivations
for such a transformation might be that it reduces the impact of outliers and
that lessens the often observed increasing variance of trending series. Another
reason for the log-transformation might be to linearize a multiplicative model
for simpler estimation. In this case although estimating a multiplicative model
transformed by taking the natural logarithm of the equation the focus may still
be on the forecasts and impulse response functions in the level of the series.
As Ariño and Franses (2000) pointed out the parameters of VAR models
are not easy to interpret by themselves, and usually IRF s are calculated to get
some insight into the dynamics of the VAR system. The IRF s defined for the
transformed model capture some kind of elasticities that are rather diﬃcult
to interpret if we keep in mind that the reference value of the variables in the
point elasticities change over time. This characteristic is especially troublesome
when the interest is in calculating net eﬀects (e.g. the overall eﬀect of a unit
price shock on sales after the dust-settling period) as these elasticities cannot
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easily be summed up because they do not have the same “reference value”1. To
solve these problems we developed the procedure of Ariño and Franses (2000)
further in order to compute IRF s on level from a log-transformed model.
Procedure
Let Xt be an m-dimensional vector time series: X 3t = (X1,t, · · · ,Xm,t), such
that Yt with Y 3t = (Y1,t, · · · , Ym,t) with Yi,t = lnXi,t, follows a structural
VAR(p) model:
A0Yt = α+A1Yt−1 +A2Yt−2 + · · ·ApYt−p + εt, (F.1)
where α = (α1, · · · ,αm)
3
is an m-dimensional vector of intercepts, Ar (r =
0, · · · , p) are (m×m)-matrices containing the immediate reaction coeﬃcients
if r = 0, and the lagged reaction coeﬃcients if r ≥ 1. Furthermore, ε3t =
(ε1,t, · · · , εm,t) is anm-dimensional vector of disturbances, with εt i . i . d .∼ N(0,Σ)2.
Assuming that A0 is nonsingular (this is certainly the case if the immediate
eﬀects are identified), the reduced form of Equation (F.1) is
Yt = b+B1Yt−1 +B2Yt−2 + ...+BpYt−p + ut, (F.2)
where b = A−10 α, Br = A
−1
0 Ar (r = 1, · · · , p), and ut = A−10 εt, so that
ut
i . i . d .∼ N (0,Ω), where Ω = A−10 ΣA−10
33 .
Given the linear additive structure of a VAR model, the IRF s in terms of
{Yt} can be computed independently of the values of the elements of Yt at
period t, the time when the shock is applied to the system, and of preceding
values (see e.g. Lütkepohl 1993); the eﬀects of a shock on the variables over
time are additive to the corresponding non-shocked values. However, if it is
desired to compute the reaction to a shock in εt in terms of {Xt}, the multi-
plicative interactions make the IRF s dependent on the values of the elements
in Xt,Xt−1, · · · . For this reason, we compute the level-IRF s as follows:
1. We compute eXt|Xt , eXt+1|Xt , · · · ;
2. We compute fXst|Xt , fXst+1|Xt , · · · ;
3. We compute the k-th value of the IRF as
IRF(k|Xt) = fXst+k|Xt − eXt+k|Xt for k = 0, 1, 2, · · · ,
where eXt+k|Xt denotes the forecast of the X-vector at period t+k, conditional
on the information that is known at time t (i.e. conditional on the values
1Nijs et al. (2001) argue that, when working with log-log model specifications, the resulting
net eﬀect can be interpreted as an elasticity. We do not agree with this interpretation.
2Σ is usually assumed to be diagonal.
3We note that from now on we assume that the VAR system is properly identified.
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of Xt,Xt−1, · · · ), assuming that no shock is applied the variables. Similarly,
fXst+k|Xt denotes the conditional forecast of Xt+k, assuming that a shock has
been applied to one of the elements of the X-vector at time t4.










Xj(t− r + 1)ci,j,r(k)
is an unbiased conditional forecast of the i-th element of Xt+k, where
ei(k) = ei(k − 1) + (di,1(k), ..., di,m(k)) Ωˆ (di,1(k), ..., di,m(k))3 .
In this expression, ei(0) = 0 and di,j(k) is the element in the i-th row and the





with initial conditions D(1) = Im and D(j) = 0 for j ≤ 0, and Ωˆ is an estimate
of the variance-covariance matrix of ut. Furthermore, c0,i(k) is the i-th element





with initial conditions C0(j) = 0 for j ≤ 0. Finally, ci,j,h(k) is the element in





4 In cases where it is undesirable to have the IRF depending on a particular set of
realizations of Xt, Xt−1, · · · , one can compute the elements of the IRF as IRF(k|X) =
fXst+k|X − eXt+k|X, where all the computations assume that Xt, Xt−1, · · · are all equal to
their mean. Another option is to replace these values by an estimate of the expected value
of Xt, given the estimated VAR system. To this end, we first estimate the expected value of
Yt using Equation (F.2):
_E(Yt) = (I − Bˆ1 − Bˆ2 − ...− Bˆp)−1bˆ.
Subsequently, the expected value of Xt is estimated as:
_E(Xi,t) = _E(Yi,t) exp





where σˆi,j is the element in the i-th row and in the j-th column of Σˆ. This estimated expected
value can be used to compute the constant value of the naive forecast (i.e. the forecast of Xi,t
when we do not induce any shock) and can also be used for the initial values for forecasting
the system when shocks are induced. The IRF s that result from employing either of the two
approaches can be interpreted as average impulse responses.
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with initial conditions for j ≤ 0
Ch(j) =

Im if j = 1− h
0 otherwise.
For the computation of fXst+k|Xt we note that shocking the l-th element of
the X-vector with a portion of δ at time t is equivalent to adding gl to εt, the
disturbance term in the structural VAR model of Equation (F.1), where gl is
an m-dimensional vector whose elements are all equal to zero, except for the
l-th element, which equals ln(1 + δ). This shock in the structural VAR model
is equivalent to adding A−10 gl to ut, the disturbance term of the reduced VAR










j=1Xj(t− r + 1)ci,j,r(k)
is an unbiased conditional forecast of the i-th element of the X-vector at period
t+ k when its l-th element was shocked at period t.
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Op 18 juni 2002 verlaagde Amazon.com de drempel voor bestellingen zonder
bezorgkosten van$99 naar $49. De volgende dag reageerde Buy.com Inc., een
concurrent van Amazon.com, met het gratis bezorgen van alle bestellingen.
Weer een week later verlaagde Buy.com de prijzen tot 10 procent onder het
niveau van de prijzen van Amazon.com. Als een gevolg van de concurrentie-
strijd daalde niet lang daarna de prijs van het aandeel Amazon.com met 7, 77
procent naar $16, 15 (Pruitt, 2002). Dit is een goed voorbeeld van hoe een
promotie-actie die zonder concurrentie goed werkt, teniet kan worden gedaan
door de reactie van een concurrent. Een destructieve uitkomst van acties en
reacties kan een escalatie tot een prijzenoorlog tot gevolg hebben. Bijvoor-
beeld, nadat een bedrijf het conflict begint met het verlagen van de prijzen,
reageren de concurrenten met een reeks van prijsverlagingen omdat geen van
de concurrenten klanten, verkoopvolume of marktaandeel wil verliezen. De
eventuele toename in de totale verkopen door een verlaging van de prijs is dan
ook zelden genoeg om het eﬀect op de winst van deze verlaging van de prijs
te compenseren. Dit wederzijds destructief gedrag van concurrenten heeft de
winst op veel markten zoals de markt voor vliegtuigen, computer software en
autobanden doen verdwijnen.
Managers zijn geïnteresseerd in het totale eﬀect op de verkopen van hun
eigen prijsbeslissingen en de prijsbeslissingen van concurrenten. Om strate-
gische beslissingen te kunnen nemen over bijvoorbeeld de mate en de frequen-
tie van prijsaanbiedingen hebben ze informatie nodig over de prijselasticiteit
van de verkopen. Ook willen managers vaak weten of en in welke mate de
competitieve reacties de voorspellingen over de gevolgen van prijsaanbiedingen
beïnvloeden, want het negeren van dergelijke informatie kan leiden tot een on-
juiste inschatting van de eﬀecten van de gehanteerde prijsinstrumenten. Het
eﬀect van marketingactiviteiten op de eigen verkopen, die van de concurrenten,
het marktaandeel, de omzet of de winst volgt niet alleen uit de kortetermijn-
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eﬀecten van een marketing strategie. Voor een goede analyse dient men alle
relevante (vaak complexe) dynamische processen in ogenschouw te nemen.
Dit proefschrift behandelt tijdelijke veranderingen in de mogelijke eﬀecten
van sales promotions. Sales promotions zijn marketinginstrumenten die on-
twikkeld zijn om meer frequente of hogere aankopen van een bepaald product
of dienst door consumenten of handel te bewerkstelligen (Kotler 1994, p. 664).
Een groot deel van het marketingbudget wordt aan sales promotions besteed
en er is zelfs een toename van deze activiteiten, omdat ze in hoge mate het
consumentengedrag beïnvloeden. De toegenomen focus van bedrijven op de
kortetermijnwinsten en de mogelijkheid om sales promotions in verschillende
stadia van de product cyclus en op verschillende markten toe te passen, hebben
de aandacht voor sales promotions alleen nog maar versterkt. Echter, op dit
moment is er nog relatief weinig bekend over het daadwerkelijke eﬀect van sales
promotions in een competitieve markt.
Doel van het onderzoek
Het doel van dit onderzoek is om modellen te ontwikkelen die de directe en
dynamische eﬀecten van marketinginstrumenten in een competitieve marktom-
geving meten. De nadruk ligt in dit proefschrift op de eﬀecten van price promo-
tions (tijdelijke prijsverlagingen), want prijsbeslissingen hebben naar verhou-
ding een grote invloed op de totale verkopen, het marktaandeel en de mogelijke
reacties van consumenten en concurrenten.
Methodologie
De bepaling van de eﬀectiviteit van marktinstrumenten in een competitieve
omgeving vraagt om de schatting van een systeem van vergelijkingen waarbij
twee typen functies een rol spelen: (1) vraagfuncties die de consumentenre-
acties in kaart brengen en (2) concurrentiereactiefuncties die de verschillende
reacties van concurrenten beschrijven. Om de dynamiek van de markt te mod-
elleren is gebruik gemaakt van een Vector Autoregressive Model met eXogene
variabelen (VARX ). VARX modellen kunnen de dynamische structuur van
een markt beschrijven en de kortetermijn- van de langetermijn eﬀecten on-
derscheiden. Voor de analyse van de eﬀecten van de marktinstrumenten in
de tijd zijn simulatiestudies uitgevoerd. De gehanteerde methodologie heeft
niet alleen betrekking op de vaak bestudeerde klassieke competitive reaction
eﬀecten; (in hoeverre wordt de inzet van een marktinstrument bepaald door
de inzet van marktinstrumenten van concurrenten), maar ook op de zogeheten
own-brand en cross-brand sales feedback eﬀecten; (in hoeverre wordt de inzet
van een bepaald marktinstrument bepaald door een significante vermindering
van de eigen verkopen of de verkopen van een concurrent), en interne besliss-
ingsregels, zoals de allocatie van de eigen promotionele activiteiten.
Het eﬀect van marketing instrumenten
Samenvatting (Summary in Dutch) 203
Marktinstrumenten kunnen in een complex systeem de verkopen op verschil-
lende manieren beïnvloeden. Wij maken onderscheid tussen directe en indirecte
eﬀecten. Indirecte eﬀecten geven het eﬀect van marktinstrumenten via andere
intermediaire variabelen weer. Tot de indirecte eﬀecten kunnen de competi-
tive reactions, de feedback eﬀecten, de interne beslissingen of een combinatie
van deze eﬀecten gerekend worden. Directe eﬀecten zijn het eﬀect van het
instrument zonder rekening te houden met de indirecte eﬀecten.
Om de eﬀecten over de tijd te analyseren wordt onderscheid gemaakt tussen
kortetermijn-, netto- en brutoeﬀecten. Het kortetermijneﬀect is gedefinieerd als
het verkoop eﬀect in de periode waarin de promotionele actie plaats vond. De
som van de directe eﬀecten over een bepaalde tijdsperiode is het brutoeﬀect.
Het nettoeﬀect is de som van zowel de directe eﬀecten als de indirecte eﬀecten
van het begin van de promotie-actie tot het moment dat de eﬀecten zijn uit-
gestorven en het systeem is teruggekeerd tot het evenwicht (de dust-settling
periode). In tegenstelling tot de brutoeﬀecten wordt er bij de nettoeﬀecten dus
ook rekening gehouden met competitive reaction en feedback eﬀecten.
In hoofdstuk 7 maken wij gebruik van een ‘gepooled’ VARX model om de
kortetermijn, de netto- en de brutoeﬀecten van ondersteunde en niet onderste-
unde prijsverlagingen op de markt voor tonijn en de markt voor shampoo te
onderzoeken. De markt voor tonijn wordt gekarakteriseerd door een hoge mate
van concurrentie, terwijl er op de markt voor shampoo sprake is van merken
met een unieke marktpositie. Om het belang van die competitive reactions, own
feedback en cross feedback voor de verkopen over de dust-settling periode te on-
derzoeken worden er meerdere simulaties uitgevoerd. De simulatie-scenario’s
zijn gebaseerd op het op nul zetten van de parameterwaarde behorende bij de
intermediaire variabele die competitive reactions, own feedback of de cross feed-
back weergeeft. Als geen van de boven genoemde eﬀecten worden meegenomen
in de analyse krijgen we de brutoeﬀecten. De simulaties worden zowel met
als zonder interne beslissingsregels uitgevoerd. Deze beslissingsregels vertegen-
woordigen intrafirm eﬀecten (verbanden tussen verschillende variabelen van
hetzelfde merk) en inertia (vertraagde endogene eﬀecten).
De opbouw van het proefschrift
Aangezien er een groeiende belangstelling is voor de analyse van tijdreeksen in
marketing, wordt er in hoofdstuk 2 eerst een overzicht gegeven van univariate
en multivariate tijdreeksanalyse. In hoofdstuk 3 worden belangrijke onderwer-
pen in multiple tijdreeksanalyse besproken, waarbij speciale aandacht uitgaat
naar VARX modellering. Bestaande toepassingen van VARX modellen in mar-
keting worden hier besproken en er wordt opgemerkt dat het grootste deel van
deze modellen geschat is met behulp van tot op marktniveau geaggregeerde
gegevens. In hoofdstuk 4 wordt het model volgens deze methode bepaald op
het niveau van de markt (geaggregeerde winkeldata). In hoofdstuk 5 wor-
den statistische methoden geïntroduceerd om VARX systemen te analyseren.
Deze technieken zijn behulpzaam bij het kiezen van het meest geschikte VAR
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of VARX model. In hoofdstuk 6 worden modellen behandeld die meerdere
eenheden van tijdreeksdata combineren om VARX modellen te schatten. De
methodologie behandeld in hoofdstuk 6 wordt toegepast in hoofdstuk 7 om
de directe en cumulatieve eﬀecten van ondersteunde en niet ondersteunde pri-
jsaanbiedingen te analysereen. Eveneens worden de resultaten van hoofdstuk
7 vergeleken met de resultaten die verkregen zijn met het model dat gebruik
maakt van geaggregeerde data. Het proefschrift wordt besloten met conclusies
en aanbevelingen voor toekomstig onderzoek (hoofdstuk 8).
De belangrijkste resultaten van het onderzoek
In deze paragraaf bespreken we de belangrijkste resultaten van het onderzoek.
Eerst komen de resultaten aan de orde die met name van belang zijn voor
managers. Vervolgens worden de meer technische bevindingen besproken die
met name van belang zijn voor onderzoekers.
Resultaten voor managers
1. Zowel voor tonijn als shampoo is het eﬀect van een prijsverlaging op
de verkopen groter als zij wordt ondersteund door andere promotionele
activiteiten. Het kortetermijneﬀect op de verkopen is over het algemeen
twee keer zo groot voor ondersteunde prijsverlagingen (Hoofdstukken 4
en 7).
2. Dit verschil tussen het eﬀect van ondersteunde en niet ondersteunde prijs-
verlagingen is kleiner voor bruto- en nettoeﬀecten bij scenario’s met in-
terne beslissingsregels (Hoofdstuk 7).
3. Voor shampoo verschillen de nettoeﬀecten van de bestudeerde scenario’s
weinig. Met andere woorden, het weglaten van competitive reaction of
cross-brand sales feedback heeft weinig eﬀect Deze resultaten zijn te ver-
wachten voor merken met een unieke marktpositie. Op de markt voor
tonijn, waar merken geen unieke marktpositie hebben, verschillen de netto
eﬀecten wel sterk over de verschillende scenario’s en is de rol van cross-
brand sales feedback eﬀecten groter dan de rol van de traditionele com-
petitive reaction eﬀecten.(Hoofdstuk 7).
4. De verkopen en de marktinstrumenten zijn in de meeste gevallen station-
air (hoofdstukken 4, 5 en 7). Dit is in overeenstemming met de literatuur
over langetermijneﬀecten van promotionele activiteiten (e.g. Bass and
Pilon 1980, Dekimpe and Hanssens 1995a, and Dekimpe et al. 1999).
5. Op de markt voor wasmiddelen vinden wij een oorzakelijk verband van
de set van marktaandelen op de set van marktinstrumenten (terugkop-
pelingseﬀect) en van (huidige en vertraagde) marketingactiviteiten op de
marktaandelen (immediate market response eﬀect en carry-over eﬀect).
Deze bevindingen ondersteunen de wenselijkheid van VARX modellen
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voor het schatten van de eﬀecten van marketingactiviteiten (Hoofdstuk
5).
Resultaten voor onderzoekers
1. Het ‘gepoolde’ model geeft eﬃciëntere parameter schattingen dan het
model dat gebaseerd is op geaggregeerde data. Meer (zowel eigen als
kruiselingse) prijselasticiteiten zijn significant op het 5% betrouwbaarhei-
dsniveau met het Fixed Eﬀects Model (FEM ) Bovendien hebben de elas-
ticiteiten een hogere face-validity (Hoofdstukken 4 en 7).
2. Op basis van eﬃciëntie en face validity geven de VARX modellen die
zijn gekalibreerd op ‘gepoolde’ data betere parameterschattingen dan de
VARX modellen die gebaseerd zijn op geaggregeerde data. VARX mod-
ellen die zijn gekalibreerd op ‘gepoolde’ data zijn ook te prefereren omdat
er geen aggregatiebias is (Hoofdstukken 4, 6 en 7).
3. Op de markt voor wasmiddelen moeten buiten de prestatie-maatstaven
(zoals marktaandeel en verkopen) en prijsvariabelen ook andere market-
ingmixvariabelen (actie advertenties en refunds) endogeen in de analyse
worden betrokken. Daarom wordt gesuggereerd de toegepaste VARX
modellen uit te breiden tot systemen met een hogere dimensie waarin
deze additionele variabelen endogeen in het model worden opgenomen
(Hoofdstuk 5).
4. Panel en tijdreeks cross-sectie (TSCS) data bieden veel voordelen over
pure cross-sectie of tijdreeks data omdat interindividuele verschillen met
intra-individuele dynamiek gecombineerd kunnen worden. De mogeli-
jkheid gebruik te maken van de informatie in Panel data en TSCS data
hangt echter af van de mogelijkheid tot ‘poolen’. Er is geen rechtvaardig-
ing voor het ‘poolen’ van data als individuele observaties beter kunnen
worden gezien als zijn de gegenereerd door een heterogene populatie. In
dat geval kunnen we de voordelen van panel en TSCS data niet benutten
(Hoofdstuk 6).
5. Kanonieke correlatie-analyse en Wiener-Granger causaliteitstesten zijn
bruikbare instrumenten voor vooronderzoek voor de bouw van VAR of
VARX modellen. Zij bieden: (i) inzichten in het aantal significante
verbanden tussen de prestatie-maatstaven en marktinstrumenten, (ii)
inzichten in de eﬀectiviteit van marktinstrumenten, (iii) instrumenten
voor het testen voor het bestaan van structurele verbanden op een markt
en (iv) ondersteuning voor de uiteindelijke keuze van het optimale aantal
endogene (en exogene) variabelen in een VARX model (Hoofdstuk 5).
