Abstract. An unbiased method to estimate the error and the optimum number of sampled levels in Precipitable Water Vapour (PWV) determinations from atmospheric radiosoundings is proposed.
Introduction
Water Vapour (WV) accounts only for a 0-4% of all atmospheric molecules. Nevertheless, it is a powerful Greenhouse Gas, with strong lines of absorption and emission in the Infrared (IR). Atmospheric WV also participates in processes affecting the global climate (Elliott and Gaffen, 1995; Ahrens, 25 2003) and is the principal molecule responsible for the atmospheric extinction in IR astronomical observations, specially at wavelengths longer than ∼15 microns (Far IR), in several bands in the Mid and Short Wavelength IR and also in the submillimeter and microwave range (Selby and Mampaso, 1991; Hammersley, 1998; García-Lorenzo et al., 2010; Otárola et al., 2010) .
The total amount of WV above a particular location is highly variable and can be expressed as the PWV can be measured by equipped radiosounding balloons, radiometers both from ground (Fowle, 35 1912; Guiraud et al., 1979; Carilli and Holdaway, 1999; Smith et al., 2001) or satellites (Grody et al., 1980; Menzel et al., 1998; Gao and Kaufman, 2003; Deeter, 2007; Wong et al., 2015) , sun photometers (Bird and Hulstrom, 1982; Volz, 1983; Plana-Fattori et al., 1998; Firsov et al., 2013) , lunar photometers (Barreto et al., 2013) , GPS receivers (Bevis et al., 1992 (Bevis et al., , 1994 , Fourier Transform Infrared spectrometers (Kurylo, 1991; Schneider et al., 2006) and others (Schneider et al., 2010) . Among 40 them, atmospheric radiosoundings are a direct in situ measurement and one of the most accurate techniques to retrieve the PWV. Radiosoundings are also one of the current standards for atmospheric research and are widely used as a valid reference for comparisons or calibrations. An error estimation of PWV from radiosoundings is therefore extremely important. Previous works have dealt with the issue of accuracy of radiosonde measurements of PWV including experimental errors, dif-45 ferences in sensors output because variations of wetness in the column or comparison of different sensor types, see for example Miloshevich et al. (2006) or Romero-Campos et al. (2011) . Nevertheless, as radiosondes provide a discrete profiling of the atmosphere column, other important factors impacting the final error in PWV measurements are the error propagation and the vertical sampling (Liu et al., 2000) . These last error sources have not been so much explored and are the issue of the 50 present work.
Rationale and objectives
An accurate error estimation of PWV from radiosoundings is essential while making regression analyses in comparisons or calibration studies. In this sense, special care is needed when radiosoundings from different sources and characteristics are being included or when working in dry environments. repository at the Department of Atmospheric Science of the University of Wyoming 2 (WYO hereafter). Both datasets, ORM and TFE-WYO, showed strong differences in sampling (∼ 100 levels at TFE-WYO versus more than 2500 at ORM) as a consequence of the re-encoding applied at WYO.
In the present work, we took the opportunity of using the data from the high vertical resolution radiosounding flights at ORM to model the error in PWV calculations from balloons and suggest 70 a method to retrieve it. To extend the validity of the model, we have added the dataset of 42 radiosoundings at TFE described in Pérez-Jordán et al. (2015) . In this work we obtained the data from the Spanish State Meteorological Agency 3 (AEMET, following the spanish acronym) to include all the available operational datapoints (> 2500). The model covers a wide variety of conditions originated by the different path lengths (departures from 105 masl and ∼ 2200 masl) and PWV content 75 (∼ 10 − 40 mm at TFE and ∼ 1 − 13 mm at ORM).
The method takes into account the propagation of uncertainty and the sampling error. The result also includes an estimation of the optimum number of sampled levels needed to fit into the minimum error as a function of the expected PWV content. To validate the model, we have selected only the standard operational levels from the TFE dataset (∼ 15 datapoints each radiosounding), applied the 80 method and compared with the full dataset.
Locations and datasets
The balloons were launched at two separated locations (see Fig. 1 Muñoz-Tuñón (1992, 1994) . A total of 23 balloons were launched from the Observatory, 22 of them were selected to model the error, after rejecting the one that did not ranged the whole
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troposphere. The data from TFE covers one year of data with a total of 42 operational soundings from May 2013 to April 2014. Therefore, the join dataset used in the model includes 64 radiosounding with more than 2500 vertical levels each (∼ 2 s of time resolution) and PWV contents ranging between < 1 mm and > 40 mm.
The radiosondes used were Vaisala RS80 at ORM (1990 and 1995) and Vaisala RS92 for the op-110 erational soundings at TFE (2013) (2014) . In both cases, the sondes were calibrated in the ground check immediately before the balloon release. The Vaisala standard procedure for sonde preparation and sistematic errors sources minimization were followed, besides the different corrections for day time solar heatings, etc. For an extensive characterization of both radiosonde set-ups see Miloshevich et al. (2001 Miloshevich et al. ( , 2009 ). In the particular case of TFE, more details on the corrections ap- The uncertainties assumed in this work for both radiosondes are ±0.5
• C, ±5% and ±1 hPa for temperature, relative humidity and atmospheric pressure. These values are in agreement with the estimates for the RS92 obtained within the extensive network of the GCOS (Global Climate Observing System) Reference Upper-Air Network 6 (GRUAN) by Dirksen et al. (2014) . Future improvements 120 on sensors uncertainties can be easily implemented, as for example, the inclusion of vertically resolved profiles of uncertainties (Dirksen et al., 2014 ) that the new binary encodings for radiosonde data, as BUFR (Dragosavac, 2007) are introducing.
PWV from radiosondes
The PWV is obtained from the temperature T (
• C), atmospheric pressure p (hPa) and relative hu-125 midity RH (%) measured by the radiosondes (Curry and Webster, 1999) . Following the definition given in Sect. 1, the PWV can be expressed by:
where z is the height in m and ρ and ρ w are the liquid water and WV densities, both in kg/m 3 . The definition of WV mixing ratio r is
where m w and ρ w are the mass and density of WV and m d and ρ d are the corresponding values for dry air. We can assume hydrostatic balance (dp = −ρ d · g · dz) and write Eq. 1 in the form
where g is the Earth gravity (m/s 2 ) and p s and p t are the pressure at surface and top of the sampled 135 atmospheric column in hPa. We can now apply the ideal gas law and the Dalton's law of partial pressures to Eq. 2 resulting,
where the coefficient 0.622 is the molecular mass ratio of WV in dry air and e is the partial vapour pressure that can be obtained from the definition of relative humidity as
where the saturation vapour pressure e sat can be expressed as an empirical polynomial fit, following Curry and Webster (1999) :
The coefficients a i have been taken from Flatau et al. (1992) (see Table 1 ).
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3 Error budget for PWV from radiosonde data
The integral in Eq. 3 is computed as a discrete summation over all the levels sampled by the radiosonde after a trapezoidal method. In this sense, the error will have two components, one associated to the uncertainty of the measure (σ) and other to the sampling (ǫ s ). Let ǫ f be the final error associated to the PWV determination from radiosondes, then we can separate ǫ f in:
Uncertainty propagation
Let σ p , σ T and σ RH be the instrumental uncertainties associated to the direct measure of atmospheric pressure p, temperature T and relative humidity RH. The uncertainty of PWV can be obtained by error propagation over all the sampled levels N . Applying the chain rule to the trapezoidal method 155 in Eq. 3 leads to:
where p i is the pressure at level i, ∆p i = p i+1 −p i , r i,avg = (r i+1 +r i )/2 and r i is the mixing ratio at
p,i ) for vertically resolved sensor uncertainties. By a recursive use of the error propagation rules in Eqs. 4, 5 and 6, the following expressions are obtained for the 160 uncertainties of water vapour mixing ratio σ r,i , partial vapour pressure σ e,i and saturation vapour pressure σ esat,i , all at level i.
σ 2 e,i = 10
where a j and σ a,j are the saturation vapour pressure coefficients and the associated uncertainties (see Table 1 ; use σ RH,i and σ T,i for vertically resolved sensor uncertainties). mm, for ORM and TFE, respectively, and therefore, not included in the Eqs. 8 to 11.
Sampling error
The number of levels included for PWV determinations from atmospheric radiosondes may range from tens (when only standard levels are available) to thousands (full profile). The 64 balloons 175 considered in this work range from ∼ 2500 to ∼ 7000 data points, dense enough to neglect the sampling error. This circumstance allowed to empirically approximate an analytical expression for ǫ s as a function of the number of sampled levels N , following a recursive sub-sampling process.
Each profile was uniformly sub-sampled at equal intervals by taking one point in two, one in three, etc, up to obtain 800 different realizations of PWV for the same profile (any other uniform 180 sub-sampling is valid). The dispersion of the residuals increases in a logarithm fashion as the number of levels N decreases (see Fig. 2a ), with the residuals defined as, where I and I N are the integral in eq 3 calculated with all the levels in the profile (N max ) and with the different realizations of N levels after the sub-sampling process. The residuals were grouped 185 in slices for intervals of N to fit in a model. The size of the slices was selected following a quasilogarithm scale to overcome the differences in variance (heteroscedasticity) while conserving the statistical significance (see Fig. 2a for details on the slices and the number of residuals included for each). The sample error was then obtained as the RMSE of the residuals for each slice. The RMSE was calculated as the square root of the sum of the variance and the squared bias for every interval.
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The dependence on N of res N come from the integrals I N in Eq. 12 in the form,
where the first term, PWV, is the composite trapezoidal sum of Eq. 3 sub-sampled to N levels and the second one is the associated error. Therefore, taking N as the middle point of each slice interval in Fig. 2a 
This equation assumes that the radiosounding is uniformly sampling the whole atmosphere where 200 the PWV concentrates (mainly the lower and mid troposphere).
Optimized error
The integrated PWV is a summation and then, the uncertainty propagates with the contribution of all the addends. Therefore, σ increases with the number of levels in the profile. On the other hand, the sampling error is on the opposite direction and ǫ s increases as the number of sampled levels
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decreases. This behaviour is described in Fig. 2b , which shows the sampling error ǫ s fitted in Eq.
14 and the median σ calculated as a function of the sampling levels N for each slice of sub-sampled data. Therefore, it is always possible to uniformly sub-sample the profile, obtaining ǫ f (N, PWV) by use of Eq. 7 for different values of N (N ≤ N max ). Hence, the optimized error ǫ will result in 210 minimizing ǫ f whilst reducing N (see Fig. 2b ).
where ǫ f is the final error defined in Eq. 7, σ is the propagated uncertainty (Eq. 8) and ǫ s is the sampling error (Eq. 14). The optimum number of samples N 0 will be defined as the argument of the 215 minimum in Eq. 15.
Finally, we can calculate the individual contribution of the uncertainty and the sampling error to the optimized error by means of,
Results
We have applied the optimization described in Sect. 4 to all the available radiosondes (both ORM and TFE), recursively computing Eq. 7 while sub-sampling the profile and carrying out the minimization in Eq. 15. Fig. 3 shows six particular examples, two from ORM (Fig. 3a,b) and two from TFE
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( Fig. 3c,d) , with different PWV concentrations that contain the extremes. Additionally, we have included the same two profiles showed for TFE (N max ≫ N 0 ) with the re-encoded sampled data downloaded from the WYO repository (see section 1.1), where N max ≈ N 0 (Fig. 3e,f) . In all the cases, the residuals oscillate inside the range defined by the sampling error model (red line in Fig. 3) while converging. For N max ≫ N 0 , the error is being dominated by σ, whereas for N max ≈ N 0
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the sample error ǫ s becomes significant. We sub-sampled the data in the profiles from WYO by extracting N , N − 2, N − 4, ... points, uniformly distributed, for each iteration, to obtain a sufficient number of realizations close to N max . Fig. 4 shows all the results. The parameters ǫ and N 0 are plotted together for all the available radiosondes (ORM and TFE) as a function of PWV. The optimized error ǫ is proportional to PWV 235 whereas N 0 is the reverse. Therefore, lower amounts of PWV require more richly sampled profiles for an accurate estimation. The optimum sampling number N 0 is less than 200 for PWV 10 mm (see Fig. 4 ) while, for drier conditions, as in astronomical sites, N 0 grows up to 550 levels. All the numerical results are listed as an appendix in Tables 3 to 5 .
We obtained errors less than ∼ 0.6 mm for all the cases, that is significantly lower than the 1.3 240 mm error published by Liu et al. (2000) , also taking into account the sampling effect in the error, but with no deeper analyses onto the dependence on N . Specifically for the sampling component ǫ s0 ,
we also obtained a lower average value of 0.2 mm, with a maximum of 0.34 mm, in comparison with 0.50 mm and ≈ 1 mm, respectively, obtained by Liu et al. (2000) after analysing the residuals between the smoothed data (the standard output) and the much denser real-time records from 50
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PWV radiosoundings at Hong Kong.
The best fits to the data are also included in Fig. 4 : the instrumental uncertainties described in Sect. 1.2. Other experimental set-ups will require new curves to be fitted after propagating the uncertainties (see Sect. 3.1) and applying Eq. 15. Figure 5 and Table 2 summarize the statistical results for the relative errors (ǫ rel hereafter) from the whole dataset of 64 radiosoundings (ORM + TFE). Relative errors behave opposite than absolute optimized errors ǫ, in the sense that the drier the atmosphere, the larger the ǫ rel (see Fig. 5a ). The me-260 dian error is 2.4 ± 0.8%, with ninetieth percentile P 90 = 5.0% and an extreme value of 7.9% for the driest condition (PWV= 0.89 mm). The complete list of ǫ rel is also included in the appendix, (Tables 3 to 5). These results reduce in more than a half the uncertainty of ≈ 5% (≈ 15% for extremely drier conditions) published by Schneider et al. (2010) following the mixing ratio uncertainties obtained by Miloshevich et al. (2009) from the vaisala RS92 RH sensors, and bring out the importance
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of an optimized sampling in the PWV determinations from radiosoundings.
Validation with poorly sampled radiosonde data (N max < N 0 )
To validate the model, we have selected only the standard operational levels from the TFE dataset (TFE-STD, hereafter) and compared with the high resolution profiles (see Tables 4 and 5 ), used as the reference. The ∼ 15 standard levels are the minima and mandatory levels reported by the 270 radiosondes, but it constitutes a poorly sampled scenario (N max < N 0 ). In this case, Eq. 19 underestimates the error and the sampling component dominates. Therefore, ǫ ≈ ǫ s and the error can be directly estimated from Eq. 14 with N = N max .
The results of the comparison 7 are shown in the Fig. 6 , where both series are plotted with the calculated errors. The high resolution PWV series falls inside the TFE-STD error margin and, there-275 fore, the modelled errors statistically represent the differences between the calculated PWV and the best available estimation.
The relative errors for the TFE-STD series range between 7.1% and 33.6%, with a median of ∼ 17.7%. Fig. 6 also evidences the ability of the standard levels to reproduce the tendencies in long term PWV monitoring programs. A poorly sampled scenario may be also found when estimating the PWV 280 from low resolution operational radiosoundings in dry atmospheres as, for example, astronomical observatories, where the balloons are usually launched below the observatory height and thence, the lowest levels must be trimmed. 7 The flight 13335A has been removed from the TFE-STD series because the first standard level is missed.
9
Atmos. Meas. Tech. Discuss., doi:10.5194/amt-2015 Discuss., doi:10.5194/amt- -350, 2016 Manuscript under review for journal Atmos. Meas. Tech. Published: 15 February 2016 c Author(s) 2016. CC-BY 3.0 License.
We have considered two components in the error estimation for PWV obtained from radiosoundings,
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the uncertainties in the measures σ and the sampling error ǫ s (the whole atmospheric column must be uniformly sampled). The uncertainty contribution (Eq. 8) has been estimated by means of analytical error propagation through all the levels sampled by the balloon. The sampling component has been modelled from an empirical dataset of 64 high vertical resolution radiosounding profiles (Eq. 14)
with PWV values ranging between ∼ 0.9 mm and ∼ 40 mm. The model is based on the dependence 290 on the number of samples of the composite trapezoidal formula for numerical integration.
The uncertainty σ increases and ǫ s decreases as the number of sampled levels grow. Therefore, we have optimized the error whilst reducing the number of samples N . The optimization (Eq. 15) leads to the calculation of the minimum error and may be considered an appropriate estimator of the final error in the PWV determination. The value of N in the minimum error is the optimum number by sub-sampling and, therefore, the minimum error. The error behaviour with the PWV value, in this case, is shown by the Eqs. 18 and 19 from data obtained with the Vaisala RS80 and RS92 sondes.
In particular, for N max ≫ N 0 , the uncertainties rule the error and the sampling component may be discarded. For N max < N 0 the sampling component dominates and the final error can be obtained directly from the ǫ s model (Eq. 14).
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The model was validated by comparison of poorly sampled profiles (only standard levels) and high resolution data. The result showed that the errors estimated for the low resolution profiles contain the high resolution values, considered the reference. The errors grew up to > 30% with poorly sampled profiles for dry atmospheres.
The median error is 2.4 ± 0.9%, with ninetieth percentile P 90 = 5.0% and an extreme value of 315 7.9% for the driest condition (PWV= 0.89 mm). These results reduce in more than a half the uncertainties previously reported in the literature.
Therefore, not only the uncertainties are going to define the error in PWV estimations from radiosoundings, but the sampling is also playing an important role. Here we have proposed that it is possible to optimize the number of sampled levels to minimize the error within the instrumental 320 10 Atmos. Meas. Tech. Discuss., doi:10.5194/amt-2015 -350, 2016 Manuscript under review for journal Atmos. Meas. uncertainty. Whereas a radiosounding samples at least N 0 uniform vertical levels, that is depending on the dryness of the atmosphere, the error in the PWV estimation is likely to stay below ≈ 3%
(P 75 = 4.1%) even for dry conditions. Considering more samples than N 0 increase the noise and no the the information and, therefore, the accuracy in the estimation. 
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Atmos. Meas. Tech. Discuss., doi:10.5194/amt-2015 Discuss., doi:10.5194/amt- -350, 2016 Manuscript under review for journal Atmos. Meas. Tech. Published: 15 February 2016 c Author(s) 2016. CC-BY 3.0 License. Table 3 . PWV data and optimized error ǫ (see Eq. 15) for the 22 radiosoundings from ORM. Nmax is the actual number of sampled levels, Ht (m) and pt (hPa) are the top height and pressure reached by the balloon, while ps (hPa) is the surface pressure at the launching point. The surface launching height is ∼ 2200 m for all the flights.
The parameters σ0 and ǫs0 are the uncertainty and sampling components of the error (Eqs. 17) and N0 is the optimum number of levels (Eq. 16). The brackets in the last column are the relative errors ǫrel. 
